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Preface

This year it is the privilege of Eindhoven University of Technology to host the 11th Annual
Symposium of the IEEE/LEOS Benelux Chapter.

The Chapter was founded in 1996, and is thus this year celebrating its �rst decennium.
The LEOS �elds of interest are spanning a wide range of optical techniques: lasers and
integrated optics, optical �bres, optical communication systems and devices, optical
sensors, physics of novel materials, polymers and inorganic materials, nonlinear optics,
quantum electronics and quantum optics.

Since its establishment, the Chapter aims to promote the LEOS �elds of interest in
the Benelux (Belgium, the Netherlands, and Luxembourg), as well as in the neighbouring
countries Germany and France, by stimulating interaction between scientists and engi-
neers working in universities, industry, and other research institutes. The activities of
the Chapter encompass presentations by invited speakers, workshops, thematic meetings,
and the Annual Symposium. The Symposium has been organised yearly since 1996, and
is the most prominent event of the Chapter. It provides an excellent forum for young
researchers to exchange their latest information, and to promote the research going on
in the Benelux region to a wide public.

In 2006, the Symposium again is arranged as a two-day event. In the evening of
Nov. 30th, there will be an invited talk by dr. van den Hoven of Genexis, one of the �ne
examples of successful optical industries in the Netherlands. Thereafter the spectrum of
activities in broadband research in our COBRA Institute will be presented, including the
ones in the National Research Centre Photonics within COBRA. The evening program is
continued with a poster session, and the opportunity to meet informally with drinks and
some light snacks. On Friday Dec. 1st, the program features two invited talks, given by
the distinguished LEOS lecturers prof. Plant of McGill University and dr. Notomi of NTT
Basic Research Labs. It also has two parallel sessions of four oral paper presentations
each, which were selected from the large number of submitted papers. Also a second
poster session will be held. As has been become a nice tradition, by the end of the day
there will be an award ceremony for the Best Poster.

The Symposium organising committee would like to thank the invited speakers and
presenters of regular and poster papers, for their valued contributions. It is this kind
of interaction which constitutes the spirit of our Chapter. Also we thank the Program
Committee for their hard work in selecting the papers, and the many other volunteers
who helped to put this Symposium together. Finally, let us thank the organisations which
through their generous support made this Symposium feasible: the COBRA Institute,
Newport, Spectra-Physics, LASER 2000, BFi OPTiLAS, Genexis, Ocean Optics and
Simac Electronics.

We trust the Symposium will o�er you a valuable platform for interaction and en-
courage you to take the opportunity for lively discussions with your fellow researchers
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and other colleagues in the LEOS �eld.

On behalf of the Symposium organising committee,

Ton Koonen - Symposium chairman
Henrie van den Boom - Symposium vice chairman
Xaveer Leijtens - chairman LEOS Benelux Chapter
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Program Committee

Prof. Ton Koonen, chairman
Dr. Xaveer Leijtens
Prof. Alfred Driessen
Dr. René de Ridder
Dr. Taco Visser
Prof. Geert Morthier
Prof. Peter Bienstman
Prof. Patrice Mégret
Dr. Marc Wuilpart
Prof. Hugo Thienpont
Prof. Jan Danckaert
Prof. Philippe Emplit
Dr. Thomas Erneux

Technische Universiteit Eindhoven
Technische Universiteit Eindhoven
Universiteit Twente
Universiteit Twente
Vrije Universiteit Amsterdam
Universiteit Gent
Universiteit Gent
Faculté Polytechnique de Mons
Faculté Polytechnique de Mons
Vrije Universiteit Brussel
Vrije Universiteit Brussel
Université Libre de Bruxelles
Université Libre de Bruxelles

Organizing Committee

Prof. Ton Koonen, chairman
Ir. Henrie van den Boom, vice-chairman
Dr. Xaveer Leijtens, chairman LEOS Benelux Chapter
Dr. Harm Dorren
Pauline van Gelder-Hoen
Ir. Bas Huiszoon
Dr. Fouad Karouta
Susan de Leeuw-Je�ery
Dr. Richard Nötzel
Dr. Huug de Waardt

iv



Contents

Invited Speakers 1

The Dynamic Bandwidth of Fiber-to-the-Home
G.N. van den Hoven, E.G.C. Pluk 1

Broadband Communication research activities at the COBRA Institute
A.M.J. Koonen 3

Agile All-Photonics Networks � A Vision of Optical Networks for 2012
and Beyond
D.V. Plant 5

All Optical Control of Light by Photonic Crystal Nanocavities
M. Notomi 7

Oral Presentations 9

Low cost high capacity data transmission over plastic optical �bre using
quadrature amplitude modulation
J. Yang, X. Li, M.S. Al�ad, A.M.J. Koonen, H.P.A. van den Boom 9

Embedded OTDR Monitoring of the Fiber Plant behind the PON Power
Splitter
W. Chen, B. De Mulder, J. Vandewege, X.Z. Qiu 13

Performance of Maximum Likelihood Sequence Estimation in 10 Gb/s
Transmission Systems with Polymer Optical Fiber
S.C.J. Lee, F. Breyer, S. Randel, B. Spinnler, I.L. Lobato Polo, D. van den Borne,
J. Zeng, E. de Man, H.P.A. van den Boom, A.M.J. Koonen 17

Optical Code Sensing Multiple Access / Collision Detection (OCSMA/CD)
on a Passive Optical Network Employing a Single Spectral En/Decoder
B. Huiszoon, H. de Waardt, G.D. Khoe, A.M.J. Koonen 21

Interactions with a photonic crystal micro-cavity using an AFM in contact
or tapping mode operation
W.C.L. Hopman, K.O. van der Werf, A.J.F. Hollink, W. Bogaerts, V. Subrama-
niam, R.M. de Ridder 25

v



Electrically Injected Thin-�lm InGaAsP Microdisk Lasers Integrated on a
Si-wafer
J. Van Campenhout, P. Rojo-Romeo, D. Van Thourhout, C. Seassal, P. Regreny,
L. Di Cioccio, J.M. Fedeli, R. Baets 29

Size limitations of quantum dot microdisc lasers
J. Molina Vázquez, R.W. Smink, B.P. de Hon, A.G. Tijhuis, G.D. Khoe, H.J.S.
Dorren 33

E�cient coupling structures for integration of pillar photonic crystals with
ridge waveguides
A.A.M. Kok, R. Meneghelli, J.J.G.M. van der Tol, M.K. Smit 37

Integrated Waveguide Device for Picosecond Pulse Ampli�cation and
Spectral Shaping
M.J.R. Heck, E.A.J.M. Bente, Y. Barbarin, A. Fryda, H.D. Jung, Y.S. Oei, R.
Nötzel, D. Lenstra, M.K. Smit 41

Ring resonator-based single-chip 1x8 optical beam forming network in
LPCVD waveguide technology
L. Zhuang, C.G.H. Roelo�zen, R.G. Heideman, A. Borreman, A. Meijerink, W.
van Etten 45

A nanophotonic NEMS-modulator in Silicon-on-Insulator
J. Roels, I. De Vlaminck, D. Van Thourhout, L. Lagae, D. Taillaert, R. Baets 49

Multimode Waveguides of Photode�nable Epoxy for Optical Backplane
Applications
M.B.J. Diemeer, L.T.H. Hilderink, H. Kelderman, A. Driessen 53

Beyond the Size Limit on Cavity Solitons with Left-Handed Materials
L. Gelens, P. Tassin, G. Van der Sande, I. Veretennico�, P. Kockaert, M. Tlidi,
D. Gomila, J. Danckaert 57

Use of weakly tilted �ber Bragg gratings for strain sensing purposes
C. Caucheteur, C. Chen, J. Albert, P. Mégret 61

Feedback phase sensitivity of a semiconductor laser subject to �ltered
optical feedback
H. Erzgräber, B. Krauskopf, D. Lenstra, A.P.A. Fischer, G. Vemuri 65

A Biosensor based on Surface Plasmon Interference
P. Debackere, S. Scheerlinck, P. Bienstman, R. Baets 69

vi



Posters: Integrated Optics 73

Fabrication of an electro-optic polymer microring resonator
M. Balakrishnan, E. Klein, M.B.J. Diemeer, A. Driessen, M. Faccini, W. Ver-
boom, D. N. Reinhoudt, A. Leinse 73

An integrated transceiver based on a re�ective semiconductor optical am-
pli�er for the access network
L. Xu, X.J.M. Leijtens, J.H. den Besten, M.J.H. Sander-Jochem, T. de Vries,
Y.S. Oei, P.J. van Veldhoven, R. Nötzel, M.K. Smit 77

Dual-Channel Approach to Photonic Modulators in Silicon-on-Insulator
Technology
V.M.N. Passaro, F. De Leonardis, F. Dell'Olio 81

Modeling of an All-Optical Raman Modulator in Silicon-on-Insulator Tech-
nology
F. De Leonardis, V.M.N. Passaro 85

An integrated polarization splitter and converter
L.M. Augustin, J.J.G.M. van der Tol, R. Hanfoug, W. de Laat, M.K. Smit 89

Numerical Observations of Negative Group Velocity in a Two-port Ring-
resonator Circuit and Its Potential for Sensing Applications
H.P. Uranus, H.J.W.M. Hoekstra 93

Deep etching of DBR gratings in InP using Cl2 based ICP processes
B. Docter, E.J. Geluk, M.J.H. Sander-Jochem, F. Karouta, M.K. Smit 97

A Mach-Zehnder interferometric switch within the POLarization based
Integration Scheme (POLIS)
A.J.G.M. van de Hulsbeek, U. Khalique, J.J.G.M. van der Tol, F.H. Groen, M.K.
Smit, H.H. Tan, C. Jagadish 101

Defect Grating Simulations: Perturbations with AFM-like Tips
R. Sto�er, M. Hammer 105

Metal mask free dry-etching process for integrated optical devices apply-
ing highly photostabilized resist
G. Sengo, H. van Wolferen, K. Wörho�, A. Driessen 109

Al2O3 and Y2O3 Thin Films for Active Integrated Optical Waveguide De-
vices
J.D.B. Bradley, F. Ay, K. Wörho�, M. Pollnau 113

Thin �lm InGaAs MSM photodetectors integrated onto silicon-on-insulator
waveguide circuits
J. Brouckaert, G. Roelkens, D. Van Thourhout, R. Baets 117

vii



Non-linear behavior in quantum-well polarization converters
M.J.H. Marell, U. Khalique, J.J.G.M. van der Tol, E.A.J.M. Bente, M.K. Smit 121

Posters: Lasers 125

Phase-locking on the beat signal of a two-mode 2.7 terahertz metal-metal
quantum cascade laser
J.N. Hovenier, A.J.L. Adam, I. Ka²alynas, J.R. Gao, T.O. Klaassen, A. Baryshev,
B.S. Williams, S. Kumar, Q. Hu, J.L. Reno 125

Mode structure of a vertical-cavity surface-emitting laser subject to opti-
cal feedback
K. Green, B. Krauskopf, D. Lenstra 129

Frequency Doubled Er/Brillouin All-Fiber Laser
A.A. Fotiadi, O. Deparis, P. Mégret, C. Corbari, A. Canagasabey, M. Ibsen, P.G.
Kazansky 133

InAs/InP Quantum Dot Fabry-Pérot and Ring Lasers in the 1.55 µm
Range using Deeply Etched Ridge Waveguides
Y. Barbarin, S. Anantathanasarn, E.A.J.M. Bente, Y.S. Oei, M.K. Smit, R.
Nötzel 137

Complete rate equation modelling for the dynamics of multi-mode semi-
conductor lasers
S. Beri, M. Youse�, P.C. De Jager, D. Lenstra, M.K. Smit 141

Posters: Optical Communications 145

Ultrafast all-optical wavelength conversion in Silicon-Insulator waveguides
by means of Cross Phase Modulation using 300 femtosecond pulses
R. Dekker, J. Niehusmann, M. Först, A. Driessen 145

Investigations on Electronic Equalization for Step-Index Polymer Optical
Fiber Systems
F. Breyer, N. Hanik, S. Randel, B. Spinnler 149

Transmission of QAM Signals Over 100 m Step-Index PMMA Polymer
Optical Fiber with 0.98 mm Core Diameter
M.S. Al�ad, X. Li, J. Yang, A.M.J. Koonen, H.P.A. van den Boom 153

Optimisation of optical bandpass �lters for semiconductor optical ampli�er-
based all-optical wavelength conversion using genetic algorithms
J. Molina Vázquez, Z. Li, Y. Liu, E. Tangdiongga, S. Zhang, D. Lenstra, G.D.
Khoe, H.J.S. Dorren 157

viii



Demonstration of an All-Optical Data Vortex Switch node base on MZI-
SOA gates
H.D. Jung, I. Tafur Monroy, A.M.J. Koonen 161

Spectral Slicing for Data Communications
M.S. Leeson, B. Luo, A.J. Robinson 165

Switched DWDM Ethernet Passive Optical Networks
R. Roy, C.G.H. Roelo�zen, W. van Etten 169

Ultrafast optical di�erentiators based on asymmetric Mach-Zehnder in-
terferometer
Z. Li, S. Zhang, J. Molina Vázquez, Y. Liu, G.D. Khoe, H.J.S. Dorren, D.
Lenstra 173

Fiber Bragg Gratings for In-line Dispersion Compensation in Cost-e�ective
10.7-Gbit/s Long-Haul Transmission
D. van den Borne, V. Veljanovski, E. Gottwald, G.D. Khoe, H. de Waardt 177

Towards a reliable RoF infrastructure for broadband wireless access
M. Garcia Larrode, A.M.J. Koonen 181

The E�ect of Passive Optical Components in Multimode Fibre Links Using
Mode Group Diversity Multiplexing
C.P. Tsekrekos, A.M.J. Koonen 185

Distributed measurement of parametric oscillations in WDM systems
G. Ravet, F. Vanholsbeek, P. Emplit, M. Wuilpart, P. Mégret 189

Subcarrier Modulated Transmission over Silica and Polymer Multimode
Fibres
J. Zeng, A. Ng'oma, S.C.J. Lee, Y. Wanatabe, H.P.A. van den Boom, A.M.J.
Koonen 193

High Capacity Switched Optical Interconnects for Low-Latency Packet
Routing
K.A. Williams 197

Posters: Optical Sensors 201

Sensitivity Analytic Calculation of Rib Waveguides for Sensing Applica-
tions
F. Dell'Olio, V.M.N. Passaro, F. De Leonardis 201

Sensitivity of Polarization Maintaining Fibres to Temperature and Strain
for Sensing Applications
C. Cunelle, M. Wuilpart, P. Mégret 205

ix



Time-of-�ight Optical Ranging Sensor Based on a Current Assisted Pho-
tonic Demodulator
D. Van Nieuwenhove, W. Van der Tempel, R. Grootjans, M. Kuijk 209

Optical Biosensor based on Silicon-on-Insulator Microring Resonators for
Speci�c Protein Binding Detection
K. De Vos, I. Bartolozzi, P. Bienstman, R. Baets, E. Schacht 213

Improved Modulation Techniques for Time-Of-Flight Ranging Cameras
using Pseudo Random Binary Sequences
R. Grootjans, W. Van der Tempel, D. Van Nieuwenhove, C. de Tandt, M. Kuijk 217

Posters: Optical interconnect and packaging 221

16 channels optical interface utilizing InP-based mode adapters combined
with 30 µm intervals spaced �bre pitch converters
J.H.C. van Zantvoort, F.M. Soares, F. Karouta, M.K. Smit, S. Zhang, G.D.
Khoe, A.M.J. Koonen, H. de Waardt 221

Fiber Array to Photonic Integrated Circuit Assembly Method with Post-
Weld-Shift Compensation
J.H.C. van Zantvoort, S.G.L. Plukker, E. Smalbrugge, M.T. Hill, E.C.A. Dekkers,
G.D. Khoe, A.M.J. Koonen, H. de Waardt 225

Optical interconnections embedded in �exible substrates.
E. Bosman, G. Van Steenberge, P. Geerinck, W. Christiaens, J. Van�eteren, P.
Van Daele 229

Technology Demonstrator of an Optical Board-to-Board Data-Link
T. Lamprecht, C. Berger, R. Beyeler, R. Dangel, L. Dellmann, F. Horst, N. Meier,
T. Morf, B.J. O�rein 233

Membrane couplers and photodetectors for optical interconnections on
CMOS ICs
P.R.A. Binetti, X.J.M. Leijtens, M. Nikoufard, T. de Vries, Y.S. Oei, L. Di Cioc-
cio, J.-M. Fedeli, C. Lagahe, R. Orobtchouk, C. Seassal, P.J. van Veldhoven, R.
Nötzel, M.K. Smit 237

Focused-ion-beam fabrication of slanted �ber couplers in silicon-on-insulator
waveguides
J. Schrauwen, F. Van Laere, D. Van Thourhout, R. Baets 241

Posters: Other 245

The Asymptotic Properties of Electromagnetic Pulse Transmission in Pho-
tonic Crystals by Saddle-point Analysis

x



R. Uitham, B.J. Hoenders 245

Semiconductor Optical Bloch Equations Explain Polarization Dependent
Four Wave Mixing Quantum Beats in Bulk Semiconductors
W. Wang, J. Zhang, D. Lenstra 249

Judd-Ofelt Analysis of Nd(TTA)3Phen-doped 6-FDA/Epoxy Planar Wave-
guides
J. Yang, M.B.J. Diemeer, L.T.H. Hilderink, R. Dekker, A. Driessen 253

Near Field Pattern Simulations of Graded-Index Multimode Fibres
R.W. Smink, C.P. Tsekrekos, B.P. de Hon, A.M.J. Koonen, A.G. Tijhuis 257

Variational e�ective index mode solver
O.V. Ivanova, M. Hammer, R. Sto�er, E. van Groesen 261

Spatial E�ects in the Emitted Field of Zero Di�raction Resonators
P. Tassin, M. Tlidi, G. Van der Sande, I. Veretennico�, P. Kockaert 265

xi



xii



The Dynamic Bandwidth of Fiber-to-the-Home
G.N. van den Hoven, E.G.C. Pluk

Genexis B.V. Eindhoven, Netherlands
info@genexis.eu

http://www.genexis.eu

Fiber-to-the-Home (FTTH) can provide end-users with virtually unlimited bandwidth, and
at the same time liberating the end-user from the clutches of a single service provider. This
paper will present two examples of dynamic bandwidth in optical networks, showing the
advantages offered to the user, today and tomorrow. The first example shows how the
transparency of Ethernet traffic allows the dynamic configuration of services. The second
example introduces a new concept for the dynamic reconfiguration of bandwidth, using
multiple wavelengths.
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Broadband Communication research activities
at the COBRA Institute

A.M.J. Koonen
COBRA Institute, Eindhoven University of Technology,
P.O. Box 513, NL5600MB Eindhoven, The Netherlands

a.m.j.koonen@tue.nl

The activities in the COBRA Institute encompass research on novel materials, devices
and systems for broadband communication. Novel optical materials enable ultra-fast
multi-functional integrated optical circuits. With these, high-capacity fast-routing net-
works are investigated, as well as versatile fibre access and in-home networks, and their
applications. The activities in the area of optical communication are within the heart of
the institute. An overview will be given how these activities fit within the entire field of
research of COBRA, illustrated with some recent research highlights, and of COBRA’s
future research directions.
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Agile All-Photonics Networks – A Vision of
Optical Networks for 2012 and Beyond

David V. Plant
Dept. of Electrical & Computer Engineering

McGill University
Montreal, Quebec, Canada

plant@photonics.ece.mcgill.ca

Recent advances in fiber optic technology have prompted researchers to envision a fu-
ture all-photonic network that is capable of supporting multiple access and services at
very high bit rates. The confluence of optical transmission and optical network func-
tions opens up new paradigms for network architectures that are enabled by emerging
photonic technologies. Characteristics of these architectures and technologies that dis-
tinguish them from existing ones include: (1) networks in which the transmission of infor-
mation is based on optical packets (burst-switched or packet-switched networks, with and
without all-optical header recognition), (2) optical code-division multiplexing for allocat-
ing bandwidth-on-demand in bursty, asynchronous traffic environments, and (3) practical
implementations for optical generation, shaping, and processing. In these all-photonic
multi-access networks, any node can use a designated time slot to send a packet to any
other node in the network. The bursty nature of these networks imposes new design con-
straints on transmitters, receivers, and optical components. We review various system and
technology considerations for such networks.

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven
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All Optical Control of Light by
Photonic Crystal Nanocavities

Masaya Notomi
NTT Basic Research Laboratories

Photonic Nanostructure Research Group
3-1 Morinosato-Wakamiya, Atsugi, 243-0198 JAPAN
notomi@nttbrl.jp / notomi@will.brl.ntt.co.jp

http://www.brl.ntt.co.jp/people/notomi

Recently, various aspects of the performance of photonic crystals have rapidly progressed,
such as waveguide loss and cavity Q. Thanks to these advances, various forms of all-
optical control of light is becoming possible using photonic crystals. In this talk, I will
first review our recent achievement in ultrasmall and ultrahigh-Q nanocavities. Next I will
show the realization of all-optical switches and bistable memories using photonic-crystals
nanocavities. Third, we will discuss possible applications of these functions. One is the
application for all-optical digital processing chips. Second is dynamic control of light
which leads to interesting novel ways of controlling fundamental properties of light, such
as adiabatic wavelength conversion and optomechanical energy conversion.

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven
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LOW COST HIGH CAPACITY DATA 
TRANSMISSION OVER PLASTIC OPTICAL FIBRE 

USING QUADRATURE AMPLITUDE 
MODULATION 

J. Yang, X. Li, M.S. Alfiad, A.M.J. Koonen, H.P.A. van den Boom  
COBRA Institute, Eindhoven University of Technology, The Netherlands 

P.O. Box 513, NL 5600 MB Eindhoven, The Netherlands 

Phone +31 40 2475653, fax +31 40 2455197, e-mail J.Yang@tue.nl  

While a data transmission system based on step-index multi-mode plastic optical fibre 
(POF) is potentially of very low cost, it is also severely bandwidth-limited. To 
circumvent the bandwidth limitation, Quadrature Amplitude Modulation (QAM) may be 
used to realize high capacity data transmission. Three different QAM systems with 
large-core step-index plastic optical fibre are proposed. They are Direct QAM, 
Baseband/subcarrier emulated QAM, and Wavelength-sliced emulated QAM. The 
performances of the three systems have been analyzed by computer simulations. Based 
on the simulation results, the technical feasibility for those system concepts is assessed 
in order to select the optimal configuration. A simple Direct QAM system has been set 
up. Measurements have been carried out with different optical sources; a 658 nm laser 
diode and a 520 nm SLED. A vector signal generator is employed as QAM modulator 
and the quality of the I and Q signals was measured by a vector signal analyzer. 90 
Mbit/s over 100 meter step-index plastic optical fibre with a core diameter of 1 mm has 
been achieved with an error vector magnitude less than 3%. 

Introduction 
The 1 mm PMMA Step-Index Polymer Optical Fibre (SI-POF) is an attractive medium 
in short-range communication networks. It combines the advantages of the normal 
optical fibre (high bandwidth, EMI immunity) with the simple installation which makes 
it cost efficient [1]. The large 1mm core makes the handling of the optical access 
network by non-professionals possible while the cheap PMMA and the simple step-
index structure give low fibre production costs. Hence, PMMA SI-POF with 1 mm core 
diameter will be investigated in the recently started European joint R&D project POF-
ALL – “Paving the Optical Future with Affordable Lightening-fast Links” [2]. Since the 
target of the POF-ALL project is to realize at least 100Mbit/s over 300 meter length, 
QAM is considered due to the severely bandwidth-limited 1 mm PMMA SI-POF [3]. 
The QAM modulation scheme conveys data by coding the data on two orthogonal 
carrier channels. A larger eye opening can be expected for the QAM transmission with 
the same link power budget compared to other multi-level transmissions because of the 
more even distribution of the points in the modulation constellation. The other reason 
why QAM signaling is selected for the high capacity POF link is that QAM technology 
has been already widely deployed in wireless LAN standards, such as the IEEE 802.11x 
family, in digital video broadcast systems on coaxial cable networks (DVB-C), and for 
fast internet in cable modem systems such as DOCSIS. Thus, the high speed QAM 
signal modulation and demodulation chips can be lower cost thanks to the large market
of wireless LANs and cable modems. 
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QAM system implementation options 
Three different QAM systems for the 1mm SI-POF system are proposed. They are 
Direct QAM, Baseband/subcarrier emulated QAM (SC-QAM), and Wavelength-sliced 
emulated QAM (WS-QAM) [3]. The first option Direct QAM is depicted in Fig.2a), 
and the spectrum allocation for Direct QAM is shown in Fig.2b). When the data rate is 
R and a QAM-2N scheme is used, the passband QAM signal spectrum is centred on the 
carrier fc and occupies in practice a bandwidth of about 1.4 /R N . So the carrier 
frequency fc needs to be larger than 0.7 /R N , and therefore the bandwidth of the POF 
link should be at least 1.4 /R N . The second option, termed ‘baseband/subcarrier 
emulated QAM’ (SC-QAM) and depicted in Fig.2a), emulates QAM by modulating I 
and Q signals on two different subcarriers., e.g. the I signal in baseband and the Q 
signal in a passband centred around the carrier frequency fc. The spectrum needed for 
SC-QAM is more than 2.1 /R N as shown in Fig.2b) which is much wider than that for 
the Direct QAM option. The carrier frequency fc should exceed 1.4 /R N while the 
bandwidth of the POF link should be at least 2.1 /R N . The third option is ‘wavelength-
sliced emulated QAM’ and is depicted in Fig.3a). Two SLEDs are used to generate two 
orthogonal channels by wavelength slicing. Crosstalk may occur due to overlap in the 
spectra. So additional signal processing has to be deployed to eliminate the crosstalk. 
The electrical signal spectra of the I and Q signal are both in baseband, as shown in 
Fig.3b). Hence this option requires the least bandwidth of the POF link, namely 
only 0.7 /R N . 

data 
in

X

X
BBP Σ

POF
LD PD X

X
π/2

I

Q
π/2fc

data 
outBBP

I

Q

LPF

LPF

fc

data 
in

X

X
BBP Σ

POF
LD PD X

X
π/2

I

Q
π/2fc

data 
outBBP

I

Q

LPF

LPF

fcfc              0 fc
f

1.4⋅ R / N

0 fc
f

1.4⋅ R / N

 
                                              a) system concept                                                                  b) spectrum 

Fig. 2 Direct QAM 
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Fig. 3 Baseband/subcarrier emulated QAM 
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Fig. 4 Wavelength-sliced emulated QAM 
 

Performance analysis of QAM system options 
The performances of the QAM system options have been analyzed by computer 
simulations. Based on the simulation results, the technical feasibility for those system 
concepts is assessed in order to select the optimal configuration. Due to the limitation of 
bandwidth, we focus on the Direct QAM and WS-QAM. 
Within the simulation program VPI Transmission Maker, the two systems are both 
implemented with 100 meter multi-mode fibre. For a good comparison of Direct QAM 
and WS-QAM, the parameters are set to be the same. In both systems, the bit rate is set 
to be 128 Mbit/s using QAM-64 signals, implying a symbol rate of 21.3 MBaud. A laser 
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diode with a wavelength of 650 nm and average output power of 5 mW was assumed. A 
raised cosine filter was used for pulse-shaping and has a roll-off factor β=0.2. The 
carrier frequency fc=30MHz for Direct QAM. 

                         
             a) Spectrum of Direct QAM                    b) Spectrum I channel of WS-QAM 

Fig. 5 The spectrum of QAM signal after transmitter 
 
The first simulation results are shown in Fig.5. The occupied bandwidths of the two 
different QAM implementations in the transmitter have been calculated.  From Fig.5a), 
the QAM signal makes use of 25.6MHz bandwidth. Since the Direct QAM is 
transmitted in the passband and the carrier frequency fc=30MHz, the needed bandwidth 
of POF link is around 42MHz while it can be 25.6MHz in an ideal case. On the other 
hand, the two orthogonal carriers for WS-QAM are separated by different wavelengths 
so the QAM signal can be transmitted as baseband signal. The required bandwidth in 
the transmitter is therefore not more than 13MHz, which is only half of the Direct QAM 
passband signal.  

                         
               a) Constellation for Direct QAM                         b) Constellation for WS-QAM in I channel 

Fig. 6 The Constellation for QAM signal after transmitter 
 
After the matched raised cosine filter, the constellation diagrams are shown for these 
two QAM implementations in Fig.6. Obviously, the constellation points of Direct QAM 
are more scattered than that of WS-QAM because the I and Q subcarriers are more 
independent to each other in the WS-QAM system, which implies more orthogonality in 
the transmission.  

Experiment Results 
An experimental Direct QAM system has been setup for the measurement of the error 
vector magnitude (EVM) which is an indication of the quality of the QAM signal. The 
optical source is directly intensity-modulated by the 64-QAM signal and the optical 
signal is detected by a large-area silicon PIN photodiode. A 658nm Fabry Perot laser 
diode and a 520nm green SLED are both tested as the optical source, both emitting 
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5.5mW optical power. The symbol rate is fixed at 15.0 MS/s. So the bit rate of the 
system is 90Mbit/s since the number of bits per symbol N=6 for 64-QAM. The optimal 
cases in the experiments are shown in Fig.7. With the laser diode, the error free 
transmission can reach 100 meter and the measured EVM was 1.723%, well less than 
the limitation of 5% for error free transmission in case of 64 QAM. With the 520nm 
green SLED, the system can only achieve 50 meter for error free transmission while the 
measured EVM was 2.881%. 

       
 a) With 658nm laser diode, 100m POF          b) With 520nm green SLED, 50m POF 

Fig. 7 The eye diagram and measured EVM 

Conclusions 
From theoretical analysis, the QAM technique may be a good option for realizing a low 
cost but high capacity POF link. The technical feasibility of system solutions employing 
Direct QAM and WS-QAM have been analyzed for data rates of 128Mbit/s on a 1 mm 
core SI-POF link with a length of 100 meter. The WS-QAM system scheme seems 
better because of the high bandwidth efficiency. Experiments with measurements have 
been carried out with a simple Direct QAM system according to the simulations. Error 
free 90Mbit/s QAM transmission has been realized with a 650nm laser diode over 100 
meter while the system can reach 50 meter with a 520nm green SLED as the optical 
source.  
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We present a laboratory prototype which verifies a novel embedded optical time-
domain reflectometry (OTDR) approach. It integrates inexpensive fiber monitoring 
functionality into an optical network unit (ONU) transceiver module of passive optical 
networks (PONs). The prototype includes a laser module, an analog front-end, a 
reconfigurable digital control platform with back-end data processing and a graphic 
user interface. The prototype demonstrates accurate OTDR measurements of two 
cascaded sections of optical fibers behind a power splitter representing a PON drop 
fiber section. Experiments show backscattering curves and Fresnel reflections where 
signal-to-noise ratio was improved by signal processing. 

Introduction 
For tomorrow’s broadband optical access networks, the point-to-multipoint (P2MP) 
network architecture has best cost to performance ratio and its deployment is gaining 
momentum fast. A time division multiplexing (TDM) P2MP network contains optical 
power splitters between an optical line termination (OLT) and optical network units 
(ONUs) (Fig. 1). Time slots are allocated for the upstream traffic from each ONU to the 
OLT, during which the ONU transmits upstream data in bursts, rather than 
continuously. The burst-mode ONU data transmitter comprises an optical laser module 
and a laser driver. The large scale of modern PONs makes cost-efficient fiber 
monitoring from the ONU side desirable, to reduce the operation and maintenance 
costs. By integrating OTDR (optical time-domain reflectometry) functionality into 
optical transceiver modules, the embedded OTDR becomes an integral part of the 
network, which can be accessed by the PON management plane to monitor and test the 
quality of the physical layer.    
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TDM P2MP topology 
Fig. 2. Proposed embedded OTDR can monitor fiber 

drops without ambiguities 
 

Conventional PON fiber monitoring is performed by OTDR measurements at the OLT 
side (Fig. 2). However, this suffers from reduced sensitivity due to high splitting losses 
and from ambiguous results due to the superposition in time of multiple OTDR traces 
originating from different ONU drop sections. To monitor the fiber status and locate a 
fault in the drop section more accurately, the better choice is to integrate an OTDR unit 
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in the ONU. As the high split ratio of P2MP networks makes the cost of the ONU a 
dominant decision criterion, a recent concept for low-cost ONU-embedded OTDR 
reuses the existing ONU data laser diode (LD) and laser driver [1]. This reduces the cost 
to a certain extent as no dedicated OTDR laser and driver are required, but an additional 
coupler and photo detector are still needed. 
This paper presents a novel technique called FiberMon for embedding OTDR into 
existing data transmitters, suitable for monitoring the fiber plant of a wide range of 
TDM optical networks in the background, during network operation. The OTDR 
hardware is purely electronic, integrated inside the burst-mode optical transmitters 
(BM-Tx), and does not require extra (electro-)optical components. An original 
FiberMon prototype was built containing an optical front-end, a reconfigurable digital 
platform and graphic user interface (GUI). Experimental results prove the functionality 
and the feasibility of embedded OTDR. The FiberMon technique is developed with 
PON (passive optical network) specifications in mind [2], but is in fact quite generic.  

The FiberMon Embedded OTDR Concept 

  
Fig. 3. The optical architecture of an ONU   Fig. 4. A PON ONU transceiver with embedded OTDR 

 

Fig.3 shows the ONU optics, with the 1310nm reflection to be used for OTDR. 
Reflection-tolerant Fabry-Pérot (FP) lasers with integrated monitor photo diode (MPD), 
and vertical-cavity surface-emitting lasers (VCSELs), are cost-effective in a PON ONU, 
as the expensive integrated optical isolator can be omitted. During data transmission the 
LD emits light bursts and the MPD monitors the emitted optical power, serving the 
automatic power control (APC) loop. During the idle time window between two bursts, 
the LD can transmit an OTDR test signal after which the LD and/or MPD act(s) as an 
OTDR photo detector to receive the optical reflections. Fig. 4 shows a PON ONU 
transceiver with embedded OTDR unit. It consists of ONU optics, upstream 1310 nm 
BM-Tx, downstream 1490 nm receiver (Rx) and 1310 nm OTDR Rx. This OTDR 
hardware doesn’t need any additional OTDR optics and only requires a limited amount 
of extra electronics. If there are no suitable idle time windows, FiberMon can perform 
OTDR measurements in the background by processing the optical echo signals caused 
by the data bursts themselves. LD and/or MPD then receive(s) the optical reflections 
immediately after emission of a data burst. Mathematical analysis and simulation have 
proven that the response of a pulse with arbitrary width can be converted into the 
standard step response, when the OTDR front-end is sufficiently linear [3]. In this way, 
fully non-intrusive OTDR can be performed that does not interfere with the ongoing 
traffic nor penalize the network performance. 
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Experimental prototype 

 

Fig. 5 shows the block diagram of the experimental prototype. The selected LD, a 1310 
nm InGaAsP/InP FP laser chip, is mounted in a coaxial package with a MPD and a 
single-mode fiber pigtail. The OTDR switch unit (OSU) performs a fast switchover 
between two states: transmit mode and monitoring mode. During transmit mode, the 
BM-Tx connects to the forward-biased LD and modulates it with the input data signal. 
After transmission, the OSU shuts down the LD very quickly, and connects the OTDR 
analog front-end (OAF) to the LD and/or the MPD. The transient time of the OSU 
switchover is made short. An OTDR TIA bandwidth of 5 MHz trades-off spatial 
resolution and noise reduction. A variable gain amplifier (VGA) matches the input 
range of the analog-to-digital conversion (ADC) to the level of the received optical 
reflections. The ADC samples the amplified reflection signal at 32 Mbps with a 14-bit 
resolution, offering ample dynamic range to detect the optical events in a PON network.   
Performing the OTDR measurement simultaneously on both FP-LD and FP-MPD 
channels is interesting because it can provide a more efficient fiber monitoring with 
substantial averaging. For this purpose two Virtex-II FPGAs perform real-time 
processing, one on each channel, and provide OTDR data path connectivity between the 
OAF and GUI. The FPGA modules are programmed by the computer through a USB 
2.0 transceiver (TRx) in a daisy chain. Both FPGAs and ADCs are synchronized to each 
other. FPGA-I is the master and contains a hardware counter that provides accurate 
timing for the OTDR measurements. FPGA-I and FPGA-II communicate bi-
directionally to deliver measurement data and to set OTDR parameters. During 
initialization, FPGA-I receives commands and parameters from the GUI, parses them 
and performs the corresponding configuration of the real-time OTDR processing blocks 
in FPGA-I and FPGA-II. These tasks include loading low-pass filter (LPF) coefficients, 
setting averaging and interleaving, and defining the width of the injected pulse and the 
length of fiber under investigation. During operation, both FPGAs receive a large 
amount of reflection samples simultaneously. Asynchronous FIFOs (first-in first-out 
memories) in both FPGAs will store this OTDR trace momentarily. After filtering and 
averaging, the USB-FIFO transfers them to the computer. An updated OTDR trace is 
shown on the GUI, which runs on a Linux based PC platform, and the dataset is saved 
for further backend data processing.  

 Fig. 5. Block diagram of experimental prototype 
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Measurement results 
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Fig. 6.  Measured OTDR curves in log scale on FP-LD and FP-MPD simultaneously  

from the proposed experimental prototype  
 

The prototype hardware was connected to two cascaded sections of ITU-T G652 
compliant single-mode optical fiber with a similar backscatter constant and attenuation: 
a first section of 10 km, and a second of 2 km with a Fresnel reflector at the end. Pulses 
with 3 dBm peak optical power were injected repeatedly into the test fiber. In order to 
improve the signal-to-noise ratio (SNR), an averaging function and low-pass filtering 
block were activated in the FPGAs. The top OTDR trace on Fig. 6 is measured from an 
FP-LD with 0.12 A/W responsivity, the bottom one from a FP-MPD with 0.033 A/W 
responsivity. The two linear sections with 10 km and 2 km length in Fig. 6 result from 
Rayleigh backscattering. A transition region can be noticed with a width of 4 µs, which 
indicates an SC-SC adaptor with 0.7 dB loss. At the end of the fiber, the Fresnel 
reflector can be clearly distinguished with a 4 µs width emulated pulse [3]. By 
simultaneously measuring on both the FP-LD and the FP-MPD, a relatively stable 
combined optical reflection is obtained, and the polarization dependency of a FP laser 
module can be compensated considerably. 

Conclusions  
It has been shown how an original experimental prototype performs the embedded 
OTDR measurements. The SNR improved embedded OTDR curve with 12 km G652 
single-mode optical fiber was obtained by the use of the proposed embedded method. 
This technique and experimental prototype will be used in the future work to perform 
further OTDR measurements of the PON system. 
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The 120 µm core-diameter perfluorinated graded-index polymer optical fiber (GI-POF) 

is gaining interest for use in local area networks (LAN) such as enterprise or datacenter 

backbones to support 10 Gigabit Ethernet (10GbE). In this paper, the performance of 

MLSE equalization on a 100 m GI-POF transmission link operating at 10.7 Gb/s is 

investigated. 

Introduction 

Rapid increase of data traffic in data communication applications has pushed the 

demand for high-capacity and low-cost optical networks for use in local area networks 

(LAN), such as enterprise or datacenter backbones [1,2]. The use of 10 Gigabit Ethernet 

(10GbE) in such cases will often require a new installation, because the commonly used 

CAT-5 copper cables are unsuitable for 10GbE transmission over sufficiently long 

distances. Although this can be solved by upgrading the cable infrastructure to CAT-6A 

copper cables, it may not be a future-proof solution. 

A promising alternative is the use of fiber optic cables, such as multimode silica 

fibers. However, short-reach LAN requires very cost-efficient solutions. This makes the 

use of most optical fibers impractical due to the associated high installation costs. In 

comparison to multimode silica fibers, the perfluorinated graded-index polymer optical 

fiber (GI-POF) with 120 µm core-diameter is a promising alternative because the large 

core-diameter allows large alignment and dimensional tolerances for components. 

Furthermore, it still allows the use of standard high-speed transmitters and detectors at 

wavelengths of 850 and 1300 nm. The GI-POF thus offers ease of use and installation, 

with clip-on connectors requiring minimal training or specialist equipment for 

termination. Furthermore, cables made from GI-POF are extremely flexible, offering a 

bending radius of 5 mm compared with 25 mm for silica fiber cables and 30 mm for 

CAT-6A copper cables. 

 Due to bandwidth limitations caused by modal dispersion in large-core multimode 

fibers, 10 Gb/s data transmission on such 120 µm perfluorinated GI-POF is limited to 

distances less than 100 m [3]. Recent research advances in electrical equalization for 10 

Gigabit Ethernet multimode fiber (MMF) links show the possibility to compensate for 

such modal dispersion, yielding significant performance improvement [4,5]. 

 In this paper, we investigate the performance improvement for a 100 m transmission 

link with 120 µm perfluorinated GI-POF operating at 10.7 Gb/s, when electrical 

equalization in the form of maximum likelihood sequence estimation (MLSE) is used. It 

is well known that for all equalization schemes, MLSE achieves the best performance 

[6]. These results can therefore be seen as a performance bound for using electrical 

equalization to combat modal dispersion. 
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Fig. 1: Experimental Setup. 

Experimental Setup 

The experimental setup of the GI-POF transmission system is shown in Fig. 1. A 

directly modulated 1300 nm distributed feedback (DFB) laser with standard 

single-mode fiber pigtail is used as the transmitter. This laser is modulated with a non 

return-to-zero 2
15

-1 pseudorandom bit sequence at 10.7 Gb/s (PPG). A variable optical 

attenuator is placed after the laser to adjust the power level. Before coupling into the 

GI-POF, a mode mixer is used. This mode mixer consists of 50 cm of the same type of 

GI-POF wound 10 times around a cylinder with 20 mm diameter. Using such a mode 

mixer stabilizes the transmission system, because of the over-filled mode launch. 

After the mode mixer, the optical power is launched into 100 m of perfluorinated 

GI-POF. The GI-POF used is a commercial fiber with 0.185 numerical aperture, 

120 µm core-diameter, and 500 µm total diameter including cladding. The attenuation is 

approximately 40 dB/km at a wavelength of 1300 nm. For the back-to-back 

measurement, the GI-POF is left out of the experimental setup (compare Fig. 1). 

At the receive end, a 50 µm silica multimode fiber (MMF) pigtailed InGaAs PIN 

detector is used, leading to a 3.5 dB coupling loss due to core-size mismatch between 

the GI-POF (120 µm) and the silica MMF (50 µm). After electrical amplification, the 

received signal is fed into a commercial MLSE module [7]. This MLSE module 

comprises a 3 bit A/D converter operating at a two-fold sampling speed 

(21.4 GSamples/s) and a four-state (2 symbols memory) Viterbi decoder. Finally, the 

output of the MLSE is fed to the error detector (ED). 

Experimental Results 

Fig. 2a and b show the measured bit-error ratio (BER) values after transmission at 

10.7 Gb/s over 100 m of GI-POF plotted against time without and with MLSE, 

respectively. These BER values are measured every second for a total time period of 

900 seconds and a received optical power of -7.5 dBm. It can be seen that BER values 

around 10
-3

 are reduced to 10
-7

 when MLSE is employed. As the measured BER values 

with MLSE are several orders of magnitude better than the limit of forward error 

correction (FEC), which is commonly used in 10 Gb/s transmission systems, error-free 

transmission can be achieved under all circumstances. 

The measured BER curves depicted in Fig. 2c compare the performances of the system 

with and without MLSE in the same 100 m GI-POF transmission link operating at 

10.7 Gb/s. Each plotted BER value corresponds to the mean of 300 measured values 

obtained every second. At a BER of 10
-4

, the 100 m GI-POF system with MLSE has a 

6 dB better receiver sensitivity than without MLSE. For the back-to-back measurements
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Fig. 2: (a) BER vs. time for 100 m GI-POF without MLSE at 10.7 Gb/s and -7.5 dBm received optical 

power; (b) same as a., but with MLSE; (c) comparison of MLSE performance for the 

back-to-back case and transmission over 100 m GI-POF. 

 

without GI-POF, the system performs 2 dB better with MLSE as a result of impairments 

due to the directly modulated laser and modal dispersion introduced by the mode mixer. 

Conclusions 

We’ve shown a 6 dB better receiver sensitivity (at a BER of 10
-4

) for a 100 m GI-POF 

link operating at 10.7 Gb/s, using MLSE to combat the influence of modal dispersion. 

This shows that the system’s power budget can be improved by 6 dB when electrical 

equalization is employed, implying that the GI-POF can support 10 Gigabit Ethernet 

transmission over distances larger than 100 m. Together with the additional advantages 

of mechanical robustness, relaxed alignment tolerances and easy, low-cost installation, 

this makes the GI-POF a promising solution for future enterprise and datacenter 

backbone networks. 
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Optical Code Sensing Multiple Access / Collision 

Detection (OCSMA/CD) on a Passive Optical Network  

Employing a Single Spectral En/Decoder 
B. Huiszoon, H. de Waardt, G.D. Khoe and A.M.J. Koonen  

COBRA Research Institute, Eindhoven University of Technology, 5600MB Eindhoven, The Netherlands 

In this paper, we propose the concept of optical code-sense multiple access / collision 

detection to upgrade an optical code division passive optical network with minor 

modifications to transparently deploy Ethernet (or packet) based services.  

Introduction 

Optical Code-Sense Multiple Access / Collision Detection (OCSMA/CD) is a novel 

Medium Access Control (MAC) protocol in the optical physical layer (PHY). 

OCSMA/CD has its primary and most attractive application to transparently run 

Ethernet (or packet) based services on fiber-optic networks which employ Optical Code 

Division Multiplexing (OCDM) or Optical Code Division Multiple Access (OCDMA). 

Previous work on Ethernet MAC protocols for a PON focused on optical carrier-sense 

[1-3]. For a code division network this obviously does not result in correct detection of 

collisions unless multiple wavelength channels are used per destination. However this 

leads to a significant increase in network complexity moreover to an inefficient usage of 

optical bandwidth. 

A Passive Optical Network (PON) shared-fiber architecture is envisaged to 

provide optical transparency in the access network layer. Network nodes have to be able 

to sense each other’s activities in order for the MAC protocol to work. In [1] the cyclic 

properties of an Arrayed Waveguide Grating (AWG) are used. However, this imposes a 

fixed WDM scheme onto the PON. In [2] an isolator is placed at a star coupler which 

also reflects optical power onto the fiber of the source. Such a solution introduces a self-

jamming effect. This effect also occurs in [3] although it is used for peer-to-peer or 

shared LAN networking. We upgrade the passive splitter in PON with a second coupler 

stage to have directional coupling. In other words the optical power is reflected to all-

but-own fibers. Collision detection in such systems is straightforward [4]. Moreover the 

network is kept wavelength agnostic which in combination with wavelength agnostic 

Optical Networking Units (ONUs) results in a fully dynamic Wavelength Division 

Multiplexing (WDM) scheme.  

 Cost-efficiency and photonic integration are key in order for a code division 

network to be commercially attractive. We consider spectral amplitude coding of a cost-

efficient incoherent optical source such as a Light Emitting Diode (LED). This type of 

OCDMA is therefore referred to as Spectral Amplitude Encoded OCDMA (SAE 

OCDMA). A low complexity integrated en/decoder based on Mach-Zehnder 

Interferometers (MZIs) was proposed in [5]. Such en/decoder is reciprocal thus the 

existing setup can be upgraded with the code-sense functionality by only adding few 

components rather than adding a separate circuit. Besides, having the sensing and 

transmission functionality in one device reduces the processing time which increases the 

network efficiency. 
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 In this paper the SAE OCDMA PON concept is introduced, featuring wavelength 

routing, a code-sensing MAC protocol, and collision detection. Simulation results 

confirm the principle of operation.  

Spectral Amplitude Encoded OCDMA PON with Wavelength Routing 

In this section the general concept of SAE OCDMA on PON is introduced and a 

network scenario is given. The scenario not only considers a single PON connected to 

the CO but also multiple PONs connected. Wavelength routing of code labeled channels 

is suggested in the subnet of PONs. In code division networks an orthogonal code is 

usually assigned to each user but it can also be used to address the destination. In latter 

case, collisions are at stake and a MAC protocol is required. 

 Spectral amplitude encoding of incoherent optical sources was first proposed in 

[6]. The encoded spectrum is used in a Spectral Shift Keying (SSK) modulation format. 

In SSK a binary one is represented by the encoded pattern and a binary zero by the 

complementary (π shifted) version, or vice versa. As such, the filter pattern uniquely 

identifies a user but at the same time it represents the data flow. At the receiver the 

mixed SSK signals of different users is launched into one of the inputs of the decoder. 

Balanced detection is used at the receiver to maximize the auto-correlation for a code 

match and to minimize the cross-correlation for no code match. Only with such an SSK 

setup full rejection of multiple user interference is achieved. A significant improvement 

was made in [5] which proposed an integrated MZI based cascade chain as encoder and 

decoder. Parallel processing of up and downstream encoded data is required at the CO 

for truly asynchronous medium access. Recently a tree structure has been demonstrated 

which cost-efficiently provides such functionality [7].  

 The central office is not limited to just a single PON but it may have multiple 

PONs connected. If each PON operates on its own (dynamically) assigned wavelength, 

all-optical Wavelength Routing (WR) maximizes the throughput in the CO’s subnet of 

PONs. We aim at no wavelength conversion at the CO to increase the end-to-end optical 

transparency. It also simplifies the network scenario. As a result the SSK signal is 

transmitted on the wavelength of the destination PON (lambda_out) by using the optical 

orthogonal code of the addressee. If the code labeled wavelength channel is routed 

correctly, the broadcast-and-select properties of PON and OCDMA ensure that the 

addressee receives its data. It is clear that a collision may occur at an aggregation point 

when multiple ONUs simultaneously transmit data to a similar destination. Data not 

intended for nodes outside the “home” PON is sent on the assigned wavelength 

(lambda_home) with the ONU’s own optical orthogonal code. Collisions may also occur 

if peer-to-peer communication is enabled between two ONUs in the same PON.  

Spectral Amplitude Encoded OCDMA PON with Collision Detection 

Fig. 1 shows the architecture of the SAE OCDMA PON. The necessary upgrades for 

code sensing abilities are denoted with a grey background and dotted outline. Code 

sensing is implemented in the optical PHY to lower the complexity in the protocol 

stack. The autocorrelation peak of any transmission on a set code is detected. The 

presence of optical power is sufficient to establish that a collision has taken place.  

 A tunable Band-Pass Filter (BPF) is used in combination with a Superluminescent 

LED (SLED) to select a transmission wavelength band at the ONU. An isolator between  
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Fig. 1: Spectral Amplitude Encoded OCDMA Passive Optical Network with Wavelength Routing and Collision Detection 
 

the BPF and SLED prevents reflections that degrade performance and blocks 

downstream signals used by the collision detector. A switch is used for SSK modulation 

by switching the optical signal either to the upper or the lower input of the cascade. One 

of the outputs of the cascade is then amplified by a Semiconductor Optical Amplifier 

(SOA). A second tunable BPF is set to a similar band as the first filter and suppresses 

out-of-band downstream wavelength channels and ASE noise added by the SOA. To 

upgrade the ONU node design with collision detection only few extra components are 

required. Firstly, two couplers couple part of the received optical field to a (balanced) 

collision detection unit. Secondly, a circulator is added to split upstream and 

downstream traffic before the SOA. The downstream reflected optical field might 

saturate the SOA such that the required gain for the upstream traffic can not be 

provided. An extra isolator makes sure secondary upstream traffic is not passed through 

the SOA. The design of the ONU allows cost-efficient photonic integration which is of 

key importance. Many efforts are made towards the integration of the circulator and 

isolator [8,9]. 

 The passive Nx1 splitter is modularly upgraded for power reflection to all-but-

own fibers. It is common to reflect at the passive splitter to avoid excessive delays in 

collision detection due to the long length of the feeder fiber (Lf) with respect to the 

distribution fibers (Ld) of the PON. The modular solution proposed for star couplers in 

[10] has been modified to suit a 1xN splitter. Major difference is that most optical 

power has to be coupled towards the CO and smaller portions have to be coupled 

towards the ONUs. The passive Nx1 splitter is extended with two extra couplers per 

distribution fiber. The coupling ratio x of the first coupler is a variable to optimize the 

setup. The second coupler has a 1xN-1 equally distributed splitting ratio. The tree 

structure is placed at the CO to simultaneously decode each individual SSK channel. An 

SOA is used as pre-amplifier with a tunable BPF to suppress out-of-band noise. 

Transmission from the CO to the ONU is not considered here. 

Simulation results 

In this section simulation results are discussed of the system that is shown in Fig. 1. 

Three ONUs have been simulated where one of the three is transmitting part of its data 

on the code of one of the other ONUs. The coupling ratio x in the novel design of the 

passive splitter is set to 0.8 but can be further optimized. A two-stage cascade and a 

two-stage tree are used to generate and process the required code set [7]. The optical 

distribution and feeder fibers are replaced by attenuators and optical delay modules to 

avoid excessive simulation time. The results are expected not to change significantly 

since the fiber distances are short in case of PON in the access network layer.  
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Fig. 2: Received and decoded bit streams at the Central Office 
 

Fig. 2 shows the received bit streams at the CO. The soft capacity characteristic of 

OCDMA is clearly seen at the beginning of the transmissions. Adding users results in an 

overall reduction in Signal-to-Noise Ratio (SNR). During its data transmission, ONU 2 

suddenly switches from code 2 to code 1. It is then interfering ONU 1 and vice versa. In 

the response at the CO this is observed by fault detection at code 1 and zero detection at 

code 2. This extreme case should not happen if more intelligence is added in the 

simulation. ONU 2 should sense the medium before actually transmitting its data. The 

transmission of ONU 3 on code 3 remains unaffected.  

Fig. 3: Collision Detector (C.D.) output of three different ONUs 
 

Fig. 3 shows the electrical output power of each of the three collision detection units 

which corresponds with Fig. 2. The high CD output of ONU 1 and ONU 2 indicate a 

collision is detected. The CD of ONU 3 detects no collisions. 

Conclusion 

We have proposed OCSMA/CD to implement Ethernet (or packet) based services on 

optical code division PONs. A collision detection unit is easily implemented on an 

existing reciprocal en/decoder at the ONU-side. The passive splitter is modularly 

upgraded with directional coupling to reflect optical power to all-but-own fibers. 
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Interactions with a photonic crystal micro-cavity using 
an AFM in contact or tapping mode operation 
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In this paper we show how the evanescent field of a localized mode in a photonic crystal 
micro-cavity can be perturbed by a nano-sized AFM tip. Due to the high field intensities 
in the cavity, we can see a significant change in output power when the tip is brought 
into the evanescent field in either contact or tapping mode operation. We find a 4 dB 
modulation, when using a Si3N4 tip and we show that the transmittance can be tuned 
from 0.32 to 0.8 by varying the average tapping height. 

Introduction 
Photonic crystal (PhC) micro-cavities (MC) are increasingly important building blocks 
in integrated optics. However, the strong dependence on the geometry of the MC cavity 
properties demands high-resolution fabrication processes to satisfy the designers’ 
criteria. Even though nanotechnology-based fabrication advances rapidly, errors in the 
fabrication process are still inevitable due to variations in the fabrication process. This 
has led to an increase in attention for mechanical tuning [1, 2]. In this research we 
focused on mechano-optical interactions through the evanescent field, which have been 
utilized in, for example, sensors [3] and actuators [4]. In traditional mechano-optical 
approaches, the size of the object placed in the evanescent field is much larger than the 
optical wavelength to obtain a sufficiently large phase shift while avoiding strong 
attenuation. However, an optical micro-resonator providing a strongly enhanced field in 
a small volume (that is, having a high quality factor to modal volume ratio Q/V [5]) can 
have a strong mechano-optical interaction with sub-wavelength-sized dielectric objects. 
For example, the optical transfer function of an MC realized in silicon on insulator 
(SOI) can be strongly affected by an object with a minimum radius as small as 10 nm in 
close proximity to the resonator. In this research we use a scanning atomic force 
microscope (AFM) [6] with a dielectric tip for the mechano-optical interactions with the 
MC. We show that the AFM can be used in both contact mode and tapping mode to 
achieve strong interactions with the PhC MC. 

Design and Setup 
The experiments reported in this paper were performed on a PhC MC design in SOI 
(220 nm device layer thickness on 1 μm buried oxide) in a triangular lattice with 440 
nm period and 270 nm hole radius. For practical purposes we designed a relatively large 
Fabry-Perot-like cavity (~ 2 μm) terminated by two holes on each side in a PhC 
waveguide (see Fig. 1a). This high-finesse cavity has a Q of about 650. This Q value 
was sufficient for our purpose, showing already a strong interaction of the probe with 
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the cavity resonance, although much higher Q’s can be attained, if needed, by 
optimizing the cavity design [5]. For feeding the PhC cavity we simply used W1 
waveguides (i.e. one row of holes left out). The connecting photonic wires had a width 
of 600 nm, which ensures single TE-mode operation for wavelengths around 1550 nm. 
The structure as shown in the SEM photo in Fig. 1a, was fabricated (at IMEC, Belgium) 
using a process [7] involving deep UV lithography (λ = 248 nm) and reactive ion 
etching. The resonance wavelength was measured to be 1539.25 nm, see Fig. 1b. 
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Fig. 1. (a) SEM photo of the PhC MC. (b) The normalized spectral response. 
 

A scanning probe AFM was combined with a standard end-fire transmission setup for 
performing the nano-mechano-optical tuning experiments. A schematic representation 
of the setup is shown in Fig. 2. 
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Fig.2 A schematic representation of the dual-measurement setup. 

 

The AFM could be operated both in contact mode (dragging the tip over the sample) 
and in tapping mode. The cantilever was driven at its resonance frequency (~ 63 kHz) 
for tapping mode operation. The tip was scanned over the sample in a raster scan (256 x 
256 points). The height (obtained from the AFM deflection signal) and the optical 
transmission could be determined at each raster point. By experiments [2] and modeling 
it was found that a small silicon nitride probe having a relatively low refractive index n 
(Si3N4, n ≅ 2.0) can be used to map out the standing wave pattern in a PhC resonator. 
The probe induces a local phase shift, which results in a shift of the resonance to higher 
wavelengths. A drop in transmitted power can be observed, when the laser wavelength 
remains constant (at the initial resonance wavelength). A silicon (Si, n ≅ 3.5) probe tip 
can be selected for obtaining an even higher interaction with the MC. This was also 
done for the tapping experiments presented in this paper. 

Experiments 
The size of the scanning window was set to its maximum value (20 μm) to locate the 
MC. By scanning in contact mode with a Si3N4 tip (minimum radius 10 nm) over the 
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sample, we obtained the structure geometry from the AFM as shown in Fig. 3a and 
simultaneously the transmitted power, shown in Fig. 3b. This latter figure can be 
interpreted as the 2-D representation of the transmitted power at the resonance 
wavelength versus the tip position. The dark spots corresponding to a position inside the 
resonator represent dips in the transmission. Outside the resonator we only find a light 
color, with almost no variation, because the field intensity is low at those locations. 
 

This type of resonance imaging in a PhC MC was for the first time demonstrated in [2], 
where a maximum modulation of about 4 dB was found for a nano-sized Si3N4 probe. In 
principle there are two ways to improve the interaction with the cavity: the first is by 
increasing the size of the tip, this can for example be established by focused ion beam 
milling [8] of the tip; the second alternative is to select a probe having a higher 
refractive index, for example silicon. The disadvantage of a Si probe in contact mode 
compared to a Si3N4 probe is that the Si probe wears off at a much faster rate. As a 
consequence, the probe size is slightly increased at each successive scan. However, this 
can be avoided by operating the AFM in tapping mode if the cantilever is stiff enough.  
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Fig. 4. (a) A 2D representation of the transmitted power when a Si tip is scanned over the sample in 
tapping mode. (b) The graph shows the transmission over the scan line, see (a), for 4 average tapping 

heights. Lowering the tapping height increases the impact on the resonance, as expected. 
 

 
(a)  

 
(b) 

Fig. 3. (a) AFM height data, obtained by scanning a Si3N4 tip over the PhC structure in contact mode. (b) 
While scanning, the transmitted power was monitored and graphically visualized in a 2D image. 

 

2 μm 
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The result of the scan over the MC in tapping mode is shown in Fig. 4a. The tapping 
amplitude for this measurement was 52 nm, resulting in an average height of 26 nm. 
Due to the decay of the evanescent field above the cavity, the effect of the tip on 
average transmitted power depends on the average tip height. Because the field has an 
exponentially decaying shape above the cavity, the interaction between the tip and the 
MC resonance will also be approximately exponentially in shape. By varying the 
tapping amplitude above a pre-selected position, the transmission can be carefully 
tuned. The shift in transmission can be related approximately to a wavelength by using 
the transmission spectrum shown in Fig. 1b with the assumption that the scattering 
losses can be neglected, which is consistent with modeling (not shown in this paper). 
The on/off ratio of the transmitted power can be tuned from 0.8 (265 nm average height 
above the sample) to a value as low as 0.32 (26 nm). The minimum value is limited here 
by the minimum feasible tapping amplitude (2 x 26 nm = 52 nm). 

Conclusions 
We have shown that it is possible to interact with a PhC MC resonance using a nano-
sized dielectric AFM tip. In contact mode, using a Si3N4 tip, we were able to map-out 
the standing-wave pattern in the MC. The maximum modulation depth found was 4 dB. 
Furthermore we showed that the AFM can also be operated in tapping mode to tune the 
transmitted power and thus the resonance wavelength (neglecting scattering). The major 
advantage for future integrated applications is that a tip wears off at a much lower rate 
when operated in tapping mode. This is particularly interesting when a silicon tip is 
employed. 
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We report on electrically pumped lasing in a microdisk cavity defined in an InGaAsP-
based thin film bonded on top of a silicon wafer. The top metal contact is placed in the 
centre of the disk, whereas the bottom contacting is done by means of a thin lateral 
contacting layer. In order to avoid large optical absorption in p-type contact layers, a 
tunnel junction was used in combination with two n-type contacts. Lasing was observed 
in pulsed regime with a current threshold as low as 0.55mA, for microdisks with a 
diameter of 6µm. 

Introduction 
Microdisk lasers have attracted a lot of 
interest lately, mostly due to their potential 
role as very compact light sources with low 
power consumption in large scale photonic 
integrated circuits. Several authors have 
reported electrically injected lasing in 
microdisk structures supported by a 
pedestal, some with lasing thresholds well 
below 100µA [1]-[3]. Our work focuses on 
the integration of these III-V microdisk 
lasers on a Si platform. This approach not only facilitates integration with silicon 
electronics but also with silicon photonics. Indeed, because of the transparency of Si at 
the telecommunications wavelengths, and the fact that CMOS technology can be used in 
the fabrication of photonic components in Silicon-on-Insulator (SOI) [4], silicon has 
emerged as a promising platform for photonic functions. In our approach, integration of 
compact active optoelectronic components on a silicon platform is done by bonding a 
thin III-V film on top of it. Optically pumped lasing in microdisk lasers integrated on a 
Si-wafer and their optical coupling to an underlying SOI-waveguide has already been 
demonstrated [5]. In this paper we report on electrically pumped devices. 

Design aspects 
An important design aspect of electrically injected, thin-film laser devices is the 
epilayer heterostructure composition: this should allow efficient carrier injection while 
preserving optical resonance quality (see figure 1). An important issue is how to contact  

Figure 1. Microdisk laser design   
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Table 1 Parameter values used in threshold current calculations 

Parameter Value Parameter Value Parameter Value 
A 108 s-1 G0 1500 cm-1 αint 35cm-1 
B 2 10-10 cm-3 s-1 n0 1.5 1018cm-3 αscatter 5cm-1 
C 1.6 10-28 cm-6 s-1 Γ 0.068   
ηi 0.7 dQW 18nm   
 
the p-type layer of the pn-junction. In classic substrate lasers, this is done by means of a 
highly doped, low-bandgap semiconductor layer. However, these layers are very 
absorptive and thus not useable in a thin membrane. Therefore, we implemented a 
tunnel junction, in combination with a second n-type contact. This tunnel junction 
consists of a reverse-biased Q1.2 p++/n++-junction with layer thicknesses of only 20nm 
and doping levels above 1019cm-3. This type of tunnel junction can have low absorption 
losses in combination with a low electrical resistivity [6]. We calculated an internal loss 
of 35/cm, mostly due to free carrier absorption in the tunnel junction. A second 
important aspect is the position of the metal contacts. They should be kept away form 
the optical field to avoid any excess absorption. In our design, the top contact is placed 
only in the centre of the microdisk, whereas the bottom contact is placed on a very thin 
n-type InP layer that extends laterally at the bottom of the microdisk. The bend losses of 
the microdisk resonator are highly dependent on this bottom contact layer thickness hs. 
FDTD simulations show that for disk diameters D smaller than 6µm, hs should be 
smaller than 100nm. For hs = 50nm, disk diameters can be even as small as 4µm. The 
threshold current was calculated as function of these two design parameters, assuming 
logarithmic gain and (material) parameter values given in table 1. Results are shown in 
figure 2. 

Fabrication and measurement Results 
First, the laser heterostructure including three compressively strained InAsP quantum 
wells and the tunnel junction was grown by molecular beam epitaxy (MBE) on a 2 inch 
InP wafer. This wafer was bonded onto a Si wafer by molecular bonding (for more 
details, see [5]).  After substrate removal, the microdisks were defined by optical 
lithography and were etched into the 420nm-thick bonded membrane by reactive ion 

Figure 2. Left: light output vs. current for D=6µm, inset: lasing spectrum for I=0.75mA.  
Right: calculated threshold current versus disk diameter D and bottom contact slab 
thickness hs. Circles denote measured values.
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etching (RIE) using a Ti hard mask. The RIE etch was incomplete, leaving a thin 
bottom contact membrane of about 80nm. These structures were covered with a 
benzocyclobutene (BCB) film, in which contact windows were etched before depositing 
the top and bottom metal contact. Au-based contacts were deposited and fast-alloyed at 
400°C.  
Electrically injected lasing was observed for microdisks with diameters in the range 6-
9µm. The P-I curve and lasing spectrum for a disk with diameter of 6µm is depicted in 
fig. 2 and reveals a threshold current as low as 0.55mA, and a lasing wavelength of 
1570nm. For all diameters, the microdisks lase only in the radially fundamental 
whispering gallery modes, due to the presence of the top metal contact in the centre of 
the disk. For smaller top metal contacts, we also observed lasing for radially higher 
order modes. The current threshold as a function of diameter is also depicted in fig 2: 
for disk diameters smaller than 6µm, we failed to open the top contact window in the 
BCB-layer. However, calculated threshold current values indicate that we could reduce 
the threshold down to 0.25mA by reducing the diameter to 4µm. Lasing was only 
obtained in pulsed regime, due to the high electrical resistance of the device in 
combination with a poor heat sinking ability. Indeed, the voltage drop at threshold 
varies between 5-7V, mainly due to the non-optimal tunnel junction and non-optimal n-
type metal contacts. A thermal analysis of the microdisk laser yields a thermal 
resistance of about 104 K/W for D = 6µm, what results in serious self heating. Future 
work includes coupling to a passive SOI-waveguide and improvement of the tunnel 
junction, metal contacts and etching quality. 
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We calculate the whispering gallery modes in a microdisc laser with an InGaAsP/InP
quantum dot gain medium. We find that the combination of large quantum dot gain band-
width and strong field confinement provides support for several lasing modes. The effect
of the microdisc dimensions on the lasing modes’ properties is explored. Finally, we in-
vestigate the necessary microdisc and quantum dot properties to optimise the trade-off
between the reduction in the microdisc’s dimensions, which is required for high integra-
tion density, and the lasing modes’ properties.

Introduction

The increasing speed of fibre-optic-based telecommunications has focused attention on
high-speed optical processing of digital information. Complex optical processing requires
a high-density, high-speed, low-power optical memory. Recently, a fast, low-power op-
tical memory element based on coupled micro-ring lasers occupying an area of 720 µm2

was demonstrated [1].

Semiconductor microdisc lasers are of great interest because of their small cavity volume,
high cavity quality factors for whispering gallery modes, cleavage-free cavities, excellent
wavelength selectivity and ultralow threshold [2]. These characteristics can be enhanced
by using quantum dots (QDs) in the semiconductor’s gain medium since they offer fast
response to external pumping [3], low threshold, high characteristic temperature and large
gain bandwidth [4].

During the last decade, whispering gallery modes in microdisc lasers have been theoreti-
cally and experimentally investigated [2,3,5–7]. However, the theoretical models in [5–7]
are simplified to a two-dimensional problem neglecting the wavevector dispersion in the
axial direction. In addition, these models have not been used to explore the size limita-
tions of microdisc lasers, which is crucial in determining their integration potential for
large scale memory applications. Finally, to the best of our knowledge, there has been no
theoretical investigation of microdisc lasers in the full three-dimensional space with a QD
active region.

Model

We consider a disc with a dielectric-air boundary supported by a post with an active region
consisting of ten QD layers as that depicted in Fig. 1. Lower order modes suffer from
large losses due to their low confinement within the disc. Hence, we are only interested in
high order modes where the light propagates along the edge of the disc, and therefore the
coupling of the field into the supporting post can be neglected. Due to the symmetry of
the problem, we use a cylindrical coordinate system. This imposes Bessel-type solutions
for the field in the radial direction. We solve Maxwell’s equations in three dimensions,
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Fig. 1. Multiple layered quantum dot microdisk laser and coordinate system.

for transverse electric (TE) modes, using the method of Borgnis’ potentials [8]. In the
angular direction we assume clockwise and counter-clockwise propagating plane waves.
In the axial direction the field consists of a cosine solution inside the disc and decaying
exponential functions outside. Finally, in the radial direction the field is described by
Bessel functions of complex order kφ.

Note that the order of the Bessel is equal to the wavevector for the field propagating in the
angular direction. Hence, in order to account for the losses due to the field radiating out
of the disc, one must solve the field equations for complex kφ. In the literature, one finds
simplified solutions consisting of Bessel functions of integer order [5–7], which results in
an over-estimation of the field confinement.

The computation of the Bessel functions is an essential element in our model. Since both
the order and argument of the Bessel function can be complex, we perform the compu-
tation of the Bessel functions using their integral representations [9] with well chosen
integration paths as described in [10].

To calculate the QD steady state gain and carrier-induced refractive index change, we
compute the susceptibility of the gain medium taking into account the QD inhomogeneous
broadening due to different alloy composition, the different QD confined levels, and their
corresponding dipole matrix elements [11]. The electronic structure of the QDs is given
by an anisotropic parabolic confinement potential as suggested by photoluminescence
spectra [12]. The anisotropy in the confinement potential arises from the disc-shape of
the dots giving stronger confinement in the growth direction. Finally, the polarization
dephasing due to carrier-carrier interaction via Auger processes is calculated as in [13,14].

Results

Fig. 2 shows the calculated QD gain and carrier-induced refractive index dispersion for
10 layers with a QD density of 4× 1010 cm−2 having 105 meV (∼180 nm) energy level
separation, which can be achieved using small size QDs. The gain and index can be scaled
proportionally to the number of QD layers. The background index is 3.390, which cor-
responds to that of In0.72Ga0.28As0.61P0.39 [15]. A carrier density of 1012 cm−2 provides
gain in both the ground and excited states. Also shown, are different lasing modes that
can co-exist due to the broad gain bandwidth. Other modes are also obtained but their
low field confinement within the disc and small spectral overlap with the QD gain forbids
them from lasing. Due to the small carrier-induced refractive index from the QDs, the
microdisc mode profiles are predominantly determined by the microdisc’s material index
and dimensions. Hence, one can modify the QD properties to provide the largest gain
at the mode wavelength of interest. For example, one could engineer QDs with a gain
spectrum that matches the 8th and 10th modes shown in Fig. 2, which are close to the
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telecommunications wavelengths of 1.30 µm and 1.55 µm.
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Fig. 2. Quantum dot gain (solid) and carrier-

induced refractive index (dashed) spectra.

Also shown are the lasing modes for the 1 µm

radius and 200 nm height disc.

Fig. 3. Mode wavelength dependence on (a)

disc radius, and (b) disc height, for the 8th

(circles), 10th (squares) and 15th (triangles)

modes. The lines give an aid to the reader.

The radius of the disc is varied from 0.50 µm to 2.00 µm for a fixed disc height of 200 nm,
and the height is varied from 50 nm to 350 nm, for a fixed radius of 1 µm. Fig. 3 shows
the mode wavelength dependence on the disc radius and height for modes within the
wavelength range of 1.30 µm to 1.70 µm. It is clear how the mode wavelength decreases
with increasing radius and increases with increasing height. We found that for disc radii
below 1 µm or disc heights smaller than 200 nm there are no lasing modes. This is because
only low order modes, whose field confinement inside the disc is low and correspondingly
have large loss, can exist in the microdisc within the chosen wavelength range. Note that
the modes in Fig. 3 will not always correspond to a lasing mode since this will depend
on the QD gain at a particular wavelength. However, as mentioned earlier, one can tune
the QD properties to provide better overlap between the gain spectrum and the mode of
interest. From these results, one can calculate that the smallest memory element based on
coupled QD microdisc lasers will have an area of ∼6.28 µm2 and a thickness of 150 nm
for the given material.

Finally, Fig. 4 shows the mode profiles for the 7th, 11th and 15th modes in the disc with
1.50 µm radius and 200 nm height. One can see the formation of whispering gallery
modes for the higher order modes [Figs. 4(a) and 4(b)], with very low losses due to the
strong field confinement.
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Conclusions

The lasing modes in quantum dot microdisc lasers have been numerically calculated and
the dependence of the mode wavelength on the disc radius and height explored. We found
that the smallest memory element based on coupled quantum dot microdisc lasers will
require an area larger than ∼6.28µm2 and a thickness greater than 150 nm for the material
studied. This shows that quantum dots microdisc lasers are promising candidates for high
density, large scale optical memories.
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Efficient coupling structures for integration of
pillar photonic crystals with ridge waveguides
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We present 2D FDTD simulations of the coupling from a conventional optical waveguide
to a photonic crystal waveguide and vice versa. Firstly, the optimum radius of the waveguide
rods is determined for pillar photonic crystals surrounded by air and with a polymer layer
stack. Secondly, the transmission of the waveguides with the coupling structures is sim-
ulated. The bandwidth obtained at 95% transmission is ' 20nm for the pillars in air,
increasing to ' 50nm if the polymer layer stack is implemented.

Introduction
Photonic crystals show a huge potential for decreasing the dimensions of planar photonic
integrated circuits. However, photonic crystal-based components can only be successfully
integrated with conventional optical integrated circuits if the losses are comparable or
lower than those of existing components.
We aim for the integration of pillar photonic crystals in photonic integrated circuits based
on InP/InGaAsP technology, operating around λ = 1.55 µm. A square lattice of high-
index rods in a low-index medium gives rise to a large band gap for TM polarization.
In order to reduce the losses of pillar photonic crystals in air, we implement a polymer
layer stack between the rods. The core layer is a polyimide with a high refractive index,
which is sandwiched between two polymer layers of low refractive index [1]. In this way
we create optical guiding in between the semiconductor pillars, reducing the out-of-plane
diffraction, and thus the propagation losses of the structure.
Furthermore, the losses can be significantly reduced by optimizing the coupling from the
ridge waveguide to the photonic crystal waveguide and vice versa [2]. In this paper we
present two-dimensional FDTD calculations of a simple butt coupler.

Photonic crystal waveguides
The conventional photonic integrated circuit imposes restrictions on the material system
that is used for the photonic crystals. The substrate consists of InP with a refractive index
of nInP = 3.196 and the guiding layer is InGaAsP, with an index of nInGaAsP = 3.435.
The guiding layer is 500 nm thick, and it has an InP top cladding of 1 µm. The polymer
layer stack that is implemented to create optical guiding between the pillars, consists of
poly(hexafluoroisopropyl)methacrylate (PHFIPMA), with an index of nPHFIPMA = 1.38
and the polyimide PI2737, with an index of nPI2737 = 1.64.
Full 3D simulations are necessary when designing photonic crystal-based devices, but
these require substantial computational power. To get an indication of the influence of
the different parameters, the first optimization is done in 2D. To account for the third
dimension, the effective index method is applied. The effective index of the fundamental
TM mode of the III-V layer stack is neff,III-V = 3.332 and that of the polymer layer stack
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(a) Pillars in air (b) Pillars in polymer

Figure 1: Band diagrams for photonic crystal waveguides; (a) for pillars in air, and (b) for
pillars embedded in a polymer layer stack.

is neff,polymer = 1.49.
The largest possible band gap is obtained for r/a = 0.20 in the case of pillars in air, where
r represents the pillar radius and a the lattice constant. The ratio increases to r/a = 0.22
if the polymer layer stack is implemented. From the center frequency of the band gap,
and keeping in mind that the operating wavelength is 1.55 µm, the optimal lattice constant
and the corresponding pillar radius are derived. For the lattice of pillars in air, this results
in a = 550 nm and r = 110 nm, whereas in the case of pillars in polymers we derived
a = 430 nm and r = 95 nm. The smaller dimensions of the latter crystal are due to the
increase of the average refractive index, causing a decrease in the effective wavelength
inside the structure.
Introducing a line defect in the photonic crystal, by changing the radius of a row of pillars,
creates a guided mode inside the band gap. To choose the defect radius, we compared the
calculated band diagrams in ΓX direction of varying defect radii. Fig. 1(a) shows the band
diagram of the photonic crystal waveguide of pillars in air, with a defect radius of 175 nm.
Fig. 1(b) show the analogue graph for pillars in a polymer stack, where the optimal defect
radius is 170 nm. The optimal radii are chosen to have a steep but uniform slope around
the wavelength of interest, which is indicated in the graphs as well. Note that in the case
of pillars in polymers the guided mode of the line defect also exists outside 2D band gap.

Coupling structure
The simplest structure to couple light from a ridge waveguide into a photonic crystal
waveguide, is to place the two types of guiding structures directly in front of each other.
This configuration is depicted in Fig. 2. The input ridge waveguide is tapered down to the
diameter of the line defect pillars and the output ridge waveguide can be tapered again to
the width that is required in the photonic integrated circuit.
The transmission of this structure is calculated using the 2D FDTD method of Crystal-
Wave, a commercially available software package. To calculate the transmission, we
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Figure 2: Top view of the coupling structure.

excite the fundamental mode of the input waveguide. By placing sensors in the ridge
waveguides, we can extract the optical input and output powers. The transmission is
given by dividing the optical power in the fundamental mode (propagating in forward di-
rection) at the output waveguide sensor by that at the input waveguide sensor. The length
of the photonic crystal waveguide is 20 periods, and the length of the input and output
ridge waveguides corresponds to 5 times the lattice constant.
To optimize the transmission of the structures, the distance between the end facets of the

ridge waveguides and the photonic crystal waveguide can be varied. Fig. 3(a) shows the
transmission of the structure with pillars in air. In the graph, one curve shows the case
where the ridge waveguide touches the first defect pillar. The second curve represents the
optimal situation, with a distance of 100 nm between the ridge waveguide and the pho-
tonic crystal waveguide. For zero distance, the light couples directly to the first pillar of
the photonic crystal waveguide. However, if we apply a gap between the two waveguide
types, a cavity is created, making the coupling more wavelength-dependent. This effect
is clearly visible in the transmission graph. The fact that the transmission exceeds 1 is
due to the simulation method; the excitation is not exactly at the same location as the
input sensor, so the output sensor might capture light that is not passing through the input
sensor, e.g. because some light is reflected from the edges, back to the output sensor. It
can be concluded that the distance between the ridge waveguides and the photonic crystal
waveguide is an important parameter in the optimization of the coupling structure. The
bandwidth at 95% transmission is in the order of 20 nm for a distance of 100 nm. Al-
though we obtain a high transmission, the losses will increase when taking into account
the third dimension.
The transmission of the photonic crystal waveguide of pillars embedded in a polymer
layer stack is optimized following the same procedure. The transmission of that structure
is shown in Fig. 3(b). Introducing the polymer layer stack increases both transmission
and bandwidth considerably. The shifting of the modulation peaks when changing the
distance between both types of waveguides in the coupler, indicates that they are due to
Fabry-Pérot resonances. For the pillars in air, the guided mode extends outside the band
gap, and this enables transmission outside the band gap. The bandwidth at 95% transmis-
sion is in the order of 55 nm for an optimized distance between the two types of waveguide
of 45 nm.

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

39



(a) Pillars in air (b) Pillars in polymer

Figure 3: Transmission for the butt coupler; (a) for pillars in air, and (b) for pillars embed-
ded in a polymer layer stack. Curve (1) shows the transmission of the butt coupler with
zero distance between ridge waveguide and photonic crystal waveguide, whereas curve
(2) shows the result for optimized distance, being 100 nm for pillars in air and 45 nm for
pillars in polymers.

Conclusions
We have determined the optimal geometrical parameters for a photonic crystal waveguide
based on InP/InGaAsP pillars. To reduce the waveguide losses, a polymer layer stack
is implemented. The transmission of a coupling structure from a conventional ridge
waveguide to a photonic crystal waveguide and vice versa is optimized, based on 2D sim-
ulations. A high transmission is obtained, over a bandwidth that is sufficiently large for
the application in photonic integrated circuits. Implementation of the polymer layer stack
increases both transmission and bandwidth considerably.
Full 3D simulations are in preparation to complete the design of the photonic crystal
waveguides. We are planning to fabricate the couplers and to compare transmission mea-
surements to the simulation results.
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We report on the simulation, design and characterization of a new device, named IRIS. 

It is designed for increasing the optical bandwidth of picosecond pulses to enable 

further pulse compression or shaping. The IRIS device consists of a concatenated array 

of semiconductor optical amplifiers and saturable absorbers. It is realized in the 

InP/InGaAsP material system for the 1550nm range. 

Simulations and measurements on the realized IRIS devices show increased spectral 

broadening as compared to an SOA of equivalent length. Moreover simulations show 

that pulse peak amplification is over two times higher and ASE output levels are lower 

by about two orders of magnitude, making it a promising short pulse amplifier. 

Introduction 

Pulsed lasers with a coherent broad optical spectrum are attractive sources for use in 

arbitrary waveform generators [1], dense wavelength division multiplexing systems, 

optical code-division multiple-access (O-CDMA) systems [2] and frequency comb 

generation. Such systems can be realized on a single photonic integrated circuit when 

semiconductor mode-locked lasers (MLLs) are used as the pulsed source. Nowadays 

monolithic MLLs are able to produce pulses with durations down to 1-2ps, having a 

corresponding spectral width of up to 2nm [3]. By changing the design or operating 

conditions the spectrum can be broadened, leading to non-transform limited pulses 

[4,5]. 

To increase the optical bandwidth of picosecond pulses further, amplification and highly 

non-linear fibers are often used. In a photonic integrated circuit a semiconductor optical 

amplifier (SOA) is a possible option, though at the expense of increasing the noise in a 

system and the broadening that can be achieved is limited. 

In this paper we present our IRIS device [6] which we have designed to add bandwidth 

to an optical picosecond pulse, for applications as mentioned above. We compare the 

performance of a number of configurations of the IRIS device with an SOA of the same 

length, both theoretically and experimentally. 

IRIS device 

The IRIS device consists of a series of equal pairs of one SOA section and one saturable 

absorber (SA) section, as schematically depicted in Fig. 1(a). Such devices have been 

realized using InP/InGaAsP bulk gain material, operating at wavelengths in the region 

of 1.55µm. The sequence of SOAs and SAs is fabricated by etching a shallow ridge 

waveguide of 2µm width in the bulk gain material. To suppress lasing, the waveguide is 

oriented at the Brewster angle for the fundamental mode with the facets which have also 

been antireflection coated. To create electrical isolation between the SOAs and SAs, the 

most highly doped part of the p-cladding layers is etched away using a dry RIE etch 
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process. The isolation section between the SOA and SA has a length of 10µm (shorter 

SAs) to 20µm (longer SAs). Two gold metal pads alternately contact the waveguide 

sections to create two common contacts for the SOAs and SAs respectively (as can be 

seen in the photograph in Fig. 1(b)). Amplification and absorption are realized by a 

forward or reverse electrical bias of the diode respectively. We have designed and 

realized a number of different device configurations with a varying length ratio between 

the SOA and SA (up to 50%) and number of SOA/SA pairs (5, 10 or 20). We have 

added SOAs on the same chip for reference purposes. The fabrication technology of the 

IRIS device is fully compatible with the technology to fabricate MLLs as presented in 

[4]. This allows for further integration of the MLLs with the IRIS device. 

 
 

SOA

SA

P z t( , )

2mm
200 mµ   

Fig. 1: (a) Schematic overview of the IRIS configuration used in the simulations. An input pulse (denoted 

by P(z,t)) enters from the left side, entering an SOA and exiting from the right-hand side. The ratio of the 

SOA and SA length within the 200µm section is varied. (b) Photograph of the realized devices, showing 

different configurations. 

Simulation results 

We have simulated the IRIS configuration as pictured in Fig. 1(a). In the simulations the 

ratio between the SOA and SA lengths is varied, but the number of SOA/SA pairs is 

fixed at ten. Isolation sections in between the SOA and SA are not taken into account. 

Input pulses have a duration of 2ps and a peak power of 0.1W, which are representative 

values for pulses generated by semiconductor MLLs. The pulse repetition rate studied 

here is ‘long’ as compared to the carrier recovery time (i.e. propagation of a single pulse 

is simulated). 

To simulate picosecond pulse propagation through the device we use the model we have 

presented in [5], extended with ASE fields. The model is made bidirectional, to simulate 

ASE and laser fields propagating in both directions, and assumes zero reflection at the 

facets. 

After propagation of the pulses through the IRIS device, the simulated spectra of the 

output show an increase in bandwidth compared to the simulation result of an equally 

long SOA. This is presented in Fig. 2(a). In Fig 2(b) the detailed evolution of the 

spectrum as a function of total SOA current is presented for the device that produces the 

highest bandwidth (140µm/60µm configuration) in Fig. 2(a). The increase in spectral 

broadening for this device is over five times, i.e. 17nm as compared to a maximum of 

3nm for an SOA. The main reason for this increase in broadening is that under these 

operating conditions the temporal broadening of the pulse in the IRIS device is 

minimized, much like the situation in a passively mode-locked laser. Because of this the 

change in the carrier depletion takes place in the shortest time. As a result the self-phase 

modulation is maximized [5]. A second important result is that the ASE level in the 

output is reduced by about two orders of magnitude as compared to the output from an 

SOA (Fig. 2(c)). The gain depletion due to the ASE is therefore also significantly 

(b) (a) 
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reduced. These features make the IRIS device a promising candidate for a short pulse 

optical amplifier. 
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Fig. 2: Simulation results for IRIS devices where input pulses have a 

duration of 2ps and a peak power of 0.1W. The input pulses are 

transform limited. (a) Calculated spectral broadening (FWHM) of 

three configurations (10 pairs of SOA/SA with respective lengths as 

mentioned in the inset) compared to an SOA of 2mm length. (b) A 

picture of the development of the shape of the spectrum of the 

140µm/60µm configuration as a function of the injection current. The 

spectral intensity in (b) is normalized and coded from black up to 

white. In (a) corresponding output pulse durations at maximum 

broadening are shown. (c) The calculated peak pulse transmission of 

the 140µm/60µm configuration compared to that of an SOA and their 

respective maximum ASE levels.  

Experimental results 

Spectra of short pulses that have propagated through one of several designs of IRIS 

devices have been measured. Most results were obtained with the devices with 20 pairs 

of SOA/SA sections, so this set is presented here. The TE polarized input pulses have a 

peak power of approximately 0.08W, a duration of 2.5ps and a repetition rate of 10GHz. 

The experimental results are presented in Fig. 3(a) and agree qualitatively with the 

simulated results in two aspects. First the total SOA current values at which the increase 

in spectral broadening of the device output starts to occur, increases with longer SA 

lengths. Secondly, the spectra obtained with the IRIS devices show increased maximum 

broadening for the shorter SA lengths (60µm/10µm and 55µm/15µm configuration, Fig. 

3(a)) when compared to an SOA, namely 4nm and 3nm respectively. As our devices are 

not packaged, the injection current is pulsed to avoid excessive heating of the device. 

Additional spectral broadening is expected for the devices with longer SAs at higher 

injection currents (above 660mA, which was the limit of our setup), as predicted by the 

simulations. The experimental results in Fig. 3 do not show the spectral narrowing at 

higher injection currents, as predicted by the simulations results presented in Fig. 2(a,b). 

Experimentally we observed the dependency of the spectrum on the reverse bias voltage 

on the SA sections. In the simulations this voltage dependency is not taken into account 

explicitly [5]. Increasing the voltage on the SA decreases the modulation depth in the 

spectra (Fig. 3(b)). This feature makes the spectrum more suitable for applications as 

mentioned above. The equalization of the spectrum needs less intensity modulation, 

either by absorption or by amplification of the separate spectral components. 

(a) (c) 

(b) 
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Fig. 3: (a) Measured spectral widths (FWHM) for different IRIS configurations with 20 SOA/SA pairs. 

The applied reverse bias on the SAs is -1V. The injection current is supplied by a pulsed source, using 

300ns pulses and 1% duty cycle. (b) Normalized output pulse spectra after propagation through a 

configuration with short SAs (20x 60µm/10µm), applying different reverse bias voltages. 

Conclusion 

We have theoretically and experimentally investigated a new device concept, called 

IRIS, which we have designed for adding bandwidth to a short pulse. The fabrication 

and processing technology can be compatible with that of a MLL, which enables 

monolithic integration of a MLL with an IRIS device. 

Simulations show that the device performance with respect to adding bandwidth to 

picosecond pulses is better than that of an SOA of equivalent length, with calculated 

bandwidths of up to five times as large (17nm as compared to 3nm). Measurements on 

realized devices agree qualitatively with our simulations, showing increased 

performance (4nm compared to 3nm), but the measured range of injection currents is 

limited by the current source. 

Furthermore the simulations show that in the process of amplification a picosecond 

pulse can be compressed inside the IRIS device, whereas these pulses broaden inside an 

SOA. Moreover ASE noise levels are suppressed about two orders of magnitude, 

making the IRIS device a promising short pulse amplifier. 
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Optical ring resonators (ORRs) are good candidates to provide continuously tunable 

delay in optical beam forming networks (OBFNs) for phased array antenna systems. 

Delay and splitting/combining elements can be integrated on a single optical chip to form 

an OBFN. A state-of-the-art 1×8 OBFN chip has been fabricated in LPCVD waveguide 

technology. It is designed with 1 input and 8 outputs, between which a binary-tree 

topology is used. A different number of ORRs (up to 7) are cascaded for each output. In 

this paper, the principle of operation is explained and demonstrated by presenting 

measurements on the 1×8 OBFN chip.     

1 Introduction 

Beam forming for broadband RF signals can be achieved by means of a phased-array 

antenna working with an optical beam forming network (OBFN). This OBFN consists of 

optical splitting/combining circuitry and delay elements, which need to be continuously 

tunable in order to achieve continuous beam angle control. Moreover, in order to support 

relatively broadband RF signals, the delay elements should have a flat magnitude 

response and a linear phase response in the corresponding frequency range. To meet these 

requirements, optical ring resonators (ORRs) appear to be good candidates due to their 

continuous tunability, and well-known advantages of integrated optics [1]-[5]. This paper 

demonstrates the advantages of optical beam forming using integrated ORRs, by 

explaining its operating principles, and by presenting some measurement results on an 

actual ORR-based 1×8 OBFN chip. The chip is realized in LPCVD planar optical 

waveguide technology [6]. 

2 Principles of Ring resonator-based optical beam forming networks 

A. Optical ring resonator (ORR) delay elements 
A single ring resonator has a periodic bell-shaped group delay response. The peak delay 

value and its position are determined by the coupling coefficient κ and the additional 

round-trip phase shift φ  of the ring, respectively. An ORR delay element shows an 

inherent trade-off between peak delay and bandwidth. The bandwidth of the delay 

element can be increased, however, by cascading multiple ORR sections, as illustrated in 

the inset of Fig. 1. Since the group delay responses of the individual sections simply add 

up, the total delay response can be flattened by properly tuning the ORRs, as illustrated in 

Fig. 1. The bandwidth of the delay element can be extended by adding more sections, and 

the peak-peak ripple of the group delay response in the flattened frequency band can be 

decreased by decreasing the difference between the resonance frequencies of the rings 
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[1],[3]–[5]. Measurements on a 3-ring optical delay device realized in LPCVD 

waveguide technology have been presented in [5], showing good agreement with theory. 

Fig. 1. Theoretical group delay 

response of three cascaded ORR 

sections. The dashed lines represent 

the group delay responses of the 

individual sections. Inset: cascade of 

three ORRs with round-trip delay T, 

additional round-trip phase-shifts φi 

and power coupling coefficients κi. 

 

B. Optical beam forming network (OBFN) 

When the optical delay elements are integrated together with signal processing circuitry, 

an OBFN is obtained. In order to reduce the number of tuning elements, a binary tree 

OBFN topology is considered instead of the straightforward parallel OBFN. An ORR-

based 1x8 OBFN has been proposed, consisting of 3 stages with in total 12 ORRs and 7 

tunable splitters, as shown in Fig. 2.  

 

 

 

 

 

 

Fig. 2. Binary tree-based 1×8 

optical beam forming network 

for a phased-array transmitter 

system, consisting of 12 ORRs 

and 7 tunable splitters. 

 

3 Device design and realization 
The complete beam forming operation can be integrated into one optical chip [7]. The 

actual design of the 1×8 OBFN has been divided in the design of elementary basic 

building blocks: bent waveguides, Mach-Zehnder interferometers (MZIs) for the tunable 

coupling and splitting function, and the tapered waveguide end-faces. Next, the most 

promising building blocks have been selected and fabricated using the TripleX
TM

 

technology [6]. The actuation of the couplers, splitters and phase shifters is done thermo-

optically, allowing tuning of the resonance frequency of the ORR, tuning of the delay, 

and tuning of the splitting ratio, within 1 ms. Fig. 3 shows a photograph of a realized 1×8 

OBFN chip. The chip length is 4.85 cm and the chip width is 0.95 cm.  

 

Fig. 3. Photograph of the 1×8 OBFN 

chip. The bondpads and electrodes are 

clearly visible. 

A single 1×8 OBFN as depicted in Fig. 2 requires 31 heaters (two tuning elements for 

each ORR and one for each splitter) and therefore at least 31 electrodes and one ground 

electrode to drive the heater elements. 
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4 Measurements 

The optical group delay responses at each output of the 1×8 OBFN chip have been 

measured by means of the phase-shift method, using the setup that is shown in Fig. 4. 

 

 

Fig. 4. Group delay measurement 

setup. DUT: Device under test, 

EDFA: erbium-doped fiber 

amplifier, mod: external Mach-

Zehnder intensity modulator, PC: 

polarization controller, PMF: 

polarization-maintaining fiber.  

The Agilent PNA network analyzer generates an electrical 100 MHz RF signal, which 

modulates the monochromatic light from the Santec tunable by means of an external 

LiNbO3 Mach-Zehnder-based intensity modulator. The modulated optical signal is 

splitted by means of a fiber splitter. One part is detected and directly led back to the 

network analyzer. The other part is re-polarized and coupled into the device under test 

(DUT), such that the 1×8 OBFN is investigated for TE-polarized light. The eight output 

powers are subsequently measured by moving the fiber to the desired output ports. An 

erbium-doped fiber amplifier is used to boost the optical power, which is measured by 

means of a second detector and led to the network analyzer. The network analyzer 

measures the RF phases ϕ 1(λ) and ϕ 2(λ) of the output signals of the optical detectors for 

different laser wavelengths λ. The group delay response is estimated from these results 

by calculating 

,
  π2

)  ()  (
)  (

RF

2 1 
g

f

λϕλϕ
λτ

−
=                                                                                              (1) 

where fRF is the frequency of the electrical signal (100 MHz in our case). Note that this is 

a relative group delay response: it is biased by an eventual path length difference between 

the two paths from the 50/50 coupler to the inputs of the network analyzer. The average 

powers at the outputs of the OBFN chip were measured using an HP 81532A Power 

Meter (not shown in Fig. 4). With this setup the group delay responses at each output of 

the OBFN chip have been measured over one FSR of 14 GHz, which corresponds to a 

ring circumference of 1.2 cm and a group index of 1.8. Measurements have been carried 

out with different settings for the heating elements. The measurement results prove that 

the waveguide loss is « 1 dB/cm. Fig. 5 shows the measured group delay responses at the 

outputs 2 to 8 of the OBFN, which demonstrate the delay generation of one single ring up 

to 7 cascaded rings. As a 1×8 OBFN, each output is required to give a different delay 

value over a common frequency band, in order to satisfy the condition of beam forming. 

Fig. 5 demonstrates linearly increasing delays from outputs 2 to 8 of the 1×8 OBFN chip, 

considering output 1 as the zero delay reference. The coupling coefficients and round-trip 

phase-shifts of the rings are tuned such that the delays cover a bandwidth of 2.5 GHz, 

with the largest delay value of approximately 1.2 ns (corresponding to 36 cm of physical 

distance in air) and delay ripple of approximately 0.1 ns (3 cm). Since the 1x8 OBFN 

chip is designed such that each of the 3 stages can be measured separately, in practice the   

final delay responses at the outputs are achieved by tuning every stage to a flattened 

delay response over a common frequency band before they add up.   

50/50
coupler

network analyzer

100 MHz

mod

DUT

1 2

PC
polarizer EDFA

tunable
laser

RF out

optical
detector

optical
detectorPMF

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

47



 

 

 

 

 

 

 

 

 

 

Fig. 5. Measured group 

delay responses at 

different outputs of the 

1x8 OBFN chip. 

 

 

5 Conclusion 
Group delay responses at each output of the ORR-based 1×8 OBFN chip realized in 

LPCVD waveguide technology have been measured. The measurement results are in 

good agreements with theory. Delay generation of up to 7 cascaded rings for optical 

beam forming is demonstrated with a maximum delay of 1.2 ns, with a bandwidth of 2.5 

GHz, and ripple of 0.1 ns. To our knowledge, this is the first single-chip demonstration of 

eight-element optical beam forming with true time delay and continuous tunability. 
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In order to achieve fast all optical switching in communication networks, a compact, 
low cost, integrated optical switch is needed. Nanophotonic integrated circuits in 
silicon-on-insulator (high-index contrast) are well-suited for this purpose. Nevertheless 
it is hard to obtain a strong light modulation effect in silicon. 

In this paper we demonstrate light modulation by moving a nanophotonic waveguide 
(NEMS = nano-electromechanical system). We also fabricated and characterized 
passive directional couplers. Both achievements are an important step towards a 2x2 
nanophotonic NEMS-switch. 

I. Introduction 
Optical signal processing components need to be down-scaled to the size of electrical 
components in order to be economically competitive. However current photonic 
integrated circuits (PIC) are fairly large compared to their electronic counterparts. This 
is because the on-chip optical waveguides typically have a low index contrast, and 
therefore the light is weakly confined in the large waveguide core (core diameter >> 
1µm). As a result waveguides need a large bend radius and signal processing 
components typically consume lots of valuable (expensive) chip area. Nanophotonic 
waveguides confine light into a submicron core area by using a very high refractive 
index contrast. Therefore the size of the PICS can be reduced by an order of magnitude. 
 
Silicon-on-Insulator (SOI) is an attractive material system for such nanophotonic 
waveguides because of the high refractive index contrast between the silicon top layer 
(n=3.48) and the silica (=SiO2) cladding (n=1.45). Moreover SOI makes it possible to 
integrate photonic components with electronics and offers CMOS-compatible, cost 
reducing fabrication. 
 
The last 5 years many compact passive optical components in SOI have been 
successfully demonstrated [1,2]. However it is hard to obtain compact active optical 
components in SOI since the refractive index of silicon does not exhibit a strong 
electro-optic or thermo-optic modulation effect [3]. In this paper we discuss a concept 
for a waveguide switch based on an optical directional coupler with moving arms.. 
Moving on-chip structures with submicron size are often called NEMS (Nano-electro 
mechanical Systems). Optical NEMS are a new and exciting research domain that 
requires the combination of several engineering fields like electromagnetism, 
mechanical engineering and nanophotonics. 
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Electrostatic actuation 
We will make the waveguide move by the principle of electrostatic actuation (Figure 1). 
A voltage is applied between a silicon waveguide and an electrode. The waveguide is 

partially suspended in air so that a 
stringlike structure is created. The 
electrode and string from electrical point 
of view act like the plates of a capacitor 
and electrical charges with opposite signs 
are formed upon them. These charges 
cause an attractive Coulomb force Felek 
between the string and the electrode. The 
balance between Felek and the 
counteracting mechanical spring force 
Felek finally results in a translation of the 
waveguide string. When the translation 
exceeds a critical value (approximately 

one third of the original gap between string and electrode) instability occurs and the 
string irreversibly snaps down to the electrode (pull-in), which should be avoided.  

Switching principle 
The waveguide switch is based on the principle of a passive directional coupler. The 
physical behavior of such a directional coupler is described by the theory of supermodes 
or a coupled mode theory [4]. When two waveguides are brought in sufficiently close 
proximity the mode profiles of their guided eigenmodes will have an overlap. Under 
that conditions a periodical exchange of light power between the two waveguides will 
take place. When we excite one waveguide with unity power (Pin=1) the power that is 
coupled into the not-excited waveguide (Pcross) is given by (with L the length of the 
coupling section, see Figure 2, right): 

)
2

(sin 2

c
cross L

LP π=  

Lc is a parameter that is called the “effective coupling length” and it is defined as the 
length of the coupling section that is needed to couple all light into the not-excited 
waveguide (Pcross =1). Lc can be calculated from the theory of supermodes when the 
effective mode indices of the supermodes are known [4 ]. 

 
 
Figure 2: directional coupler: cross-section  (left), SEM-picture + detail (right)  

Figure 1: principle of electrostatic 
actuation
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In a high-index contrast material system the parameter Lc is very sensitive to small 
changes in the gap distance g. Figure 3 (left) shows a simulation of Lc in function of the 
gap distance g for some typical design parameters. The simulation was performed with 
the help of a full vectorial 3D-mode solver. It is clear from the picture that changes as 
small as 100nm cause a doubling of Lc and therefore cause a full switch of the light 
from one waveguide to another. 
 
In order to verify the above described theory we fabricated and characterized some 
passive directional couplers in SOI with coupling sections L varying from 0 to 28µm 
with an interval of 3.5 µm. The results are shown in Figure 3 (right). We found an 
excellent agreement between our measurements and the sine square dependency 
predicted by the theory of supermodes and the coupling mode theory. 
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Figure 3: Simulation of Lc in function of g with w=400nm at λ=1.55µm (left); 
Measurement of Pcross (squares, right) + theoretical fitting (full line, right) at 
λ=1.57 µm 
 
It should be stressed that for high-index contrast material systems it is not trivial to find 
such a good agreement between theory and measurements since slight aberrations in the 
fabrication generally cause uncomplete coupling (Pcross max < 1).  To our knowledge it 
is the first time that such matching results are reported in literature for directional 
couplers fabricated with DUV (Deep Ultra Violet, see Fabrication) in SOI. 

Fabrication 
A DUV-process (Deep Ultra Violet) with submicron resolution was developed using the 
CMOS-facilities of IMEC to define the required patterns in the top silicon layer. This 
process is described in detail elsewhere [1]. To create an active NEMS-device in a 
second step the waveguides need to be partially underetched so that a suspended 
structure is created. This was done using a resist mask and buffered HF which provides 
a selective silica etch. Finally aluminium was evaporated to define electrical contact 
areas.  
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An optical NEMS-modulator 
In order to demonstrate modulation by moving waveguides we fabricated the device 
shown in Figure 4 (left). Both the electrode and waveguide are suspended in air. By 
applying a voltage between the electrode and the waveguide they move closer to each 
other and more light will leak out of the waveguide so we expect a drop of the measured 
transmission Pout/Pin. Indeed we measured a decrease of 20% when a voltage of 15V 
was applied. 
  

  
Figure 4: SEM-picture NEMS-
device (left) + measurement dynamic optical response (right) 
 
We also did experiments on the dynamic behavior. Figure 4 (right) shows the dynamical 
optical response when a square voltage wave is applied to the device. We can clearly 
see that switching times are in the order of 3-5µs. A SEM-analysis has shown that 
during the experiments pull-in has taken place which complicates the analysis of the 
results. Nevertheless we believe that the measured switching times are dominated by 
(purely) electrical charging effects and that the measured shape of the optical response 
corresponds to the typical exponential shape with RC-time constant that is found when 
a capacitor C is loaded over a resistor R. We can conclude from this experiment that for 
our future devices we need a better control of the contact resistance (lower the 
resistance to decrease the RC-time constant) and the driving voltage (to avoid pull-in). 
That way we expect to measure subµs switching times. 

Conclusion 
In this paper we discussed on-chip optical switching using a NEMS-approach in a high-
index contrast material system. We have fabricated and characterized passive 
directional couplers and found an excellent agreement between theory and 
measurements. We also fabricated a NEMS-device and discussed the observed 
dynamics. Both results are important steps towards compact NEMS-switches in Silicon-
on-Insulator that we will demonstrate in the near future. 
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Multimode Waveguides of Photodefinable Epoxy for 
Optical Backplane Applications  

M.B.J. Diemeer, L.T.H. Hilderink, H. Kelderman and A. Driessen  
University of Twente, Integrated Optical Microsystems Group, P.O. Box 217, Enschede, the Netherlands   

We developed photodefined, multimode-fiber compatible waveguides based on epoxies. 
These waveguides will be embedded in backplane PCB’s for optical interconnect 
applications using 850 nm VCSELs as light sources. Apart from very low loss, the 
material selection took into account, PCB compatibility and  low  yellowing due to high 
temperature processing (for PCB lamination and soldering). The waveguides showed 
losses < 0.06 dB/cm at 832 nm  and 633 nm. Their loss increase after aging (1 hr at 185 
°C) was limited to 0.04 dB/cm at 850 nm.  Waveguides realized on FR-4 (epoxy-
fiberglass) PCB material are demonstrated.  

Introduction 
The continuous increase of the microprocessor clockrate (expected clockfrequency 
~1010 Hz in 2011), in addition to the continuous increase of data rates in optical 
transmission systems, has created a bottleneck  in high- end systems like servers, and 
telecom switches, at the interconnect between cards over their PCB (Printed Circuit 
Board) backplane. In those systems, aggregate data rates of multiple Tbps have to be 
transported via the backplanes over a typical distance of about 0.5 m. and with such 
bandwidth-distance products, the electrical data transmission through a copper line is 
touching its fundamental limit around 20 Gbps. Optical transmission via waveguides 
offers the potential of a much larger capacity. Therefore, there is worldwide an intense 
research activity ongoing to realize Optical Backplanes. These are backplanes with an 
embedded multimode polymeric optical waveguide layer, equipped with in- and output 
couplers, fabricated with PCB compatible, low-cost fabrication techniques [1,2].  
In [3] we reported on a photodefinable epoxy formulation with attractive properties for 
Optical Backplane applications. However, a drawback of this material is its increase of 
attenuation at 850 nm from 0.1 dB/cm to 0.4 dB/cm due to yellowing after the high 
temperature processing step (1 hr, 180 °C) which is applied in PCB lamination process. 
The high content of the aromatic diglycidyl ether of bisphenol-A (DGEBA) prepolymer 
in the formulation can largely be held responsible for that. Therefore, we have replaced 
most of the aromatic epoxy by (saturated) cycloaliphatic epoxies which are known to 
yield less yellowing after aging. This paper shows the superior properties of the new 
formulation.    

Cycloaliphatic epoxy formulation 
 An important requirement is the solid nature of the epoxy material for the waveguide 
core. This prevents the latent image of photoacid catalyst that is formed in the epoxy 
matrix after masked uv- exposure to fade by diffusion. Moreover, a solid core material 
layer is required for contact masking. 
A cycloaliphatic epoxy prepolymer (code name CHEP) was identified as a suitable 
material. It features, apart from a low epoxy equivalent weight, a high glass transition 
temperature of  about 200 °C (cured polymer) and a low content of ionic impurities.  
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A drawback of (cyclo) aliphatic epoxies is their relatively low refractive index (n~1.5), 
compared to aromatic (e.g. DGEBA) epoxies (n~1.6).  This makes it difficult to find 
cladding materials, which should have indices 0.013 lower than the core material in 
order to make waveguide channels having a numerical aperture (NA) that is compatible 
with multimode fibers ( 50 μm core, NA= 0.2).  
Therefore CHEP for the core material was blended with DGEBA to raise its index. To 
reduce the sensitivity for cracking as a result of the high glass transition temperature, a 
polyol was added to the formulation. This additive is known to improve the polymer 
flexibility. In addition, it enhances the cure rate. We applied a high-purity triol. Other 
additives are an anti-oxidant, an adhesion promoter and a flow and leveling additive.  
Fig. 1 shows the refractive index at 830 nm of the CHEP-DGEBA-triol film waveguides 
as a function of DGEBA content as measured with a prism coupler (Metricon). 
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Fig. 1. Refractive index @ 850 nm of CHEP film waveguides as a function of DGEBA content. 
 
From fig. 1, it can be seen that at about 20% DGEBA concentration the required 
refractive index contrast of 0.013, with undoped CHEP as cladding, can be obtained.    
Fig. 2a is a SEM picture of photodefined waveguide core showing very smooth 
sidewalls and a rectangular cross-section. Fig. 2b shows a microscope picture of 
waveguides (~40 μm thick and wide) embedded in an undoped CHEP cladding as 
deposited onto a FR-4 PCB substrate. Excellent planarization can be observed.   

 
Fig. 2a. SEM picture of a CHEP-DGEBA-triol core.          Fig. 2b. Microscope picture of embedded 
waveguides deposited onto a FR-4 PCB substrate; the fiberglass yarn is clearly visible.  
 
Apart from cracks, the polyol also reduces the UV exposure time. The amount of 
photoinitiator (triarylsulfonium hexafluorophosphate) could be reduced with 50% while 
keeping the exposure time in the mask aligner (Karl Süss MA55) the same. This will be 
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beneficial for the reduction of yellowing by photoinitiator residues after high 
temperature processing.  
To allow for accurate loss measurements of CHEP-based waveguides, a very long 
(103.6 cm) coiled up waveguide, combined with a short (7.2 cm) reference waveguide 
was made on a 4’Pyrex wafer. The long waveguide is a Fermat spiral as shown in fig. 
3a. The radius of the two inner loops is 15 mm.  

 

 R 15 mm 

Fig. 3a. Fermat spiral and reference waveguide.   Fig. 3b. Stray light at 633 nm from the spiral. 
 
A relatively high contrast waveguide, with an index difference of 0.03 (NA=0.3) has to 
be made for this structure in order to keep bend losses in the inner loops to negligible 
values.  To that end, we combined the 20% DGEBA doped CHEP core with a CHEP 
cladding doped with a low refractive index, difunctional epoxy siloxane. The core was 
spincoated and photodefined directly onto the Pyrex wafer, and the photocurable 
cladding was used to adhere a cover Pyrex wafer onto this to protect the waveguide and 
to allow for dicing of endfaces. Fig. 3b shows the stray light at 633 nm emitted by the 
waveguide as recorded by a digital camera. The propagation loss at 633 nm was derived 
from the variation of the intensity in the individual channels as a function of the 
propagation distance as taken from a small section of a zoomed-in picture (fig. 4a). This 
is plotted in fig. 4b and yields a propagation loss of 0.04 dB/cm. 
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Fig. 4a: Stray light (@633 nm).              Fig. 4b: Stray light intensity vs. path 
length.       
Note the alternation in back and forth running channels.          The zero reference is placed in the centre.  
 
In addition, propagation loss measurements were performed at laser wavelengths of 633 
nm and 832 nm using butt-coupled multimode input/output fibers. The propagation loss 
was derived from the differences in insertion loss (IL) and path length between the 
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spiral and the reference channel. The loss at 633 nm show good correspondence with 
the stray light measurement result. These results are listed in table 1. 
 
Table 1.  Measured propagation losses  
Wavelength [nm] From IL [dB/cm] Stray light [dB/cm]  
633 0.05 0.04 
832 0.06  

 
The spectral dependence of the propagation loss was as measured by injecting white 
light in the waveguides and analyzing the output using an optical spectrum analyzer 
(Spectro 320, Instrument Systems). The spectrum have been calibrated on measurement 
at 633 nm as given in Table 1. The measurement has been repeated after thermal aging 
of the sample for 1 hour at 185 °C. The results as presented in fig. 4a and 4b show 
losses around 0.05 dB/cm between 600 and 700 nm and between 800 and 850 nm, while 
the loss increase after thermal aging is limited to 0.04 dB/cm at wavelengths >700 nm. 

 
Fig. 4a. Spectral dependence of the prop. loss.   Fig. 4b. Loss increase after thermal aging (1hr at 185 
°C). 

Conclusion 
We have presented attractive multimode photodefinable epoxy waveguides for Optical 
Backplane applications. Multimode-fiber compatible waveguides on FR-4 PCB 
substrate material have been demonstrated.  A propagation loss of <0.06 dB/cm at 850 
and 633 nm has been measured. Thermal aging at 185 °C for 1 hour yields a loss 
increase of < 0.04 dB/cm at wavelengths >700 nm.  
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We propose a technique to produce cavity solitons with arbitrarily small diameter by 
placing a nonlinear left-handed material in a Fabry-Perot resonator together with a 
traditional nonlinear material. This configuration allows engineering the diffraction 
strength. Considering the typical nonlocal behaviour of the nano-structured left-handed 
metamaterial, we develop a mean-field model describing the spatiotemporal evolution 
of this system. We focus our numerical studies on the influence of the nonlocality on the 
size and linear stability of these localised structures as the diffraction strength is 
decreased. A minimal width beyond the diffraction limit is discovered and applications 
are discussed.  

Introduction 
Transverse localised structures in nonlinear optical cavities – often referred to as cavity 
solitons (CSs) – have been predicted and demonstrated in a large number of systems 
[1,2]. Such structures have been suggested for use in optical data storage and 
information processing. Typically, diffraction constrains their size to be of the order of 
the square root of the diffraction coefficient.  
Some of us have shown recently that the diffraction coefficient of a nonlinear optical 
resonator can be engineered by inserting a left-handed material in the cavity [3]. The 
value of the diffraction coefficient can then be reduced to arbitrarily small values by 
tuning the relative thicknesses of right-handed and left-handed material layers. As, in 
the Lugiato-Lefever equation, length scales with the diffraction coefficient, this system 
potentially allows for CSs beyond the size limit imposed by natural diffraction. 
However, intuitively, one expects that the sub-wavelength structure of left-handed 
metamaterials will impose a new limit on the width of CSs. Here, we investigate the 
consequences of this shorter space scale on the properties of CSs. 

Linear nonlocality 
Technically, the Lugiato-Lefever equation can be derived from a perturbation analysis 
applied to Maxwell’s equations in a nonlinear Kerr medium. The diffraction term arises 
as a first-order contribution and higher order spatial derivates can be neglected with 
respect to the diffraction term. However, when the diffraction coefficient is tuned to 
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small values, higher order terms should be taken into account. The nonlocal linear 
polarisation, for example, results in an additional term in the Lugiato-Lefever equation, 
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which couples the electric field envelopes at different transverse locations. We assume 
that this term can be expanded in a series of spatial derivatives of E: 
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The first two terms in Eq. (2) will contribute to the phase velocity and the diffraction 
effects, respectively. Keeping only the next higher order effect, we finally arrive at 
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where D (1) and D (2) describe the diffraction strength and the strength of the nonlocal 
effects, respectively. 
 

Linear stability analysis 
 
When examining the homogeneous, stationary solutions of Eq. (3), it is found that the 
output-field vs. input-field can have a mono- and bistable characteristic. The study here 
is limited to the monostable region. At higher background intensities a modulational 
instability gives rise to the appearance of CSs. A linear stability analysis has been 
performed on these homogeneous, stationary solutions, showing that the modulational 
instability depends critically on the dimensionless parameter η, defined by the ratio of 
the nonlocality vs. the diffraction: η = D (2)/ D(1)2.  
 
For η > 0, it is possible to predict the width of the CSs in the limit of small diffraction: 
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Eq. (4) predicts that the CS-width increases with decreasing D (1), while the classical 
diffraction limit (without the nonlocal term) predicts a decreasing width. This suggests 
the existence of a minimal CS-width for an optimal value of the diffraction coefficient  
D (1). In order to determine this optimum, numerical simulations are needed. It is always 
possible that the CS with optimal width is unstable. This information shall also be 
provided by the numerical simulations. 
 
For η < 0, we find that the CS-width will still decrease with increasing diffraction 
strength D (1), but that due to the width will eventually saturate at 
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Stability and minimal width of cavity solitons 
 
In order to find stationary, localised solutions of Eq. (3) and their stability, we follow a 
Newton method [4]. The radial form of Eq. (3) is discretised, from which a set of 
nonlinear coupled complex equations is found. Spatial derivatives are calculated in the 
Fourier space by using a Fast Fourier Transform and taking zero boundary conditions. 
With an appropriate initial condition, the Newton-Rhapson method converges to a 
solution of this set of equations. This initial condition is found by performing a 2D 
spatiotemporal simulation of a radial version of Eq. (3). This approach is extremely 
accurate and automatically generates the Jacobian operator, which provides insight into 
the stability of the solutions. This method also allows finding unstable solutions and 
thus creating full bifurcation diagrams. 
 
In Figure (1), bifurcation branches of the CSs are shown as a function of the 
background intensity of the homogeneous, stationary solutions Is and the maximum 
intensity of the solitons (for θ = 1.23). The lowest, solid line represents the stable 
homogeneous solution. For η > 0 [Figure 1 (a)], the branches expand to lower intensities 
for increasing values of η, also enlarging the region of stability (solid line). This trend is 
reversed at a certain η, narrowing the stability region with larger values of η. For η < 0 
[Figure 1 (b)], the branches always shift to higher Is and the region of stability narrows 
with increasing values of |η|. Note also that in both cases the peak intensity of the CSs 
diminishes with increasing |η|. This is a first sign of broadening of the CSs. 
 

(a) (b) 

 
Figuur 1: Bifurcation diagrams with a detuning θ = 1.23 and for different values of η, with 
η (a) positive and (b) negative. The lowest solid line is the stable homogeneous solution. 
The branches above are CSs. Solid lines represent stable CSs, dashed lines unstable CSs. 

 
To find the minimal CS-width, a renormalised full width at half maximum (FWHM) is 
defined: 

./ 4 )2(DFWHMd=ξ         (8) 

This renormalization allows getting a general result that only depends on the detuning θ. 
The renormalised FWHM of the stable CSs is plotted in Figure (2). For η = 0, the solid 
lines give the width for the lowest and highest values of Is for which the CS is stable. 
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We find that smaller D (1) correspond to narrower CSs. When taking into account linear 
nonlocality (dashed lines), the linear dependency is lost and the FWHM saturates 
around ξ = 3 for both positive [Figure 2 (a)] and negative [Figure 2 (b)] values of η. For 
too large values of |η| (|η|-1/2 < 2), the CS branch becomes entirely unstable. This Figure 
provides us with the minimal width and the corresponding optimal value, which is 
mainly determined by the scaling law [Eq. (4), (5)] and by the loss of stability. 
 

(a) (b) 

 
Figuur 2: The renormalised FWHM in function of |η|-1/2 for (a) positive η and (b) negative 
η. 

 

Conclusion 
 
The ultimate physical limit on the width of cavity solitons in a diffraction-compensated 
system is investigated. This limit is due to the destabilisation of the cavity solitons 
caused by the nonlocal interaction of the electric field with the left-handed metamaterial 
in the cavity. 
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Weakly tilted fiber Bragg gratings with grating planes tilted at small angles with respect 

to the fiber axis couple light to backward going core and cladding modes. Their 

transmitted spectrum is characterized by narrow resonance dips below the Bragg 

wavelength corresponding to the core mode coupling. We present the spectral evolution 

of weakly tilted fiber Bragg gratings in response to temperature changes, bending, axial 

strain and transversal loads. Because the cladding modes in the transmitted spectrum 

present different sensitivities than the core mode, the obtained results demonstrate the 

great potential of these gratings for temperature-insensitive strain sensing applications. 

Introduction 

Fiber Bragg gratings (FBG) are widely used as sensors of temperature, strain and 

microbending [1]. These optical sensors are compatible with structures made of 

composite materials; they are chemically inert and inherently immune from 

electromagnetic interference. However, when temperature and strain simultaneously 

affect an FBG, the measurement of the wavelength shift does not provide temperature-

insensitive strain measurement. To discriminate these two contributions, structures such 

as two FBGs, superimposed FBGs, hybrid FBG with long period grating and high 

birefringence FBGs are required but they increase the complexity of the sensors [1]. 

Weakly tilted fiber Bragg gratings (TFBG) couple light both to backward propagating 

core mode and cladding modes [2]. The resonant wavelengths for these mode couplings 

depend differentially on external perturbations. This has several advantages. While the 

core mode (Bragg) resonance is only sensitive to axial strain and temperature, the 

cladding mode resonances are sensitive to the external perturbations (strain, temperature, 

bending, refractive index, …) [3-6]. 

In this paper, we analyze the evolution of the transmitted spectrum of TFBGs in 

response to external perturbations and we demonstrate that temperature-insensitive strain 

measurements are possible with such gratings.   

Cladding modes coupling in TFBGs 

In TFBGs, two kinds of couplings exist. The Bragg wavelength, corresponding to the 

self contra-propagating coupling of the core mode is given by [2]: 
 

θ
λ

cos

2 , gcoreeff

B

n Λ
=  (1) 

 

where neff,core is the effective refractive index of the core, Λg is the nominal grating period 

and θ is the internal tilt angle (Figure 1). 
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The resonant wavelengths of the cladding modes, corresponding to the contra-

propagating coupling between the core mode and the cladding modes, are given by [2]: 
 

θ
λ

cos
)( ,,,,

g

coreefficldefficld nn
Λ

+=  (2) 

 

where neff,cld,i is the effective refractive index of the cladding mode i, i=1, …, m with m 

the total number of cladding modes. 

Figure 2 presents the typical transmitted spectrum of a TFBG with the cladding modes 

resonances situated below the Bragg wavelength. An important feature of weakly tilted 

FBGs is the presence of a strong "ghost mode" resonance, immediately to the left of the 

Bragg resonance. This ghost mode is made up of several low order cladding modes. 
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Figure 1. Schematic of a TFBG. Figure 2. Transmitted spectrum of a 3° TFBG. 

 

The experimental results presented below were obtained on TFBGs inscribed into 

standard single mode fiber using a pulsed laser (KrF – 248 nm) and a phase mask. 

Temperature and axial strain influences on the transmitted spectrum 

Figures 3 and 4 show the relative wavelength shifts of cladding modes resonances with 

respect to the Bragg resonance when axial strain and temperature affect a 4° TFBG.       

3 differential wavelength shift regions are obtained for the strain perturbation.  First, the 

ghost mode region appears to be very sensitive to external strain perturbations while low 

order cladding modes (up to 5 nm from the Bragg wavelength) have negative relative 

wavelength shifts. Secondly, between 5 nm and 20 nm from the Bragg resonance, the 

differential wavelength shift grows very linearly with mode order and with strain.   
 

 

Figure 3. Transmitted spectrum of a 4° TFBG and differential wavelength shift due to strain changes. 

Ghost mode 

resonance 

Bragg 

resonance 

Cladding mode 

resonances 
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Figure 4. Transmitted spectrum of a 4° TFBG and differential wavelength shift due to temperature. 

 

For higher order modes, further than 20 nm from the Bragg resonance, the results 

become irregular because the cladding mode resonances have double- and triple-peaked 

resonances which are difficult to follow reliably over large shifting ranges.  If the same 

individual peak of a multi-peak resonance could be followed unambiguously, then the 

differential wavelength shift should continue to be linear. 

On Figure 4, within the temperature range from about -10°C to 70°C, the relative 

cladding mode shifts are less than ± 12 pm or equivalent to an apparent ± 1.2°C drift in 

over ~80°C of temperature variation (except for the short wavelength region). 

Therefore, a temperature insensitive sensor can be made by monitoring the relative core 

and cladding mode wavelength shifts in the transmission spectrum. 

Bending and transverse strain influences on the transmitted spectrum 

Figure 5 presents the effect of a curvature on the transmitted spectrum of a 1 cm long 3° 

TFBG whereas Figure 6 presents the effect of a transversal load on the transmitted 

spectrum of a 1 cm long 4° TFBG. Unlike temperature and axial strain effects, 

curvatures and transversal loads affect the peak to peak amplitudes of the resonances in 

the transmitted spectrum. The bending mainly influences the cladding modes near the 

ghost mode region while transversal loads affect the whole spectrum. 

In order to efficiently correlate the spectral evolution with the external perturbation, a 

global measurement of the area delimited by the cladding modes in the transmitted 

spectrum was privileged in comparison to a local detection of the cladding modes [6,7]. 
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Figure 5. Effect of a curvature on the transmitted 

spectrum of a 3° TFBG. 

Figure 6. Effect of a transversal load on the 

transmitted spectrum of a 4° TFBG. 
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Figures 7 and 8 present the evolution of the normalized area (ratio between the area 

delimited by the perturbed spectrum and the reference area) in response to bending and 

transversal loads, respectively. In both cases, the evolution is monotonic and decreasing. 

We experimentally verified that the temperature influence on the value of the normalized 

area in the range -10°C to 70°C can be neglected. This behavior was expected since all 

the cladding modes present nearly the same temperature sensitivity. They are thus all 

shifted without significant modification of the area delimited by the cladding modes. This 

property provides temperature-insensitive bending and transverse strain measurements. 

Let us also mention that the Bragg resonance is not affected by the bending, which is not 

the case for transversal loads. 
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Figure 7. Evolution of the normalized area 

versus curvature for a 3° TFBG. 

Figure 8. Evolution of the normalized area versus 

transverse strain for a 4° TFBG. 

Conclusion 

In this paper, we demonstrated that weakly tilted fiber Bragg gratings can be 

advantageously used for temperature-insensitive strain sensors. To measure the axial 

strain, a local measurement of the cladding modes was chosen whereas to measure the 

bending and the transverse load, a global measurement of the area delimited by the 

cladding modes was privileged. In both cases, a good sensitivity was obtained. 
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Filtered optical feedback (FOF) can be used to stabilize a semiconductor laser but also
to generate chaotic laser emission that may find applications in chaos communication
schemes. We study theoretically the dynamics the FOF laser and identify the feedback
phase as an important parameter that organizes the huge degree of multi-stability in this
system. A systematic experimental study of the phase effecton the dynamics is presented
that is supported by theoretical findings.

Recent research in laser dynamics goes towards harnessing the nonlinear dynamical prop-
erties of semiconductor laser for new applications. Securecommunication with chaotic
carrier waves [1] or broad band laser sources [2] are only twoexamples of this vital field
of nonlinear laser dynamics. A key to successfully exploiting nonlinear laser dynam-
ics is to understand the underlying mechanisms which lead tothe unstable behavior of
semiconductor lasers, and to gain control over them.
Here we investigate the underlying structure of a semiconductor laser subject to filtered
coherent optical feedback (FOF). First experimental and theoretical studies of the FOF
laser as considered here can be found in Ref. [3; 4]. In particular in Ref. [5] the key
role of the feedback phaseCp for organizing the dynamics of the FOF laser was demon-
strated theoretically. In order to verify the relevance ofCp the following experiment
was designed; a sketch is shown in Fig. 1. The laser is a commercially available single
mode Fabry-Ṕerot type semiconductor laser emitting at 780 nm with a threshold current
of Ith = 43 mA. Throughout the experiments the laser was operated at apump current of
I = 70.6 mA.The temperature of the lasers can be stabilized withan accuracy in the order
of 0.01 K. The laser’s frequency shift due to changes of the pump current was linear and
was estimated as 3.6 GHz/mA. The filter consists of two flat mirrors with reflectivity R=
70 %, respectively. The distance between the mirror wasD = 3.9±0.1 cm, which results
in a free spectral range of FSR=3.8±0.1 GHz. The finesse was measured experimentally
as f = 5±0.5, which results in a filter width of HWHM= 385±30 MHz (half width at half
maximum). Importantly, the piezo translation stage with a mechanical resolution of 20 nm
allows for changes of the feedback phase with a resolution of19 measurement points per
2π-cycle. The FOF laser was operated with very low feedback, the threshold reduction is
less than 0.1 %. The feedback was controlled with a combination of a polarizer and aλ/2-
plate. Finally, in total four optical isolators, with isolation better than -30 dB each, ensure
clockwise propagation of the light in the feedback loop and prevent from unwanted reflec-
tions.
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Figure 1: Setup of the FOF laser with the
Fabry-Ṕerot filter, piezo translation stage,
optical isolators. The detection for both
the laser field and the feedback field con-
sists of scanning Fabry-Pérot interferom-
eter, fast photo diodes, electrical spectrum
analyzer, digital oscilloscopes, and slow
photo diodes.

Figure 2 shows experimental measurements
of the underlying mode structure of the FOF
laser and its dependence on the detuning∆
and the feedback phaseCp. For each panel the
pump current of the laser is modulated slowly
with ramp and the intensityIF of the feedback
field is monitored. Increasing and decreasing
parts of the pump current ramp are shown in
each panel of Fig. 2. Small changes of the
pump current result in a slight change of the
laser frequency and therefore, in a change in
the detuning between the center frequency of
the filter (which is kept fixed) and the fre-
quency of the solitary laser. Because the mod-
ulation frequency and the modulation ampli-
tude is small, other effects can be neglected.
First, we concentrate on the effect of chang-
ing detuning in Fig. 2(a). There is a maxi-
mum in IF around zero detuning, where the
laser frequency coincides with the center fre-
quency of the filter. As the pump current
changes the feedback intensityIF changes
discontinuously. Plateaus can be seen where
IF is almost constant, interrupted by sudden
jumps. On each plateau the feedback intensityIF stays almost constant because the FOF
laser locks to a stable mode with almost constant frequency;we call this modes exter-
nal filtered modes (EFMs). When such a mode becomes unstable ordisappears the FOF
laser jumps to the next adjacent EFM. Approximately 10 EFMs are found when the laser
frequency in scanned over the whole filter profile. Due to hysteresis effects the situation
for increasing and decreasing pump current differs quantitatively. Figure. 2(b) shows the
same situation for slightly increased value of the feedbackphaseCp. In particular in can
be seen that the plateaus for increasing pump on the left filter flank are shifted downwards
slightly, while they are shifted upwards on the right filter flank. The reverse happens for
decreasing pump current. This is indicated by the arrows in the individual panels. For
increasing changes ofCp the EFMs shift continuously [Fig. 2(b) to (f)]. WhenCp has
changed by 2π the situation of Fig. 2(a) is retained. Between each panelCp has changed
by approximately 1/3π.
We model the FOF laser with a set of rate equations for the complex envelope of the laser
field E, the filter fieldF , and the laser inversionN given by

Ė = (1+ iα)N(t)E(t)+κF(t,τ) (1)

TṄ = P−N(t)− (1+2N(t))|E(t)|2 (2)

Ḟ = ΛE(t − τ)e−iCp +(i∆−Λ)F(t) . (3)

Hereα = 5 is the self-phase modulation parameter,κ = 0.0001 the feedback rate,T = 100
the electron decay rate,P = 2.55 the pump rate,Cp the feedback phase,∆ = −0.014 the
filter detuning andΛ = 0.014 the filter width (HWHM). Note that the detuning is defined
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Figure 2: 2π-cycle of the EFMs. Each panel shows the intensity of the feedback light
as a function of increasing and decreasing pump current. Thepump current was slowly
modulated with a triangular ramp, which is shown in the top part of each panel.

as∆ = ΩF −Ω0, whereΩ0 solitary laser frequency andΩF the center frequency of the
filter.
The external filtered modes are the basic solution of Eqs. (1)–(3) are CW states, with a
frequency deviationωs from the solitary laser frequency at threshold. The amplitudes of
the laser field

√

IL and the filtered feedback field
√

IF and the inversionNs of laser are
constant in time. The feedback field may have a constant phaseshift φ.

E(t) =
√

ILeiωst ,N(t) = Ns,F(t) =
√

IFeiωst+iφ . (4)

In what follows we use numerical continuation [6] to investigate the structure and stability
of the EFMs as a function of the solitary laser frequencyΩ0 and the feedback phaseCp.
This is shown in Fig. 3, where in each panel the feedback intensity IF is plotted as a
function ofΩ0, andCp takes the values indicated in the panels. AsΩ0 is changed, EFMs
are born and destroyed in saddle-node bifurcations(+). In particular, the thick curves
indicate stable EFMs which can be seen in the experiments. Once a stable EFM is lost
in a saddle-node bifurcation (together with an unstable EFM) the FOF laser jumps to
the adjacent stable EFM. For each value ofΩ0 more than one stable EFM can be found.
This leads to hysteresis effects in for increasing and decreasingΩ0. Moreover the EFMs
change their position as the feedback phaseCp is changed, which is indicated by the
arrows in each panel. Indeed in light gray curves of saddle-node bifurcations are plotted,
as parameterized by the feedback phase.
In conclusion, we analyzed the external feedback modes of the FOF laser experimentally
and theoretically. In particular the experimental design allowed to study the influence of
the feedback phase. The experimental results could be reproduced in good agreement
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Figure 3: 2π-cycle of the EFMs as computed from Eqs. (1)–(3). Each panel shows the
intensity of the feedback light as function ofΩ0. Unstable parts are black, stable parts
are dark gray and saddle-node bifurcations are indicated as(+). The light gray line is the
saddle-node bifurcation line parameterized byCp.

by studying a rate equation model. This is the foundation forcurrent experimental and
theoretical studies focusing on complex dynamics, for example those arising from Hopf
bifurcations of EFMs for higher feedback rates.
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A Biosensor based on Surface Plasmon
Interference
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We propose a new concept for surface plasmon sensing using a surface plasmon interfer-
ometer. The high field enhancement of surface plasmons near the metallic interface makes
them ideal for use in bio- and chemical sensors where a very small change in refractive
index should be detected. To our knowledge this is the first time that the SOI material sys-
tem has been combined with the SPR technique for sensing purposes. The device is two
orders of magnitude smaller than current integrated SPR sensors. We obtain a theoretical
limit of detection of 10−6 RIU for a component of length 10 µm.

Introduction
The use of surface plasmon resonance (SPR) for biological and chemical sensing is well
established. The high sensitivity of this technique to surface phenomena makes it ideal
for use in real-time and label-free biosensors where very small changes in refractive index
must be detected. Driven by the vision of a laboratory on a chip and its impact in numer-
ous applications such as detection, biosensing, kinetic and binding studies and point-of-
care diagnostics, extensive work has been done to miniaturize SPR biosensors. In the past
decade, several integrated optical SPR sensors have been demonstrated [1, 2, 3], in which
thin gold films serving as a platform for the attachment of sensing films are deposited on
top of an integrated optical waveguide system. However, all integrated SPR sensors that
have been investigated so far are fabricated in a material system with a low refractive index
contrast, keeping typical dimensions of waveguides and optical components too large for
miniaturization and consequent lab on chip applications. Working with a high refractive
index material system such as silicon-on-insulator is a more straight-forward approach to
meet the requirements for high-level integration and high-throughput fabrication.

Theory
The surface plasmon interferometer is schematically depicted in Fig. 1. The device con-
sists of a gold layer embedded into the silicon membrane on top of a supporting silica
layer. Upon reaching the gold-clad layer, a dielectric TM-polarized mode guided by the
silicon membrane slab waveguide excites two surface plasmon modes, one at the upper
and one at the lower interface of the gold layer. Due to the highly assymetric cladding
layers these modes are not coupled. Therefore, their phase velocities are entirely deter-
mined by the refractive index of the upper and lower dielectric. At the end of this section,
interference of the two surface plasmon modes results in a dielectric mode launched in the
output waveguide. This explains the sensing functionality of the interferometer: a change
in the refractive index of the medium above the gold layer results in a phase difference
between the two surface plasmon modes and consequently, in a change of output intensity.
For our simulations, we used an in house-developed eigenmode solver CAMFR [5]. The
calculation method consists of a Fourier Modal Method algorithm, which was recently
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Figure 1: Schematical setup of the proposed structure, all dimension in µm

improved by adding an adaptive spatial resolution at the discontinuity points of the re-
fractive index profile [6], that generates reliable estimates for an eigenmode solver. The
reference data for the refractive index of gold was taken from [8].
Fig. 2 illustrates the interferometric nature of our device. For a sensing section of
length 10 µm, the transmitted intensity of the fundamental TM mode of the silicon slab
waveguide is plotted as a function of refractive index of the sample medium. For this
simulation, we have chosen a wavelength of 1.55 µm, which is in the near-infrared region
and suitable for biosensing applications. On the bottom of this figure, the phase difference
between the two interfering waves is calculated.

Figure 2: Transmission of the structure depicted in Fig. 1 as a function of refractive index.
The length of the structure is 10 µm

Although the theory as outlined above has been presented here for a fixed wavelength
and variable refractive index of the sample medium, there is a second, and perhaps more
useful, method of using this device. As outlined above, the first method is to use a mono-
chromatic input mode and monitor the output power as a function of the refractive index
of the sample. This approach is known as the ’intensity measurement mode’. The second
mode of operation uses a broadband input mode and as a function of the refractive index
of the sample medium we monitor the position of the spectral minima in the transmission
curve. This is the ’wavelength interrogation mode’.
In Fig. 3 we have simulated the response of the structure shown in Fig. 1 to a broadband
incoming waveguide mode. The refractive index of the sample medium is fixed at a value
of 1.33. This behavior can also be explained by comparing the phase difference between
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the internal and the external plasmonmodes as can be seen in the bottom of Fig. 3.

Figure 3: Transmission of the structure as a function of the wavelength, the length of the
structure is 10 µm

In both modes of operation a sensor length of approximately 10 µm should suffice, which
is two orders of magnitude smaller than current integrated surface plasmon sensors.

Sensitivity of the Device
If we take the intensity measurement approach to detect refractive index changes we can
calculate that the sensitivity for this device reaches values of 10000 dB/RIU (refractive
index unit). In conjunction with an optoelectronic system which can measure changes in
the optical power of 0.01 dB, variations in the refractive index as small as 10−6 can be
measured. Integrated surface plasmon resonance sensors in low-index contrast material
systems typically boast values of 2000 dB/RIU , this corresponds to a detection limit of
5×10−6 RIU [3].
Taking the wavelength interrogation approach, sensitivity is defined as the shift of the
wavelength for which transmission is minimal as a function of the refractive index of the
sample medium (∆λ/RIU). From Fig. 4 one can see that the shift of the wavelength for
which transmission is minimal as a function of the refractive index of the sample medium
is equal to 463.5 nm per refractive index unit. According to [7] a prism based sensors has
a shift of 13800 nm per refractive index unit at 850 nm, an a grating based device has a
value of 630 nm per refractive index unit.
In order to demonstrate that our proposed device can detect very thin dielectric layers
representative of thin protein layers, we have determined the shift of the wavelength for
which the transmission is minimal as a function of the thickness of an adsorbed layer at
the Au-sample medium interface. In Fig. 5 the adsorbed layer thicknesses varyies from
1 to 400 nm and has a refractive index of 1.34. By inspection of the slope of the curve
we can estimate the dependence of the peak position on the layer thickness to be approxi-
mately equal to 6 pm/nm. This demonstrates that our device can be used to measure layer
thicknesses of absorbed protein layers.
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Figure 4: Shift of the resonance wavelength
as a function of the refractive index of the
sample medium

Figure 5: Shift of the resonance wavelength
as a function of the thickness of the adsorbed
layer

Conclusions
We have presented in this paper a novel concept for a biological sensor using surface
plasmon waves. The new device was described from a theoretical point of view, and
simulation results show its potential for sensing applications.
Due to its different working principle as compared to other devices, this device has a
number of interesting benefits. Firstly, the device is two orders of magnitude smaller than
conventional surface plasmon waveguide sensors, due to the integration into a high-index
contrast material system. Secondly the device is highly tunable, due to the fact that it
is based on interference rather than loss. This makes it an excellent candidate for a vast
number of applications. Thirdly, the sensitivity of this device is comparable with that of
state-of-the art biological sensors.
The authors believe this novel concept to be an important step toward a fully integrated
surface plasmon lab-on-chip solution.
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 A laterally coupled electro-optic polymer microring resonator was designed and 
fabricated. The design consists of microrings of 200 µm radius with racetrack 
structures to improve the coupling between the bus waveguide and the ring. Two 
different fabrication schemes namely reactive ion etching (RIE) and photodefinition are 
presented. Thermally grown siliconoxide on conducting silicon was used as the bottom 
cladding. Passive ring resonance behavior has been demonstrated around 1550 nm. 
The through port response of the ring showed a maximum extinction of about 12 dB and 
a finesse of 6. 
  
1. Introduction 
 
 Microring resonators are promising candidates for very large scale integration 
photonics. Polymer microring resonators are especially interesting for electro-optic 
(EO) modulator application in optical communication systems. Ring resonators made of 
EO polymers have certain advantages over inorganic materials such as LiNbO3 most 
notably the low microwave/optical velocity mismatch allowing simple design of high 
speed modulation devices [1]. However, in traveling wave Mach-Zehnder high speed 
polymer modulators the bandwidth is limited by the loss of the several centimeter long 
micro-strip line [2]. On other hand in microring modulators, since the device is small 
the electrode size can be much smaller and as the microwave index of refraction of 
polymers is ~1.5 the device’s high speed behavior is mainly capacitive. Hence, 
electrode loss is not an issue and the bandwidth is set by the electrode capacitance. In 
the present work laterally coupled microring resonators have been fabricated in PMMA-
DR1 (Polymethylmthacryalate-Disperse red) by RIE and in SU8 (a negative photoresist) 
by photodefinition. Lateral coupling offers the advantage of a single mask process and 
allows symmetric coupling avoiding the critical alignment step in the vertically coupled 
resonators. The coupling between the waveguide and the ring is an important factor 
which determines the quality factor of the rings. In most of the laterally coupled 
polymer microring resonators, submicron gaps between the bus waveguides and the ring 
are required for sufficient coupling. These submicron gap sizes can be achieved by 
imprinting involving expensive E-beam lithography. In the present work we 
demonstrate high coupling with the gap sizes of 1 μm to 1.5 μm (which can be easily 
achieved by contact mask lithography) by having racetrack structures. The coupling is 
varied by varying the racetrack length and the gap. PMMA-DR1 is used as a test 
material for the realization of the design. In the final devices PMMA-DR1 will be 
replaced by SU8-TCVDPA (tricyanovinylidenediphenylaminobenzene) polymer which 
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can be photodefined utilizing the low UV absorption window of the TCVDPA 
chromophore [3]. TCVDPA was chosen as it was reported to have the highest 
photochemical stability among a large number of EO chromophores [4]. 

2. Device design and fabrication 

Microring resonator design was made using PMMA-DR1 as the core material with a 
refractive index of 1.6 at 1550 nm. Silicon oxide was used as the bottom cladding and 
the top cladding was VSC (an UV curable epoxy with a refractive index of 1.55 at 1550 
nm). The bus waveguides were 2 µm wide and 0.9 μm thick to satisfy the monomodal 
condition. Because of single mask processing the thickness of the ring was also 0.9 µm. 
For this configuration the minimum possible ring radius was 200 μm in order that the 
bending losses in the ring is not more than 1dB/cm. Bending loss, scattering loss, 
transition losses between the straight and the bend sections of the ring and material loss 
are the main loss mechanisms in the microring resonator. In general scattering and 
material losses in microring resonator are much higher and the 1 dB/cm bending loss 
can be negligible. The simulated transition loss is 0.4 dB per round trip. The length of 
the racetrack is varied from 20 µm to 240 µm and the gap size is varied form 1 µm to 
1.5 μm. In the first scheme inverted ridges were made by photolithography and RIE in 
thermally grown siliconoxide of 8 µm thickness on conducting silicon. The conductive 
silicon will serve as the bottom electrode for electro-optic modulation. Silicon oxide 
was chosen as the bottom cladding instead of a polymer as the gaps of 1 μm can be well 
defined than in a polymer. PMMA-DR1 was spin coated to fill the inverted ridges. The 
excess slab height of PMMA-DR1 was etched back to zero by RIE as even the presence 
of small slab height is detrimental for the bending losses of the ring. A top cladding of 
VSC was spin coated on top of it. A microscope picture of the fabricated device is 
shown in figure 1. In the second scheme the SU8 was spin coated on silicon oxide and 
the structures are made by direct photodefinition. The same mask used in the scheme 1 
was used as the refractive index of SU8 is comparable with PMMA-DR1 [3]. Contact 
lithography was done in Karl süss mask aligner. A top cladding of VSC was applied on 
top of the SU8 core.  

                                             

Figure 1: PMMA-DR1 microring resonator fabricated by RIE with a racetrack length of 240µm and a gap 
of 1 μm 

3. Experiments and discussion 

 The microring devices were tested by coupling TE polarized light from a Erbium doped 
fiber amplifier (emission from 1530 nm to 1560 nm and 10 mW output power). The 
outcoupled light was analyzed with a spectrum analyzer. Figure 2 shows the through 
port response of the PMMA-DR1 microrings with a gap of 1µm for various racetrack 
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lengths. It can be seen from figure 2 that the extinction ratio increases with the racetrack 
length up to 160 μm.  The highest extinction ratio of 12 dB was seen at a racetrack 
length of 160 nm. With further increase in racetrack length the power couples back to 
the bus waveguide and the extinction ratio decreases. This decrease is very rapid with 
further increase in the racetrack length beyond 160 nm as the power couples back to the 
bus waveguide and also at very high racetrack lengths the roundtrip losses of the ring 
becomes a dominant factor. 
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Figure 2: Through port response of PMMA-DR1 microrings of different racetrack lengths for TE 
polarization (Numbers shown in the graphs are the racetrack lengths in µm) 

The quality factor of the resonance was measured for the device with 160 nm racetrack 
to be 8000 and the finesse was 6. The free spectral range (FSR) varies from 1.1 nm to 
0.9 nm as the racetrack length varies from 20 nm to 240 nm. The coupling constants and 
the ring losses were extracted from the through port response by making a fit using Rfit 
software. The ring loss is 30 dB/cm. Figure 3 shows the extracted coupling constants as 
a function of racetrack length for different gap sizes.  
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Figure 3: Coupling constants as a function of racetrack length for different gap sizes (left), Through port 
response of SU8 microring with a racetrack length of 180 nm and a gap of 1.5 µm for TE polarization 
(right) 

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

75



It can be seen from the figure 3 (left) that the maximum achievable coupling constant by 
increasing the racetrack length is limited by the gap size. By further reducing the gap 
size below 1 μm coupling constant close to about 0.95 can be achieved at a much 
shorter racetrack length which will reduce the roundtrip losses of the ring and increase 
the FSR slightly.  

Figure 3 (right) shows the through port response of the photodefined ring in SU8. The 
gap size was 1.5 μm and the race track length was 180 µm. With further optimization of 
the photodefinition process gaps of less than 1.5 μm can be realized. The coupling 
constant was found from the fit to be 0.94 and the ring loss is 19 dB/cm. When 
compared with the PMMA-DR1 rings with 1.5 μm gap high coupling constant is found 
in the SU8 rings. This is because the refractive index of SU8 is slightly less than that of 
PMMA-DR1 and hence the mode field expands more into the cladding. Also a 
reduction in the ring losses of about 10 dB/cm is seen in the photodefined rings possibly 
because of reduced side wall roughness together with low material absorption loss. 

 4. Conclusion 

 Laterally coupled microring resonators were fabricated in an electro-optic polymer 
(PMMA-DR1) and a passive material (SU8). SU8 can be loaded with TCVDPA 
chromophore to make it electro-optically active and can be photodefined. The coupling 
constant was varied by changing the racetrack length and extinction ratio of 12 dB was 
measured in both the material systems. This looks promising for electro-optic modulator 
applications. 
 
This research work is supported by the Dutch Technology Foundation STW, Applied Science Division of 
NWO and the Technology Program of the Ministry of Economic Affairs and carried out within the 
framework of the project TOE 6067 “Broadband and wavelength selective modulators for optical 
communication based on electro-optic polymers” 
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In this paper, a reflective transceiver is presented which monolithically integrates a wave-
length duplexer, a reflective SOA (RSOA) and a detector. The first characterization shows
that the wavelength duplexer obtained better than−15 dB optical isolation between the
upstream and downstream signals. The polarization dependence was less than 25% of
the 200 GHz (1.6 nm) channel spacing over a 50 nm wavelength range. A 750 µm long
RSOA achieved around 20 dB on-chip gain, and a 30 µm long photodetector shows good
responsivity of up to 0.25~0.4 A/W within a 50 nm operating range at−2V bias voltage.

Introduction

With the dramatic increase in the number of the subscribers and their demands on the
speed and bandwidth capacities, the substitution at the user side of the usual media such as
coaxial cable with the optical fiber is inevitable. A transceiver at the user side performs the
tasks to transform the data in the download stream carried by the light inside the fiber into
electrical information, and to upload the electrical data stream from the user side into the
optical information suitable for the fiber transmission. The performance and cost of the
transceiver will directly influence the whole system deployment. Previous research has
demonstrated up to 1.25 Gbit/s transceiver (ONU) for the download and upload streams by
using discrete components: a wavelength duplexer, a laser[1] or a RSOA[2] as transmitter,
and a photodetector.

However, due to the cost, it is not practical to deploy such a transceiver with discrete
components at the user side. In this paper, we present a reflective transceiver which
monolithically integrates the above discrete components within one chip, fig. 1. This
device is designed for the Dutch Broadband Photonics project, in which the wavelengths
are dynamically allocated. The wavelengths which will carry the data are assigned by the
local exchange, according to the network requirements. Therefore the transceiver has to
be wavelength agnostic. We chose to use a RSOA as a transmitter, because in that way
the wavelength is specified by the local exchange and modulated and reflected at the user
side.

The module works with two wavelengths (λ1 andλ2) spaced 200 GHz coming from the
network into the transceiver, where they will be separated by the wavelength duplexer and
guided to the photodetector (λ1) and the RSOA modulator (λ2). The downstream data,
carried byλ1, is detected by the photodetector, whileλ2 is a continuous wave (CW) light

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

77



MMI

3dB power 

splitter

MMI

3dB power 

splitter

2
λλλλ

1
λλλλ

2
λλλλ RSOA 

modulator

detector

HR
1

λλλλ

Wavelength 

duplexer

Mode 

filter

ONU

AR

Figure 1: Integrated transceiver consisting of a wavelength duplexer, a reflective SOA mod-
ulator and a detector.

and is guided to the RSOA where it is modulated, amplified and reflected back to the
network. The RSOA is realized by applying a high reflectivity coating (HR) at the one
side of the chip. To avoid lasing, the other facet of the chip, where the light is coupled into
and out of the device, is provided with an anti-reflection coating (AR). An angled input
waveguide and a mode filter are used to further minimize the reflections from that facet.
The wavelength duplexer is designed to be polarization insensitive by proper waveguide
geometry design. The detailed modeling and simulation of the layers, waveguides, mode
filter, and MMI can be found in [3]. The modulation of the upstream data is carried out
by changing the driving current of the RSOA. The photodetector and the RSOA in this
device share the same PIN layer structure, but work under the different bias conditions.

Fabrication and characterization of the transceiver

The material we used is grown on an N-type InP substrate by a three-step low pressure
metal-organic-vapor-phase epitaxy (MOVPE) at 625◦C. The SOA active layer consists of
120 nm thick Q1.55 (λgap= 1.55µm) InGaAsP layer embedded between two quaternary
confinement layers. The structure was covered by a 200 nm thick p-InP layer. Next, the
active sections were defined by lithography and reactive ion etching (RIE) using a SiNx

layer as etching mask. In the second epitaxy step, a Q1.25 InGaAsP layer was selectively
grown for the passive sections with the SiNx mask protecting the active sections[4]. In the
third epitaxy step, a 1300 nm thick p-InP cladding layer and p-InGaAs contacting layer
were grown.

In the transceiver, all access waveguides, photodetector and RSOA are shallowly etched,
100 nm into the Q1.25 film layer by RIE, to minimize the transmission loss and the surface
recombination. The multimode interference couplers (MMIs) and the 1.5µm-wide Mach-
Zehnder arms are etched completely through the waveguiding layer, giving stronger lat-
eral confinement to allow for smaller radii and better fabrication tolerance for the MMIs.
Polyimide was spun for passivation and planarization. By etching back the polyimide, the
Ti/Pt/Au metal can be evaporated on the p-InGaAs contact layer to form the electrodes
on the top and the ground (n-InP) at the backside. After annealing and cleaving, the chip
was soldered on a copper chuck with a Peltier cooler for the characterization.

The first measurement was done on the duplexer, and the results are shown in fig. 2. The
vertical axis shows the transmission of the duplexer, normalized to a deeply etched straight
waveguide. The isolation between two datastreams is better than 15 dB. The measured
channel spacing between the downstream and upstream wavelength is about 205 GHz.
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Figure 2: A polarization independent wavelength duplexer

The peak transmission shift between TE and TM polarized light is less than 25% of the
200 GHz (1.6 nm) channel spacing, within the range of 1520 nm to 1570 nm.

To obtain high gain and high signal extinction ratio, the RSOA preferably works at high
injection current, but below the lasing threshold. The size of the measured RSOA is
750µm long and 2µm wide. The HR facet has 99% reflectivity, and the AR facet at the
input side has 0.1% reflectivity. With these values, the lasing threshold of the RSOA was
predicted to be around 150 mA through rate-equation-based modeling, while the mea-
sured value was about 100 mA. The cause of this discrepancy is the residual reflections.
The influence of these residual reflections, together with a heating effect, was also ob-
served on the gain curve which bends at higher injection current near to lasing thresh-
old, as is shown in fig. 3. Several reflection cavities between active-passive butt-joints
and facets are observed by analyzing a high resolution optical spectrum with a Fourier
transformation[5]. In a next design, residual reflections will be further suppressed by an-
gling the waveguides entering the active material[4], and using adiabatic curves to avoid
possible reflections at waveguide junctions.

The modulation speed of the RSOA is limited mostly by the spontaneous carrier lifetime
which is shortened with higher injection current. For an InP based SOA the carrier lifetime
is on the order of hundreds of picoseconds, thus corresponding to GHz modulation rates.

The photodetector has the same layer structure as the RSOA, but works under reverse
bias. We fabricated detectors with lengths ranging from 30µm to 60µm. Here we present
the measurements of the 30µm-long and 2µm-wide detector. The dark current of the
photodetector is less than 50 nA at−5 V reverse bias voltage. The measured responsivity,
shown in fig. 4, is up to 0.25~0.4 A/W (corresponding to 60%~90% internal quantum
efficiency if the fiber chip coupling loss is estimated at−4.3 dB) in operating range at
−2 V bias. The estimated bandwidth for this detector is up to 25 GHz based on RC and
carrier transit time calculation.
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Figure 3: Measured device gain
increased with the injection cur-
rent for λpeak = 1523.6nm, and
Poptin =−15 dBm.

Figure 4: Responsivity of a 30µm long
detector as a function of the wavelength
at different reverse-bias voltages.

Conclusion

In this paper, we realized a first integrated transceiver with a wavelength duplexer, a
RSOA modulator and a photodetector. It gives better than 15 dB isolation between
downstream and upstream data, and a polarization dependence smaller than 25% of the
200 GHz (1.6 nm) channel spacing within 50 nm wavelength range, over 5 dB fiber-fiber
gain at 85 mA injection current, and a good responsivity for a 30µm-long photodetector,
0.25~0.4 A/W at−2 V reverse bias.

This work is partly funded by the Dutch National Broadband Photonics Access project.
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The well-known main methods to modulate the refractive index in silicon-based 
waveguides are the thermo-optic effect and the plasma dispersion effect. The latter is 
much faster, allowing modulation frequencies of the order of gigahertz and it is used to 
change both the real refractive index and optical absorption coefficient. In this paper, 
we analyze an improved architecture of a depletion-type device for varying the 
refractive index of Silicon-on-Insulator waveguides by using a four terminal p-n 
junction diode. The modeling and design of an optimized architecture of depletion-type 
photonic modulator in silicon-on-insulator is presented and discussed. Highly compact 
structure is demonstrated by using a novel interferometer dual-channel approach. 

Device structure 
Nowadays, there is an increasing interest in Silicon Photonics [1], in particular for 
silicon modulators [2]. For instance, Fig. 1(a) illustrates the device structure presented 
in literature by Gardes et al. [3]. It is a depletion-type vertical optical phase modulator 
integrated in a low loss Silicon-on-Insulator (SOI) rib waveguide. The device has an 
asymmetrical p-n structure where two slab n+ silicon regions work as a common 
cathode and two p+ polysilicon regions are joined as a common anode (four terminals). 
Both n+

 and p+
 regions are modeled as highly doped regions with peak doping 

concentrations of 1x1019 ion/cm3. The optimized structure is based on a silicon thickness 
of 0.45 μm, etched rib waveguide 0.415 μm wide and a slab thickness of 0.1μm. The 
silicon slab and the bottom part of the rib have an n-type background doping 
concentration of 4x1017

 ion/cm3
 and the top part of the rib has a p-type uniform doping 

concentration of 2x1017
 ion/cm3 (uniform profile, see Fig. 1a). The oxide thickness is 

chosen to be 1μm which ensures good optical confinement and a top silicon oxide 
cladding layer covers the whole structure. 
 

      
   (a)        (b) 
Fig. 1. (a) Cross section of structure by Gardes et al. [3] and (b) modified structure of this paper. 
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The n+
 doped regions are situated on both sides of the wave guiding region, in the slab, 

1.5 μm away from the centre of the waveguide. In general, the design was optimized in 
order to achieve birefringence free propagation (equal effective index for quasi-TM and 
quasi-TE waves in the rib), single mode condition, optimum value and positioning of n-
type and p-type doping, maximum bandwidth and minimum losses. In particular, the rib 
width has a direct influence on the capacitance of the device, as the p-n junction is 
situated in the rib of the waveguide, so diminishing the rib width reduces the relevant 
capacitance. 
Moreover, Fig. 1(b) shows the modified structure investigated in this paper. Although 
the four terminal approach and all sizes are the same as before, the doping profile inside 
the rib has been modified by including a peak p-type doping at center (1x1018 ion/cm3 
over 75 nm) and reducing the p-type doping in the rest of the rib (1x1016 ion/cm3 over 
110 nm at the rib top and over 165 nm at rib bottom), and increasing the n-type doping 
inside the silicon slab (3x1018 ion/cm3). By this doping profile, a reduction of carrier 
absorption inside the rib, an increase of index modulation due to stronger changes of 
free carrier concentrations, and an increase of breakdown voltage larger than 10 V can 
be simultaneously achieved together with the other advantages already mentioned 
(single mode, birefringence free). These results are obtained without inducing any 
optical loss increase, given by 2 dB/cm for 0V and 1 dB/cm for 10V of bias voltage. 
The importance of this modified structure is clear when we consider the device as 
inserted in both arms of a 1x1 Mach Zehnder (MZ) interferometer. In Fig. 2(a) the 
push-pull MZ interferometer is sketched by using the depletion device of Fig. 1(a). Here 
four phase shifters of the same geometry are required, two of them represent the AC 
depletion devices, the next two are DC phase shifters and bias the device by introducing 
a static π-phase shift in one arm. The length of a depletion phase shifter was calculated 
to be 2.5 mm in order to achieve a π-phase shift when a reverse bias of 10V is applied 
[3]. Then, a total length of about 5 mm was obtained. In Fig. 2(b) the MZ interferometer 
is sketched as modified by including the device structure of Fig. 1(b) in the right arm 
and the same structure of Fig. 1(a) in the left arm (named as dual-channel approach). 
Each phase modulator is 2.52 mm long. The ”OFF state” is achieved by driving the AC 
modulator on the left at a reverse bias of 3 V and the AC modulator on the right at 4 V: 
this enables destructive interference at the output. The ”ON state” corresponds to AC 
modulators having a bias of 10V (on the left) and 0V (on the right) respectively, 
allowing constructive interference. Since the interferometer can be achieved by using 
only two AC modulators, the MZ total length should be significantly reduced. 
 

 
   (a)       (b)  

Fig. 2. (a) Structure by Gardes et al. [3] and (b) dual-channel interferometer architecture. 

Dual-Channel Approach to Photonic Modulators in Silicon-on-Insulator Technology

82



Device modeling 
The device has been electrically modeled for both its static and dynamic behavior using 
a commercial simulation package [4], by solving the equations which describe the 
semiconductor physics such as Poisson’s equation and charge continuity equations for 
holes and electrons. This approach has been used to find the free carrier concentrations 
in the wave-guiding region of the device for both DC and transient biasing conditions. 
From those concentrations, both refractive index and absorption coefficient changes 
have been evaluated by using the well known Soref’s equations [5]. Fig. 3 shows the 
refractive index change versus position along the rib for both structures (uniform and 
modified doping profile), respectively. An index change larger up to six times than that 
provided in [3] is so demonstrated.  
 

 
Fig. 3. Refractive index change versus rib position for both structures. 

 
However, a very moderate increase of absorption is revealed by simulations, so keeping 
still low the losses. 
The device has been optically modeled using the full-vectorial beam propagation 
method [6] at the wavelength of 1.55μm. By considering the refractive index change 
provided by the electrical simulation of the free carrier distribution in the p-n device, as 
in Fig. 3, it is possible to predict the effective index change of the waveguide for 
different applied voltages. The same approach has been used to characterize the phase 
shift against transient time, i.e. the device dynamic operation.  
Fig. 4(a) shows the phase shift as a function of applied voltage achieved for the two 
polarizations, quasi-TE or quasi-TM, using the modified structure. Then, a phase shift 
of 172° for quasi-TE or 225° for quasi-TM can be obtained by applying 10 V over a 
simple phase shifter 2.5 mm long. 
Moreover, in Fig. 4(b) the phase switch is sketched versus transient time for dual-
channel MZ device, 2.52 mm long, biased in OFF-ON-OFF state for both polarizations. 
This dynamic study clearly gives a switching time of 8 ps and, then, a device bandwidth 
of about 60 GHz. 
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   (a)        (b) 

Fig. 4. (a) Phase shift versus applied voltage and (b) dual-channel MZ phase switch versus 
transient time. 

 

Conclusion 
In this paper we have investigated an optimized architecture of a 2.52 mm long optical 
modulator based on a p-n junction integrated in a SOI rib waveguide for 1.55μm 
operation wavelength. The refractive index and the absorption coefficient of the rib 
waveguide are changed using the free carrier dispersion effect via depletion of a p-n 
junction. The doping profile inside the rib has been modified in order to achieve very 
large refractive index change (up to six times than in the uniform profile used in 
literature) and, then, large phase shifts while keeping low the absorption coefficient 
changes and the relevant losses. By using this optimized structure in one arm of a 
Mach-Zehnder interferometer and the uniform doping structure in the other arm (dual-
channel approach), high performance and highly compact device has been theoretically 
demonstrated, including a length of about 2.52 mm, low switching time (8 ps instead of 
7 ps) and large bandwidth, about 60 GHz. 
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The high Raman gain and small mode area in Silicon-on-Insulator (SOI) rib 
waveguides make the Stimulated Raman Scattering observable over the millimetre-scale 
interaction length, usually encountered in integrated optical devices. In this paper, we 
propose the theoretical study and simulation of a novel all-optical intensity modulator 
based on Raman effect in SOI rib waveguide, as an all-optical signal processing device 
highly suitable for high speed systems in order to avoid the usual bottlenecks associated 
with electrical-to-optical and optical-to-electrical signal conversion. Some numerical 
examples are given to show the device principle of operation. 

Modulator architecture  
The architecture of the integrated all-optical intensity modulator is shown in Fig. 1.     
 
 

 
 
 

 
 
 
 
 
 
 

Fig. 1. Architecture of the all-optical Raman intensity modulator. 
 

Two different blocks can be recognized, the generation block (GB), where a pump 
signal is launched into the SOI rib waveguide travelling over a length  L1, and a 
cancellation block (CB). If the pump power is large enough, a Stokes pulse is generated 
via Stimulated Raman Scattering (SRS). When a data stream is introduced at the optical 
beam combiner, the power transfer from the data to the Stokes pulses occurs if the 
pulses are quasi velocity-matched. Since the power transfer occurs if a space-time 
overlap between data and Stokes pulses is verified, the Stokes pulse will erase only the 
matched data pulse, selected in the cancellation block (CB) of length L2. Finally, a 
selective Bragg grating or microring filter is used to extract at the output only the 
modulated data signal. Although this principle of operation is similar to that already 
presented in literature [1], here it is investigated in a totally integrated optical silicon 
architecture.  
Since the cancellation is due to an all-optical power transfer mechanism between 
different optical pulses, the usual hypothesis of quasi-continuous wave operation cannot 
be used. In fact, it applies for experimental investigation in SOI waveguides where the 
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pump pulses have a full wave half maximum time width FWHMT ≥  1 ns, the walk-off 
length wL  generally exceeding the waveguide length L . However, for ultrashort pulses 
with 10FWHMT <  ps, typically it holds wL L≤ . SRS is then limited by the group-velocity 
mismatch and occurs only over distances wz L∼  even if the actual waveguide length L  
is considerable larger than wL . At the same time, the nonlinear effects such as self phase 
modulation (SPM) and cross phase modulation (XPM) can become important and affect 
the evolution of both pump and Raman pulses. Thus, in this situation the time derivative 
cannot be neglected and appropriate numerical techniques are necessary to solve the 
partial differential equation system governing the mutual interaction among Stokes, 
pump and data pulses.. 

Modeling and numerical results  
The goal of the proposed modeling is to include all nonlinear effects involved in the 
SOI device in a general and self-consistent formalism. In particular, in both GB and CB 
we have considered Raman effect (generation of the fundamental, first and second order 
Stokes waves), walk-off effect, SPM and XPM induced by Kerr effect, two photon 
absorption (TPA), plasma dispersion and free carrier absorption (FCA) induced by 
TPA. It is worth to note that the TPA effect is generated only by the pump pulse in GB, 
while TPA is produced in CB by the combination of the residual pump, data stream 
pulse and fundamental Stokes wave. Therefore, the model is constituted by a rate 
equation for the time dynamics of TPA generated free carriers and by a system of partial 
differential equations in time and space domains, written in GB section as: 
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Moreover, it is clear that the model involves five partial differential equations in CB 
section, for residual pump, data pulse, fundamental Stokes pulse, first and second order 
Stokes waves. They are similar to the previous ones and are not reported here.  
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The main design criteria selected for our device have been absence of any birefringence 
in nano-scale SOI rib waveguide for the fundamental Stokes wave and no excitation of 
higher order Stokes waves in both GB and CB sections. As an example, by assuming a 
pump pulse at λp = 1.4332 μm, the condition of free polarization for the fundamental 
Stokes wave (λs0 = 1.5487 μm) can be obtained using a SOI waveguide with a rib total 
height H = 500 nm, a slab height sH =150 nm and rib width W = 396 nm [2]. Other 
numerical parameters were 100FWHMT = ps for both  pump and data pulses (1.67 Gb/s 
pulse rate in this case), and Raman gain Rg = 10.5 cm/GW. Then, the excitation of 
higher order Stokes waves in GB is avoided assuming a peak pump power 0P = 1.5 W 
and a waveguide length 1L = 10 mm. Fig. 2 shows the time-space evolution of data 
pulse in CB, with the cancellation by the fundamental Stokes pulse (see also Fig. 3).  
 

       
Fig. 2. Time-space evolution of data pulse in CB section. 
 

 
Fig. 3. Evolution of fundamental Stokes pulse in CB section. 
 
The high cancellation rate essentially depends on the relative high level of the Stokes 
wave at the input of CB, as a result of the amplification process in GB. In Fig. 3 it is 
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visible a depletion effect of the fundamental Stokes wave as induced by the building up 
of the first order Stokes wave (given in Fig. 4). Then, the waveguide length can be set to 

2L =4 mm in order to avoid the excitation of higher order Stokes waves. Finally, Fig. 5 
shows an example of signature operation on the data stream, the cancellation inducing 
secondary lobes which are 5 dB down with respect to the data pulse. 

              
Fig. 4. Space- time evolution of first order Stokes pulse in CB section.  
 

 
Fig. 5. Interaction between data stream and  fundamental Stokes pulses. 

Conclusions  
In this paper the modelling of a fully integrated optical intensity modulator based on 
Raman effect in SOI waveguides is presented and discussed. Results are shown as an 
example of all-optical modulation of a fast data stream.  
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A new design for an integrated passive polarization splitter and converter is presented.
The device consists of a Mach-Zehnder Interferometer with polarization converters in
both arms. The position of the converters is such that a phase difference of π radians
occurs between TE and TM. This results in polarization splitting in the output coupler.
The device is analyzed using the transfer matrix method and fabricated on InP/InGaAsP.
First measurement results show a splitting ratio of approximately 10 dB and a conversion
of >90 %. This device can be monolitically integrated with passive and active compo-
nents.

Introduction
The polarization state of light is of ever greater importance in modern telecommunica-
tions networks. First of all a lot of components in the network are highly polarization
dependent, furthermore polarization mode dispersion can degrade the transmission in an
optical fiber. On the other hand, the polarization can be employed in e.g. polarization
multiplexing, and polarization based filtering [1]. In all these cases, polarization splitters
and converters are key-elements.
Passive polarization splitters and converters that are able to be integrated with both active
and passive components are preferred. Passive polarization splitting can be achieved by
loading a waveguide with metal [2], by mode-evolution [3], or by modal birefringence
[4, 5]. Splitters based on the latter have the advantage that they have low loss and show a
high splitting ratio. A drawback is their length (1 to 3 mm) compared to other components
on the chip.
We present a short, 600 µm long, interference based splitter integrated with a polariza-
tion converter. The device consists of a Mach Zehnder Interferometer with polarization
converters in both arms.

Principle
The layout of the device is depicted in fig. 1. The device is based on interference. Light

PC

PC

L

MMI1 PC1 WG PC2 MMI2

Output1

Output2

Input

Figure 1: Schematic of the MZI polarization splitter/converter
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coupled into the input waveguide is split into the two branches with equal power and
phase. In the upper branch a polarization converter is placed that rotates the polarization
90o, so after this, the orthognal polarization propagates through this branch.
In the lower branch the light in the original polarization propagates over a distance L
before being rotated in a polarization converter. The birefringence in the waveguides
causes a phase shift between light in the arms and when both signals are mixed in the
output MMI, the phase difference causes one polarization to appear in one of the outputs
while the opposite polarization goes to the other output. To achieve the desired splitting,
the phase difference between the branches needs to be π

2 radians, this is obtained when:
L =

π
2(βTE−βTM)

, here βTE,TM are the propagation constants for both polarizations. The
polarization converters in the arms consist of an asymmetric waveguide with a straight
and a slanted sidewall [6].

Analysis
The performance of the device is analyzed using the transfer matrix method. The splitter
is divided into 5 parts as shown in fig. 1: the input coupler (MMI1); a Polarization Con-
verter in the upper arm, nothing in the lower arm (PC1); straight waveguides of length L
in both branches (WG); a Polarization Converter in the lower arm, nothing in the upper
arm (PC2) and the output coupler (MMI2). Simulation results with TE input as a function
of the conversion of the polarization converters in the arms are shown in fig. 2(a). The
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Figure 2: Simulated performance of the integrated polarization splitter/converter as a function of
conversion of the polarization converters in the branches (TE input)

TE outputs can only be zero if the conversion in the arms equals 1. If the conversion
is lower, the non-converted part is split equally over the two branches, therefor the net
conversion of the splitter/converter - for TE input defined as the fraction of the power in
TM with respect to the total power in output port 1: cnet =

PTM1
PTE1 + PTM1

- is always higher
than the conversion of the individual converters.
The influence of the coupling coefficient of the output coupler is also investigated, but
MMI’s can be made tolerant to width deviations [7], so the conversion of the polarization
converters in the arms is considered to be the limiting factor in the fabrication.
Fig. 2(b) shows the Splitting Ratio (Total power in wanted port / Total power in unwanted
port) of the splitter for a coupling coefficient of 0.5 for MMI2. For a splitting ratio larger
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than 13 dB, a conversion larger than 90% is needed.
The waveguides used are 2 µm wide, and deeply etched into a layerstack having a 300 nm
InP topcladding, and a 500 nm Q(1.25) filmlayer on an InP substrate. This yields a
1β = βTE −βTM of 0.03 µm−1, so for this device a distance L of 52 µm is needed. The
total length of the device, including in- and output MMI’s is about 600 µm. The splitter
can be made shorter by using smaller MMI’s.

Fabrication
The processing of the polarization splitter is similar to the process described earlier [6].
The lithographical definition of the waveguides is made in an ASML PAS5500/250 5×

reduction wafer stepper. This allows a very accurate width control, better than 20 nm on a
800 nm line. This machine is advantageous as compared to Electron Beam Lithography,
because it has a large writing field, better uniformity and is suited for mass-production.
The etching of the waveguides and the straight side of the polarization converter is done
in a CH4/H2 RIE. The slanted side is etched in a Br2-Methanol solution. This etchant
etches both InP and InGaAsP anisotropically with an angle of 54o.

Characterization
Both the integrated splitter/converter as separate polarization converters on the same chip
are examined on a setup shown below. The devices are exited using an EDFA and a 2.5 nm

Polarizer

EDFA BPF PD

DUT Polarizer PinholeChopper

Lock-in
amplifier TIA

Figure 3: Setup used for characterization of the polarization splitter and converter. BPF: Band-
pass filter, PD: Photodiode, TIA: Trans impedance amplifier

wide bandpass filter, set to a central wavelength of 1555 nm. This signal is chopped and
the polarization is fixed using a polarizer. The light is coupled into the chip and the output
is coupled through a polarizer to determine the output polarization. It is detected with a
photodiode connected to a trans impedance amplifier and a lock-in amplifier.
The single polarization converters are measured first. The conversion as a function of the
width of the device is examined. The results are shown in fig. 4(a).
A conversion of 95% can be achieved for a width of 0.75 µm. The polarization converters

used in the splitter are 0.8 µm wide. According to the measurements, this converter will
have a conversion of 88%.
The full splitter/converter is measured at the same wavelength. The numbers for the
conversion agree well with the expected net conversion if the converters in the arms have
a conversion of 88%. The difference between the splitting for TE and TM is caused by
the polarization dependence of the output coupler. The coupler is not a perfect 50-50
coupler for TM. This problem is identified and can be solved in a next realization. The
low numbers for the splitting ratios are caused by a small phase error (approximately 0.25
radians) in the branches.
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Figure 4: Measurement results

Conclusions
A novel type of interference based integrated polarization splitter and converter is pre-
sented. The device is analyzed using the transfer matrix method. Splitting ratios larger
than 95% are expected for conversion ratios of the converters of more than 90%. The
polarization converters are the limiting factor in the fabrication process. According to
previous work, for a width deviation of 100 nm a conversion > 90% can be achieved.
The device is fabricated and first measurements show a splitting of 10 dB and a conver-
sion of 90 %.
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A two-port ring-resonator circuit is studied theoretically. It is shown that superluminal 
and negative group velocity (vg) phenomena can occur in both a passive two-port ring-
resonator circuit with loss and an active one with gain. We present numerical 
observations of temporal behavior of a Gaussian pulse passing through circuits having 
such properties. We also show that when the negative vg is ‘slow’ (|vg|<<c), there is 
enhanced sensitivity of the phase shift to the ring effective index changes, which 
suggests its potential for highly sensitive optical sensing applications. 

1. Introduction 
Besides the possibility to travel with low group velocity (vg), light can also travel with 
large vg (larger than the light velocity in vacuum c) or even with negative vg [1]. In fact, 
the phenomenon where light travels with negative vg has been theoretically studied by 
Brillouin and Sommerfeld [2] and recently experimentally demonstrated in active 
optical fibers [3]. Its consistency with causality has also been experimentally verified 
[4]. 

 Recently, Heebner and Boyd [5] briefly 
reported that a lossy two-port ring-resonator 
(TPRR) circuit (as depicted in Fig. 1) can also 
exhibit such negative vg phenomenon when 
operated in an undercoupled condition. However, 
since the group velocity is not the signal velocity 
[2] in such a phenomenon, there is no true signal 
advancement and hence regarded as physically 
meaningless [2] and can not be used in applications 
like telecom delay lines [6]. While at one side, the 
peculiar pulse temporal behavior in such a structure 
is interesting for scientific curiosity, at the other 
side, we believe that it is still can be beneficial for 
applications where an analytic form of input signal 
is used. In this paper, we studied TPRR circuit 
theoretically and observe the temporal behavior of 
Gaussian pulses passing through such structure in 
various regimes including the negative vg and superluminal vg regimes. We also show, 
that when the negative vg is ‘slow’ (i.e. when |vg|<<c), there is enhancement of 
sensitivity of the optical properties (like phase shift) to the effective index changes in 
the ring, which suggests the potential of such devices for sensing applications. 

 
Figure 1. The two-port ring-resonator 
(TPRR) circuit and the notation used 
in the modeling. 
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2. Modeling method 
To study the TPRR, we divided the structure into 4 sections as shown in Fig. 1. In this 
study, we have assumed that the coupler and straight waveguide sections are lossless, 
while the resonator can have loss or gain. For simplicity, we assume that both the ring 
resonator and straight waveguides are single mode waveguides. 

By assuming a time dependence of exp(iωt), the transfer function of the straight 
waveguide section for a wave traveling from left to right in Fig. 1 can be expressed as 

( )1 straight 1/ expS b a i Lβ= = −  and ( )2 straight 2/ expS f d i Lβ= = − , where a to f are variables 
representing the fields at corresponding positions as illustrated in the figure; βstraight, L1, 
and L2 are the propagation constant of the mode of the straight waveguide, the length of 
the first and the second sections of the straight waveguide, respectively. 

The properties of the coupler section can be described using a scattering matrix 
d b b
e c c

τ κ
κ τ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
S          (1) 

with τ and κ representing the through and cross port amplitude coupling constant of the 
directional coupler, respectively. The transfer function of the ring is 

( )/ expR c e iθ= = −           (2) 

with ( ) ( )res res round-trip res res 2i L i rθ β α β α π= − = − , where βres, αres, Lround-trip, and r represent the 
(linear) propagation constant, the attenuation constant, the effective round trip 
propagation length, and the effective radius of the ring resonator, respectively. Using 
eq. (1) and (2), we obtain ( ) ( ) ( )2 2 exp 1 expC d b i iτ κ τ θ τ θ⎡ ⎤= = + − − − −⎡ ⎤⎣ ⎦⎣ ⎦ . Hence, the 
transfer function of the TPRR circuit can be written as 

( )( )( ) ( ) ( ) ( ) ( )2 2
2 1 straight 1 2exp exp 1 expT f a f d d b b a S CS i L L i iβ τ κ τ θ τ θ⎡ ⎤⎡ ⎤= = = = − + + − − − −⎡ ⎤⎣ ⎦⎣ ⎦ ⎣ ⎦ . 

By making use of the unitary property (SSH=I, where superscript H denotes conjugate 
transpose) of the scattering matrix as a consequence of power conservation of the 
lossless coupler, with purely imaginary κ and real τ, the transfer function of the 
structure can then be written as ( )straightexpT i L Cβ= − , where 

1 2L L L= +  and ( ) ( )exp 1 expC i iτ θ τ θ= − − − −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ . 

Using the complex transmission coefficient approach [7], we can treat T as a 
complex quantity and rewrite it as [ ]expT T iφ= − , where the effective phase shift 

( ) ( )arctan Im / Re 2T T pφ π= − ±⎡ ⎤⎣ ⎦  can be used to calculate the group velocity defined as 

{ } ( ){ } 11
eff / / /gv Lβ ω φ ω

−−≡ ∂ ∂ = ∂ ∂ and other phase related parameters of the structure. In 
the φ  expression, p is an integer. The complex transmission spectrum T(λ) of the TPRR 
can then be calculated. For a known input pulse a(t), by the help of Fourier transform, 
we can then get the shape of the output pulse f(t) to study the pulse temporal behavior in 
the TPRR. 

3. Numerical observations and discussions 
For numerical observations, we take a TPRR circuit with neff,straight=neff,res=2 for the 
effective indices of the straight and ring waveguides, respectively; αres 1dB/cm, 
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0dB/cm, and -1dB/cm for lossy TPRR, lossless TPRR, and TPRR with gain, 
respectively; r= 300μm, and L=1 cm. 
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Fig. 2. (a). ng at resonant wavelength as function of the coupling constant for lossy TPRR, lossless 
TPRR, and TPRR with gain as specified in the text. (b). A zoomed plot of part of figure (a) showing the 
four possible regimes of vg. The plot for αres=1dB/cm coincides with αres=-1dB/cm. 

Fig. 2a shows the group index 
g g/n c v=  at the resonant wavelength as 

one varies the coupling constant. The 
figure clearly shows that negative vg can 
occur in both TPRR with loss and gain 
operating in the under coupling 
condition, but can not occur in lossless 
TPRRs. It also shows that for TPRR 
with loss or gain, in the over coupling 
condition, vg is always positive and slow 
i.e. 0<vg<c/(neff,straight+2πrneff,res/L) (see 
[8]). However, Fig. 2b shows that in the 
under coupling condition, there are 4 
possible operating regimes, i.e. 
c/neff,straight<vg<c, vg>c, vg<(-c), and 
0>vg>(-c) which we referred to as ‘slow’ 
light with positive vg, ‘fast’ light with 
positive vg, ‘fast’ light with negative vg, 
and ‘slow’ light with negative vg, 
respectively. Note that our definitions 
are slightly different than the widely accepted definitions [1]. Detail analysis on 
classification of such regimes is reported elsewhere [8]. 

Fig. 3 shows the temporal behavior when the lossy TPRR is excited with a 
Gaussian input pulse ( ) ( ) ( )2

d cexp / expa t t t i tω⎡ ⎤= −⎣ ⎦  with td=2ns, c c2 cω π λ=  where λc is the 

resonant wavelength of the ring nearest to 6328nm (λHeNe) at several sampled points 
representing the four operation regimes. Here, we have assumed that the straight 
waveguide is not dispersive. For ‘slow’-light regimes, the pulses experience 
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together with vertical dotted lines to indicate their 
peak positions. 

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

95



considerable delay and insertion loss (as 
an indication of intensive light-matter 
interaction). For ‘slow’ negative vg, the 
pulse experiences negative delay, where 
the peak of the output pulse appears 
earlier than the peak of the input pulse. 
Since the leading edge of the strong 
input pulse already exists before the 
weak output pulse with negative vg, the 
energy of such output pulse indeed 
comes from the energy of the input pulse 
as has been discussed in the literature 
[1]. Besides, the leading edge of the 
output pulse if it would travel in vacuum 
also already exists before the output 
pulse with negative vg. Hence, the 
energy velocity is positive and not faster than c. Since the Gaussian pulse is analytic, it 
is infinitely differentiable. Through Taylor’s expansion, it is possible to exactly predict 
the pulse in the ‘future’ using the information available in the neighborhood of a point 
in the ‘past’. So, the information velocity is also positive, since the information is in fact 
already available in the ‘past’. Hence, there is no violation to the causality in such 
negative vg phenomenon. Fig. 4 shows that as the light is ‘slow’ (either with positive or 
negative vg), there is enhanced sensitivity of the phase shift to the ring effective index 
change ,/ eff resS nφ≡ ∂ ∂ , which suggests its potential for sensing applications. The S of the 
‘slow’ light in the figure corresponds to sensor effective interaction length of around 10 
cm. Since we can opt to work with continuous wave (which is analytic), we believe that 
the exploitation of ‘slow’ light with negative vg for sensing application is possible. The 
experimental verification of this application will be part of our future topics. 
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We present the progress on deep etching of InP for the fabrication of DBR gratings in 
Photonic Integrated Circuits (PICs). Various etching chemistries were investigated 
using an Inductively Coupled Plasma (ICP) etching system. It is shown how the 
different process settings determine the etched profile and sidewall roughness. Different 
masking techniques were also investigated. Hard masks using SiNx and SiO2 layers are 
discussed, as well as a three-level masking technique using hard baked photoresist or 
polyimide. Special attention is paid to applying Electron Beam Lithography (EBL) in 
the fabrication of the etching mask. A combination of Aluminum lift-off and SiO2 shows 
the best results.  

Introduction 
Dry etching processes are widely used in the fabrication of Photonic Integrated Circuits 
(PICs) in InP. New devices like Distributed Bragg Reflector (DBR) gratings and 
photonic crystal structures demand deep etching processes that are able to etch high 
aspect ratio trenches and mesas with straight and smooth sidewalls [1][2]. But also deep 
etched waveguides are interesting applications because the increased lateral contrast 
allows smaller devices and thus the possibility to integrate more devices on a single 
chip. Side wall roughness is one of the key parameters for this application. 
An Inductively Coupled Plasma (ICP) machine is one of the most suitable etching 
systems for fabricating deep (>2 um) and high aspect ratio structures. In such a system 
the plasma is generated using a separate induction coil which enables the user to control 
the ion density (ICP power) separately from the ion energy (RF power). This allows a 
better process flexibility.  
The quality of the etched structures depends very much on the chemistry of the etching 
gasses. Several chemistries are possible, but in this paper we will concentrate on 
chlorine based processes. We will discuss a pure Cl2 process, a Cl2-CH4-H2 process and 
a Cl2-Ar-H2 process. Each process has its advantages and disadvantages.  
The sidewall roughness is not only depending on the ICP etching process, but also on 
the used mask. In general, when using high power ICP processes, we need a thick mask 
with a good selectivity with respect to InP. But we must also keep in mind that the 
dimensions of the structures are becoming smaller and smaller and feature sizes are 
already well below 1 um. This means that the mask must be fabricated using Electron 
Beam Lithography (EBL). Three different EBL masking techniques will be discussed, 
1) direct E-beam writing in ZEP e-beam resist on a SiN mask, 2) a three level process 
with a hard-baked photoresist buffer layer and 3) an aluminium lift-off process using 
PMMA e-beam resist on SiO2. 
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Etching chemistries 
Most etching process used in ICP etching of InP are based on chlorine. The Cl2 ions 
react with the indium and phosphide atoms creating InCl3 and PCl3 and PCl5 atoms, 
which are quite volatile under low process conditions. However, if the process 
temperature is too low (<150 ºC) the InCl3 tends to induce micro-masking that results in 
rough etched surfaces [3]. 
The simplest process to etch InP is to use a pure chlorine plasma. This chemistry results 
in very smooth surfaces and the selectivity of the InP with respect to the etching mask 
(SiO2 or SiNx are suitable materials) is usually more than 20:1. However, etch rates are 
generally low (< 1 µm/min) and the shape of the etched structures tends to be smaller at 
the bottom. This shape can be improved slightly by adjusting the process pressure and 
the gas flow, but it can never be completely straight. Although this is a problem for high 
aspect ratio structures with very narrow openings, for deep etched waveguides a wider 
waveguide foot is not a big problem, because the waveguide film is usually less than 2 
µm below the top of the waveguide. 
To increase the etch rate and improve the directionality of the etching process, some 
argon can be added to the process chamber. The argon ion bombardment adds energy to 
the etching process. This increases the etch rate and improves the etched profile. 
However, the argon also causes the mask to degrade quicker. Some faceting on the 
corners of the mask is observed and if the etch time is too long, this faceting will cause 
extra roughness on the etched sidewalls. 
 

Cl2 Cl2-Ar-H2

 
Cl2-CH4-H2

 
Figure 1: Different etching chemistries result in different etch profiles 
 
Adding hydrogen to the chemistry results in some passivation of the etched surface. It 
decreases the under etch and results in smoother sidewalls. The ratio between Cl2 and 
H2 should be chosen carefully. The best results were obtained using a Cl2:Ar:H2 ratio of 
7:4:12 sccm and a pressure of 4 mTorr. 
Another way to passivate the sidewalls of the waveguides, and thus to decrease the 
roughness, is to add some methane to the process. The CH4 creates a polymer coating 
that protects the sidewall to further etching by the Cl2 species. This results in smoother 
sidewalls and lower waveguide losses [4]. However, etch rates are also lower, while 
mask erosion is more or less the same as in the Cl2:Ar:H2 case. The roughness visible in 
fig. 1 is mostly caused by this mask erosion. The optimal gas flow was found to be 
Cl2:CH4:H2 7:8:5.5 sccm and 4 mTorr process pressure. 
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2-level masks using SiNx

The conclusion of the investigation of the different chemistries is that there are different 
ways to improve the sidewall roughness by adding passivating species. However, the 
passivation also brings down the etch rate. This means that to obtain a deep etch, a 
thicker mask is required. In most dry etching processes it is common to use SiNx or 
SiO2 as etching mask, because photoresist does not withstand the plasma sufficiently. 
The SiNx or SiO2 is opened with photoresist as a mask. However, in the case of electron 
beam lithography (EBL), the resist layer thickness is limited. In a 30 kV EBL system 
the maximum thickness in which small structures can be defined with enough accuracy 
is about 300 nm. This limits the thickness of the SiNx or SiO2 to about 400 nm, although 
thinner masks give better results (less roughness).  

3-level masks 
Another way of making thick masks is using a 3-level masking method, instead of the 
2-level method described before. In this method, first a thick layer (~ 1.5 µm) of 
photoresist or polyimide is spun on the InP, which is completely hard-baked. Next a 
thin layer (~100 nm) of SiO2 is deposited on the hard-baked resist. This thin SiO2 can 
then be opened by RIE using an EBL pattern. In the next step the hard-baked resist is 
opened with an O2:Ar plasma in the ICP machine. The result is a thick high aspect ratio 
photoresist mask that can be used for further ICP etching of the InP.  
 

 
InP substrate – hard baked resist – SiO2 – 
 photo resist 

 
Trenches in InP with hard baked resist as a mask 

 
Figure 2: SEM photographs of the 3-level mask method 
 
The main problem with this etching process is that the hard baked resist does not 
withstand elevated temperatures. Especially very small structures have this problem. 
But, as mentioned before, a certain temperature is needed to make sure that all the etch 
species are removed, so this is a difficult trade-off. Also the lateral etching is higher 
than in the case of SiNx or SiO2 hard masks. 

Aluminium lift-off on SiO2

Another approach to obtain thick masks is to find an alternative to open a thick SiNx or 
SiO2 layer. These materials are usually etched in an RIE system using a CHF3 plasma, 
but the standard resists are not sufficiently thick to withstand long etching times. 
However, there is some good experience using titanium as a mask to open SiNx layers 
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[5] and using aluminium has an even higher selectivity with respect to SiO2 in a CHF3 
chemistry.  
The process that was developed using aluminium as a mask is as follows: First a 530 
nm layer of SiO2 is deposited by PECVD and then a 200 nm layer of PMMA 950K A4 
EBL resist was spun on the sample. The sample is exposed at a relatively low 
acceleration voltage of 20 kV, which increases the forward scattering of the electrons in 
the resist. This causes a slight undercut in the resist profile, which is necessary for the 
lift-off process. After development a 70 nm layer of aluminium is deposited by electron 
beam evaporation. Then the PMMA is removed by acetone and the exposed structure 
remains as an aluminium mask. The SiO2 mask is then opened in a CHF3 RIE process 
which is then used as an etch mask in a Cl2:Ar:H2 ICP process. 
 
In fig. 3 two 1 µm wide waveguides are shown. 
One with a DBR grating that goes through the 
whole waveguide and one with a grating depth 
of 50 nm. The etch depth is 3.9 µm and the 
etched sidewalls are very steep. The side wall 
roughness is caused by the roughness of the 
aluminium mask. To improve this roughness we 
need to optimize the aluminium thickness and 
the deposition process.  

Figure 3: SEM photograph of DBR gratings 
in 1 µm wide waveguides 

Conclusion 
To obtain high aspect ratio structures, the chemistry of the etching process is very 
important. A Cl2:Ar:H2 chemistry gives the most vertical sidewalls, but requires very 
thick masks. The fabrication of these thick masks is difficult, especially using a low 
voltage EBL system. A process using a 70 nm aluminium lift-off process on top of a 
530 nm SiO2 layer allows us to etch 3.9 µm deep with high aspect ratio. This process 
seems very promising for the fabrication of DBR gratings and other sub-micron, deep-
etched structures like photonic crystals. 
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We present an electro-optical switch operating on TM polarized light in POLIS. All 

relevant electro-optical effects, including bandgap shrinkage, bandfilling, intra-band 

and inter-valence band absorption are modeled, properly accounting for the magnitude 

of these effects at various doping levels. Based on the results of the model switches were 

realized on POLIS material, and by optimizing the doping profile a decrease in 

switching voltage from 4.6 V to 2.8 V was obtained. A good agreement between the 

model and measurements was found. The switches have 3 mm long phase shifters and 

show low crosstalk values of -17 dB. 
 

Introduction 
In enabling fast, low-cost and reliable optical communication, optical integrated circuits 

will play a vital role. In these circuits a variety of optical components is needed, 

including passive structures like waveguides and couplers and active structures such as 

light sources and detectors. The integration of these different devices puts different 

requirements on the material used, and to meet these requirements an additional 

processing step (e.g. regrowth) is needed. In the POLarization Based Integration 

Scheme (POLIS) this issue is overcome by having a material that can offer both passive 

and active properties, depending on the polarization of the light. In this scheme, TE 

polarized light is used for active components (absorbing) and TM polarized light for 

passive components (transparent) [1]. The material responsible for this behavior 

contains one or more compressively strained quantum wells, resulting in different 

bandgaps for TE and TM due to band splitting. The change between active and passive 

behavior can be achieved with polarization converters [2], defined during device 

processing. 

One of the key components in optical integrated circuits is the electro-optical switch. By 

applying an electric field, it is capable of changing the path followed by a confined light 

wave. Its main applications are the generation of optical data by modulation of a 

continuous optical signal and the routing of signals in an optical network. Various 

designs are possible, but a Mach-Zehnder interferometer (MZI) based switch has the 

advantages of operating under reverse bias and of using multi-mode interference (MMI) 

couplers, which are fabrication tolerant. The electro-optical switch presented here fits 

into the POLIS scheme and operates on TM polarized light. Because the polarization 

state of the light in a POLIS circuit is always defined, the polarization dependence that 

limits other designs, does not play a role here. 
 

Principle of operation 
The MZI based switch features 2 MMI’s and two branches connecting these (figure 1). 

In applying a phase shift to the light in one of the two branches, we can arrive at 
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Figure 1: MZI based electro-optical switch 

 

constructive or destructive interference at 

either of the two output ports. In our case, 

the phase shift is generated by applying a 

reverse bias over the p-n junction that is 

formed by the doping profile of the POLIS 

material. The applied field results in both 

field-induced and carrier related refractive index change mechanisms. The latter are due 

to the removal of carriers under the influence of the reverse bias.  
 

Model 
The only field-induced mechanism that has to be considered is the Kerr or quadratic 

electro-optic effect. As we are operating on TM polarized light, the Pockels (linear 

electro-optic) effect does not contribute to a change in refractive index for the field and 

crystal orientations used. The quantum confined Stark effect only plays a role in 

quantum wells and is neglected here because of the small optical verlap with the thin 

quantum well (less than 0.5%). 

The magnitude of the Kerr effect has a quadratic dependence on the applied field 

strength. It is modeled according to the model in reference [3], where the relevant 

coefficients for our material have been determined by fitting to experimental data. 

Two carrier induced effects usually simultaneously referred to as the plasma effect are 

intra-band absorption and inter-valence band absorption. The first describes the 

transition of a carrier to a higher energy level in the same band, whereas the second 

describes the transition of a hole from one valence band to another. In modeling the 

refractive index change due to the plasma effect, other works only consider the intra-

band absorption. In this work, we extended the model by applying the Kramers-Kronig 

transform to experimentally fitted data of the inter-valence band absorption from 

reference [4]. 

The two last effects that were considered are bandgap shrinkage and bandfilling. These 

effects both describe a change of the absorption around the band edge of the material 

due to Coulomb interaction of carriers (bandgap shrinkage) and the occupation of 

available energy states (bandfilling). For the bandgap shrinkage, we adopt an 

analytically obtained model valid at T = 300 K for all doping levels [5]. The bandfilling 

is modeled according to the model given in reference [6]. To accommodate for 

experimental results indicating that the absorption doesn’t increase at energies more 

than 0.2 eV above the bandgap, we add a quickly decaying exponential to limit the 

magnitude of these effects at high photon energies. 

The absorption around the bandgap is described using a square-root law [6], fitted to 

experimental data from reference [7]. The dependence of the magnitude of the Urbach 

tail on the doping level is accounted for 

by assuming a Gaussian distribution of the 

absorption strength.  

With the distribution of the electric field 

and all refractive index change 

mechanisms modeled, the effective 

change in refractive index that the light 

experiences was determined by 

calculating the overlap of the local optical 

intensity with the local refractive index 

change due to the electric field (figure 2). 
 

Figure 2: Field distributions of a POLIS wafer 
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Layer stack design 

The original layer stack design (figure 3, 

A) has the strained quantum well in the 

middle of an undoped waveguide. The 

simulations based on the model 

described above showed that a slight 

intentional n-type doping of the 

waveguide would be advantageous for 

the switching efficiency. However, the 

series resistance of the layer stack would 

increase in this case, due to a reduced 

mobility of holes in this region. 

Therefore a second wafer (B) was grown with a displaced quantum well (towards the p-

contact) and a slightly n-type doped waveguide below the quantum well. 
 

Realization 
A series of switches with 3 mm phase shifters was realized on both wafers. The 

processing consisted of 6 lithography steps. The complete realization was done with 

established in-house techniques. The various regions defined during processing are: 

shallow waveguides, thin cladding waveguides for electrical isolation of two phase 

shifter branches, deeply etched MMI’s, contact pads, p-contacts on top of the phase 

shifters and n-contacts. In figure 4 microscope and SEM pictures are given of the 

realized switches. 

 
Figure 4: Microscope (a) and SEM (b) pictures of the realized switches 

 

Characterization 
The characterization was performed by 

coupling light from an EDFA (after 

passing through a bandwidth filter) into 

one input port of a switch on the chip and 

collecting the light from both output ports. 

A chopper together with a lock-in 

amplifier is used to reduce noise levels and 

probes were used to apply a bias to the 

phase shifter. A typical switching curve 

for sample A is given in figure 5.  

We fitted this measurement data to the 

description of an MZI with one perturbed branch, relating it directly to a number for the 

 
Figure 3: POLIS layer stack design for wafer A 

 

 
Figure 5: Typical switching curve for a switch  

realized on wafer A 
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imposed refractive index change at various bias voltages. The refractive index change 

obtained in this way is given in figure 6, with the simulation results for both samples.  

 
Figure 6: Refractive index change from fitting and simulation for sample A (a) and B (b) 

 

Discussion 
The simulation and measurements are seen to give a good agreement, but the total effect 

is underestimated by the simulations at higher reverse biases. This is most likely due to 

a slight deviation in the strength of the Kerr effect for our material. 

The switching voltage is determined to be 4.6 V and 2.8 V for sample A and B 

respectively, corresponding to a switching efficiency of 13.0 º/Vmm and 21.4 º/Vmm. 

The adjusted doping profile of sample B is seen to give a large improvement on the 

switching efficiency. Unfortunately, displacing the quantum well is seen to give 

additional losses. The losses of the switch are high, most likely due to diffusion of the p-

type dopant (silicon) towards the waveguide region.  

Obtained crosstalk values are -11.8 dB and -17.2 dB at 1550 nm, for sample A and B 

respectively; the difference in these values is attributed to a small fabrication error 

during the processing of sample A. 
 

Conclusion 
Mach-Zehnder switches with 3 mm phase shifters, showing a switching voltage as low 

as 2.8 V and a crosstalk value of -17 dB have been demonstrated on POLIS material. 

All relevant refractive index change mechanisms were modeled to arrive at an improved 

design for the layer stack. A good agreement between simulations and measurements 

was found. 
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Defect Grating Simulations: Perturbations with
AFM-like Tips
R. Stoffer and M. Hammer

MESA+ Institute for Nanotechnology, AAMP group, University of Twente,
P.O. Box 217, 7500 AE Enschede, The Netherlands

A defect grating in a silicon on insulator waveguide is simulated. We consider spectral
changes in the optical transmission when a thin silicon nitride or silicon tip is scanned
across the defect. The tip perturbs the resonance field, moving its peak wavelength and
possibly changing its shape and quality factor. For the nitride tip, the influence is mostly a
spectral shift; for silicon, the change of the resonance shape is pronounced. In particular
for the nitride tip we observe a close correspondence between the wavelength shift as a
function of tip position, and the local intensity in the unperturbed structure.

Introduction
Photonic crystals have the property that in a perfect crystal, a band of wavelengths is
unable to propagate through the crystal. By introducing defects, extra states can be created
which allow light to be transmitted; for example, a row of holes may be removed to create
a photonic crystal waveguide. The crystal may be engineered to offer more functionality;
for example, an extra defect may be created near or inside the waveguide, which can
cause strongly wavelength-dependent behaviour and high local field intensities. These
resonances can be very sensitive to perturbations. [1] shows that probing a photonic
crystal microcavity by a silicon nitride or silicon AFM (Atomic Force Microscopy)-like
tip can cause strong variations in the transmitted power.
In this paper, we perform simulations on a grating with a defect in a two-dimensional sil-
icon on insulator waveguide structure. A very thin silicon nitride or silicon tip is scanned
over the surface of the grating, and the transmitted, reflected and scattered powers are
analyzed. We will show that there is both a wavelength shift of the resonance and a de-
formation of the spectrum, and that the wavelength shift can be correlated very well with
the local intensity at the location of the end of the tip in the unperturbed structure.

Figure 1: Silicon on Insulator waveguide structure. The refractive indices are: Si - 3.4, Si3N4 - 2.0, SiO2
- 1.0, Air - 1.0. The waveguide thickness t is 220 nm, the grating hole width w 150 nm, and the grating
period p 380 nm. The width of the rectangular perturbing Si3N4 or Si tip is 40 nm. The defect is four filled
holes long (so the length of the waveguide between the inner holes is (4∗0.38 + 0.23) µm = 1.75µm).

Figure 1 shows the waveguide structure under consideration. Simulations are performed
by means of a Quadridirectional Eigenmode Propagation (QUEP) method [2]. This method
divides the structure into horizontal and vertical slices, and uses eigenmodes of these
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slices to describe the complete field. The horizontally and vertically propagating fields
are coupled at the boundaries of the computational window, such that the boundaries are
transparent for outgoing radiation and for influx of the the desired fields.

Simulations
Into the structure of Figure 1 we insert the guided TE-polarized slab mode from the left,
and analyze the transmitted and reflected modal powers T and R. Since the waveguide is
monomodal, the scattered power S is equal to 1−R−T . The spectrum of these quantities
is shown in Figure 2.
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Figure 2: Spectrum of the structure of
Figure 1 for unit input from the left; R is
the reflected modal power, T is the transmit-
ted modal power, and S is the scattered (lost)
power.

In order to make sure the changes due to perturbations are as large as possible, we tune
the wavelength to the left flank of the resonance, at 1.734 µm (the dashed vertical line).
At this wavelength, Figure 3 shows the absolute value of the field.

(a) (b)

Figure 3: Logarithm of absolute value of the principle dielectric component of the field in the defect
grating at a wavelength of 1.734 µm. a: without tip; b: with silicon tip

A 40 nm wide rectangular silicon nitride or silicon tip is scanned horizontally across the
surface of the structure, at a height of 10 nm above the waveguide. The most pronounced
perturbation of the resonance occurs when the tip is placed close to the field maxima
visible in Figure 3a; Figure 3b shows an example. By evaluating R, T and S at each
location of the tip, Figure 4 is obtained. The tip switches, or at least modulates, the
transmission through the structure. Obviously, the tip moves the transmission further out
of resonance (increase of R, decrease of T and S), with a pattern that relates (nonlinearly)
to the local intensity in Figure 3a 1.

1At a wavelength of e.g. 1.737 µm, the opposite effect can be observed; the tip moves the transmission
into resonance, and R is decreased while T and S increase.
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Figure 4: Reflected, transmitted and scattered power as a silicon nitride (left) or silicon (right) tip is
scanned over the surface around the central defect (gray patches: high index regions). The horizontal lines
denote the values without the tip.

We now look at the spectral properties of the perturbation. In first approximation, we as-
sume that the only effect of the perturbation is a wavelength shift of the resonance. Under
that assumption, each of the curves of Figure 4 can be directly related to a wavelength
shift by finding the wavelength difference needed in Figure 2 to obtain the altered values
of the three powers. These estimations are shown in Figure 5.

Figure 5: Estimated wavelength shift of the resonance for the silicon nitride (left) and silicon (right) tips;
each line is the wavelength shift estimated by only considering the R, T or S curve in Figure 4. Note the
different scales of the shifts in the two graphs.

If the assumption of a pure wavelength shift would hold, all three curves predicted by
the three powers would yield the same resonance shift. For the silicon nitride tip, this is
well satisfied at some tip positions; for the silicon tip, the three curves do not agree well
anywhere.
As an example, the full spectrum of the structures with the tip at location 4.6664 µm,
which is at the top of the third peak in Figure 5, is shown in Figure 6, and it is indeed
clear that the spectrum at this location only shifts for the nitride tip, while it is significantly
distorted for the silicon tip; the resonance is broadened and less pronounced.
Clearly, positioning the tip where the field intensity is negligible should not change the
transmission. Conversely, at a position with a strong local intensity, a pronounced effect
on the transmission and on the spectral properties can be expected. This is investigated in
Figure 7, where we - admittedly rather arbitrarily- plot the average value of the estimated
wavelength shift from the three curves in Figure 5, as well as the absolute value squared
of the local electric field that would be at the end of the tip if there were no tip present.
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Figure 6: Spectra of the structure without and with a silicon nitride (left) or silicon (right) tip at location
4.6664µm.

Figure 7: Comparison of the average wavelength shifts of Figure 5 to the intensity in the unperturbed
structure; the intensity has been scaled to obtain a good fit. Left: silicon nitride tip; right: silicon tip.

Conclusions
Two-dimensional calculations show that perturbing a defect grating with a thin silicon
nitride or silicon tip shifts the resonance wavelength significantly, and may also perturb
the shape (and thus the quality factor) of the resonance. The wavelength shift turns out
to be almost directly proportional to the local light intensity at the location of the tip in
the unperturbed structure. The silicon tip perturbs the shape of the resonance much more
strongly than the nitride tip. These simulations confirm measurements reported in [1].
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Metal mask free dry-etching process for integrated 
optical devices applying highly photostabilized resist 
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Integrated Optical Micro Systems MESA+ Research Institute; University of Twente 
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Photostabilization is a widely used post lithographic resist treatment process, which 
allows to harden the resist profile in order to maintain critical dimensions and to 
increase selectivity in subsequent process steps such as reactive ion etching. In this 
paper we present the optimization of deep UV-curing of 0,3-3.3 μm thick positive resist 
profiles followed by heat treatment up to 280 0C. The effectiveness of this resist 
treatment allows for metal mask free reactive ion etching with selectivity up to 6 for 
silicon structures, thermal silicon oxide and silicon oxynitride. This procedure is 
demonstrated by the results obtained in etching of various integrated optical structures. 

Introduction 
Positive photo resist is not only widely used as a mask for patterning structures in the 
semiconductor industry but also for manufacturing of a wide range of optical devices. In 
contrary to electronic devices, where many patterning steps involve small lateral 
dimensions in combination with a small step height, the main challenge in the 
patterning of optical devices consists in the high lateral resolution together with mostly 
a large step height. In our research group a large variety of optical devices based on Si, 
Si3N4, SiO2 and SiOxNy waveguides have been designed, realized and tested.1,2 For 
optical waveguide fabrication, the majority of those applications require a steep, vertical 
step which can be up to several microns high. In order to realize low loss optical 
waveguides, side walls with low roughness are crucial. When applying reactive ion 
etching (RIE) on standard processed resist structures, the imposed ion bombardment 
often causes damage to the resist profile resulting in increased sidewall roughness. In 
addition, when exceeding the glass transition temperature (Tg) of the resist; re-flown 
masking material will disturb the maintenance of dimensions.  
In order to make the resist structure thermally stable and strong so that it can withstand 
high temperatures which occur during the RIE and Ion Implantation, several resist 
treatment methods have been proposed. Deep UV hardening followed by -or in 
combination with heating3,4,5, the plasma resist stabilization technique6, and photoresist 
polymerization through pulsed photomagnetic curing7 have been proposed to strengthen 
the resist profile. In addition, hard baking of the resist structure at high temperature is 
also necessary to increase the resist selectivity during the RIE.  
Of the proposed resist treatment methods, deep UV-curing and thermal heating is a 
widely used post lithographic process, to harden the resist profile in order to maintain 
critical dimensions and increase the resist selectivity necessary during the subsequent 
process steps such as RIE and ion implantation. In the following we apply this method 
to several integrated optics structures with critical dimensions. 

Resist treatment procedure 
1- Experiments 
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The experiments were carried out with various wafers. Blank silicon wafers, thermal 
and PECVD oxide, thermal nitride and SiON of various thicknesses were used. The 
resist types used were the positive resist OIR 907/12, diluted resist of 500 nm, OIR 
907/17 and OIR 908/35 of Arch Chemicals. After standard cleaning and resist spinning; 
the wafers were exposed with the Electronic Visions EV620 Mask aligner with 12 
mW/mm2 conventional G-line (436 nm) light source. Different laser written masks were 
used with amongst others waveguide structures of various dimensions, ranging from 0,9 
-4 μm. For the photonic crystals and gratings OIR 907/12 was diluted to obtain a 
thickness of 300 nm. The resist was single exposed with a period of 500 nm by a Laser 
Interference Lithography (LIL) system (266 nm) for the gratings and double exposed 
for the photonic pillars.  
In contrast to the standard DUV-curing process, mostly in nitrogen or oxygen 
atmosphere8, the wafers were first intensely irradiated in an air filled chamber after 
which they were baked at temperatures of 180-280 0C for 1-3 hours.  
After DUV-curing and a hardbake step, the structures were etched in Elektrotech Twin 
System PF 340 Reactive Ion Etching, Plasmatherm 790 parallel plate Reactive Ion 
Etching or Alcatel Adixen DE Inductive Coupled Plasma machines. The profiles were 
measured with Dektak 8 of Digital Instrument Veeco Metrology Group and examined 
with the Scanning Electron Microscope of JEOL, type JSM-5610/5610LV. 

2- Results and discussion 
In figure 2 the process optimization is presented for resist 907/17, 1.2 μm and diluted 
resist of 300 and 500 nm. Figure 2 (a) is a picture of the resist profile after development 
in the OPD4262 positive resist developer. Figure 2 (b) is the optimized result of DUV- 
curing followed by hardbake at 250 0C for 2 hours. The integrity of the resist profile is 
retained quite well, including the line width control and the sidewall angle.  
Figure 2 (c) is the result of a hardbake at 2800C for 1 hour. The profile shrinkage is 
more pronounced in the width as well as in the height compared to figure 2 (b). Thus to 
maintain the integrity of the resist profile, the hardbake should be applied below 2800C. 
Figure 2 (d) is 300 nm DUV cured and hardbaked resist at 1800C for 2 hours used for 
etching of gratings. Figure 2 (e) is 500 nm hardbaked resist at 1800C for 2 hours used 
for amongst others etching of silicon oxynitride.  
 

 
 

 
 
The hardbake should be carried out step by step to the final temperature of 1800C or 
higher in order to maintain the integrity of the resist profile. 
Obviously the thicker the resist, the longer the irradiation and also a proper optimization 
is required. Characterizing and determining the proper sequence of UV exposure and 

Figure 2(a) Figure 2(b) Figure 2(c) 

Figure 2(d) Figure 2(e) 
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thermal rise to a final temperature are paramount to the success of photostabilization8. 
In Figure 3 the process optimization is presented for resist 908/35, 3.3 μm.  
 

 
 
Experiments have been carried out with resist 908/35 which gives profile heights 
around 3,3 μm. In figure 3 (a) a SEM picture is presented of resist 908/35 after 
development. Figure 3 (b) is the result of optimized hardbake at 1800C for 2 hours after 
DUV-curing. Figure 3 (c) is a similar resist profile baked at 2800C for 1 hour. As can be 
seen, the integrity of the profile is still well maintained, although the forming of the so-
called “foot”, as observed in figure 2 (c) as well, is clearly present. It appears that the 
bottom of the profile is slightly broader than the top which is of course partly inherent 
to the lithographic process, as can be seen in picture 3 (a) whereby the difference 
between broadness of the top and bottom is around 0.8 μm for this type of resist. The 
behavior of a so-called “foot” is also clearly observed by I. Pollentier et al.9 

3-Etch selectivity 
Experiments have been carried out with resist baked at 180 and 2800C to investigate the 
etch selectivity. There was no noticeable difference measured between resist baked at 
180 and 2800C. Therefore, for the further experiments, the resist profiles were standard 
hardbaked at 1800C for 2 hours.  
For silicon oxynitride layers of 1.5 -2.5 µm deposited on silicon and etched in the 
Plasmatherm 790 dry etching machine, a selectivity of 5 was obtained. For layers of 1.5 
-2.5 µm SiON deposited on 8 µm thermal oxide a selectivity of 6 was obtained. For 
silicon a selectivity of 4-5 is obtained for etching controlled structures of 200 - 1000 nm 
in the PF 340 Reactive Ion Etching twin system. For oxide, a selectivity of 4 was 
obtained in the Plasmatherm 790 and a selectivity of 6 was obtained in the Alcatel 
Adixen DE Inductive Coupled Plasma etching machine. In addition, the silicon nitride 
selectivity never has been a problem; it is quite high.  

4-Examples of optical structures in SiON, SiO2 and Si 
Initial experiments have been carried out with silicon oxynitride (SiON) layers ranging 
from 1.0- 2.5 µm, because from the lithographic point of view, SiON is the most 
difficult material in achieving high resolution and high etching steps. If the process 
could be optimized for SiON; other materials like oxide, nitride and silicon would form 
no problem. 
Figure 4 (a) is an arbitrary SiON waveguide of 1.5 µm etched in the Plasmatherm 790 
reactive ion etching machine using resist thickness of 1.2 µm. Figure 4 (b) is a 
microring resonator of SiON with waveguide width of 0.9 µm and the gap between the 
ring and waveguide of 0.6 µm. Under specific conditions it is possible for conventional 
contact mask lithography with a source wavelength of 436 nm, to open gaps of 0.6 µm 
between the waveguide and the resonator with 2.5 µm SiON on 8 µm thermal oxide 

Figure 3(a) Figure 3(b) Figure 3(c) 
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using diluted resist of 500 nm. The etch step in figure 4 (b) is 1.7 µm in SiON of 2.5 
µm.  

 
 

 
Figure 4 (c) is a micro ring resonator of 2.5 µm height in SiON etched in the 
Plasmatherm 790, using resist of 0.9 µm. The gap is around 1.0 µm.  
 

 
 
Figure 4 (d) is a waveguide of 2.3 µm height etched in thermal silicon oxide in Alcatel 
Adixen DE Inductive Coupled Plasma (ICP) etching machine, using 1.2 µm resist. It 
would be possible with the same amount of resist to etch around 6 µm thermal oxide.  
Figure 5 (e) is an example of photonic pillars of 750 nm etched in silicon and figure 4 
(f) is an example of a grating of 750 nm height in silicon with 160 nm resist still on top 
of the structure.  
 

As demonstrated in the aforementioned examples; optimization of UV radiation and 
temperature treatment after exposing provide a meaningful tool to produce a broad 
range of critical optical structures in silicon, thermal silicon oxide, nitride and silicon 
oxynitride.  
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Al2O3 and Y2O3 Thin Films for Active Integrated 
Optical Waveguide Devices 

J.D.B. Bradley, F. Ay, K. Wörhoff and M. Pollnau  
Integrated Optical MicroSystems Group, University of Twente, 

P.O. Box 217, 7500 AE Enschede, The Netherlands  

Al2O3 and Y2O3 are both very promising host materials for active integrated optics 
applications such as rare-earth ion doped waveguide lasers. In this paper, a reactive 
co-sputtering process for stable, target condition-independent deposition of Al2O3 
layers with high optical quality is discussed. The loss of as-deposited Al2O3 waveguides 
in the near infrared wavelength range was 0.3 dB/cm. Reactive ion etching of both 
Al2O3 and Y2O3 thin films for defining channel waveguide structures was investigated 
and compared using CF4/O2, BCl3, HBr and Cl2 inductively coupled plasmas.   

Introduction 
Thin films of amorphous aluminum oxide (Al2O3) and yttrium oxide (Y2O3) offer very 
promising platforms for active integrated optics applications [1]. In particular, rare-
earth-ion doped Al2O3 waveguides for integrated optical amplifiers and tunable light 
sources have been demonstrated [2]. For large scale realization of such active devices, 
the development of stable, reproducible and straightforward methods resulting in as-
deposited low-loss Al2O3 layers are required. Sputtering is known to result in fast, well-
controlled, uniform deposition over a large substrate area. Er:Al2O3 slab waveguides 
fabricated by DC-driven reactive co-sputtering [3], for example, were optimized to an 
estimated loss value of about 0.25 dB/cm. The main drawback of the DC-driven method 
is however a poor process stability and reproducibility due to a strong dependence on 
the exact condition of the sputtering target.  
Low-loss planar optical waveguides of Y2O3 deposited by various techniques have also 
been demonstrated recently [4]. In contrary to the successful channel definition in Al2O3 
[5] by reactive ion etching (RIE), the utilization of Y2O3 channel waveguides is still 
hampered by the absence of a reliable patterning process. Due to its high chemical 
stability, structuring of Y2O3 has been primarily limited to entirely physical etching 
techniques [6], [7]. The physical methods often result in high waveguide losses due to 
poor sidewall quality and severely limit the profile of waveguide structures. RIE, which 
combines physical and chemical etching, generally allows for low-cost, high resolution 
structuring of channel waveguides with smooth sidewalls.  
In this paper, results on DC- and rf-based reactive co-sputtering of Al2O3 films and the 
reactive ion etching behaviour of Y2O3 in various plasma chemistries are presented. 

Experimental Set-up 
For the Al2O3 layer deposition, an AJA ATC 1500 sputtering system has been applied. 
The substrates are fixed on a rotating substrate holder and heated up to a maximum 
temperature of 800 ºC. The system is equipped with three Ar sputtering guns for 2-inch 
sputtering targets, which can be driven by either rf- or DC power supplies, both having 
a maximum range of 500 W. An oxygen flow is connected to a gas inlet at the chamber, 
allowing for reactive co-sputtering of metallic targets. For sputtering of Al2O3 layers, a 
high-purity 2-inch Al target was mounted to one of the sputtering guns and deposition 
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was carried out on 100-mm Si wafers, either bare or thermally oxidized to a thickness of 
8 µm.  The film properties, including refractive index, layer thickness and uniformity, 
and loss values, were measured by ellipsometry and prism coupling.  
For studying the etching behavior of Y2O3, an Oxford Plasmalab 100 inductively-
coupled plasma (ICP) reactive ion etch system was used. The ICP source was controlled 
by a 3 kW, 13.56 MHz generator, while substrate bias was controlled separately by a 
600 W, 13.56 MHz RF generator. Various standard process gases and combinations of 
these gases were used, including BCl3, BCl3-HBr (50:50), CF4/O2 (90:10), and Cl2. 
Y2O3 films of approximately 900 nm thickness were reactively sputtered on Si 
substrates using a separate DC sputtering system for the etch experiments. The etch rate 
of the Y2O3 films was determined by measuring the film thickness before and after the 
etch process with a spectroscopic ellipsometer. 

Results and Discussion 

Sputter-deposition of Al2O3 thin films 
The impact of various processing parameters (temperature, pressure, power, total flow 
and oxygen percentage in flow) on the layer properties (deposition rate, refractive 
index, film density, stress, material birefringence and optical loss) has been studied for 
both, DC and rf-driven sputtering. Based on this study, it was found that the optimum 
deposition conditions include high substrate temperature, high sputtering power, low 
pressure and higher total gas flow. The optimized films had high refractive index and 
high density, and a sufficiently large deposition rate for depositing waveguide layers of 
typical thickness (5.5 nm/min for the optimized rf-sputtered films). The most striking 
difference found between rf- and DC-sputtering was in the process stability and the 
optical loss of the waveguides. In the case of DC sputtering the optical quality is highly 
dependent on the exact condition of the sputtering target. Oxidation of the target surface 
results in release of large particles from the target due to arcing. In case of all 
waveguide samples fabricated by the DC sputtering process no propagation could be 
observed after coupling of light with a 633-nm wavelength. In contrary, the rf sputtering 
process was highly stable and reproducible, without the occurrence of arcing. Figure 1 
(a) shows the refractive index of the optimized Al2O3 as a function of wavelength, with 
low material birefringence based on TE and TM polarization measurements. The 
refractive index is reproduced within ± 10-3. The thickness uniformity, as shown in 
Figure 1 (b), is within the 1-2% range over an area 4 cm wide in the centre of the wafer.  
The uniformity of films in the optimized parameter range was also significantly better 
for the rf-deposited films. 
Figure 2 a) shows the optical loss of rf-deposited Al2O3 slab waveguides at 633nm as a 
function of deposition temperature (a), and the optical loss as a function of wavelength 
for both optimized and non-optimized layers. The film quality is improved significantly 
as the temperature is increased towards the higher range. In (b), the optical loss 
throughout the near IR wavelength range of 1200-1600 nm for optimized 660 nm thick 
rf-sputtered film is about 0.3 ± 0.15 dB/cm. For the optimized rf-process, the absorption 
peak at 1400 nm (caused by the presence of O-H bonds in the film) is not observed. For 
rare-earth doping applications, O-H free deposition is required, because these bonds 
form one of the major quenching sources and largely diminish the gain efficiency. 
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Fig. 1. (a) Variation of the refractive index of optimized Al2O3 layer as a function of wavelength.  (b) 9-
point scan of layer thickness along two perpendicular directions on the 100-mm wafer. 
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Fig. 2. (a) Change of optical loss of Al2O3 slab waveguides at 633 nm as a function of deposition 
temperature.  (b) Optical loss spectrum for both low-density and optimized Al2O3 layers in the IR region. 

Y2O3 thin film etching 
The etch rate of the Y2O3 films was investigated as a function of applied RF power for 
various plasma compositions. Figure 3 (a) shows the resulting etch rate as a function of 
RF power for CF4/O2 (90:10%), BCl3 (100%), BCl3/HBr (50:50%) and Cl2 (100%) 
gases. From these results, it can be seen that with the exception of Cl2, the various etch 
chemistries do not significantly impact the etch rate. This indicates that a primarily 
physical etch process is involved for these process gases. All values were almost an 
order of magnitude lower than those obtained for the optimized sapphire-etching 
process in BCl3-based plasmas [5]. The possible etch products of Y2O3 (such as YCl3, 
YBr3, with the exception of YF3) are generally known to be much less volatile than 
those of Al2O3, indicated by much higher melting points. We therefore expect lower 
etch rates for Y2O3, with primarily physical mechanisms dominating. Of all the process 
gases used to etch Y2O3, Cl2 clearly exhibits the highest etch rates, with a maximum 
value of 53 nm/min observed at 400 W RF power. This indicates that perhaps a stronger 
chemical component is involved in the purely Cl-based etch process. 
In the initial studies, it was found that the surface quality of the etched films, as 
measured by the quality of the ellipsometric measurement fitting parameters, varied 
significantly for the different chemistries. Specifically, films etched in CF4/O2, were 
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found to have significantly higher surface quality. Therefore a study was undertaken to 
optimize the etch rate in CF4/O2 plasma. As shown in figure 3 (b), it was found that the 
lowest obtainable chamber pressure (~10 mTorr), highest ICP power and highest RF 
power resulted in the highest etch rate, all trends indicative of strong physical etching. 
The highest etch rate for this chemistry was still lower than that obtained for the un-
optimized etch rate in Cl2. The poor surface quality in the case of Cl2 could in fact be 
attributed to formation of non-volatile etch products, such as YCl3, by chemical 
reactions on the surface [8]. As some chemical component is required in order to 
enhance the etch rate, Cl2 seems to be the best choice as a process gas for optical 
waveguide fabrication in Y2O3. 
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Fig. 3. (a) Comparison of etch rate and RF bias as a function of RF power for 100% BCl3, BCl3:HBr 
(50:50), CF4:O2 (90:10) and Cl2 at a total flow rate of 50 sccm. (b) Etch rate as a function of ICP power 
in CF4/O2 (90:10) plasma at a total flow rate of 50 sccm, for varying RF chuck power and chamber 
pressure. 

Conclusion 
An rf-based reactive co-sputtering process, which resulted in stable, target condition-
independent deposition of uniform Al2O3 layers with high optical quality, has been 
developed. The optical loss of waveguides based on the optimized material is 0.3 ± 0.15 
dB/cm throughout the near IR wavelengths ranging from 1200 to 1600 nm. Reactive ion 
etching of Y2O3 thin films was also studied using various plasma chemistries and 
parameters. A maximum etch rate of >50 nm/min was measured using Cl2 plasma, 
which is sufficiently high for the controlled etching of optical waveguide structures to a 
depth of several hundred nm. Further work will continue towards the realization of 
active integrated optical devices in both materials. 
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Silicon-on-insulator (SOI) is rapidly emerging as a versatile platform for a variety of 
integrated nanophotonic components. High density waveguide circuits can be 
fabricated using standard CMOS processing techniques. However, light detection in the 
near-infrared wavelength range (1550 nm) is not possible in silicon which is naturally 
transparent in this region. One possibility for overcoming this is the integration of III-V 
semiconductors. We present simulation results of a very compact thin film InGaAs 
metal-semiconductor-metal (MSM) detector integrated on an SOI waveguide. These 
photodetectors can be fabricated on a wafer scale and efficiencies of +90% are 
predicted for wavelengths up to 1650 nm.  

Introduction 
The SOI material system possesses unique optical properties due to the large refractive 
index difference between silicon (n = 3.45) and silica (n = 1.45). This allows the 
creation of very compact and high density waveguide circuits including so-called 
photonic wires with bend radii as small as 1 µm [1] and photonic crystals. Moreover, 
these waveguide structures can be fabricated on a wafer scale using standard CMOS 
processing techniques, including deep ultraviolet lithography [2]. Keeping in mind the 
worldwide silicon fabrication infrastructure available, it is clear that this evolution 
could revolutionize the photonics industry [3]. As silicon is transparent for wavelengths 
above 1.1 µm, photodetection at wavelengths typically used for optical communications 
is not possible in silicon. One possibility for overcoming this problem is epitaxial 
growth of germanium on top of silicon waveguides [4]. Another possibility is the 
heterogeneous integration of thin film III-V compound semiconductors. We believe that 
this approach can lead to higher performances: InGaAs has an unchallenged position in 
low dark current, high speed and high sensitivity integrated near-infrared 
photodetectors. On top of that, for the fabrication of SOI waveguide integrated laser 
diodes [5], integration of III-V material is the only viable solution and detectors and 
sources could be fabricated in the same processing steps, using the same wafer scale III-
V technologies. 

Thin film heterogeneous integration 
This integration approach consists of bonding multiple unprocessed III-V dies (epitaxial 
layers down) onto a processed SOI wafer using a polymer, BCB as a bonding agent. 
After bonding, the III-V substrate is removed leaving unprocessed epitaxial III-V layers 
bonded onto the SOI waveguide substrate. From now on, photodetectors can be 
processed on a wafer scale. This adhesive die-to-wafer bonding approach is clearly 
described elsewhere [5]. The main advantage as compared to other hybrid integration 
techniques is that it allows processing the InGaAs photodetectors on a wafer scale.  
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Photodetector design 
We previously reported two types of integrated p-i-n photodetectors based on the same 
thin film heterogeneous integration technique [5,6]. The advantages of the detector 
design discussed in this paper are its high theoretical quantum efficiency, large spectral 
bandwidth, easy processing and compact size. 

The design we propose in this paper is based on the principle of coupled mode 
theory. By using a thin BCB bonding layer (~200 nm) in between the SOI waveguide 
and detector and by proper design to obtain phase-matching between the optical mode 
in the SOI waveguide and the detector waveguide mode, optical coupling between 
guide and detector will occur. A schematic picture of the design is shown in figure 1(a), 
a cross-section view in figure 1(b). 

 
Fig. 1(a). Schematic- and (b) cross-section view of waveguide integrated MSM detector 

 
The material structure of the thin film MSM detector consists of a 40 nm InAlAs 

Schottky barrier enhancement layer, 20 nm InAlAs/InGaAs superlattice layer to 
decrease carrier trapping by the bandgap discontinuity between In0.52Al0.48As and 
In0.53Ga0.47As and a 145 nm In0.53Ga0.47As absorption layer. All layers are not 
intentionally doped and lattice matched to the InP substrate. Two Schottky electrodes 
(Ti/Au, 20nm/200nm) are deposited on top, with the same spacing as the SOI 
waveguide as can be seen in figure 1. Lateral confinement of the detector waveguide 
mode is obtained by the two Ti/Au Schottky electrodes. The large imaginary part of the 
refractive indices of Ti (4.62) and Au (9.81) at 1.55 µm lowers the effective refractive 
index of the fundamental slab mode of slices A as compared to slice B and this causes 
lateral confinement as can be seen in figure 2(b). As a consequence, absorption loss in 
the Ti/Au electrodes is small as will be calculated in this paragraph and on top of that, 
no waveguide ridge has to be defined, strongly simplifying the processing.  

 

 
 

Fig. 2 (a) Real part of the effective refractive index of the TE ground modes of the decoupled detector 
waveguide and decoupled SOI waveguide in function of contact spacing and waveguide width 

respectively and (b) corresponding mode profiles. 
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Figure 2(a) shows the (real part of the) effective refractive index (Neff) of the TE 
ground modes of the decoupled detector- and SOI waveguide in function of respectively 
Schottky contact spacing and waveguide width. Corresponding mode profiles are shown 
in figure 2(b). Using deep-UV lithography, contact spacings down to 200 nm are easily 
obtainable but here we limited ourselves to 1 µm, which is compatible with standard 
optical contact lithography. Phase-mismatch of the decoupled waveguide modes smaller 
than 1.3 % can be obtained with spacings/widths from 1 µm to 3 µm using the layer 
structure described above. As absorption resonances occur when the (real) propagation 
constants of the fundamental modes of the decoupled waveguides coincide, the smaller 
the phase-mismatch, the higher the detector absorption per unity of length. A fully 
vectorial 3D simulation tool based on eigenmode expansion has been used to calculate 
the absorbed power as a function of the detector length (figure 3). The simulated 
structure has a contact spacing and waveguide width of 3 µm. When having a 200 nm 
thick BCB bonding layer between the SOI waveguide and the detector, 95% of the 
power is absorbed for detector lengths as short as 11 µm. It is well know from coupled 
mode theory that when the spacing between the two waveguides increases, couple 
length will increase. As a consequence of that, the detector efficiency for a given length 
will decrease for increasing bonding layer thickness as can be seen in figure 3. 

Fig. 3. (Left) Absorption as a function of detector length for different bonding layer thicknesses. 
Fig 4. (Right) Influence of optical absorption in the Schottky contacts (Ti/Au). 

 
To estimate the loss due to absorption in the Ti/Au Schottky contacts, we calculated 

the absorbed power as a function of detector length for both the real structure and the 
structure where we do only take into account absorption in the Schottky contacts and no 
absorption in the InGaAs layers. However, this is an approximation because setting the 
imaginary part of the refractive index of InGaAs to zero slightly influences the field 
profile. The results are shown in figure 4. When we only consider absorption in the 
Schottky contacts, power in the structure is lost, but at a very slow pace. From this 
approximated method, we can conclude that loss due to absorption in the Schottky 
contacts is limited (smaller than 10% of input power). This is caused by the fact that the 
contacts are used to obtain lateral waveguide confinement as explained earlier. 

In figure 5, the absorbed power as a function of the wavelength is shown for 
detectors with a length of 10, 20 and 50 µm and with a 3 µm wide detector- and SOI 
waveguide. Dispersion relations of all the materials were taken into account in this 
simulation;  
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Fig. 5.  Absorption coefficient of InGaAs and spectral bandwidth of the MSM detector, parameter is 
detector length. 

 
however the main contribution is due to the lower absorption coefficient of InGaAs at 
larger wavelengths as can be seen in the figure. There is a sharp drop in absorbed power 
around 1.65 µm, which corresponds with the bandgap of InGaAs lattice matched to InP. 
By increasing the detector length the spectral bandwidth can be improved, however, 
detector capacitance and dark current will rise. 

Conclusion and acknowledgement 
We presented the design of an InGaAs MSM detector integrated on a silicon-on-
insulator platform. It was shown that an internal quantum efficiency of more than 90% 
can be achieved for a 15 µm long device and a 200nm intermediate BCB bonding layer. 
The ultra-compact device offers a high spectral bandwidth and a very simple 
processing. By tuning the detector length or bonding layer thickness, a fraction of the 
optical power can be detected for power monitor applications. 
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The application of strain in quantum-wells leads to polarization dependence in their ab-
sorption characteristics. Material containing compressively strained quantum-well layers
(such as used in the POLarization based Integration Scheme, POLIS) shows enhanced in-
teraction with the TE polarization. Devices fabricated on such material are affected by
the polarization dependence as well. For slanted side-wall polarization converters this
leads to different effective conversion lengths for the TE and TM polarization. Simula-
tions show that the polarization dependent absorption affecting these devices is saturable
and therefore power dependent. The simulations have been confirmed by measurements
on experimental devices.

Quantum well polarization converters
Slanted sidewall polarization converters operate on the principle that the light, applied at
the input, is forced into two hybrid polarization states [1]. These hybrid states are linear
combinations of the main polarization states TE and TM. The fraction of TE polarized
light and TM polarized light in the two hybrid modes is dependent on the angle at which
the two hybrid modes are placed with respect to the TE and TM polarization. This angle
can be influenced by the angle of the slanted sidewall and the width of the converter
waveguide.

Figure 1: A slanted side-wall polarization converter

One tilted mode is dominantly polarized parallel with the slanted interface, while the
second tilted mode is polarized perpendicular to that interface. Both tilted modes experi-
ence different propagation constants and dephase while propagating through the converter
waveguide. At the end of the polarization converter light in the tilted modes is forced back
in the TE and TM polarization. The fraction of light in both polarization states is deter-
mined by the phase difference the light gained while propagating in the tilted modes. The
coupling between the two orthogonally polarized modes, which occurs in the polarization
converter, can be described by means of the coupled mode theory.
Some applications require the slanted side-wall polarization converters to be fabricated
on quantum-well material. This, for example, is the case in the POLIS (POLarization
based Integration) scheme in which the polarization dependence of the material is used
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for active/passive integration [2]. In these applications the quantum-well layer is part
of the converter’s waveguide region and it will therefore interact with the light passing
through the converter. Depending on the wether the waveguide is pumped or not, the
TE-polarized light is either amplified or absorbed.
The absorption of light, leads to the generation of free carriers. This two consequences.
The first consequence is that, because of the limited number of states available in the
quantum-well, the absorption is quickly saturated. This effect is enhanced by the fact that
the free carriers are not removed from the well by means of an externally applied field.
The other consequence is that the free carriers affect the refractive index of the material
and therefore influence the operation of the converter. Both effects have been investigated
by means of a computer model and were confirmed by measurements on experimental
devices, of which the results are discussed in the remaining part of this paper.

Modeling of the devices
The model of the quantum-well polarization converters is based on the coupled mode
theory. The coupled mode theory applies to a large class of mode interactions, when there
are two guided modes with sufficient phase synchronism to allow a significant exchange
of energy. Therefore, one can neglect all other modes and obtain simple coupled wave
equations to describe the interaction between these modes [3].
For the polarization converters under consideration, the coupled mode equations are given
below. The equations have been written as a set of four real differential equations, rep-
resenting the power and phase of both polarizations. In these equations the variables
κ, α and δ represent the coupling constant, the TE attenuation and the phase mismatch
respectively. The rate equations were solved by means of a traveling wave model.

dPT E(l)
dl

= 2κ
√

PT E(l)PT M(l)sin(ψ(l)−φ(l))−2PT E(l)α (1)

dPT M(l)
dl

= 2κ
√

PT E(l)PT M(l)sin(φ(l)−ψ(l)) (2)

dφ(l)
dl

=−κ

√
PT M(l)
PT E(l)

cos(φ(l)−ψ(l))+δ (3)

dψ(l)
dl

=−κ

√
PT E(l)
PT M(l)

cos(φ(l)−ψ(l))−δ (4)

Incorporating the saturable quantum-well losses for the TE polarization can easily be done
by replacing the factor αT E in eq. 1 with the differential equation in eq. 5 that describes
the amplification/absorption in the quantum well. The changes in phase caused by the
fluctuating carrier density are accounted for by adding eq. 6, to the appropriate phase
equation. The carrier density itself is represented by eq. 7.

dPT E

dl
=

1
vg

[
g(N)PT E

1+ εPT E
−αintPT E

]
(5)

dφ

dl
=− 1

2vg

[
αNg(N)−αT

g(N)PT E

1+ εPT E

]
(6)
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dN
dl

=
1
vg

[
−N

τs
−BN2−CN3− g(N)PT E

1+ εPT E

]
(7)

The results of the simulations with this model are shown in figures 2(a) and 2(b). Figure
2(a) shows the response of a partial polarization converter with TE losses for increasing
power, while TM polarized light is applied at the input. Figure 2(b) shows the response of
the same converter, but with TE polarized light applied at the input. In the first figure we
can see an increase in the ratio between the amount of TE and TM polarized light. This
can be explained by the fact that as the quantum-well saturates, more light is available
for conversion and thus more TE polarized light appears at the output. The response of
the second figure can be explained by the fact that for low power, the TE polarized light
is converted as well as absorbed. As the power increases, the absorption saturates. More
light is converted, but more TE light is present at the output as well.

(a) (b)
Figure 2: Lossy conversion for a partial converter with TM input (a) and TE input (b). The dotted lines
represent TM polarized light, the solid lines TE polarized light

Experimental verification of the model
To verify the results obtained with the simulations on the quantum-well polarization con-
verters, measurements have been performed on experimental devices. The test struc-
tures consisted of a waveguide, connected to a polarization converter which was cleaved
through the middle. The waveguide was used to couple the light in the polarization con-
verters. By the cleaving of the converters both polarization states at the output could be
monitored without suffering from waveguide losses. A schematic overview of the mea-

Figure 3: A schematic overview of the measurement setup, TE and TM indicate detectors for that polariza-
tion, PM is a power meter
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surement setup is shown in figure 3. It consists of a tunable CW laser, coupled to an
EDFA to provide enough power to saturate the quantum-well layer. The amount of power
sent into the device under test is regulated by a computer controlled attenuator and was
continuously monitored by a free space power meter. The polarization of the light applied
to the input waveguide was set to TM with an external polarizer, to prevent absorption in
the waveguide. After having passed through the teststructures, the polarization states of
the light are separated by means of a polarization beam splitting cube. The light in both
polarization states is then monitored by two free space detectors.
In the measurements, the input power of the polarization converter was swept over a
large range, while the polarization of the output light was continuously monitored. This
measurement has been performed for several lengths of polarization converters fabricated
on material containing a quantum-well, as well as on material containing no quantum-
well. The results of these measurements are shown in figures 4(a) and 4(b). In these
figures the ratio of the TM polarized light over the TE polarized light is shown.
With increasing power, this ratio should not change, if the operation of the polarization
converter is not influenced by absorption or index changes. This is the case for converters
fabricated on bulk material (figure 4(a)). For the converters fabricated on quantum-well
material, the ratio between the amount of TM and TE power decreases; indicating an
increase in the amount of TE power, a decrease in the amount of TM power or both at the
same time. This implies that the absorption of TE polarized light is saturated.
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Figure 4: Power dependence of a polarization converter on bulk material (a) and POLIS material (b). The
different lines correspond to converters of different lengths

Conclusions
We have shown that the saturability of the absorption in quantum-well polarization con-
verters leads to power dependent behavior of the converters. With increasing input power,
the effective conversion length of the converter changes and the behavior of the device
approaches the behavior without no absorption.
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Abstract:  
We have studied the linewidth and phase-locking of a 2.7 THz quantum cascade laser 
by using a superconducting bolometer mixer. The 8 GHz beat signal is compared with a 
microwave reference with a feedback to the laser bias current. Phase locking has been 
demonstrated, resulting in an extremely narrow beat linewidth of less than 10 Hz. 
Under frequency-stabilization conditions we find that the line profile is virtually 
Lorentzian with a long-term minimum linewidth of the THz modes of about 6.3 kHz. 
Temperature dependent measurements suggest that this linewidth does not approach the 
Schawlow-Townes limit.  
 
Significant progress in the development has made quantum cascade lasers1 (QCLs) 

promising coherent solid-state THz sources for various applications. As demonstrated, a 
THz QCL can be applied as local oscillator (LO) for heterodyne receivers operating at 
several THz frequencies,2,3 which are crucial for astronomical and atmospherical high-
resolution spectroscopic sensing. For those applications a narrow emission linewidth of 
a QCL under frequency stabilization or phase locking is essential. In the case of a 
heterodyne space interferometer,4 phase locking to an external reference is absolutely 
required. Here we report the first demonstration of phase locking of the beat signal of a 
two lateral-mode THz QCL to a microwave reference. Under frequency stabilization 
conditions, we are able to study the emission spectrum of a THz QCL in a systematic 
way, which previously was impossible. We use a QCL-device based on the resonant 
phonon design.8 The active region contains 176 GaAs/Al0.15Ga0.85As quantum-well 
modules, with a total thickness of 10 µm. The cavity of the QCL is a double-sided 
metal-semiconductor-metal waveguide, which is 40 µm-wide and 1 mm-long. When 
operated in a CW mode at a cold plate temperature of below 15 K, the emission 
spectrum measured by a Fourier-transform spectrometer (FTS) shows two closely 
spaced lines at 2.742 THz and 2.749 THz, respectively. They correspond to two 
different lateral lasing modes with unequal intensities. Their intensities and frequencies 
depend on the bias current of the QCL and the cold plate temperature. Furthermore, the 
effective indexes of refraction corresponding to the two modes are different and should 
also have a different temperature or current dependence. The maximum lasing output 
power per facet is roughly 1 mW.  
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To obtain the beat signal of the QCL, we use a spiral antenna coupled NbN hot electron 
bolometer (HEB) mixer, which can be operated up to at least 3-4 THz. The HEB is 
similar to those described in Ref. 9 and has a comparable sensitivity.  

coupler

Spectrum analyzer

Source locking 
microwave counter

0.1-12 GHz
IF AmpHEB Mixer

2.7 THz QCL

(two modes)

7,700 GHz

phase 
error signal

coupler

Spectrum analyzer

Source locking 
microwave counter

0.1-12 GHz
IF AmpHEB Mixer

2.7 THz QCL

(two modes)

7,700 GHz

phase 
error signal

FIG.1. Schematic diagram of the experimental setup to phase lock of a two-mode THz QCL. 

Figure 1 shows a schematic diagram of our measurement setup. The output beam of the 
QCL is focused onto the quasi-optically coupled HEB mixer. The IF (beat) output is fed 
into an EIP 575 source-locking microwave counter. The phase error correction signal of 
this counter is fed back into the bias-current circuit of the QCL using a variable resistor. 
We create a phase lock condition by using the PLL with a high loop gain with a 
maximum regulation bandwidth of 10 kHz. Figure 2 shows a typical set of power 
spectra of the beat signal recorded by the spectrum analyzer using a fixed video 
bandwidth (VBW), but different resolution bandwidths (RBW). Apart from the phase 
error correction signal from the EIP 575, both the temperature of the cold plate and the 
DC bias current are fixed. The spectra in figure 2 are actually power spectra of the 
phase difference between QCL beat and reference signal. As indicated in the figure, the 
linewidth seems to be reduced with reducing the RBW of the spectrum analyzer. 
Apparently the linewidth is too small, e.g. smaller than 10 Hz, to be measurable due to 
the limited RBW of 10 Hz. The data demonstrate that for an offset from the center 
frequency less than the PLL regulation bandwidth most of the signal power is located in 
a central peak of (near-) zero bandwidth. This is a clear indication of phase locking.  
The spectra are reproducible and stable for an arbitrary-long time. Experimentally, we 
can show that the QCL behaves as a current controlled oscillator, which is the key to 
enable phase locking. As shown in the inset of figure 2, the beat frequency decreases 
monotonically with increasing bias current for a given cold plate temperature, e.g., from 
7.9 to 7.5 GHz with the rate of roughly 10 MHz/mA. This means that phase locking 
conditions can be realized for all bias points, and moreover that stabilization of the beat 
frequency implies stabilization of the THz frequencies of both laser modes. The second 
part of our studies involves the study of the free running laser line profile and linewidth. 
Starting from phase locking conditions we now reduce the loop gain such that the 
central frequency of the beat signal remains the same but the line shape is no longer 
influenced by the phase locking. Under this frequency-stabilization, we are able to 
measure the power spectrum of the beat signal of the QCL in a systematic way, e.g. as a 
function of the cold plate temperature or the bias current. Figure 3 shows a measured 
beat signal with the minimum linewidth observed in this experiment, fitted with a 
Lorentzian curve. We draw attention to several interesting features. The fit shows the 
spectrum to be predominantly Lorentzian, as expected if the 
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noise is due to spontaneous 
emission. In some other cases, we 
find that a Voigt function gives a 
better fit than the Lorentzian, 
suggesting the coexistence of other 
noise sources, e.g. 1/f noise and 
noise interference pick up. 
The minimum (FWHM) linewidth 
is found to be 12.6 kHz. Knowing 
that this beat signal results from a 
convolution of two similar lines 
and assuming that their profiles are 
virtually Lorentzian, the lower 
limit of the linewidth of an 
individual emission line should be 
6.3 kHz. Note that this is the 
narrowest linewidth ever reported 
in THz QCLs and is actually a few 
orders of magnitude smaller than 
required for astronomical and 
atmospheric observations. The 
linewidth of a THz QCL should be 
limited by quantum noise through 
spontaneous emission and is 
expected to be described by the 
Schawlow-Townes limit . 
 
 

 
  

FIG. 2 The power spectra of the beat signal of two lateral-mode THz QCL that is phase locked to a 
microwave reference around 7.7 GHz recorded with different resolution bandwidths (RBW), but a fixed 
video bandwidth (VBW) in the spectrum analyser. Other lines appeared in (c) are due to the pick-up of 50 
Hz signals. The inset in (a) shows the beat frequency as a function of  bias-current of the QCL at cold 
plate temperature of 7K. 

 (1)  
Here N1,2 are the populations in the upper and lower laser states; ∆νc is the cold cavity  
waveguide and mirror losses (α = αw+ αm ); P is the internal power in the mode relating 
linewidth and equals αvg/2π with the group velocity vg and the total loss α of the to Pout                             
by Pout =(αm / α)P . We assume eq. 1 to be valid for each of the two emission lines. 
Using the following inputs: N2/(N2-N1)=1.3, αw ~10 cm-1 at 2.7 THz, αm =2.2 cm-1, and 
Pout ~1 mW, we derive a Schawlow-Townes linewidth ∆νST = 0.7 KHz, which seems to 
be 10 times smaller than the measured linewidth. In view of large uncertainties in these 
input parameters, the result is not conclusive yet. Nevertheless, this represents a first 
serious attempt to investigate the ultimate linewidth of a THz QCL.  
Eq. 1 suggests that the linewidth should be inversely proportional to the laser power. To 
test this, we have studied the linewidth of the beat signal as a function of cold plate 
temperature. The results are shown in figure 4. 
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FIG. 3 Measured power spectrum of the beat signal 
under frequency stabilization (data points)11. The curve 
is a fit with a Lorentzian profile. 

FIG. 4 Linewidth of the beat signal as a 
function of the cold plate temperature of the 
QCL. The inset shows emission spectra of the 
two-mode QCL taken at several temperatures. 
For clarity an offset in the intensity for each 
spectrum is introduced.  

 

We notice that, despite that the intensity (considered to be equivalent to the power) of 
both emission lines decreases monotonically (see the inset of figure 4), the linewidth 
remains virtually independent of temperature up to 12 K. Clearly the linewidth does not 
follow Eq. 1 and consequently does not approach the quantum-noise limit.  
In summary, we have succeeded in achieving phase stabilization of a 2.7 THz QCL 
through the beat signal of its two lateral-modes, demonstrating the feasibility of phase-
lock of the THz signal itself. Under frequency-stabilization conditions we have been 
able to study the lineshape and linewidth of the free running QCL in a controllable 
manner and found the narrowest linewidth of 6.3 kHz. 
The authors acknowledge M. Hajenius and J.J.A. Baselmans for the use of their HEB 
mixer, and T.M. Klapwijk for his support and stimulating discussion. This work is 
supported partly by Radionet. The work at MIT is supported by AFOSR, NASA and the 
NSF. Sandia is a multi-program laboratory operated by Sandia Corporation, a Lockheed 
Martin Company, for the US Dept. of Energy under Contract DE-AC04-94AL85000. 
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We present an analysis of the external cavity mode (ECM) structure of a vertical-cavity
surface-emitting laser subject to optical feedback. We consider a model in which two
transverse optical modes are excited. Furthermore, we allow weak coupling of the modes
via the feedback term. (In addition to the coupling through the inversion.) We use numer-
ical continuation techniques to find and follow solutions of the governing partial, delay
differential equations. This approach allows us to show how the ECM structure depends
on the key parameters of feedback strength, feedback phase and the amount of coupling
via the feedback term.

Vertical-cavity surface-emitting lasers (VCSELs) can support a number of transverse op-
tical modes. Under external influence, such as pump modulation [1], optical injection
[2] or optical feedback [3], these modes may interact resulting in complex dynamics. In
this study, we investigate a VCSEL model in which the first two, rotationally symmetric,
linearly polarised optical modes (LP01 and LP02) are excited [3]. We include a general
form of optical feedback in which the electric fields of the two modes can couple via the
external-cavity round-trip. This is in contrast to previous studies in which each field re-
ceives feedback only from itself [3]. More specifically, we study the external-cavity mode
(ECM) structure of a VCSEL with a small amount of feedback induced cross-coupling
between the electric fields. The ECMs underpin the more complicated dynamics and, as
such, a detailed analysis of their dependence on parameters is needed to fully understand
a VCSEL subject to optical feedback.

In dimensionless form, our VCSEL model [1] can be described by the following system
of delayed partial differential equations

dEn

dt
= (1+ iα)

[

Z 1

0
ψnN rdr

]

En +κFn(t,τ)eiCp
, n = 1,2, (1)

T
∂N
∂t

= d f

[

1
r

∂
∂r

(

r

(

∂N
∂r

))]

−N + J− ∑
n=1,2

(

(

1+2

[

Z 1

0
ψnN rdr

]

)

ψn|En|
2

)

(2)

describing the evolution of the two complex electric fields E1(t) and E2(t), associated
with the radial profiles ψ1(r) and ψ2(r) of the LP01 and LP02 modes, respectively, and
the evolution of the spatial carrier distribution N(r, t). Dimensionless parameters are the
linewidth enhancement factor α = 3.0, the diffusion coefficient d f = 0.05, the ratio be-
tween the carrier lifetime and the photon decay rate T = 750.0, the pump applied to the
cladding region Jmin = 0.0 and to the core (with radius a = 0.3) region Jmax = 2.0. This
value of pump current was chosen well above threshold so that the system is lasing. The
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Figure 1: ECM-components for η = 0.9 with ECMs for Cp = 0, shown in the (ωs,Ptot)-
plane (a) and the (ωs, N̂)-plane (b).

feedback terms κFn(t,τ)eiCp involve the dimensionless (weak) feedback rate κ = 0.005,
and the dimensionless propagation time τ = 500 between the VCSEL and an external re-
flector; corresponding to a physical distance of approximately 10 cm. Furthermore, Cp

represents the feedback phase, which can be controlled experimentally by varying the
length of the external cavity on the scale of the optical wavelength, so that τ remains
unchanged [6].
In past studies the feedback function in Eq. (1) has been given as Fn(t,τ) = En(t − τ). In
other words, there is no coupling of the two electric fields through optical feedback. In
this study, we consider the following, more general, feedback terms

F1(t,τ) = ηE1(t − τ)+(1−η)E2(t − τ)ei∆
, (3)

F2(t,τ) = (1−η)E1(t − τ)e−i∆
+ηE2(t − τ). (4)

This allows the two fields to couple through the external-cavity round-trip. The amount
of coupling is given by the coupling parameter η. For η = 1, Eqs. (3) and (4) reduce
to the zero-coupling case, that is, both fields receive feedback only from themselves.
Conversely, for η = 0, the electric fields are cross-coupled, that is, the first electric field
receives feedback from the second field, and vice versa. Finally, we note that ∆ describes
the difference between the optical frequencies of the two fields in the absence of feedback.
In this study, we fix ∆ = 0.

In order to employ numerical methods, we first need to discretise (2) in the radial direc-
tion r. To this end, we consider 100 intervals, over the radius of the VCSEL, that is,
r ∈ [0,1]. At r = 0 we use zero Neumann boundary conditions, and at r = 1 we use zero
Dirichlet boundary conditions. This results in a large-scale delay differential equation
(DDE) of size 105, which presents quite a challenge for an analytical investigation. In
fact, even simulated results obtained from direct numerical integration of Eqs. (1) to (4)
are very time-consuming to produce. In this study, we use numerical continuation tech-
niques which allow us to find and follow in parameters branches of steady state solutions,
irrespective of their stability [7, 5]. These techniques are not generally used for systems
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Figure 2: ECM-components for η = 0.9 with ECMs for Cp = 0, shown in the (ωs,P1)-
plane (a1) to (a3), and (ωs,P2)-plane (b1) to (b3).

of this size and, hence, this study also acts as a test-case for the efficiency of such tools in
analysing large-scale DDEs.

The basic steady state solutions of Eqs. (1) to (4) are the so-called external cavity modes
(ECMS). They are given as

(E1(t),E2(t),N(r, t)) = (R1eiωst
,R2eiωst+iΦ

,Ns(r)), (5)

where Rn = |En| (n = 1,2) are the amplitudes of the two fields, ωs is the frequency of
the output light, Φ is a fixed phase difference, and Ns(r) is a fixed level of inversion in
both space and time. Note that the field intensities are given as P1 = R2

1 and P1 = R2
2. We

denote the total field intensity as Ptot = P1 +P2, that is, Ptot = |E1|
2
+ |E2|

2.
Typically, in finding the steady state solutions of lasers with feedback [4], one first finds
an analytical expression for the frequency ωs which is used to obtain the values of am-
plitude, inversion and phase difference. However, due to its spatial nature, this approach
is not possible when solving for the ECMs of Eqs. (1)–(4). Therefore, we turn to the
aforementioned numerical continuation techniques.
As for conventional optical feedback (COF) [6] and filtered optical feedback (FOF) [4],
a continuous change of the feedback phase Cp over 2π traces the path from one ECM of
Eq. (5) to the next. Using the continuation package DDE-BIFTOOL [7] with Cp as a free
parameter, we can trace out closed curves on which the steady-state ECM solutions of
Eqs. (1) to (4) lie. We refer to these closed curves as the ECM-components.
Figure 1 shows the ECM-components of Eqs. (1)–(4) and the ECMs for Cp = 0 (shown
as large dots). The cross-coupling parameter was fixed at η = 0.9. Panel (a) shows the
ECM-components in the (ωs,Ptot)-plane, and panel (b) shows them in the (ωs, N̂)-plane,
where N̂ is the mean value of N(r) over the radial distance r ∈ [0,1]. The laser’s intensity
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and inversion are in direct competition with one another. For example, the lower solutions
in Fig. 1(a) correspond to the upper solutions in Fig. 1(b). Furthermore, for our parameter
choice, the ECMs are shown to lie on four separate ECM-components which, like for the
COF laser, have the shape of an ellipse. (For the COF laser, one always finds a single
ECM-component.)
Figure 2 shows the same ECM-components for η = 0.9 and ECMs for Cp = 0 but now in
terms of the intensity contributions of the individual fields P1 (a1)–(a3) and P2 (b1)–(b3).
Three panels are used due to the position of the ECM-components on the y-axes. We
now find that, while the ECM-components shown in Fig. 1(a) have similar values of total
intensity Ptot, the individual intensities of the two fields E1 and E2 can be quite different.
Specifically, we have three types of solutions. In the first, the field E1 dominates, while E2

hardly contributes to the total intensity; see the ECM-components shown in Figs. 2(a1)
and (b3). These solutions make up the lowermost ellipse shown in Fig. 1(a). Conversely,
we have a solution in which the field E2 dominates, while E1 hardly contributes to the to-
tal intensity. This corresponds to Figs. 2(a3) and (b1), the uppermost ellipse of Fig. 1(a).
Finally, we have solutions in which both fields E1 and E2 contribute to the total inten-
sity. These solutions lie on the ECM-components shown in Figs. 2(a2) and (b2). They
correspond to the two intermediate ellipses of Fig. 1(a).

In summary, it has been shown that, while the total intensities of the ECMs on each
of the ECM-components are very similar, the individual contributions of the two fields
can be quite different. For example, we find solutions in which one of the two fields
hardly contributes to the total intensity. How these ECM-components depend on other
parameters, in particular on a variation of κ and η is presently being investigated and will
be discussed elsewhere.
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25 mW output power Er/Brillouin oscillator and a periodically poled optical fiber with a 
quasi phase matching resonance at ~1.56 µm are the simplest way to realize nanosecond, 
all-fiber laser sources operating at ~778 nm and ~389 nm. 25 W peak power pulse train 
generated at ~778 nm with 120 mW diode pumping is reported. 

Introduction  
Nanosecond pulse laser sources with extended wavelength diversity are of great interest 
for numerous applications. The use of fiber lasers for second harmonic generation allows 
combining efficient wavelength conversion with the possibility to keep all-fiber format. 
Second-order nonlinear optical processes can be implemented in all-fiber configurations 
by using a periodically poled fiber as second-order nonlinear medium with quasi-phase-
matching [1,2] and a fiber laser as pump source.  In the past, second-harmonic generation 
(SHG) was demonstrated in periodically poled fibers using solid-state lasers [1, 3] or 
master-oscillator-power-amplifier (MOPA) configurations as pump sources [4].  In order 
to fully exploit the advantages of all-fiber configurations (low-cost, robustness, 
compactness, flexibility) and to optimize nonlinear wavelength conversion processes in 
the periodically poled silica fiber (PPSF), a fiber laser with appropriate characteristics is 
needed.  The requirements for the fiber laser (to be used as pump source for e.g. SHG) 
are as follows: 1) it must deliver high-peak power pulses in order to obtain high 
conversion efficiency of the pump; and 2) its optical spectrum must be located inside the 
quasi-phase-matching (QPM) resonance band of the PPSF, which is about ~1 nm for a 10 
cm long device. A self-Q-switched erbium fiber laser employing stimulated Brillouin 
scattering (SBS) [5] can potentially meet all these requirements and, moreover, can bring 
simplicity of configuration and possibility of wavelength tuning. Providing a typical 
recovery time for the population inversion in the doped fiber as long as hundreds of 
microseconds (i.e. the repetition rate as low as several kHz) such lasers are able to emit 
nanosecond pulses with record values of the peak/average power contrast ranging up to 
~105 that makes them very efficient for nonlinear conversion in fibers [6]. 
Here we present a low-cost solution for all-fiber frequency-doubled laser sources by 
combining two ingredients: 1) a self-Q-switched erbium/SBS fiber laser that generates 
~5 ns pulses with a bandwidth of ~0.25 nm and a peak/average power contrast up to 
~1 kW/25 mW; and 2) a periodically poled fiber with QPM resonance around ~1556 nm. 
We demonstrate that, in spite of the low average power (~250 µW) associated with the 
random nature of erbium/SBS laser pulsation [5], the peak power of second-harmonic 
pulses at ~778 nm lies within the ten-watts-scale and is high enough to generate the 
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fourth harmonic at ~389 nm in a cascade process.  In practice, simple bending of fiber 
allowed us to completely suppress the residual pump and to select the second and fourth 
harmonic signals.  The advantage of the proposed solution relies in the specific suitability 
of the nanosecond pulses generated through the multi-cascade SBS process for nonlinear 
interaction.  Since the optical spectrum of the pulses contains several SBS components 
(the SBS shift is ~11 GHz) locking between them could considerably enhance values of 
peak power available for SHG.  
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Fig.1. Configuration of the all-fiber frequency-doubled laser source(a).  

Typical oscilloscope traces (b) and an optical spectrum (c) recorded with the laser. 

Experimental setup 
The scheme of the frequency doubled Er/Brillouin laser is shown in Fig.1(a). The all-
fiber format of the configuration is maintained by direct splicing of standard low-cost 
telecom components. The configuration is pumped by a 120-mW laser diode at 
~1480 nm. The Er/Brillouin oscillator [5] generates a pulse train with a repetition rate of 
~4 kHz (Fig.1(b)). Most of the laser intensity is emitted through few SBS components 
localized near the Stokes side of the FBG reflection spectrum within ~0.25 nm (see 
Fig.2(a)). A ~40-GHz-bandwidth FBG used in the cavity sets the fundamental laser 
frequency precisely at ~1556.25 nm, which is close to the QPM resonance peak of the 
periodically poled fiber. The ~10-cm long PPSF was fabricated from a twin-hole fiber by 
point-to-point UV-erasure of the second-order nonlinearity induced by uniform thermal 
poling (T=250 oC, ~30 minutes with ~4 kV applied). The fiber geometry, the poling and 
erasure parameters were described in ref. [2]. The fiber laser is fusion spliced to the PPSF 
and the laser polarization is optimized in order to get the maximum SH power. The splice 
between the twin-hole fiber and the SMF28 is not optimized and estimated to be around 
~3 dB, thus reducing the input fundamental average/peak power in the poled fiber to 

Frequency Doubled Er/Brillouin All-Fiber Laser

134



about ~12 mW / 500 W. Gigantic pulses initiated through multi-cascade SBS induce 
second-harmonic generation in the periodically poled fiber around the QPM resonance.  
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Fig.2. Typical optical spectra of the fundamental (a) and SH (b) radiation.  
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Fig.3. Typical oscilloscope traces of the fundamental (black) and SH (grey) pulses (a).  

Conversion efficiency (black) and SH pulse peak power (grey) as dependences on the fundamental 
pulse peak power (b). The dependencies (b) are calculated from the oscilloscope traces (a).   

 
Results and discussion 
 
A typical optical spectrum of the output radiation covering almost the full range of the 
optical spectrum analyzer is shown in Fig. 1(c). One can see that not only the second 
harmonic is generated but also the fourth harmonic.  Whereas the former originates from 
QPM of the fundamental radiation, the latter is likely to be due to SHG of the former 
through modal phase matching. Fine structures of the spectral lines at 1556 nm and 778 
nm are shown in Fig. 2. Both structures exhibit clear signatures of the stimulated 
Brillouin scattering that is the origin of the laser operation. Whereas the Brillouin laser 
generates two spectral peaks with the spacing of ~11 GHz (that is the Brillouin shift) the 
SHG results in two peaks with the spacing of ~5.5 GHz (that is half of the Brillouin 
shift). All presented spectra were recorded with an optical spectrum analyzer Ando AQ-
6317B operating in a pulse low-pass-filter (LPF) mode (the filter time constant is ~2 ms). 
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Typical pulse trains generated at ~778 and ~1556 nm are shown in Fig. 1 (b). Since the 
first train is a result of the frequency doubling of the second train, it exhibits slightly 
larger fluctuations of the pulse amplitude. Insight into the dynamics of the SHG process 
was obtained by attenuating the radiation emitted by the source and by detecting it using 
two fast photodiodes. The laser pulses were registered simultaneously from the main 
output (SH pulses) and from the ~1% tap (pump pulses). The bandwidths of registration 
channels are ~1 GHz. Typical oscilloscope traces of pump and SH pulses are shown in 
Fig. 3(a). One can see that the SH pulse is narrower than the pump pulse. Besides, the 
Fig. 3(b) shows that for the reported operation the SH power is precisely proportional to 
the square of the pump power 2

2P Pω ωκ=  (see, Fig. 3(b)), as it usually takes place with 
SH generation. The maximal SH average power was ~250 µW corresponding to ~25 W 
SH peak power, and resulting in a peak conversion efficiency of Pωη κ= ~10% inside the 
PPSF. Further increase of the conversion efficiency exceeding ~50% could be ensured by 
using longer PPSF and optimization of the splice loss. 

Conclusion and acknowledgements 
The proposed configuration offers simple solution for all-fiber frequency-doubled laser 
sources. The solution opens the potential to produce nanosecond pulses through the 
complete visible spectrum employing as a pump the rare-earth doped fiber lasers 
commonly operating in the infrared. Owing to the low chromatic dispersion, the 
periodically poled silica fiber used in our configuration had a QPM bandwidth of about 
~1 nm for a ~10 cm long device (10 times larger than in typical nonlinear crystals such as 
LiNbO3). The Brillouin lasers delivering ns pulses with the linewidth less than ~0.25 nm 
will be suitable for frequency doubling up to ~50 cm interaction lengths. Therefore, an 
increase of the conversion efficiency above 50% may be achieved by utilizing the total 
available power budget for the fiber laser in conjugation with the use of long PPSF. 
Additional advantages of such sources are compactness, robustness, low cost and their 
all-fiber integrated format. 
The research was supported by Interuniversity Attraction Pole program (IAP V 18) of the 
Belgian Science Policy and also funded by FRFC 2.4622.04. 
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In this paper we report on the fabrication and characterization of InAs/InP (100) 

quantum dot Fabry-Pérot and ring lasers, lasing in the 1.55 µm wavelength range and 

employing narrow deeply etched ridge waveguides (1.65 µm width). Sidewall 

recombination effects at the deeply etched waveguides appear not to affect the 

performance of the lasers. Narrow deeply etched ridge waveguides can be mono-mode 

and allow for a small bending radius to realize compact integrated devices. As a 

demonstration we present results on a compact ring laser.  

Introduction 

Quantum dot (QD) lasers and amplifiers are of great interest for optical 

telecommunication. QD lasers have a very low transparency current density per dot 

layer, a wide gain bandwidth and can have a much lower threshold current density [1] 

compared to bulk or quantum well lasers. For the use of QD lasers and amplifiers in 

optical integrated circuits for telecommunication, there are two important aspects. The 

first is the operation in the C and L band; the second is the option to have deeply etched 

mono-mode ridge QD waveguide amplifiers which allow for significantly more compact 

devices. QD material has the advantage over other active materials with respect to the 

spreading and sidewall recombination [2] of injected carriers. It has been reported in [3] 

that PL intensities of 1.2 µm InAs QDs deeply etched mesas depend weakly on the mesa 

size down to 200 nm. Deeply etched InAs/GaAs QD lasers have been reported with 

waveguide mesa widths down to 1 µm in the 1.3 µm wavelength range [4]. A ring laser 

at 1.3 µm has also been reported [5], with a 10.28 mm long ring shallowly etched. In 

this paper we present first results on InAs/InP (100) QD lasers, lasing in the 1.55 µm 

wavelength range, with mono-mode deeply etched waveguides (1.65 µm width). The 

presented lasers are Fabry-Pérot (FP) and ring cavity types. All our high contrast deeply 

etched QD lasers have the same threshold current density as shallowly etched ones and 

do not deteriorate over many hours of operation. It appeared that due to the low 

absorption of the QDs, the output waveguides of the ring lasers do not need to be 

contacted and injected with current for operation with reasonable output power. This 

shows that for specific applications QD active materials offer the possibility to integrate 

active and passive devices on a single chip in a uniform layer stack.  

Fabrication process 

The QD laser structure was grown on n-type InP (100) substrates by metal organic 

vapor-phase epitaxy (MOVPE). In the active region, five-fold stacked InAs QD layers 

separated by 40 nm thick InGaAsP (Q = 1.25 µm; Q1.25) were placed in the center of a 
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500 nm thick lattice-matched Q1.25 waveguide core. The choice of the Q1.25 

waveguide core is the result of an optimization made with regards to the application of 

this material in active/passive photonic integration using selective area regrowth [6]. It 

is a compromise between the maximum confinement energy of the QDs for temperature 

stability of active devices, a large electro-optic effect for phase modulators in passive 

areas, and maintaining a large refractive index contrast for strong vertical optical mode 

confinement. The nominal InAs amount for QD formation was 3.5 monolayers (MLs). 

One ML GaAs interlayer was inserted underneath each QD layer to suppress unwanted 

As/P exchange reactions during QD growth to tune the QD emission wavelength into 

the 1.55 µm region [7]. Bottom and top claddings of the laser structure are 500 nm 

n-InP buffer and 1.5 µm p-InP completed by a compositionally graded 75 nm 

p-InGaAsP contact layer. The device performance of shallowly etched narrow ridge 

waveguide QD lasers processed from the same material is reported in [8]. The 

waveguides have been processed using Reactive Ion Etching (RIE). For electrical 

isolation between contacted waveguides, the contact layer and part of the top cladding 

were removed. Before contacting, the waveguides have been planarized by polyimide. 

Fabry-Pérot laser results 

The cavity length of the 1.65 µm wide deeply etched FP QD laser is 2.0 mm, defined by 

cleaving. The cleaved facets are un-coated. Comparison with the shallowly etched QD 

lasers shows that lasing occurs on the QD ground states [8]. The threshold current 

density in continuous wave (CW) operation is 3.3 kA/cm² at 15°C, which is the average 

value for eight different lasers. Most remarkable, the threshold current density is the 

same as that of the 2 µm wide shallowly etched ridge QD lasers which are on the same 

chip. This demonstrates that the performance of the deeply etched lasers does not suffer 

from surface recombination at the etched sidewalls due to the three-dimensional 

confinement of injected carriers in the QDs [2]. The QD lasers did not degrade with 

time as compared with bulk lasers fabricated in the same way, where lasing stops after 

one hour when pumped at twice the initial threshold current.  

 
 

 
 

The optical output power of the FP QD laser from one facet as a function of the current 

density for different temperatures in CW operation is plotted in figure 1. The light was 

collected using an objective lens (NA = 0.65). Output powers up to a few milliwatts are 

obtained. From the PI curves a value of the characteristic temperature T0 of 20 K at 

room temperature is determined, the same value as that for shallowly etched lasers. This 

Figure 1: Output power at one facet of the deeply 

etched FP QD laser as a function of current density for 

different temperatures. The light was collected using an 

objective lens (NA = 0.65).  

Figure. 2. Lasing spectrum of the deeply 

etched FP QD laser for I = 300 mA and T = 

12°C, (resolution 0.1 nm). 
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Figure 3: Top view of two QD ring lasers with two 

separate electrical contacts, 1) for the ring and the 

directional couplers and 2) for the output 

waveguides. 

relatively low T0, for CW operation, is dominated by thermionic emission of carriers 

from the QDs to the Q1.25 barriers. Figure 2 shows a typical lasing spectrum. The wide 

lasing spectrum is due to the 80 nm gain bandwidth [8] and the inhomogeneous 

character of the QD gain medium. For the eight lasers measured, the central wavelength 

varies from 1565 nm to 1595 nm. 

Ring laser results 

A photograph of two realized compact QD 

ring lasers is presented in figure 3. The 

deeply etched waveguides are visible as 

dark lines. The rings are 2.0 mm long. The 

bends have a radius of curvature which 

decreases adiabatically down to 100 µm in 

order to avoid offsets between straight and 

curved waveguides which can give rise to 

reflections. The directional coupler is 

double-etched with the gap shallowly 

etched and the outer ridges deeply etched 

to increase the fabrication tolerances [9]. The coupler is 200 µm long and the gaps vary 

from 0.9 to 1.2 µm in width resulting in output coupling efficiency between 25 and 

50 %. The reflectivity of the cleaved facets of the output waveguides is reduced by the 

7° angle and anti-reflection coating. The lasers have two separate electrical contacts, one 

for the rings and the directional couplers and another one for the two output waveguides. 

  
Figure. 4: a) Total optical output power as a function of IRing for different IWG. b) Short and long output 

waveguides power as a function of IRing for IWG = 5mA. The output powers are corrected for coupling and 

optical isolator losses. T = 12°C. The directional coupler gap is 1.2 µm. 

In figure 4 a), the total optical output power from the long and short output waveguides 

of the QD ring laser with a directional coupler gap of 1.2 µm is plotted as a function of 

ring current (IRing), for different current values in the output waveguides (IWG). 

Operation is in CW mode at 12°C. The output powers are corrected for lensed fiber 

coupling and optical isolator losses. The total current for transparency of the QD gain 

material in the output waveguide is estimated at 3 mA [8]. The low absorption of the 

QDs allows for use of the ring laser without pumping the output waveguides. In 

unpumped FP lasers, an optical loss of 10 dB/cm ± 1dB around 1555 nm has been 

measured by injecting 1 mW from an EDFA broadband source. The presented light 

versus current (LI) curves are not linear above 10 mA pump current in the output 

waveguides due to the spontaneous emission generated there injected into the ring. In 

figure 4 b) output powers are plotted from the two outputs separately as a function of 

IRing for IWG = 5 mA. The laser is operating bi-directional; however, above 150 mA some 
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power is transferred between the clockwise and counter clockwise modes. The lasing 

spectra of the ring laser are similar to those of the FP lasers, but with a 40 GHz FSR. 

Conclusion 

We have presented the results on InAs/InP QD Fabry Pérot and ring lasers using narrow 

deeply etched waveguides (1.65 µm width) and lasing in the 1.55 µm wavelength range. 

We have observed that the performance of such lasers does not suffer noticeably from 

surface recombination of injected carriers. The deeply etched lasers have the same 

threshold current densities as shallowly etched ones and do not deteriorate with time. 

These observations show that more compact integrated photonic devices can be realized 

through the use of deeply etched bends with a small radius of curvature. This was 

demonstrated by the realization of small ring lasers. The measurements performed with 

unpumped output waveguides of the ring lasers, due to the low absorption and 

transparency current densities, reveal that QD gain materials offer further increased 

flexibility for photonic integration for specific applications. Short sections of unpumped 

waveguides are easily bleached with limited power loss. One can consider to integrate 

lasers, photodetectors and passive waveguides for interconnection, using the same layer 

stack and thus avoiding sophisticated active-passive integration technology. 
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Complete rate equation modelling for the
dynamics of multi-mode semiconductor lasers.
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COBRA Research Institute Den Dolech 2, 5612AZ Eindhoven, The Netherlands

We propose a rate equations model for the description of a multilongitudinal mode semi-
conductor laser. We show how usually disregarded effects such as parametric interaction,
carrier-diffusion and interference between the fields of thedifferent longitudinal modes
play an important role in the final operating characteristics of the laser. Parametric inter-
action induces a non-trivial distribution of spectral poweramong different cavity modes.
Interference results in nonlinear gain terms in the equations, which favour longer wave-
lengths versus shorter ones. Carrier-diffusion is regulating the magnitude of such effects.
In the limit of very strong diffusion, previous rate equations models are recovered.

Introduction

Nonlinear dynamics in semiconductor lasers is nowadays a hot topic in laser research
From an experimental point of view, a broad variety of dynamical regimes have been
reported, for instance bystablility and mode hopping, sequential mode switching, and
transitions to chaos [1]. Compared to other classes of laser,semiconductor devices have
a particular tendency to display multimode dynamics. A recent experiment showed a
resonant external cavity semiconductor laser operating inchaotic regime with more than
100 active external cavity modes [2].
From the theoretical point of view, one aims to develop a model that reliably describes
the features of the dynamics even in the most complicated regimes such as chaos. Rate
equations models are very suitable for this task, as they deal with a limited number of dy-
namical variables that evolve according to a set of ordinarydifferential equations (ODE).
However, developping a reliable rate equations model for devices operating in multimode
regime is a challenging task. In the models available in literature, the mode coupling
is described as a simple depletion of a common gain, whereas phase effects induced by
the interference between field components in different modes are usually neglected. This
rules out important effects related to the parametric interaction. Moreover, other mecha-
nisms of mode coupling induced by spatial hole burning or diffusive processes are often
disregarded.
In this paper we propose a set of rate equations for the description of multimode dynamics
of semiconductor lasers, which takes into account in a consistent way the phase effects
induced by the interference of the electrical fields in different modes, the diffusion of
carriers and the spatial hole burning. We predict parametric interaction and symmetry
breaking between long and short wavelengths.

Model

For sake of concreteness, we discuss here the model in the case of a single-transverse
and multi-longitudinal mode Fabry-Pérot semiconductor laser. It will be clear from the
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derivation that the principles presented here are more general and work for a generic class
B laser.
For a class B laser, the electric field inside the cavity evolves according to the following
differential equation:

∂
∂t

E(z, t) = ∑
j

1
2

(

−Γ j +2iω j +G j (z, t)
)

E j(t)ψ j(z)e
iω j t

, (1)

whereψi(z) are the spatial profiles of the cold cavity modes,Ei(t) are the modal ampli-
tudes of the electric field,Gi(z, t) is the modal gain,Γi the modal losses andωi are the
eigenfrequencies of the cavity modes.
The gain profileGi(z, t) depends on the properties of the semiconductor material andcan
have a complicate dependence on the carrier inversionN(z, t). In what follow we will
consider a device operating not too far from its threshold for which a linear dependence
on the inversion applies:Gi(z, t) = gi + ξi (1+ iαi)N(z, t), wheregi is the gain of the
modei when the laser is at threshold,ξi is the differential gain andαi is the linewidth
enhancement factor [3].N(z, t) is the inversion level relative to the laser threshold.
Assuming the eigenfunctionsψi(z) to be orthonormal, a set of ODEs for the dynamics of
En can be obtained by projection of Eq. (1) on the cavity modes:

dEn

dt
= −
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where the frequenciesωi j = ωi −ω j indicate the detunings between different modes.
The integral in Eq. (2) regulates the coupling between different modes; one sees that
the coupling intensity is regulated by the overlap of the interference termψ∗

nψ j with the
carrier profileN(z, t).
In order to express the dynamics of the modal amplitudesEi, the evolution of the carrier
densityN(z, t) must be known. The carrier dynamics is assumed to be described by:

∂
∂t

N(z, t) = J(z, t)−
N(z, t)

T
+D

∂2

∂z2N(z, t)

−
1
2

[
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g j +ξ j
(

1+ iα j
)

N
)

ψ∗
n(z)ψ j(z)e

iω jnt)E∗
n(t)E j(t)+c.c.

]

(3)

HereJ(z, t) describes the pumping of carriers in the laser junction; thesecond term on
the right hand side describes phenomenologically the spontaneous decay of the inversion,
with T being a phenomenological carrier lifetime which summarises a range of different
decay processes such as spontaneous radiative decay (decaywith emission of radiation),
non-radiative decay (for example after interaction with phonons) and Auger recombina-
tion (collision of different electrons leading to a loss of energy available for stimulated
emission). The third term accounts for the spatial diffusion of the carriers in the active
layer, withD the diffusion coefficient. The last terms describe the loss of inversion due
to the stimulated emission of photons in the laser. To achieve energy balance, this term
must equal the number of stimulated emission photons in (2).Note that, when more field
components are present in the cavity, their interference terms contribute to the formation
of oscillating gratings in the spatial inversion profile. Onthe other hand, the presence of
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diffusion tends to wash away such gratings, driving the carrier distribution towards a flat
profile. The actual spatial profile of the inversion results from the competition of these two
effects. In general, one has to expect that the diffusion will be very efficient in washing
away spatial profiles containing many ripples and less efficient for smoother profiles.
We choose to expand the carrier distribution on an orthonormal set of base functionsφn:
N(z, t) = ∑ j Nj(t)φ j(z). The diffusive kernel in Eq. (3) introduces a diffusion-induced
decay of the different componentsNj ; in particular,Nj decays fast if the corresponding
profile φ j contains many ripples; on the other hand, whenφ j is relatively flat, the cor-
respondingNj decays more slowly. Thus, during the operation of the device, the actual
inversion profile will be sufficiently smooth to be reliably described with a finite number
of componentsNj . From the dynamical point of view, we can state that only a limited
number ofNj can actively participate in the laser dynamics.
Performing the projection of Eq. (3) on the base functionsφn, one obtains the following
set of coupled ODEs:

dNn

dt
= Jn−

Nn

T
+

Z

dzD
∂2N
∂z2 φn−

1
2∑

jk

g j f jkneiωk jtE∗
j Ek−
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Where the phase matching coefficientsfi jk and fi jkh have been defined asfi jk = L
R

ψ∗
i ψ jφkdz,

fi jkh = L
R

ψ∗
i ψ jφ∗kφhdz. With these definitions, the final set of equations for the modal

fields amplitudes is:

d
dt

En = −
1
2

(Γn−gn)En +
1
2∑
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fn jkξ j
(

1+ iα j
)

NkE je
iω jnt

, (5)

which, in combination with Eq. (4) is the complete set of multimode laser rate equations.

Numerical investigation of the model

Consider the case of a two-mode system. We assume the diffusion to be fast enough to
wash away all components of the carrier density except the two first. The component
N0 describes a common gain available for both modes; the component N1 regulates the
parametric coupling between the modes.
Let the modal parameters be the same for both modes; the equations for the two modes
are then completely symmetric and can be distinguished onlyby their optical frequency.
It can be verified from Eqs. (4) and (5) that the following single mode operation scenarios
are possible:|E1,2|

2 = J0
Γ , |E2,1|

2 = 0, N0 = 0 andN1 = 0.
As expected by the symmetry in the device equations, both solutions correspond to the
same lasing intensity; however, the stability for these twosolutions is different: the solu-
tion corresponding to operation in the longer wavelength mode is robust versus fluctua-
tions in the other mode, whereas, the operation in the shorter one is unstable: a fluctuation
in the mode with longer wavelength will grow until the short wavelength operation will
be completely suppressed. We illustrate this effect in Fig.1 (left), where we show a 80ns
time series obtained by direct integration of (4,5) by predictor-corrector algorithm. The
system switches spontaneously from operation at short wavelength to operation at long
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Figure 1: (Left) Switch of lasing mode due to modal interaction: the frequency detuning
between the two modes is chosen to be 80GHz. The diffusion time for the grating is
T1 = 100ps. Mode 1 correspond to the shortest wavelength. The switching timeτs is
indicated by the double arrow. (Right) Mode resolved spectraand total optical spectrum.

wavelength. In Fig. (1) (right) we show the optical spectrumof the laser when two modes
are contemporary lasing in the cavity. As expected, two peaks are present in the total spec-
trum, however, despite the gain being the same for both modes, the spectral amplitudes
are different and the laser favours the longer wavelength over the shorter one. This result
is consistent with the experimental work of Bogatov et al. [4]. When the spectral contents
of the cavity modes are considered, it appears that both eigenfrequencies are present in
the dynamics of each of the modal profiles, in accordance withEq. (5).

Conclusions

We presented a set of rate equations for the description of a generic class B laser oper-
ating in multimode regime. The intrafield interactions and the field-inversion interaction
take into account the interference terms between differentmodes. We predict a different
stability for different wavelengths, an asymmetric optical spectrum where the longer fre-
quencies are enhanced compared to the short ones, and a non-trivial distribution of optical
power among the different frequencies. The diffusion coefficient regulates the magnitude
of these effects.
Previous rate equations models can be obtained from Eq. (4,5) by taking the limit of very
strong diffusion. In this case, only the inversion component N0 survives in Eq. (4) and the
effects of parametric interaction, spatial hole burning and diffusion disappear.
The authors acknowledge financial support by the Dutch Science Foundation (NWO)
through the Dutch Technology Foundation (STW) within the STW-TWICE program and
the NRC-Photonics program of the Dutch Ministry of Economic Affairs.
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In this paper we report the ultrafast all-optical wavelength conversion in Silicon-on-
Insulator (SOI) waveguides. We used a pump-probe setup with 300 femtosecond pulses 
to demonstrate large temporal phase-shifts, caused by the Kerr effect and free carrier 
generation. Large wavelength shifts of a 1683nm probe signal have been observed. The 
wavelength conversion, ranging from 10nm redshifts to 15nm blueshifts, depending on 
the time delay between the pump and probe pulses, is caused by the pump induced 
Cross Phase Modulation. Furthermore, an all-optical switching scheme using SOI 
microring resonators is discussed. These results enable ultrafast all-optical switching 
using SOI microring resonators. 

Introduction 
Silicon integrated photonics has received a lot of attention in the last couple of years, 
because of its compatibility with CMOS electronics [1]. In recent years, many new 
types of nonlinear active silicon-based photonic devices have been developed. 
Substantial progress has been achieved in the field of Raman amplification, in both 
continuous-wave [2] and pulsed pump-probe [3,4] experiments. Other nonlinear effects 
like two-photon absorption (TPA) [5], self-phase modulation (SPM) [6-8], cross-phase 
modulation (XPM) and continuum generation [9], four-wave mixing (FWM) [10] and 
the Kerr coefficient [11] have been successfully demonstrated and thoroughly 
investigated. 
In this paper, we present experimental results of femtosecond pump-probe experiments 
in Silicon-on-Insulator (SOI) waveguides by means of XPM. Large Kerr-induced 
wavelength shifts of the probe signal have been observed, whereas the free carrier 
contribution did not substantially contribute. Since the ultra-fast Kerr effect is the 
dominating mechanism, this method of wavelength conversion is suitable for ultra-fast 
all-optical switching. 

Theory 
The refractive index of SOI waveguides is changed mainly by two nonlinear effects 
when strong pump pulses with a FWHM pulse duration of 300fs propagate through the 
silicon wire. The first one is the instantaneous Kerr effect, inducing a refractive index 
increase of ∆nKerr = n2·I [11]. Secondly, free carriers (FCs) are generated by TPA 
causing a refractive index decrease that can be empirically described by                    
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∆nFC =-(8.8·10-22N+8.5·10-18N0.8) [12], with N the free carrier density. In Figure 1 the 
contribution to the total induced refractive index change of both the Kerr nonlinearity 
and the free carrier dispersion is shown for a Gaussian pulse with a maximum intensity 
of Imax~150TW/m2. It can be seen that the Kerr contribution is dominant, while the 
effect of the free carrier accumulation is limited because the pulses are short. 

 
 

Figure 1: Modelled Kerr and free carrier induced refractive index change for 300fs pulses with an 
average power of 500µW in 300×450nm SOI waveguides. 

 
The temporal shape of the pump pulse is influenced by several mechanisms like TPA, 
Free Carrier Absorption and the dispersion [13]. Since both the Kerr and free carrier 
induced refractive index changes are intensity dependent, they both change with the 
envelope of the pump pulse, resulting in a temporal phase shift ∆φ(t)=2πLint∆n(t)/λ. 
Here, Lint is the interaction length of pump and probe pulses. Consequently, this 
temporal phase shift causes a frequency shift ∆ω(t)=d∆φ(t)/dt, which is the basis for 
SPM and XPM. In this paper we will only focus on the XPM induced frequency shift 
causing a wavelength shift of the probe pulses, which is defined as [13]: 
 

dt
ztn

c
Ls ),(1 int

0

∆
⋅−

=
λ

λ  
(1)

Experimental results 
Both the pump (1554nm) and probe (1683nm) pulses with a FWHM pulse duration of 
300fs are delivered by an optical parametric oscillator (OPO) with a repetition rate of 
80MHz. The time delay between pump and probe pulses is controlled with a free-space 
optical delay line with 6.6 femtosecond accuracy. Both beams are combined using a 
beam splitter and coupled into a 10cm piece of polarization maintaining fiber (PMF) 
using a microscope objective. The output of the PMF (30mW average power for the 
pump and 3mW for the probe) is used to facilitate the simultaneous coupling of the TM 
polarized pulses into our SOI waveguides having a 450nm×300nm (w×h) cross section 
(by design) and a length L of 7mm. No spectral broadening due to the fiber 
nonlinearities has been observed at the output of the fiber, prior to entering the SOI 
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waveguide. After propagation through the SOI waveguide the transmitted pulses are 
coupled out using a single mode fiber, which is attached to an optical spectrum 
analyzer. By this means, both intensity and spectral characteristics of the transmitted 
pump and probe pulses can be detected simultaneously.  
In Figure 2 the experimentally observed center wavelength of the probe pulses are 
plotted as function of delay time. Here a negative delay time means that the probe 
pulses are running ahead of the pump pulses, i.e. are overlapping with the leading edge 
of the pump pulse. The discrepancy between the experimental results and the 
simulations is caused by the fact that dispersion effects are not included in the model 
[13]. We observed a 10nm redshift at negative delay times, indicating that the 
nonlinearities are dominated by the Kerr effect in case of femtosecond pulses. This is in 
contrast to the blueshift that is normally observed in pump-probe experiments with 
longer ps pulses [4], where the free carrier dispersion effect is dominant due to the fact 
that ps pulses are long enough to build up a sufficient amount of free carriers.  

 
 

Figure 2: Center wavelength vs. delay time. 
 
Ultrafast all-optical switching can be achieved in case that the frequency shifted probe 
pulse is redirected by a wavelength selective device. In our case we propose a SOI 
waveguide combined with a SOI microring resonator filter. The wavelength conversion 
of 10nm taking place in the active port waveguide is in the order of the free spectral 
range (FSR) of a passive ring resonator with a radius of 10µm. This means that the 
probe signal can be tuned over the full FSR of the ring by adjusting the time delay. Low 
Q resonators having short loading and unloading times can be used as passive space 
switches, because of the large XPM induced wavelength shift. Since the wavelength 
conversion is determined by the time derivative of the Kerr induced refractive index 
change, the switching time of such a switch is related to the width of the pump pulse 
[4], which is in the order of 300fs. This is in contrast to the all-optical switching 
mechanisms that rely on the FC dispersion, where the switching speed is limited by the 
FC lifetime in the order of ns. 
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Conclusions 
We have shown that both 10nm blue and red shifts in SOI waveguides using a pump-
probe setup with 300fs pulses are feasible. The XPM is dominated by the Kerr effect, 
since the pulses in the femtosecond regime are too short to accumulate a sufficient 
amount of free carriers to have considerable free carrier dispersion. This means that the 
temporal refractive index changes are mainly caused by the instantaneous Kerr effect 
and thus both the wavelength up and down-conversion takes place in a sub-picosecond 
timeframe. The ultrafast wavelength conversion can be exploited for all-optical 
switching when combined with microring resonator filters. 
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Electronic equalization can allow for significant mitigation of impairments induced by 
modal dispersion in the step-index Polymer Optical Fiber. In this work we show the 
performance of digital T-spaced equalizer technologies like Feed Forward Equalization 
(FFE) and Maximum Likelihood Sequence Estimation (MLSE) with data rates from 
100 Mbit/s to 500 Mbit/s. The simulations are based on a channel model, which 
combines all three major fiber effects of modal attenuation, modal dispersion and mode 
coupling.  

1. Introduction 
The standard 1 mm PMMA Polymer Optical Fiber (SI-POF) is a highly attractive 
candidate for wired communication links in application scenarios such as industrial 
automation, automotive and in-building networking. Its unique advantage is the easiness 
of handling, allowing large alignment and dimensional tolerances for components and 
connectors together with the possibility of field installation by non-professionals. 
Probably the most critical disadvantage of the 1 mm SI-POF is the limitation of its 
bandwidth-length product to approximately 35 MHz×100 m mainly due to modal 
dispersion. In this paper, we present first investigations on electronic equalization to 
overcome this limitation. Simulations are carried out with a new simulation model [1] 
which includes the three major fiber effects in Polymer Optical Fibers: the mode-
dependant attenuation, the modal dispersion and the mode coupling process.  
 

2. System Simulation Model 
Figure 1 shows the system simulation model. In the Bit Source, a pseudorandom bit 
sequence is generated. A Light Emitted Diode (LED) is used as the transmitter (TX), 
which is modeled as a simple low pass filter with bandwidth BTX.  
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Figure 1 : Block diagram system model 

 
As launch condition into the fiber, uniform mode distribution (UMD) is assumed, which 
approximates an LED quite well. The POF channel h(t) corresponds to a new simulation 
model [1], which is presented in the next chapter in details. At the receiver (RX), the 
optical signal power is converted to an electrical current by means of a simple 
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multiplication with the responsitivity S. After that, thermal noise resulting from the 
PIN-diode and the amplifier is added as additive white Gaussian noise (AWGN) to the 
system. The distorted signal is then passed through a low pass filter with bandwidth BRX 
to reduce the impact of noise. Finally, this signal is fed into the equalizer or directly into 
the decision device.  
 
3. Simulation model for the impulse response 
Here the principle of the simulation model is shown, for more details see [1]. The 
starting point is the time-dependant power flow equation (1) depicted by Gloge [2]:  
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where ),,( tzPP θ=  is the power distribution in angle θ  with respect to the fiber axis, 
in z along the fiber and the time t. )(θα  is the mode-dependant attenuation [3-5], given 
in Eq. 2. )(θτ  is the delay (modal dispersion) for modes excited at angle θ  (Eq. 3). D 
is the diffusion constant for mode coupling, which is modeled as a diffusion process.  
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coreα , cladα  and cladcore nn ,  are respectively the attenuation coefficients and the refractive 
indices of the core and the cladding. a is the core radius and T is the transmission factor 
of the core-cladding interface. λ  is the mean wavelength and 0c  is the speed of light in 
vacuum. So equation (1) relates all three major fiber effects: the mode-dependant 
attenuation, the modal dispersion and the mode coupling. 
To solve equation (1), it is transformed into the frequency domain, resulting in  
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The solution of equation (4) is approximated by solving the two part L~  and N~  
separately. So the solution of this equation for a small fiber step size zΔ  is  
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⎧ΔΔ
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⎨
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At the end of the fiber, the impulse response is calculated by integrating the power 
distribution in the time-domain over the angle θ : 

∫=
=

θθ dtzPth
zz

),,()( 0
0

                                              (6) 
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4. Equalizer schemes 
In this work, we consider two types of equalizers: a Feed Forward Equalizer (FFE) and 
a full-state Maximum Likelihood Sequence Estimation (MLSE). The filter coefficients 
of the FFE are calculated by solving the Wiener-Hopf-Equation [6]. For all data rates a 
15 T-spaced FFE is applied. As reference, the MLSE implemented in MATLAB® is 
used. 

5. Simulation results 
 
Impulse Response 
In Figure 2, the simulated impulse responses for different lengths of standard 1mm 
Step-Index Polymer Optical Fiber (SI-POF) are shown. The resulting fiber parameters 
including bandwidth and overall attenuation are given in Table 1. 

 
 
 
 
Length 

(m) 
BW3dB 
(MHz) 

Att 
(dB) 

10 200 2,1 
30 89,9 5,1 
50 65,7 8,1 

100 43,1 15,5 
 
      Table 1: Fiber Parameters 
 
 
 
 
 

     Figure 2: Normalised Impulse Responses 
 
So the impulse response used in the simulations has a bandwidth-length product of 
43 MHz×100 m and an overall attenuation of 15.5 dB at a fiber length of 100 m. 
 
System Simulations 
For evaluating the performance of the different equalizers, we did Monte-Carlo 
simulations for bitrates R of 100 MBit/s, 250 MBit/s and 500 MBit/s. The launch power 
is 0 dBm and the transmitter bandwidth BTX = R is equal to the bitrate. The receiver has 
a responsitivity of S = 0.4 A/W and a bandwidth of BRX = R/0.707. Only thermal noise 
is added as white gaussian noise with a noise figure of FN = 4. The number of 
transmitted bits is 4×106. 
In Figures 3a,b and d, the BER values versus fiber length are shown for the three 
different data rates. The equalization gain given in reached fiber length is measured at a 
BER of 10-5. The results are shown in Figure 3c.  
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Figure 3: BER versus fiber length 

 

6. Conclusions 
The simulation results show the performance bounds of electronic equalization 
techniques for SI-POF. The MLSE shows the best achievable performance, at the cost 
of highest complexity. The FFE is a relatively simple equalizer with low complexity, 
but achieves less performance. Nevertheless, it can be seen from the results that even 
the relatively simple linear FFE can obtain good performance gains in a SI-POF system.  
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Polymer Optical Fiber (POF) is severely bandwidth-limited; to overcome this problem 

Quadrature Amplitude Modulation (QAM) was chosen for reaching high data rates 

because of its spectrum efficiency. In this paper we present Digital Video Broadcasting for 

Cables (DVB-c) transmission using 16-, 64- and 256-QAM modulation over up to 100m 

Step-Index PMMA POF. An LED as well as a laser source have been investigated. Because 

a commercially available DVB-c modulator was used for generating the QAM signal, the 

symbol rate was limited to 7MSps, so bit rates up to 56 Mbps are achieved. The 

experimental results have been compared with simulation results and match very well. 

Error Vector Magnitude (EVM) readings as low as 1.65% with 256-QAM were achieved in 

the experiment, which is promising for further increase in the symbol rate and the fiber 

length. 

 

Introduction 
The great potential of POF is mainly due its large core diameter (typically 750 or 1000 µm) 

compared to the very small diameter of a silica fiber (8-100 µm), which makes it easy to 

handle without the need for an accurate alignment [1]. In particular step-index POF with 1 

mm core diameter is interesting for cheap short-reach data links, and may become suited 

for do-it-yourself network installation. A number of problems are associated with using the 

SI-POF including its severely limited bandwidth. Using Quadrature Amplitude Modulation 

(QAM) was the idea to overcome the bandwidth limitation for POF because of its spectral 

efficiency [2]. 

 

Digital Video Broadcasting-Cable is the DVB European consortium standard for the 

broadcast transmission of digital television over cable. The modulation used in DVB-c is 

QAM with 16, 32, 64, 128 or 256 points in the constellation diagram [3], which makes it a 

good candidate to be used in the POF transceiver. The wide acceptance for the DVB-c 

standard in the whole world and especially in Europe produced a large volume market for 

its products; which made it possible to find commercial DVB-c modems for QAM 

demodulation at very low prices, and QAM modulators for DVB-c head-ends at moderate 

prices. It was interesting to investigating the performance of a POF transmission system 

benefiting from this availability for DVB-c equipments to provide the QAM signal, which 

also uses an extremely inexpensive system of couplers and photo detectors to couple the 

light into the POF and to detect it. 
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System Setup 
A commercially available PCI-card for generating DVB-c QAM signal was used in the 

experiment. The PCI-card QAM modulator is controlled using a software installed in the 

PC where the PCI-card is plugged in to generate 16- , 32-, 64- , 128- or 256-QAM signals 

at frequencies ranging from 400 to 862 MHz. This frequency range for the generated signal 

is far beyond the frequencies that can be used with POF, so a down conversion mixer was 

always used at the transmitting side as can be seen from Figure 1 which illustrates the 

system setup. 

 

 
 

Fig. 1 System Setup for Generating and Transporting DVB-c Signals over POF  

 

The down-converted QAM signal is amplified using a post amplifier with a gain of 20dB to 

be able to drive the light source, because the output power of the PCI-card QAM modulator 

is fixed to -25dBm. In the system shown in Figure 1, a laser and an LED were tested. The 

laser is a red light laser, emitting at a wavelength of 655nm with a linewidth of 2nm, at an 

output power of 6mW. The LED used is a low cost green light LED, emitting at a 

wavelength of 510nm with a linewidth of 35nm, at an output power of 5mW.         

The transmission medium used in this experiment is a Polymethylmethacrylate (PMMA) 

Step Index-POF fiber with a diameter of 1 mm, and a length of 100 meters. A very simple 

plastic connector is used for coupling the light from the light source to the POF. At the end 

of the POF, a Si Photodiode with an active area of 0.81 mm
2
 is used for light detection. 

 

In this experiment, 16-, 64-, and 256-QAM signals were used. The DVB-c standard is 

limited to 7 MSps transmission rate; which limited the experiment to a maximum bit rate of 

56 Mbps when using 256-QAM modulation. A Digital TV Analyzer for demodulating the 

received QAM signal, and measuring its Error Vector Magnitude (EVM) value. 

 

Experimental Results 
The carrier frequency for the generated DVB-c signal out from the down-converter was 

swept between 20 and 80MHz. The EVM for the received signal at the photodetector was 

measured at these frequencies, and an EVM Versus carrier frequency plots were made for 

the 16- 64- and 256-QAM signals using both the red laser and the green LED; the plots can 

be seen in figure 2.     
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Fig. 2 EVM versus carrier frequency for a DVB-c Signal over 100 meters of 1 mm core SI-POF 

 

No EVM requirements are specified for the DVB-c standard, so the EVM requirements for 

the IEEE802.11a were used to qualify the signal because of the similarity in symbol rates 

used in both standards. The EVM requirements in IEEE802.11a for a QAM-16 system 

(EVM<11.2%) and of a QAM-64 signal (EVM<5.6%), but not specified for 256-QAM so it 

was considered (EVM<2.5%) which can be considered realistic compared to the 

requirements for 16- and 64-QAM; from the plots in figure 2 it can be seen that these 

values can be met using the red laser and the Green LED. 

Despite that the green light has a lower attenuation in POF than the red light (attenuation 

for green is 90dB/km; for red is 150dB/km), but the EVM for the LED was rapidly 

degraded with increasing the carrier frequency; which indicates that the link bandwidth of 

the LED-based system is lower than that of the laser-based system; this may be attributed to 

the large mode volume excited by the LED [2]. 

 

        
a) fc= 20MHz                    b) fc= 70MHz 

 

Fig. 3 Constellation diagrams for the detected QAM signal after 100 meters of 1 mm core SI-POF 
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Constellation diagrams for the 256-QAM signal transmitted using laser and probed after the 

photodetector at carrier frequencies of 20 and 70MHz are shown in figure 3.  

 

Simulation Results 
Simulations have been made using VPI Transmission Maker for QAM signals with a 

symbol rate of 7MSps over 100 meters POF with a laser source to compare their results 

with the experimental results obtained. The performance of the simulated system is plotted 

in figure 4; which shows a similar behavior to the system in figure 1, with some differences 

in the EVM values due to the use of different POF model in the simulation.    

 
a) 16-QAM                                     b) 64-QAM                                          c) 256-QAM 

 

Fig. 4 EVM versus carrier frequency for QAM Signals at a Symbol Rate of 7MSps 

 

Conclusions 
A completely commercially available QAM transmission system over 100 meters POF was 

realized and tested successfully, which can be considered as a start to further increase the 

length of the fiber and the bit rate to achieve a cheap, easy to install Fiber to the home 

(FTTH) system. A cheap green light LED was tested and showed a good performance 

despite of its wide linewidth, and this can be attributed to the relatively low attenuation 

POF has at green light wavelengths. Simulations for QAM transmission systems showed 

similar behavior to the tested system. 
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We use genetic algorithms to numerically optimise optical bandpass filters for non-inverted
wavelength conversion based on semiconductor optical amplifiers. Output signal eye
openings greater than 30 dB are obtained using a Hermite-Gaussian sum series to de-
scribe the filter’s amplitude transfer function. We show that this can be implemented ex-
perimentally using an asymmetric Mach-Zehnder interferometer combined with a Gaus-
sian optical bandpass filter. Finally, we explore the possibility of using a Sech-Hermite
sum series to describe the filter and compare the results with those obtained for the
Hermite-Gaussian filter.

1 Introduction

Wavelength conversion has been investigated extensively in the past several years as it
will play an important role in future wavelength division multiplexing optical networks
[1]. Wavelength conversion techniques based on semiconductor optical amplifiers (SOA)
have attracted considerable attention [2]. However, relatively long carrier lifetimes (∼10-
100 ps) result in significant pattern effects limitting the maximum pattern-effect-free bit
rate.

Different approaches have been proposed to reduce the pattern effects in high-speed SOA-
based wavelength converters [3–6] demonstrating operation speeds as high as 320 Gbit/s.
All these similar techniques can be generalised as a structure composed of a SOA fol-
lowed by an optical filter. The filter transfer function is critical in determining the output
signal quality and therefore one needs to find the optimum filter transfer function that can
produce good output signal quality.

In this paper we use genetic algorithms, a multi-parameter optimisation technique used
in evolutionary computing, inspired by Darwin’s theory of evolution [7]; to optimise the
filter transfer function used for non-inverted wavelength conversion. We explore the pos-
sibility of using Gaussian-Hermite (GH) and Sech-Hermite (SH) series to define the filter
transfer function and investigate how these filters compare. We find that the GH filter
gives a better signal quality than the SH filter, with output signal eye openings greater
than 30 dB for the former and less than 30 dB for the latter. Finally, we investigate the
effect of variations in the SOA’s and input signals’ properties on the output signal quality.

In Section 2 we briefly introduce the model used in our simulations and the criteria used
to evaluate the filters during the optimisation. Results are given in Section 3. Finally, a
summary is given in Section 4.
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2 Model

An extended rate-equation model that accounts for ultrafast carrier dynamics, gain dis-
persion and group velocity dispersion in bulk SOAs [8, 9] is used to simulate 160 Gbit/s
non-inverted wavelength conversion of 1550 nm Gaussian pump pulses onto a 1535 nm
continuous wave probe. The output of the SOA model is then used as the input to the
filter optimisation algorithm.

2.1 Filter Optimisation

To optimise the filter transfer function we use a common genetic algorithm technique and
proceed as in [10]. During the filter optimisation, the input to the filter, i.e. the SOA
output, is kept constant.

The average peak power of the ‘1’ bits, given by P1
max = [∑N1

i=1(P
1
max)i]/N1, where N1 is

the number of ‘1’ bits and P1
max is the peak power of a given ‘1’ bit; is used as one of the

criteria when optimising the filter instead of using the pulse amplitude fluctuations (PAF)
as in [10].

In addition, we investigate the use of the SH function, given by

T (ν) =

{

cosh

[

(ν−δν)
2

∆ν2

]}

−1 4

∑
i=0

aiHi

[

ν−δν
∆ν

]

, (1)

where δν and ∆ν are the filter detuning and bandwidth, respectively; to define the filter
transfer function instead of a GH function, as in [10], and compare the results obtained
with each.

2.2 Filter Test

We investigate the optimum filter’s sensitivity to changes in the SOA’s and signals’ prop-
erties. For this we use the SOA model to simulate wavelength conversion for different
values of linewidth enhancement (α-) factor, current, input pump pulse energy, and probe
power. The first two modify the SOA structure, whereas the last two alter the light inputs
into the SOA. In all cases, the interaction between the light and SOA will be different af-
fecting the gain and chirp dynamics of the system, and therefore affecting the performance
of the wavelength conversion.

3 Results

3.1 Filter Optimisation

Fig. 1 shows the optimum filters together with Guassian and Sech filters with no opti-
misation having the same detuning and bandwidth as the optimum filters for comparison.
Also shown is the SOA output spectrum before going through the filter. Fig. 2 shows their
corresponding output signals. One can see that both the GH and SH optimum filters show
similar features. In particular, there is a dip in the filters’ transfer functions at the probe
frequency. This ensures that the probe d.c. component is removed. In contrast, the output
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signals from the non-optimum filters, which do not have this dip, show a non-zero d.c.
component to the point where, for the non-optimum Sech filter the output signal begins
to become inverted. The output from the optimum SH filter has a larger average peak
power however, the signal quality is significantly degraded. For the GH filter, the output
has an EO of 35.7 dB whereas the SH filter gives an EO of 29.2 dB. The GH and SH
non-optimum filters have EOs of 11.9 dB and 1.43 dB, respectively. It has been shown
in [10] that the optimum GH filter can be implemented experimentally using an asymmet-
ric Mach-Zehnder interferometer (AMZI) combined with a Gaussian filter, which, in fact,
has been used already in [5, 6, 11].
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Fig. 1. Optimised (solid) and non-optimised

(dashed) filter transfer functions for a (a) GH

filter, and (b) SH filter. (c) Shows the SOA

output signal spectrum prior to the filters.

Fig. 2. Optimised (a), (c), and non-optimised

(b), (d) wavelength converted output signals

from the (a), (b) GH filters, and (c), (d) SH

filters.

3.2 Filter Test

Fig. 3 shows the dependence of the output signal’s quality factor [Q = (P1
max−P0

)/(σ1 +

σ0), where P0 is the average power of the ‘0’ bits, and σ1 (σ0) is the standard deviation of
the ‘1’ (‘0’) bits] and extinction ratio [ER = 10log10(P1

max/P0
)] for the GH and SH filters

as a function of the α-factor, current, probe power and pump energy. One can see that
all parameters bar the pump energy can be modified significantly without considerable
changes in the output signal’s quality. The behaviour in all cases is the same for both the
GH and SH filters with only a difference in magnitude of the Q-factor and ER. Finally,
the quality of the signal improves with increasing α-factor and probe power, and with
decreasing current and pump power. This behaviour is a direct consequence of the pattern
effects in the signal, we find (not shown) that the effect of PAF affects the signal Q more
significantly than the difference in power between the ‘1’ and ‘0’ bits.
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Fig. 3. Q-factor (solid) and ER (dashed) for the (a)-(d) GH filter, and (e)-(h) SH filter, as a

function of (a), (e) α-factor, (b), (f) current, (c), (g) probe power, and (d), (h) pump energy.

4 Conclusion

Genetic algorithms have been used to optimise filters used in SOA-based wavelength
conversion. Output signals with eye openings greater than 30 dB were obtained. It was
found that the output signal’s quality is not significantly affected when the SOA’s and
input signals’ properties change.
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We have proposed and demonstrated the fully all-optical operation of a data vortex 

switch node based on MZI-SOA gates. All-optical self-routing of WDM 10Gbps optical 

packets has been successfully achieved. 

Introduction 

The current and forecast increase in the Internet traffic and the growth of new and 

diverse kind of services are calling for higher data rates and flexibility that current 

network cannot offer. Optical packet switching has emerged as a solution for these 

demands by means of increasing the throughput, efficiency, transparency and flexibility. 

In order to meet these promising expectations, it is required to perform the routing and 

switching operations in the optical domain. At the current level of development of 

photonic technology, hybrid optical-to-electronic configurations are used to process the 

label information due to the immaturity of optical techniques to perform those 

operations. Moreover, operations easily performed electronically such as packet 

buffering and intelligent control are still challenging to be realized all-optical and 

solution need to be searched in order to realize the so longed all-optical packet 

switching.  

A new packet routing architecture called the Data Vortex[1] was proposed that is 

uniquely free of an optical buffer and enables a simple routing strategy for large scale 

low latency packet switch fabrics. So far, several researches[2,3] have reported 

operation of Data Vortex switch structures. In their approaches, an electrical decision 

circuit for performing the routing decision was employed. However, electrical signal 

processing may introduce performance loss and latency, especially at higher data rates.  

In this paper, we have proposed and demonstrated a fully all-optical operation of a data 

vortex switch node. All-optical self-routing decision are obtained by an optical AND 

logic operation between a routing and an optical control signal. WDM 10Gbps packet 

routing through the proposed node structure has been successfully achieved.  

Proposed Data Vortex node structure 

The proposed all-optical Data Vortex node (Fig. 1) consists of two Mach-Zehnder 

Interferometers with SOA (MZI-SOA). The upper and lower MZI-SOA act as an optical 

AND gate and an optical switch respectively. A WDM-encoding technique for the 

optical packets payload and headers[2] was used, which increases the network capacity. 

In addition, encoding the header bits by WDM substantially simplifies the routing 

strategy at the node. As each cylinder in a Data Vortex switch decodes a specific header 

bit in a binary tree fashion, passive wavelength filtering can be implemented in the 

nodes to perform the routing operations.  

If a WDM-header encoded optical packet comes into the switch node, a small portion of 

header signal is extracted by the optical band pass filter with a particular wavelength 
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which is uniquely dedicated to a particular cylinder. The extracted header signal 

interacts with the control signal from an inner cylinder node at the upper MZI-SOA. The 

output signal of this upper MZI-SOA controls the switching function of the lower MZI-

SOA gate. The output signal of the upper MZI-SOA is only ‘on’ when both control and 

routing signals are of ‘1’-state, resulting in routing of the packet to the inner cylinder. 

This self-routing decision is an AND logical operation successfully performed by the 

upper MZI-SOA gate. In the case of the output of the upper MZI-OSA being ‘off’, the 

input optical packet passes to the same cylinder.  
 

 
Fig. 1 Configuration of the proposed all-optical Data Vortex node employing MZI-SOA gates 

Experiment setup 

Fig. 2 shows the experimental setup. The setup consists of two parts: the optical packet 

generator and the Data Vortex switch node. The optical packet comprised two payload 

signals (10G, optical clock(1552.52nm) and LD1(1557.36nm)) and a header signal 

(LD2(1554.13nm)). Electrical data of payload and header bits was generated by a pulse 

pattern generator (PPG1). The packet length was 16ns, including 2.4 ns guard time as 

shown in fig. 4. In the experiment, the payload and header had contained the same data 

by using the same intensity modulator to simplify the time aligning between the payload 

and header signals. The control signal was generated by the PPG2 and delayed to align it 

with the extracted header signal at the upper MZI-SOA. 

To emulate packets propagating across multiple node hops, a re-circulating 

configuration was used. For this purpose, the signal from (S)outh output was connected 

to the (N)orth input with two time slot delay: see Fig. 2. A fiber bragg grating (FBG) 

was employed to eliminate the control signal from (S) due to the co-propagation 

configuration used in the lower MZI-SOA. The packet routing was observed at (E)ast 

deflection output port. 

 

 
Fig. 2 Experiment setup. The black box of Data Vortex switching node has the architecture in Fig. 1 
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Experiment results 

To verify the successful routing function, we examined the signal trace at each input and 

output port. The inset (1) of fig. 4 shows the initial input sequence. We programmed an 

initial pattern sequence ”001100 100011 001100 110011 000000 000000” and this same 

pattern was repeated continuously. Among these bits, the last twelve ’0’ bits were 

inserted to distinguish a given sequence from the following one.  

A portion of the input packet signal power was tapped and sent to the first MZI-SOA to 

perform the AND logic decision logic operation. Out of this input packet, the header 

signal was extracted (filtered) and AND gated with the input control signal as shown in 

the inset (2) of fig. 4. The only ’on’ bits at the output of the upper MZI-SOA are those 

when both the header and control bit were simultaneously ’1’. The input packet is routed 

either to the same or inner cylinder node in accordance with these control output bits. 

The routing result is shown in the insets of (4), (5) of fig. 4. The bits shown in the inset 

(5) are the result of routing to the (S) port at the lower MZI-SOA and were used as the 

re-circulation input signal. The bits shown in the inset (4) are the deflected ones to port 

(E). The spike signal shown in the inset (4), after four bits are due to the mis-alignment 

between the control output from the first MZI-SOA and the input packet signal. 

The (S)outh output signal (inset (5)) was connected to the (N)orth input and the result 

are shown in the inset (6) of fig. 4. The signal after recirculation is observed somewhat 

noisy due to the sub-optimal input optical power level to the MZI-SOA (after 

recirculation) and added ASE noise. This situation causes the variation of switching 

condition of MZI-SOA as the power level of the probe and pump signal is changed.  

Consequently, each bit showed somewhat different switching performance. Nevertheless, 

the routing of both of the single and re-circulation path was successfully achieved and 

its performance can be improved by further optimization of operation conditions. 

Conclusions 

In this paper, we have proposed and demonstrated a fully all-optical data vortex switch 

node. All-optical self-routing decision are performed as a AND logic operation in a 

MZI-SOA switch between an optical routing and control signal. The output of this AND 

operation controls, all-optically, a second of MZI-SOA completing in this way all-

optical packet routing. Successful experimental demonstration of WDM 10 Gb/s packet 

routing through the proposed structure has been achieved.  
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Fig. 3 Structure of the optical packet (P1: first payload (1552.52nm), P2: second payload 

(1557.36nm), H1: header (1554.13nm)) 
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Fig. 4 Signal traces at each input and output port 
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Abstract: In short range data communications, the cost of terminal equipment is borne 
by the user so low- cost wavelength generation methods are desirable. One option is to 
use an optical filter to provide narrow slices of a broadband noise source producing an 
approach commonly known as spectral slicing (SS). This provides a cost-effective 
alternative to laser diode sources but introduces excess intensity noise due to the source 
incoherence. This paper addresses the bit error rate performance of SS systems and 
their capabilities. Consideration is given also to the impact of different modulation 
formats and performance improvement using error correcting codes. 
 

Introduction 
Wavelength division multiplexing (WDM) is finding its way into access networks 
where the cost of expensive components is shared by a relatively small number of 
customers. One low cost option for implementing WDM is to use an optical filter to 
provide narrow slices of a broadband noise source, known as spectral or spectrum 
slicing (SS) [1]. Recent developments in, for example, superluminescent LEDs [2] have 
greatly increased slice output powers in recent years. However, the excess intensity 
noise in SS compared to laser diodes due to the source incoherence remains, producing 
a power penalty in exchange for the inexpensive nature of the source. 

System Model 
The SS system, shown schematically in Figure 1, is assumed to operate in the C-band 
and thus linear dispersion is dominant.  The broadband optical source may be modeled 
as white Gaussian noise of two-sided power spectral density (PSD) N0/2. Slices are 
taken from it with an unapodized arrayed waveguide grating (AWG) with impulse 
response ( )2exp tα−∝  [3], where the parameter α is half the mean squared coherence 
time. This produces noise that is Gaussian but no longer white because of the effect of 
the filter on the PSD. The slices are assumed to be narrow in comparison with the 
approximately rectangular passbands of the WDM multiplexer (MUX) and 
demultiplexer (DEMUX), which then have a negligible effect on the Gaussian spectrum 
of the SS source. On-off keyed (OOK) data drives a polarization-insensitive intensity 
modulator of ideal extinction ratio such that the optical field has an envelope ( )ts .  The 
modulated signal travels through an optical fiber path of length z , having linear 
dispersion 2β  (here taken as -20 ps2 per kilometer). A trade off between the dispersive 
spreading of the pulses generated using a wide filter, causing intersymbol interference 
(ISI), and the increasingly detrimental effect of the excess noise with narrowing filter 
bandwidth occurs. 
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Figure 1: Schematic Representation of a Transmission System Employing Spectral Slicing. 
 
For a bit time Tb, the current at the input to the decision circuit may be expressed as [4]  
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where )(~),(),( 222 txtytx  and )(~2 ty  are independently identically distributed baseband 
Gaussian processes with variance σ2, equal to the photocurrent contributed by each of 
the two orthogonal polarizations. That is to say they represent the in-phase and 
quadrature components of each polarization of the sliced signal. The term nI  represents 
the thermal noise current induced in the electrical part of the receiver (here taken to be 
255 nA). The mean signal photocurrent, 2σ , is obtained from the photodiode quantum 
efficiency η, the electronic charge q, the mean number of photons per bit pN ,  and the 

bit rate Rb via bqRNpησ =2 . Taking the amplitude of the modulating waveform to be 
Gaussian of the form ( ) ]2exp[ 22

oTtts −= , where T0 is the half-width at the 1−e  intensity 
points, permits a tractable expressions to be derived. The bit error rate (BER) is 
obtained using the saddlepoint approximation (SPA) [5] or the Gaussian approximation. 
 

Sensitivity Results 
The SS system is assumed to operate at a wavelength of 1550 nm, and the spectral slice 
and slice power spectral density are taken as Gaussian waveforms as above. To 
accommodate ISI, pulses either side of the received pulse are considered, with the 
sequences 010 and 101 representing the worst case scenarios. A bit rate of 2.5 Gbps and 
a photodiode of efficiency 70% are also assumed. 
 

OOK 
Using OOK, the 10-9 sensitivity of a single WDM channel as a function of the slice full 
width at half maximum (FWHM) appears as depicted by the black symbols on Figure 2.  
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The appearance of a minimum is apparent for the 15 km results, and operation at 
approximately 0.35 nm FWHM is optimum. 
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Figure 2: Sensitivity of SS as a function of slice width in the presence of dispersion [6], [7] 
 

Pulse Position Modulation (PPM) 
Digital PPM uses a single pulse, representing M bits (the PPM coding level), to convey 
information by its position, and the format exchanges bandwidth for receiver sensitivity.  
The SS-PPM system considered uses maximum likelihood detection (MLD), i.e. 
integration over each time slot. Assuming perfect extinction, only thermal noise is 
present in the off state and the Gaussian approximation may be employed to compare 
the relative performance of PPM and OOK. The 10-9 sensitivity of 4-PPM is shown by 
the white diamonds and squares on Figure 2. It may be observed that this modulation 
scheme offers an improvement in sensitivity of approximately 3 dB. 
 

Forward Error Correction (FEC) 
Recent work in Japan [8] has illustrated that substantial benefits accrue for SS by the 
use of FEC codes. As an example, a preliminary Monte Carlo simulation of a (15, 11) 
Hamming code applied to a slice width of ~0.07 nm is shown in Figure 3. It may be 
seen that even this simple code offers a benefit of several dBs, and this area is one for 
further study using more powerful codes.  
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Figure 3: BER for SS system with and without FEC 

Conclusions 
SS lightwave systems have been considered for high speed data communications. The 
appearance of an optimum slicing width of ~ 0.35 nm for a bit rate of 2.5 Gbps has been 
illustrated. PPM has been shown to offer a 3 dB sensitivity advantage for SS over OOK. 
The emerging area of FEC for SS has been introduced with promising initial results and 
the prospect of considerable further work. 
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The IEEE Ethernet Passive Optical Networks (EPON) standard is a leading Time 
Division Multiplex (TDM) standard for PONs. The paper investigates the operation of 
an EPON based system in a Dense Wavelength Division Multiplex (DWDM) 
environment. It extends the concept of a multi-wavelength system from being merely a 
stack of independent PONs to that of a stack of a switched set of PONs. The 
functioning of the switching elements within the scope of EPON operation are 
investigated and qualitatively described. The architecture of the “Switched DWDM 
EPON” system is presented. 
 
Introduction 
The IEEE EPON standard is a TDM protocol for operation in PONs. The downstream 
transmission form the Optical Line Termination Unit (OLT) at the head-end to the 
Optical Network Unit (ONU) at the user is a broadcast transmission, the upstream 
transmission, from the ONU to the OLT, on the other hand is a TDM arbitrated 
transmission. EPON specifies WDM operation only for multiplexing the upstream 
(1.31 μm) and downstream transmission (1.49 μm) over a single fiber. EPON as such 
does not have a specification for use in a multi-wavelength environment. DWDM can 
also be used as a contention avoidance mechanism in PONs but this is not a 
practically scalable idea and is not discussed further. The following sections examine 
the operation of a switched EPON in a multi-wavelength environment.  
 
DWDM PON 
Figure 1 illustrates the concept of stacking up PONs to increase the aggregate 
bandwidth with use of multiple wavelengths. The aggregate bandwidth supported by 
the network scales up linearly with the number of wavelengths used. Each such PON 
is an independent network with only the fiber resources being shared by all the 
networks. 

 
 

Figure 1: DWDM PON (a) Increasing number of users; (b) Increasing bandwidth per user 
 
The increase in the bandwidth can be used in either increasing the number of users 
(horizontal stack) or in increasing the bandwidth provided per user (vertical stack). A 
dynamic switched combination of the two approaches is an interesting proposition. 
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 Switched DWDM EPON Configuration 
The use of multiple wavelengths opens up an added dimension which can be used to 
not just increase the aggregate bandwidth of the network but to also increase the 
dynamic re-configurability and the resiliency of the network. To achieve a dynamic 
switched combination of a horizontal and a vertical stack of PONs at the same time it 
should be possible to drop any or all wavelengths towards all the ONUs and that the 
ONUs are wavelength agnostic. To do this we consider a reconfigurable wavelength 
switch instead of passive (de)multiplexer, this device can output any set of 
wavelengths towards any of its ports. The control of the device will be done out of 
band [2]. The Client and WAN interfaces do not see the PON as a stack of separate 
PONs and the switching intelligence is in-built in the PON network.  

 
Figure 2: Switched DWDM EPON 

 (a) Switching an ONU to a new wavelength (b) Using additional wavelengths at a single ONU site 
 
In EPON operation to emulate a point to point topology in a point to multipoint 
scenario each ONU is allocated a Logical Link Identity (LLID) and the MAC 
instantiation in the ONU has a corresponding MAC instantiation in the OLT. An 
additional MAC called the Single Copy broadcast (SCB) MAC is used for broadcast 
from the OLT to the ONUs. In a single PON with n ONUs there will be n+1 
corresponding MAC instantiations in the OLT. If additional bandwidth or a different 
service is required for a set of ONUs, it can be switched to a different wavelength 
pair. Figure 2 illustrates the concept.  The switching to a different wavelength pair, 
switches the transmission on to a different logical PON but the MAC instantiation still 
remains in the same chipset.  The figure 2a illustrates two logical PONs; the red PON 
and the blue PON; ONU 1 is switched to the Red PON while ONU 2 to ONU n are 
left in the blue PON. The SCB MAC is also duplicated for both the logical PONs. 
Thus now the OLT instantiates n MACs for the blue PON and 2 MACs for the red 
PON. Figure 2b illustrates a configuration when additional wavelengths are used at a 
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particular ONU site. In this case the additional ONU card will have its own unique 
MAC identity. At ONU 1 site two wavelength pairs are used, the new card on the red 
PON is given a new LLID, thus the blue PON retains n+1 MACs and 2 MACs are 
instantiated for the red PON. The OLT should be able to instantiate as many MACs as 
is the number of LLIDs floated, and as many SCB MACs as the number of logical 
PONs. Having separate logical PONs for different wavelength pairs also allows for 
different line rates on the separate PONs. This way the cost of physical components 
for ONUs wanting higher line rates is not imposed on ONUs wanting to operate at 
lower line rates. 
 
Concept implementation 
The switching logic implementation will be carried out in the MAC Control Client 
block which is beyond the scope of the EPON specifications. There will be a single 
MAC Control Client interface for all the logical PONs. There are minimal 
modifications to the current MAC Control block specifications. Figure 3 illustrates the 
interfacing of the MAC Control Client interface with the modified MAC Control 
Client block. 

 
Figure 3: Multipoint MAC Control Block in a DWDM EPON 

 
The Dynamic Bandwidth Allocation (DBA) agent takes care of the resource allocation 
and decides on the modalities for switching between the logical PONs. The agent has 
a complete overview of the resources available and the resources allocated. The 
switching initiation can be autonomous based on a pre-determined bandwidth 
allocation scheme, or an operator triggered event. The discovery agent initiates a 
discovery round periodically to detect and range the ONUs. It is envisaged that in a 
multi-wavelength configuration it is possible that the split ratio for a single 
wavelength will not have sufficient optical power budget for all the ONUs that might 
be connected. At initial start up, the discovery agent will ensure that the splitting ratio 
for every wavelength is controlled at the wavelength switch and thus if k wavelength 
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pairs are used there will be k parallel discovery rounds. In the operational state the 
discovery agent has the information about the wavelength allocations on all the ports 
and will run the discovery round without reallocation of wavelengths. 
 
The MA_Data.request and the MA_CONRTOL_request primitives are used for 
transfer of data to the MAC entity or the MAC control entity respectively. The 
primitive should be able to carry additional information on the wavelength on which it 
is operating. The Multipoint Transmission Control block generates the transmitEnable 
to allow for transmission from one of the Multipoint MAC Control instance in a single 
PON, however with multiple logical PONs operating; the Multipoint Transmission 
Control block should be able to enable parallel transmissions on different wavelengths 
and will enable multiple transmissions as long as the transmissions from the 
Multipoint MAC Control instance are on different wavelengths. We envisage the logic 
of operation of the Multipoint Transmission Control block to be controlled by the 
DBA agent. To receive data from the MAC instances, the ReceiveFrame( ) function 
call is continuously asserted. For a single PON there is always a single packet 
reception from one of the MAC instances which is forwarded to the MAC Control 
Client for data packets. In the current scenario there can be more than one packet 
receipts at the same time on different logical PONs. The MAC Control Client will 
have the provision to receive multiple data streams and to process them 
independently. At the OLT the Reconciliation Sublayer (RS) will be separate for the 
logical PONs. For one logical PON at a given instance only one PLS_DATA.request 
primitive (not illustrated) from any one of the multiple MAC instantiations to the RS, 
is active; this is ensured by the Multipoint Transmission Control Block. To enable 
parallel transmission on the different wavelengths there will be specific instantiations 
of the RS for each logical PON. The RSs interface to the PHYs which drive the 
DWDM optics. The ONU is wavelength agnostic and no changes are required. 
 
Conclusions 
An architecture for extension of EPON operations in a multi-wavelength environment 
is presented. The emphasis is to present an architecture which can be practically 
realized with minimum modifications to the existing EPON standards. The network is 
a dynamic switched combination of a horizontal and a vertical stack of PONs which 
can be used to exploit the best features of both kinds of networks. The solution 
minimizes the cost increase at the ONU site, instead increasing the associated 
complexity at the OLT site to distribute the cost addition over multiple users. The 
cost-performance characterization of such a network needs to be elaborated and will 
form part of future study. 
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An ultrafast all-optical differentiator based on an asymmetric Mach-Zehnder interferom-
eter is proposed. The device has a simple structure and can be integrated. Differentiation
operations for Gaussian and super-Gaussian optical pulses are numerically shown suc-
cessfully with very small deviation from the ideal differentiator output. The working speed
of the device is only limited by the size of the device.

Introduction

Optical differentiators have received considerable attention recently due to their potential
applications in all-optical analog-digital signal processing circuits, optical pulse shaping
and optical sensing [1-3]. Several approaches have been proposed based on an integrated-
optic transversal filter structure [1] or long period fiber gratings [2-3]. These approaches
are complicated in terms of the optimization of the design parameters and they show
large relative deviation (error) from the ideal differentiator. In this letter we propose
a simple optical differentiator based on an Asymmetric Mach-Zehnder Interferometer
(AMZI). AMZI is very useful in all-optical signal processing and has been extensively
investigated in the framework of Differential Interferometer Signal Converter (DISC) [4,
5]; however, it has not been recognized as an optical differentiator. We explain how the
device works and numerically demonstrate the differential operation with low relative
error. Higher order derivatives can also be realized by cascading AMZIs and the device
can be integrated.

Operation principle

he proposed logic differentiator [inset in Fig. 1(a)] is composed of an AMZI, in which a
delay τ is introduced in one arm and a π phase shift is introduced in another arm. Suppose
the input optical electrical field is Ein(t)exp(iωt), where ω is some optical frequency and
Ein(t) is a slowing varying amplitude, representing the function to be differentiated. The
optical electric field Eout(t)exp(iωt) at the AMZI output can be expressed as

Eout(t) = [Ein(t)−Ein(t − τ)exp(−iωτ)]/2 = τĖin(t)/2, (1)

when τ is small. Hence by adjusting τ we obtain

Iout(t) ∝ |Eout(t)|
2
=

τ2

4

∣

∣

∣

∣

dEin(t)
dt

∣

∣

∣

∣

2

, (2)

and the output signal intensity is directly proportional to the square of the absolute value
of the differentiation of the input electrical field.
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Simulation results

The proposed differentiator is simulated in the frequency domain using a Fast Fourier
Transform (FFT) algorithm. An assumed input electrical field is Fourier transformed into
the frequency domain, multiplied by the transfer function of the AMZI and transformed
back into the time domain. In both Fig. 1 and Fig. 2 the delay τ in the differentiator is
fixed at 5 ps. Fig. 1 shows a comparison between the simulated and ideal (analytic) output
signals for the 1st and 2nd order differentiation. The latter is achieved by cascading two
1st order differentiators. The differentiation of 100ps and 10ps Gaussian input pulses are
shown in Fig. 1(a) and Fig. 1(b), respectively. The pulse width here is referred to full

(a) (b)

Figure 1: Simulated output temporal waveforms (dash-dotted) and analytical output (dot-
ted) for input Gaussian pulses with a FWHM of (a) 100 ps, and (b) 10 ps. Upper panels:
1st order derivative, and lower panels: 2nd order derivative. The inset in (a) shows the
proposed device.

width at half maximum (FWHM). The estimated errors or deviations are indicated in Fig.
1, estimated from the relative difference between the normalized optical intensities that
correspond to the numerically obtained and the ideal temporal derivatives over a temporal
window where the signals exhibit nonzero intensity [2]. In Fig. 2 similar results are shown
for 3rd order Super Gaussian pulses of 200 ps (a) and 100 ps (b). There is good agreement
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Figure 2: Simulated output temporal waveforms (dash-dotted) and analytical output (dot-
ted) for input 3rd order Supergaussian pulses with a FWHM of (a) 200 ps, and (b) 100 ps.
Upper panels: 1st order derivative, and lower panels: 2nd order derivative.
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Figure 3: Error dependence on (a) input pulse FWHM and delay in the differentiator for
Gaussian input pulses.

between the numerical and the analytic results. The error increases with decreasing pulse
width and with increasing differentiation order. The main reason for this is the deviation
of the transfer function from an ideal linear transfer function. As explained, the transfer
function of the proposed differentiator is linear only around the frequency origin. Hence,
as the signal bandwidth increases, the transfer function of the differentiator within the
signal spectrum shows considerable deviations from an ideal linear function. A differen-
tiator is a high-pass filter and therefore the error increases for higher differentiation order
because the outputs spectrum from the previous differentiator shows more pronounced
high frequency components. Fig. 3 shows the error dependence on the Gaussian pulse
FWHM. The error decreases with increasing input pulse width (equivalent to decreasing
the input pulse bandwidth), as expected. For input pulses of equal FWHM, the error is
lower for a shorter delay τ in the differentiator since the bandwidth over which the transfer
function is linear increases.
Since a differentiator works like a high-pass filter, the output signal is weak after the 1st
order differentiation decreasing the optical signal-to-noise ratio (SNR). Since differentia-
tion is very sensitive to noise [6], the device performance dependence on the noise level is
also investigated. Uniformly distributed noise is added to the input waveform (200 ps, 3rd

order Super Gaussian pulse) and the error for the differentiated signal is calculated. The
error increases and it shows instability when the variance of the added noise increases, as
shown in Fig. 4. In principle, the proposed differentiator can work for arbitrarily broad-
band signal if the delay in the differentiator can be made arbitrarily small. AMZIs with
a delay of several picoseconds have been demonstrated [5], indicating the ability to deal
with ultrafast input signals. Higher order differentiation can be realized by cascading sev-
eral AMZIs at the expense of increased error. The cascadability is limited by both the
delay τ in the AMZI and the SNR. It is important to note that the proposed differentiator
can be integrated with planar lightwave circuit (PLC) technology [4].
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Figure 4: Error dependence on the level of added noise carried by the input signal. The
input signal is a 200 ps 3rd Super Gaussian pulse.

Conclusion

A simple, low error differentiator based on an AMZI is proposed. The device can be
cascaded to realize higher order derivatives at the cost of reduced SNR. The device can
be integrated.
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Among the promising new developments towards cost-effective long-haul transmission 
are chirped multi-channel Fiber Bragg Gratings (FBG). In this paper we discuss the 
feasibility of long-haul WDM optical transmission using only FBGs for in-line 
dispersion compensation. We show successful transmission of 32x10.7-Gbit/s NRZ 
modulated channels over 3,800-km using low group delay ripple slope-matched FBGs.  

Introduction 
Dispersion compensating fiber (DCF) is currently used as the standard solution for 
dispersion compensation in long-haul transmission links, since it yields colorless, slope-
matched dispersion cancellation with negligible cascading impairments. However DCF 
is also limited in optical input power to avoid nonlinear impairments, has a relatively  
high insertion loss and is bulky.  
Chirped FBGs could possibly replace DCF as the standard solution for in-line 
dispersion compensation. Chirped FBGs have a negligible nonlinearity, low insertion 
loss and small size [1-2]. This potentially allows simpler erbium-doped fiber amplifier 
(EDFA) design by cascading the FBG and transmission fiber without a mid-stage 
amplifier, resulting in a significant cost reduction. The main drawback of FBGs is that 
they suffer from distortions in their phase response, better known as the group delay 
ripple (GDR) [3]. This is caused by imperfections in the gratings fabrication process 
and limits the number of FBGs that can be cascaded. Improved fabrication processes 
have however gradually reduced the GDR of state-of-the-art slope-matched FBGs, 
which significantly increases the number of  FBGs that can be cascaded [4].  
In this paper we show, to the best of our knowledge for the first time, long-haul WDM 
optical transmission using only FBGs for in-line dispersion compensation. We 
successfully transmit 32x10.7-Gbit/s NRZ modulated channels over 3,800 km using 
low-GDR slope-matched FBGs to compensate for the group-velocity dispersion (GVD).  

Chirped multi-channel fiber Bragg gratings 
Chirped multi-channel FBGs can compensate for the group velocity 
dispersion of single-mode fibers due to a frequency dependent 
group delay. The dispersion compensation module (DCM) consists 
of a circulator and a FBG, as depicted in Fig. 1. The FBGs used in 
the experiments have a 100-GHz channel spacing and Fig. 2b and 2c 
show the amplitude and phase response for a single WDM channel 
of the FBG, respectively. The group delay is relatively linear over 

Fig. 1: Layout of the 
FGB-based DCMs
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approximately a 70-GHz bandwidth within the 100-GHz WDM channel spacing . The 
FBG ‘s GDR can be computed by taking a linear fit of the group delay, and computing 
the deviations from this linear fit (Fig. 2c). The FBGs used in the described experiments 
have an average peak-to-peak GDR of 15.5 ps within a 35-GHz bandwidth around the 
channel’s center. 

 
Fig. 2: Measured response of a chirped multi-channel FBG for one particular WDM channel;(a) 
attenuation, (b) group delay and (c) group delay ripple. 

Experimental setup 
Fig. 3 depicts the re-circulating loop setup. In this experiment 32 distributed feedback 
laser (DFB) outputs are combined on a 100-GHz ITU grid, from 1538.2 THz to 
1563.0 THz. Using a standard Mach-Zehnder modulator (MZM) the signals are NRZ-
OOK modulated with a 10.7-Gbit/s 231-1 pseudo-random bit sequence (PRBS). The re-
circulating loop used in the transmission experiment consist of 8 x 95-km SSMF spans. 
The average loss of the SSMF spans is 19.5 dB and the FBG-based DCMs have an 
average insertion loss of 2 dB. EDFA-only amplification is used, with double-stage 
EDFAs to control the tilt of the WDM spectrum. The SSMF input power is 3 dBm per 
WDM channel. A double periodic dispersion map is used in the transmission 
experiments. This has the advantage that the accumulated dispersion after every eight 
spans is close to zero [5]. Before the first span a FBG-based DCM with -1020 ps/nm of 
GVD (at 1550 nm) is used as pre-compensation. For inline dispersion compensation, the 
DCMs have a GVD equivalent to 80 km (-1345 ps/nm, 5x) or 100 km of SSMF 
(-1681 ps/nm, 3x). Loop-induced polarization effects are reduced using a loop-
synchronous polarization scrambler (LSPS). Power equalization of the DWDM 
channels is provided by a channel-based dynamic gain equalizer (DGE). At the receiver 
the desired WDM channel is selected using a narrowband 18-GHz channel-selection 
filter (CSF) and the residual GVD is per-channel optimized with a tunable dispersion 
compensator (TDC) (DCF/SSMF-based). Afterwards the signal is fed to a standard 
10.7-Gbit/s receiver (Rx) and evaluated using a bit-error rate (BER) tester. 

Fig. 3: Experimental setup; circ: Circulator, AOM: acoustic optical modulator. 

5x

95 km
SSMF

DGE

AOM AOM

LSPS

8x

TDC ~~~
CSF

λ1

λ32 10.7G data

A
W
G

10.7G
Rx

BERT

FBG

DCM
FBG

circ

circ
DCM

EDFA EDFAMZM

5x5x

95 km
SSMF

DGE

AOM AOM

LSPS

8x

TDC ~~~
CSF

λ1

λ32 10.7G data

A
W
G

10.7G
Rx

BERT

FBGFBG

DCM
FBGFBG

circ

circ
DCM

EDFA EDFAMZM

Fiber Bragg Gratings for In-line Dispersion Compensation in Cost-e�ective 10.7- . . .

178



Experimental results 
Fig. 4a and 4b show the measured Q-factor after 3,040-km and 3,800-km of 
transmission, cascading 36 and 45 FBGs, respectively. The influence of GDR-related 
impairments is apparent through the large (~5 dB) spread in performance between the 
WDM channels. For a similar DCF-based transmission experiment the spread in 
Q-factor is expected to be in the range of ~1 dB (see for example [6]). Yet after 
3,040-km transmission the measured Q-factor for the worst channel is still 2.5-dB above 
the correction limit of a concatenated FEC code with a 7% overhead (BER 2.4·10-3 or 
Q-factor 9.0 dB). And even for a 3,800-km transmission distance the measured Q-factor 
is above the FEC limit for all 32 channels. 

 
Fig. 4: Measured Q-factor for 32 WDM channels after (a) 3,040-km and (b) 3,800-km transmission. 

 

    

    
(a) 1543.7nm                  (b) 1551.7nm                 (c) 1552.5nm                   (d) 1554.1nm 

Fig. 5: upper row: Eye diagrams after 3,800 km with small (a and b) and large (c and d) GDR related 
penalties, lower row: simulated eye diagrams using measured amplitude and phase response. 

 

Fig. 5 shows in the upper row the measured eye diagrams after 3,800-km of 
transmission for several WDM channels. The eye diagrams at 1543.7 nm (a) and 
1551.7 nm (b) show WDM channels where the GDR has a relatively small influence. 
On the other hand, for the channels at 1552.5 nm (c) and 1554.1 nm (d) a severe 
influence of GDR is evident, limiting the feasible transmission distance to 3,800 km. 
The lower row in Fig. 5 shows the eye diagrams for the same WDM channels when the 
amplitude and phase response of the cascaded FBGs is simulated. In the simulations the 
measured amplitude and phase response of the FBGs are used, but no transmission is 
simulated (“back-to-back”). Hence, the simulation shows only the GDR related 
impairments resulting from the cascaded FBGs. Both the simulated and measured eye 
diagrams in Fig. 5 show a strong broadening of the ‘1’-rail through phase distortions. 
Based on this similarity we conjecture this result mainly from GDR induced penalties.  
Back-to-back, the required optical signal-to-noise ratio (OSNR) is 9.7 dB and 15.3 dB 
for a Q-factor of 9.8 dB (BER 10-3) and 15.6 dB (BER 10-9), respectively. After 
transmission the average OSNR is 19.7 dB and 18.8 dB, for respectively a 3,040-km 
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and 3,800-km transmission distance. The OSNR penalty is computed by comparing the 
required OSNR back-to-back and after transmission for the best-case and worst-case 
measured Q-factor. After 3,040 km transmission the OSNR penalty is between 4 dB and 
8.5 dB, and for a 3,800-km transmission distance the penalty ranges from 5 dB to 
10 dB. Fig. 6a and 6b shows the Q-factor decrease with transmission distance for 
respectively a channel with small and large GDR penalties. The Q-factor decreases with 
~6.5 dB when the transmission distance is doubled, in comparison to 3 dB for an ideal 
(linear) transmission line. As a result the GDR related impairments become more severe 
with an increasing number of cascaded FBGs.  
In the re-circulating loop experiments the measured penalty is however artificially 
increased due to the cascade of the same FBGs, resulting in a correlated GDR. For 
arbitrary cascaded FBG the GDR is uncorrelated and as a result the influence of the 

GDR grows statistically (square-root) [7]. 
However in this transmission experiment 8 
FBGs are cascaded in a re-circulating loop 
and the optical signal is thus passed multiple 
times through the same FBG. Consequently, 
the peak-to-peak GDR grows linearly, 
tremendously worsening the associated 
penalty. Hence, we conjecture that for 
arbitrary cascaded FBGs the drop-off with 
transmission distance is less steep and a 
significant larger number of FBGs can be 
cascaded with acceptable GDR impairments. 

Fig. 6: Measured Q-factor versus distance for a 
channel with small (a) and large (b) GDR 
penalties as well as several arbitrary WDM 
channels (grey). 

Conclusions 
We showed long-haul 10.7-Gbit/s WDM transmission with only FBG-based DCMs for 
in-line dispersion compensation. Using low-GDR FBGs we successfully transmit NRZ 
modulated data over 40 x 95 km, cascading 45 FBG units. The penalties associated with 
cascading a large number of FBGs (>30) implies that FBGs are not yet suitable for ultra 
long-haul applications. But it shows that FBG fabrication technology has matured into 
an appealing alternative for cost-sensitive links, up to approximately 2000 km. 
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Towards a reliable RoF infrastructure for
broadband wireless access
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Radio-over-Fiber (RoF) distribution antenna systems have been identified as a flexible
option for the access architecture of the emerging wireless access networks, especially
inside buildings, as a means of reducing infrastructure cost and antenna site complex-
ity. Exploiting the features of the Optical Frequency Multiplication (OFM) technique, a
reliable RoF physical layer can be designed, comprising bidirectional RF transmission,
increased cell capacity allocation, multi-standard support, remote LO delivery and an in-
band control channel for dynamic radio link adaptation and remote antenna controlling.
The proposed scheme can be easily integrated in WDM-PON architectures, allowing a
flexible convergence of wireless services with broadband access optical networks.

Introduction

One major application of microwave photonics research is radio-over-fiber (RoF) distri-
bution antenna systems, in which radio signals are generated at a remote central station
(CS) and distributed transparently to several simplified antenna stations (AS) via optical
fiber. The main goal of these RoF systems is to reduce infrastructure cost and to over-
come the capacity bottleneck in wireless access networks, allowing at the same time a
flexible merging with conventional optical access networks. Thus, in order to design a
reliable RoF-based access infrastructure, RoF techniques must (a) be capable of generat-
ing the microwave signals and (b) allow a reliable microwave signals transmission over
the optical link. The Optical Frequency Multiplication (OFM) method [1] satisfies these
two main requirements by generating the microwave signals with a single laser source
and low frequency electronics and presenting high tolerance to dispersion impairments in
transmission over single mode [2] and multimode [3] fiber links. In this paper, we sum-
marize a number of functionalities enabled by the OFM technique, which make possible
the design of a reliable RoF-based infrastructure for broadband wireless access.

Optical Frequency Multiplication (OFM)

The Optical Frequency Multiplication (OFM) principle is based on harmonics generation
by FM-IM conversion through a periodic band pass filter. At the CS, a continuous wave
laser sourceω0 is frequency modulated (FM) by a sinusoid with sweep frequencyfsw,
intensity modulated by the radio signal (data) at low frequency subcarrierfsc < fsw/2,
passed through a periodic band pass filter (e.g., a Mach-Zehnder interferometer (MZI)),
launched into the optical fiber link and recovered at the AS by a photodetector (fig. 1(a)).
At the output of the photodetector, radio frequency components at every harmonic offsw

are obtained (fharmonic= n· fsw) (fig. 1(b), no data), with relative amplitudes depending on
fsw, the frequency modulation index and the free spectral range (FSR) of the MZI. When
radio data is applied, the radio signals are obtained up-converted double-sided along with
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Figure 2: RF bandwidth capacity and multistandard support

the generated harmonics atfRF = n · fsw± fsc (n indicates thenth harmonic), at the AS
(fig. 1(c)).

Increased cell capacity allocation and multi-standard support

As explained before, in a RoF link employing OFM, any radio signal at low frequency
subcarrierfsc< fsw/2 can be introduced by intensity modulation at the CS, transparently
transmitted to the AS, and recovered up-converted along with the desired harmonic. On
the condition that the maximum RF bandwidth (fsw/2) is not exceeded, different wireless
signals can be transmitted simultaneously in a subcarrier multiplexing (SCM) scheme [4]
(fig. 2(a)). Hence, at the AS, the obtained up-converted signals can be selected at the same
or at different harmonics bands. This opens the possibility ofincreasing the cell capacity
of a wireless system at the AS, when the signals are selected in the same harmonic band.
Also, a proper election of thefsw and fsc’s at the CS enables the simultaneous recovery of
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Figure 3: Bidirectional RoF link employing OFM [5]

the wireless signals at different harmonic bands (fig. 2(b)). In this way,multiple wireless
standardscan be simultaneously and transparently transmitted to the same AS, e.g. WiFi
and WiMax, in a single OFM link, employing only one laser source and and low frequency
electronics at the CS.

Dynamic radio link adaptation with OFM

Dynamic radio link adaptation to the physical medium is a key feature in wireless trans-
mission to guarantee system performance. Thus, a RoF link has to support this adapt-
ability without incurring in additional signal degradation along the optical path, being as
independent as possible of the radio link adaptation procedures. Whereas link/MAC and
baseband adaptation can be controlled from the CS, the RF adaptation may occur either
at the CS or at the AS. In this last case, adaptive remote AS configuration might be nec-
essary. Hence, a trade-off between AS-simplicity and minimum level of AS-intelligence
needed arises. OFM enables a flexible mechanism for the dynamic radio link adaptation
support [4]:

• Dynamic carrier frequency allocationcan be easily performed from the CS by tun-
ing low frequency subcarriers.

• Transmit powercan be remotely controlled from the CS and adjusted at the AS, to
alleviate optical dynamic range requirements in the RoF link; for this purpose, an
in-band control channelhas to be transmitted simultaneously with the wireless data
channel from the CS to the AS.

In a more general approach, an in-band control channel in the same optical link may en-
able other mechanisms for remote antenna configuration and controlling during network
optimization and dynamic resource allocation.

Bidirectional RoF link employing OFM

Figure 3 shows a schematic of a bidirectional RoF link employing OFM [5]. At the CS,
a pilot subcarrierfscpilot can be also multiplexed together with the downlink radio chan-
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nels and the control channel. At the photodetector output, this subcarrier is up-converted
together with the RF channels tofLO = n · fsw± fscpilot , and can be used as a local oscil-
lator (LO) at the AS. In this way, the uplink RF channels arriving at the AS are mixed
with the remotely delivered LO’s and down-converted to low intermediate frequency (IF)
fUL = | fLO− fRF|. The resulting IF uplink signals can modulate the intensity of a low cost
light source and be directly transmitted to the CS, where they can be further processed by
a low frequency RF receiver.

Flexible wireless-optical convergence

OFM has the advantage of generating microwave carriers with the use of one single laser
source. When considering bidirectional transmission, two separate wavelengths (λDL and
λUL) compose the RoF link. Thus, the extension of this OFM-based RoF link towards a
distribution antenna system design implies the multiplexing of wavelength pairs per AS.
This scheme can be easily integrated in wavelength division multiplexing passive optical
network (WDM-PON) architectures, which are nowadays very popular in fibre-to-the-
home (FTTH) broadband access [5].

Conclusions

Optical Frequency Multiplication is a flexible and cost-effective RoF technique that en-
ables multiple functionalities required for the support of wireless access systems. In-
creased cell capacity allocation, multi-standard support, remote LO delivery and in-band
control channel for dynamic radio link adaptation and remote antenna controlling can be
provided with a single laser source and low frequency electronics at the CS. Additionally,
RoF distribution antenna systems based on OFM can be smoothly merged with broad-
band access optical networks like WDM-PON, allowing a flexible convergence of optical
fiber’s high capacity and wireless access flexibility.
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In short-reach multimode fibre (MMF) links, mode group diversity multiplexing (MGDM)
can be used to create parallel, independent communication channels. Each channel uses
a different subset of the propagating modes in the MMF. To allow for network topologies
beyond the basic point-to-point scenario, passive components, such as optical splitters,
are required. Such components may affect the modal spectrum of the MGDM channels
and therefore the performance of the communication link. This paper presents an experi-
mental investigation of the effect of passive optical components on an MGDM link.

Introduction

Multimode fibre (MMF) is extensively used in in-building and campus networks. Its large
core diameter, in comparison to the single-mode fibre (SMF), facilitates its installation
and handling. In MMFs, monochromatic light propagates in a multitude of modes. Each
mode has a different spatial intensity distribution and propagation delay. Mode group
diversity multiplexing (MGDM) is an intensity-modulation (IM), direct-detection (DD),
multiple-input, multiple-output technique that uses groups of propagating modes to cre-
ate independent, parallel communication channels.N lasers exciteN different groups of
modes andM detectors(M ≥ N) selectively respond to the optical power at the MMF
output. The mixing among the channels is mitigated electronically [1, 2]. In short-reach
networks, the effect of dispersion can be neglected when the bandwidth requirements are
not very high. The transmission bandwidth can still be in the range of a few GHz for
MMF links up to 100 m long [3]. In this case, the electrical output signals are related
to the electrical input ones via a real-valuedM×N transmission matrixH. The matrix
elementshi, j express the amount of optical power in thejth channel that is received by
the ith detector.

MGDM requires mode-selective components to launch and detect the mode groups. De-
sign considerations for graded-index (GI) MMFs have been presented [4], with radially
offset beams at the GI-MMF input and a multi-segment detector with annular segments re-
sponding to the near field pattern (NFP) at the GI-MMF output. The intensity distribution
of the NFPs of the MGDM channels determines the geometry of the detector. In particu-
lar, the areas of the detector’s segments are chosen so as to minimize the crosstalk among
the channels. In local area networks, bus, star and ring topologies are often deployed (Fig-
ure 1). To apply MGDM in such network topologies, passive optical components, such
as optical couplers, are required. In this paper, we present an experimental investigation
of the effect of several passive optical components on the NFP of GI-MMF links under
selective excitation with an SMF.
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Ring Star Bus

Figure 1: Common topologies in local area networks.

Experimental Results

The experimental investigation of the NFP was realized with the set-up illustrated in Fig-
ure 2. An external cavity type tunable semiconductor laser was used to selectively excite a
1 m long GI-MMF with core/cladding diameter of 50/125µm and central numerical aper-
ture (NA) 0.2. The wavelength of the laser was tuned at 1310 nm and its linewidth was
85 kHz. The laser was pigtailed with an SMF of 9.3µm mode field diameter at 1310 nm
wavelength. The SMF and GI-MMF axes were parallel and their lateral distance was set
by computer-controlled translational stages. The axial distance between the SMF and the
GI-MMF ends was in the order of a few microns to allow for the movement of the stages.
The 1 m long GI-MMF was connected to a GI-MMF passive optical component followed
by a 100 m long GI-MMF, both of the same type with the 1 m GI-MMF. The optical com-
ponents were connected with FC/PC adapters. At the output of the 100 m long GI-MMF,
the NFP was observed with an infrared vidicon camera and a microscope (magnification
50×, NA 0.75). An image of the NFP was grabbed with video-processing software.

The intensity distribution of the NFP was observed when the radial offset of the SMF axis
with respect to the GI-MMF one was 0, 12 and 21µm, and for different passive optical
components. The obtained NFP images are shown in Figure 3 for several cases, described
in Table 1. A 2 m long GI-MMF, a monolithical 50/50 coupler, a monolithical 90/10 cou-
pler and a 3-port circulator were tested. The couplers and the circulator are optimized
for use at 1310 nm. When the 2 m long GI-MMF was tested (case 2), the overall shape
of the NFP was very similar to the corresponding NFP at the output of the 1 m GI-MMF
(case 1). This is meant to show the limited effect of the FC/PC adapters, present in every
case. The NFP in 3, 4 and 5 appears to be nearly as in 1 and 2. In 7 and 8, the intensity
distribution of the NFP for 0µm radial offset at the input is slightly expanded, while for

100 m 
GI-MMF

Microscope IR camera

PCLaser at 
1310 nm

Passive Optical 
Component

1 m   
GI-MMF

FC/PC 
adapter

FC/PC 
adapter

VOA

SMFSMF y

x
Stages

Figure 2: Experimental set-up for the investigation of the effect of passive optical com-
ponents on the NFP of GI-MMF links.
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Figure 3: Intensity distribution of the NFP at the output facet of (1) the 1 m long GI-MMF
(2-8) the 100 m long GI-MMF used in the set-up of Figure 2. The passive components
used in 2-8 are described in Table 1.

the other two offsets it remains similar. Finally, in 6, the shape of the NFP seems to be
independent of the offset of the input beam.

In order to use passive optical components in an MMF network with selective excitation,
these components should not alter significantly the modal distribution and furthermore
their specifications, such as the coupling ratio and the insertion loss, should be main-
tained. Apart from MGDM, this is of interest for the offset launch technique, which has
been proposed to increase the bandwidth of IM-DD, single-input, single-output MMF
links [5]. From the components we tested, only the circulator maintained its specifica-
tions for all offsets. The couplers did not exhibit a consistent coupling ratio, even though
in several cases they did not change the overall shape of NFP.

Table 1: Description of the cases presented in Figure 3

Case Passive component

2 2 m long 50/125µm GI-MMF
3 monolithical 50/50 coupler, input 1 to output 1
4 monolithical 50/50 coupler, input 1 to output 2
5 monolithical 90/10 coupler, input 1 to output 1
6 monolithical 90/10 coupler, input 1 to tap 1
7 3-port circulator, port 1 to port 2
8 3-port circulator, port 2 to port 3
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From the above investigation, standard MMF passive components do not seem to be suit-
able for MMF networks with techniques using selective excitation. Laser optimized com-
ponents would be required [6]. The primary reason is that standard components, although
in most cases they do not change dramatically the modal distribution, they do not respond
according to their specifications. These specifications are usually given for overfilled
launch conditions. This can be achieved with a source of high angular divergence, e.g. an
LED, or a mode scrambler at the GI-MMF input [7].

Conclusions

We have presented an experimental investigation of the intensity distribution of the NFP at
the output of a GI-MMF link comprising a 1 m long GI-MMF, a GI-MMF passive optical
component and a 100 m long GI-MMF. We examined standard components, i.e. not ones
designed for laser optimized operation. We have shown that in several cases the overall
NFP remains similar with the NFP at the output of the 1 m GI-MMF. In some cases, the
NFP is slightly affected when light is launched at the lower order modes at the input
of the GI-MMF link. In most cases, though, these passive components did not seem to
introduce a dramatic change in the mode distribution. This is very important for MGDM
links. However, when MMF couplers were tested, the coupling ratio did not maintain its
value according to the specifications. This hampers the use of such components in MMF
networks with selective excitation.
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We describe the implementation of an optical time domain reflectometry technique to 
characterize the power evolution of wavelength division multiplexed (WDM) channels 
in single-mode optical fibers. Thanks to this non-destructive method, we have observed 
the parametric oscillations due to four-wave mixing and how the power exchanges are 
distributed along the fiber. Comparison of the agreement between experiment and 
numerical simulation based on both coupled mode equations and nonlinear 
Schrödinger equation is also provided. As the period of the oscillation partially depends 
on the fiber dispersion, our technique is promising for its determination along the fiber 
length. 

Introduction 
In today’s optical telecommunication system with still higher demand in capacity, 
wavelength division multiplexing (WDM) has proven to be a very efficient technique to 
increase the bandwidth. By simply coupling together in a single optical fiber several 
sources at various wavelengths, it is possible to multiply the capacity by the number of 
channels. While optical amplification is making progress every day in order to meet the 
requirement of long haul transmission systems, the power of channels can be higher and 
higher. The optical fibers can exhibit high optical nonlinearities inside their core due to 
the high confinement that light undergoes while being guided, leading to interactions 
between the different wavelengths. Because of the crosstalk between the channels in 
those high power WDM transmission systems, this has become a limiting impairment.  
In a previous paper [1], we have demonstrated the implementation of a new multi-
wavelengths optical time domain reflectometric (OTDR) experimental set-up that 
enables the distributed measurement the nonlinear interactions between several WDM 
channels inside an optical fiber. The measurement of parametric amplification of a 
channel was provided and so were numerical simulations generated with the coupled 
modes model (CMM) giving account for it. 
In this report, we show how to enhance the set-up so that we can highlight other 
physical phenomena such as the parametric oscillations generated by the interplay 
between the nonlinear Kerr effects and the dispersion of the fiber that were predicted in 
[2] by the CMM. Indeed, these two features induce the four-wave mixing of the 
channels that propagate along the fiber through phase-matched power exchanges 
requiring both good chromatic dispersion and optical power conditions. 
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Principle 
If we couple powerful OTDR-like pulses at different wavelengths in a fiber, those will 
interact together through various nonlinear effects such as stimulated Raman scattering 
(SRS) and four-wave mixing (FWM). Thanks to Rayleigh backscattering it is possible 
to follow the evolution of the power at each wavelength along the fiber. One can show 
that the power evolution of the channels of a WDM system can be either modeled by 
[2]: 
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where PNL is the nonlinear polarization, ℜ  and ℑ  denote real and imaginary parts, Pj is 
the optical power of channel j, (3)
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where k is the wave number, φj is the optical phase of channel j, ε0 is the dielectric 
constant in a vacuum. In equation (1) and (2), the first term is related to optical Kerr 
effect and its consequences such as FWM, self- and cross-phase modulation and the 
second term is related to SRS effects. The other way to model such kind of nonlinear 
interactions can be made through the generalized nonlinear Schrödinger equation 
(GNLSE) : 
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where A(z,t) is the amplitude the slowly varying envelope of the electric field [5]. 

Experimental set-up and results 
Our experimental set-up, shown on figure 1, was initially derived from the set-up 
proposed in [3,4]. It based on a commercial OTDR whom output signal is directed to a 
PIN photodiode through a circulator. The resulting electrical signal is used to drive an 
acousto-optic modulator (AOM) via a pulse generator. This AOM modulates four 
external cavity tunable lasers source (TLS) that are coupled together with the use of a 
3 dB coupler. Consequently the narrow lasing lines of the four ECL replace the classical 
OTDR broadband source. Pulses are launched into the fiber through a second circulator 
and are then continuously Rayleigh backscattered when they propagate down the fiber. 
The circulators then direct the backscattered signal to the OTDR detector. A tunable 
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band-pass filter is placed between the two circulators in order to select one wavelength 
at a time. As an ECL is less powerful than a classical OTDR source, we need to amplify 
the lasers in order to have enough power to detect the backscattered signal. This 
amplification is provided using a high power erbium doped fiber amplifier (EDFA) with 
+23 dBm output power. As we use narrow linewidth lasers, we see the appearance of a 
coherence noise due to the interferences between components of the pulses arriving at 
the same time at the OTDR detector [4]. In order to prohibit stimulated Brillouin 
scattering (SBS) that would limit the propagating power inside the fiber, cross-phase-
modulation of the sources is provided thanks to a Raman fiber amplifier (RFA) to 
broaden their spectrum. This spectral broadening of the sources also reduces the 
coherence noise. 
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Fig 1 Experimental set-up 

 
We performed measurements with our experimental set-up on a dispersion-shifted fiber 
(DSF) that has its zero-dispersion wavelength near 1550 nm. Figure 2 shows spectra 
recorded at the input and at the output of the fiber with an optical spectrum analyzer. 
We can see that, beside the two lines of the TLS, two others are generated through 
FWM inside the EDFA. The newly generated wavelengths are nearly equally spaced 
1 nm apart. On figure 2, we denote n°1–6, the six channels around 1550 nm from 
highest to lowest wavelength, n°2–5 being the four wavelengths et the input of the fiber. 
After propagation inside the fiber, there has been a power exchange between 
wavelength n°2–5 and n°1 and 6 that were generated from the EDFA ASE noise 
through FWM.  
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Fig 2 (a) Input spectrum, (b) output spectrum, (c) distribution of the power of channels 1-6 
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Thanks to our modified OTDR, we could measure the power distribution along the fiber 
for the different wavelengths. Results are presented on figure 2. 
Numerical simulations based on both equations (2) and (7) were performed. Results are 
presented on figure 4. Comparing to the experiment, one can notice that qualitative 
behaviors could be reproduced. However, the simulations exhibit some disagreement 
with our measurement. This can be explained by the fact that we did not take the zero-
dispersion wavelength variation along the fiber into account [7]. 
 

 
Fig 3 (a) Spectrum produced by simulation of GNLSE, (b) spectrum produced by simulation of the 

CMM, (c) distribution of the power produced by simulation of the CMM 
 

Conclusions 
We have demonstrated a new kind of reflectometry technique for WDM systems 
characterization. It is based on a multi-wavelength tunable OTDR. This method can be 
useful to characterize nonlinear effects in WDM systems. We have emphasized the 
applicability of this method to the study of the interactions between several channels 
leading to parametric oscillations due to FWM. 
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Multimode fibre (MMF) is a suitable medium for constructing a cost-effective 

converged access network. Compared with single mode fibre the bandwidth of the 

baseband of MMF is limited. The transmission capacity of MMF can however be 

increased due to the existence of passbands in the higher frequency region above the  -

3dB baseband. Multiple subcarrier modulation may explore efficiently the passband 

characteristics of MMF. In this paper, we demonstrate the transmission of 1.25 Gb/s 

binary phase shift keying (BPSK) modulated data over 4.4 km 50µm-core- diameter 

silica MMF and 100 m 50µm-core-diameter graded-index perfluorinated polymer 

optical fibre (GI POF) by using a single subcarrier channel centered at 3 GHz. Eye 

diagram and bit error rate measurement results will be presented. Experiments with 

different subcarrier frequencies indicate the possibility for Subcarrier Multiplexing 

(SCM) to transport various broadband signals through a common infrastructure with 

one laser source.  

Introduction  

In the final link to the user premises there are various services with widely ranging 

characteristics and accordingly, dedicated infrastructures to deliver these services, e.g. 

coaxial cable bus networks for television and radio broadcasting, and twisted copper 

pair point-to-point links for voice telephony. This situation hampers the introduction of 

new services and the communication functionalities among these services. Graded index 

MMF (GIMMF), either silica or polymer, is a preferable alternative to single mode fibre 

(SMF) for building a common infrastructure to provide different services in a full-

service access network.  

In a short range MMF-based access network the modal dispersion dominates chromatic 

dispersion and mode coupling is normally assumed negligible (especially for silica 

MMF). Under these circumstances, the impulse response of the MMF can be assumed to 

consist of a number of delta functions which correspond to groups of modes traveling at 

different speeds. Therefore bandpass lobes at higher frequency region may exist in the 

transfer function [1]. Fig. 1 shows the frequency response of the silica MMF and POF 

used for the transmission experiments. By means of subcarrier multiplexing (SCM), 

these passband regions have the potential to host additional transmission channels for 

integrating different services into a common MMF link with each service modulated 

onto a separate carrier frequency. 

SCM over MMF demonstration was first reported by Raddatz et al. in 1998 [2] with the 

transmission of a 200 Mb/s signal on one subcarrier-modulated channel over a 1 km 

62.5 µm core silica MMF. Since then this technique has been explored for even higher 

capacity/speed transmission, together with more spectrally efficient modulation 
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schemes, i.e. quadrature phase-shift keying (QPSK) [3][4]. However, this technique has 

not been demonstrated on a POF system yet. 

We have presented a system concept of a MMF-based point-to-multipoint access 

network by using SCM techniques [1][5]. The work in this paper is the first step toward 

realizing such system using a passband for transmission of 1.25 Gb/s over both silica 

and polymer MMF link. 
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Figure 1: Frequency responses of a)the 4.4 km silica MMF obtained with different offset lauching 

positions d and b)the 100 m 50 µm core diameter graded index perfluorinated POF measured with central 

lauching. All were with a 1300 nm DFB laser.  

Setup for the transmission experiment 

The experimental setup is shown in Fig. 2. At the transmitter end, a bit pattern generator 

(BPG) is used to produce a 1.25 Gb/s, nonreturn-to-zero (NRZ), 2
7
-1 pseudo-random 

binary sequence (PRBS) data stream. Through a double-balanced microwave mixer, this 

baseband PRBS data is up-converted onto the 3 GHz subcarrier which is generated by 

an RF signal generator. Either a BPSK or an amplitude shift keying (ASK) signal can be 

produced at the output of the mixer by setting the BPG properly. The up-converted 

subcarrier channel signal then directly modulates a 1300 nm Distributed Feedback 

(DFB) laser. The modulated light is butt-coupled from the single mode laser pigtail into 

the MMF link. The core diameters of both this 4.4 km silica MMF and 100 m POF are 

50 µm. Afterwards the transmitted optical signal is detected by a 50 µm core MMF 

pigtailed photodiode which has 25 GHz bandwidth. At the receiver end an identical 

mixer as used for up-conversion at the transmitter was used for demodulation. The RF 

signal generator is connected to the second mixer through a phase shifter, which is used 

to correct the phase change after transmission. After the low pass filter (LPF) the down-

converted signal was sent to the BER tester and oscilloscope.  

Experimental results 

Eye diagrams for both the BPSK and ASK schemes were obtained first. Fig. 3 shows the 

results of the transmission with the 100 m POF. For these eye diagrams, the optical 

power into the photodiode was kept the same at -10 dBm. Obviously, the eyes for the 

BPSK scheme are much more open than those of the ASK, both with the back-to-back 

and after the transmission of 100 m POF. For the 4.4 km silica MMF, we obtained 

similar eye diagrams. 

This observation is in good agreement with the BER measurement.  For the transmission 

over the 4.4 km silica MMF, as shown in Fig. 4a, we can see that a BER lower than 10
-9

 

was obtained for each case and there exists a power penalty around 1 dB for both BPSK 
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and ASK at BER of 10
-9

. While compared with BPSK, the ASK format resulted in an 

extra 2.7 dB penalty at the BER of 10
-9

.  

 

 
Figure 2: Experimental setup for the one channel 1.25 Gb/s subcarrier modulated transmission over MMF 

link.   
 

a) 
 

 

b)  
 

c) 
 

 

d) 

      Figure 3: Received eye diagrams of the 1.25 Gb/s subcarrier-modulated channel (200ps/div, 

50mV/div). a) back-to-back with BPSK,  b) back-to-back with ASK, c) after 100 m 50µm core PF POF 

with BPSK and d) after 100 m 50µm core PF POF with ASK.  

 

For the 100m POF experiment (results shown in Fig. 4b), the reception is still error-free 

for the BPSK signal with received power level of -10 dBm, while for the ASK signal, 

the BER increased to about 10
-8

 after transmission. Compared to the back-to-back 

scenario, at BER of 10
-9

 there was a power penalty of around 1.5 dB after transmission 

for both BPSK and ASK. Compared with BPSK, the ASK scheme resulted in an extra 

3.4 dB penalty at the BER of 10
-9

. 

Furthermore, for both BPSK and ASK schemes error-free transmission was achieved 

with either the silica MMF link or the POF link. 
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     Figure 4. BER comparison between BPSK and ASK subcarrier modulated transmission. a) results of 

the 4.4 km silica MMF and b) results of the 100 m PF POF. 

 
In addition, experiments with combination of other subcarrier frequencies and bit rates 

were conducted. The tested subcarrier frequencies were 2.2 GHz, 2.5 GHz and 2.8 GHz 

for the 4.4 km silica MMF, and were 4.0 GHz, 3.5 GHz and 2.5 GHz for the 100 m 

POF. The bit rates were 450 Mb/s, 625 Mb/s and 1 Gb/s. Error-free transmission was 

observed for all these combinations of frequencies and bit rates. This indicates that it is 

possible to apply SCM techniques onto a silica MMF, or a POF system for delivering 

different services. 

Conclusions 

1.25 Gb/s transmission experiments over 4.4 km silica MMF and 100 m 50µm core 

diameter GIPOF were conducted with the use of subcarrier modulation techniques. 

Combinations of different subcarrier frequencies and bit rates were tested for transport 

in a subcarrier channel. Error-free transmissions were achieved for both BPSK and ASK 

modulation formats. This experiment demonstrates the feasibility of integrating different 

services into one silica or polymer MMF system by SCM techniques. 
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High-capacity switched interconnects based on semiconductor optical amplifier 
switches are studied for low-latency data networking applications.  Capacity is scaled 
through the use of wavelength multiplexed packets to show a sublinear dependence of 
power penalty on data capacity and sufficient power margin for scaling to 8x8 port 
interconnection at 100Gb/s aggregate capacity per port.  Good agreement with test-bed 
data is achieved and a route to switched terabit/second capacity optical interconnection 
circuits is identified.  

Introduction 

Advances in high performance signal processing have been predominantly driven by 
improved microprocessor speeds and transistor miniaturization.  However the rapid 
increase in the power consumption within these circuits and the delays in transmission 
between processors and memory incur formidable bottlenecks.  Switched electronic 
interconnects are approaching their limits in terms of tolerable size, power 
consumption, crosstalk and thermal dissipation and this is leading to renewed interest in 
photonic techniques.  However power consumption and complexity are paramount in 
the deployment of high-capacity photonic solutions.   

The parallel transmission of multiple wavelengths has been proposed in optical 
interconnection [1] and exploited more recently in packet-switched optical 
interconnects [2,3] with a view to facilitating order of magnitude reductions in power 
consumption and component count.  While aggregate data capacity of order 100Gb/s is 
achieved, there is evidence of signal impairment 
and little simulation study has been performed to 
quantify and explore the origins of power penalty or 
assess the potential limitations in terms of ultimate 
capacity and connectivity.  This simulation study 
explores data capacity limits and connectivity for 
broadcast and select switch networks.  Scaling in 
aggregate capacity is quantified in terms of power 
penalty for varied numbers of wavelength channels.  
The input power dynamic range is explored to 
facilitate power map assessment for increased 
numbers of splitter stages in larger interconnection 
networks.  Cross-comparison is made with test bed 
data using commercially available components.    
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Figure 1: Example schematic of 
a 4 x 4 broadcast and select 
switch fabric 
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Simulation 

The interconnect architecture studied is a broadcast and select fabric with cascaded 
splitters which fan out to an array of semiconductor optical amplifiers.  Outputs are 
subsequently recombined at the output side.  Figure 1 shows an example layout for a 
four input and four output (4x4) switch architecture with shuffle networks on both the 
input and output side.   

Wavelength multiplexed sources are implemented with up to ten wavelength channels, 
and are modulated with 10Gb/s pseudo random bit streams with a simulation-limited 
pattern length of 27-1 and an extinction ratio of 10dB.  The data streams are 
decorrelated in time, and spaced with a 100GHz channel separation.  Multiplexing is 
performed in the Fourier domain before defining the time resolved input field to the 
SOA model.  The simulated SOA output is subsequently filtered using the amplitude 
response of a commercial demultiplexer.  Signal integrity is assessed initially in terms 
of Q factor before deriving power penalty. 
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Figure 2: Assessment of the capacity of an SOA based interconnect and inset right, the 

simulated input spectrum and received spectrum for 100Gb/s aggregate operation 

Received data for the central 1550nm wavelength channel is presented in the right inset 
of figure 2 along with the wavelength multiplexed input.  The output time resolved field 
is assessed with a receiver model [4] using an analysis of the eye diagram, and 
estimations are made for the Q-factor from the probability distribution functions for the 
ones and zero level voltages at the receiver.  Bit error rate is subsequently estimated as a 
function of receiver sensitivity.  Figure 3 shows the bit error rate performance of the 
switch for 100 Gb/s aggregate data transmission on ten wavelength channels.   

Bit error rate performance is estimated initially for the input signal to the switch and 
subsequently for the amplified signals outputted from the switch fabric.  A reduction in 
the receiver sensitivity is noted for the case of -25dB into the SOA, and further 
degradation to a total power penalty of 1dB is observed for the case of -20dBm input 
power.  An increased curvature in the bit error rate dependency on received power is 
also observed as the error performance deviates away from noise limited sensitivity and 
power dependent distortion in the amplifier becomes more important.  This is also 
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evident in the eye diagram in the right inset (ii), where a resulting broadening in the one 
level rail is attributable to insufficiently fast gain dynamics.   
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Figure 3: Simulated bit error rate characteristics for the SOA switch element operating 

at  based interconnect and inset right, the simulated input spectrum and received 
spectrum for 100Gb/s aggregate operation 

Capacity scaling 

To explore the role of the data capacity on switch performance, the number of 
wavelength channels and the input power per wavelength channel into the switch is 
varied and the power penalty is extracted from Q-factor estimation.  Figure 4 
summarizes the power penalty and gain for the broader range of operating conditions.   
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Figure 4: (i) Power penalty at bit error rate 10-9 and (ii) gain as a function of the 

number of wavelength channels and the input power per channel into the SOA switch.   
Also included in inset (ii) are experimental data points taken from [2] to show the 

experimentally measured maximum operating input power 

The contour plots in figure 4(i) show the power penalty extracted from Q factor 
assessments as a function of both number of input wavelengths and for a range of input 
powers into the switch.  The power penalty data indicate that power penalties of below 
0.25dB are readily achieved for low numbers of wavelength channels, but as the 
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capacity is increased, the power range for which this is feasible drops.  The right inset 
figure shows the gain for the measured conditions and therefore shows the correlation 
between power penalty and gain saturation at high operating powers.  The degradation 
in power penalty at low power is attributable to poorer signal to noise ratio.  
Experimental data taken from [2] are also included in figure 4 to show good correlation 
with measured test-bed data.  The maximum tolerated input power is observed to 
increase sublinearly with the number of wavelengths, indicating that further scaling in 
capacity is still feasible. 

Connectivity scaling 
The interconnection of the switch fabric presented in figure 1 and 2 indicates that the 
power map is determined primarily by the tolerated splitter and multiplexer losses.  
Assuming fixed losses of 7dB for the wavelength multiplexer and splices, and splitter 
losses of 3.4 log2Np dB for a switch fabric of Np input/ output pairs allows an estimate 
to be made for the connectivity scaling for a 100Gb/s/port switch fabric.  A margin for 
fabrication tolerance and variations in system implementation may also be included.  
The data presented in figure 3 and 4 indicate a maximum input power of -18dBm into 
the switch, a receiver sensitivity of -20dBm and 18dB SOA gain with 1dB power 
penalty.  The power map for these values indicates a margin of order 1dB even for an 8 
x 8 architecture with each input potentially operating at 100Gb/s.  

Conclusions 

The scaling performance of broadcast and select switch fabrics is studied to identify the 
limits to performance in terms of capacity and connectivity scaling.  The trends are in 
close agreement with test-bed data, indicating that performance is primarily limited by 
the design of the SOA switch implemented.  Performance enhancement may be 
anticipated for SOAs which are further optimized for the switch architecture.  However  
100Gb/s/port is already achieved for an architecture which is scaleable to 8x8 
interconnection, indicating a route to Terabit/second aggregate routing for a moderately 
sized photonic interconnect circuit.   
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To calculate sensitivity of rib waveguides designed for integrated optical sensors, an 
analytic approach based on well-known Effective Index Method has been developed. To 
validate the proposed formalism, sensitivity of different rib guiding structures in CMOS 
compatible technologies has been calculated by developed formulas and by a numerical 
procedure based on Finite Element Method. Agreement is demonstrated to be good in 
all considered cases.  

Introduction 
Integrated optical devices are increasingly being used in a great number of sensing 
applications. This interest is due to their immunity to electromagnetic interference, high 
sensitivity, good compactness and robustness and high compatibility with fiber 
networks. 
In the last years, different kinds of guided-wave optical sensors have been designed and 
fabricated, adopting different architectures such as those based on directional couplers 
[1], Mach–Zehnder interferometers [2-3], grating-coupled waveguides [4], and micro-
resonators [5]. A lot of these devices have been fabricated using CMOS compatible 
technological processes. 
In integrated optical sensors the shift in measured chemical/physical quantity produces 
a change of cover medium refractive index. This change affects the propagating mode 
effective index. Then, optical field distribution in the guiding structure cross section 
heavily affects the device sensitivity, so one of the most important design task is the 
waveguide optimization in order to maximize this parameter. 
In a number of integrated optical sensors, a rib waveguide having a width w, a total 
height h1 and an etch depth h1-h2, is adopted, as shown in Fig. 1(a). 
 

 
Fig. 1. (a) Rib waveguide structure; (b) Effective-index method applied to the rib waveguide. 

 
Waveguide sensitivity is usually expressed as: 
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where N is the effective index of a mode propagating in the rib waveguide and nc is the 
refractive index of cover medium. In [6], a normalized analytic formalism has been 
introduced to optimize the sensitivity of slab waveguides.  
In this paper we propose an analytic procedure to calculate the sensitivity of a rib 
waveguide, to be included in an integrated optical sensor. Our approach is based on the 
application of Effective Index Method (EIM) to the guiding structure (see Fig. 1(b)). 
Results are compared with those derived by a numerical rigorous procedure carried out 
by full-vectorial Finite Element Method (FEM) [7]. 

Analytic estimation of sensitivity 
Two analytic expressions for rib waveguide sensitivity can be obtained by applying 
EIM [8] for quasi-TE and quasi-TM polarization, respectively: 
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where k0 is the vacuum wave-number, n1 is the effective index of a mode propagating in 
the slab waveguide with height h1 (waveguide I in Fig. 1(b)), n2 is the effective index of 
a mode propagating in the slab waveguide with height h2 (waveguide II in Fig. 1(b)), nc, 
nf and ns are rib waveguide cover, core and substrate refractive indices, respectively.  
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Analytic method validation 
Rib waveguide sensitivity, as defined in (1), can be also numerically estimated by a 
Finite Element Method (FEM) based approach. This approach is based on rigorous 
calculation of cover medium refractive index nc change in a narrow range and the 
relevant shift of effective index N. To estimate the effective index N, the full-vectorial 
FEM has been used.  
To validate the proposed analytical method, sensitivity of two waveguides adopting 
silicon oxide (SiO2) as substrate and silicon oxynitride (SiON) and silicon nitride 
(Si3N4) as guiding film, has been investigated. As cover medium water (whose 
refractive index can be changed by mixing it with ethanol [3]) has been considered. An 
operating wavelength λ = 633 nm has been assumed in both cases.  
For quasi-TE and quasi-TM modes, waveguide sensitivity dependence on etch depth 
(ED = h1-h2) has been investigated by proposed analytic formula and by FEM-based 
numerical approach. Comparisons are sketched in Fig. 2 and Fig. 3. 
Waveguide sensitivity calculated by both analytical and numerical approaches exhibits 
similar dependence as a function of etch depth. Moreover, the moderate difference 
between results obtained by both methods remains quite constant. For silicon nitride 
waveguides, we obtain a maximum difference of 15% for quasi-TE and 10% for quasi-
TM.  

 
Fig. 2. Silicon nitride waveguide sensitivity dependence on ED, estimated by proposed analytic 

approach and by FEM-based numerical method, for quasi-TE and quasi-TM modes. Other 
parameters are w= 1000 nm, h1 = 600 nm, ns = 1.46, nf = 2 and nc = 1.33. 

 
In case of silicon oxynitride waveguides, we have a maximum difference of 11% for 
quasi-TE and 10% for quasi-TM. It is clear that the behavior with polarization still 
remains the same for smaller index contrast structures (as in Fig. 3). 
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Fig. 3. Silicon oxynitride waveguide sensitivity dependence on ED, estimated by proposed 

analytic approach and by FEM-based numerical method, for quasi-TE and quasi-TM modes. 
Other parameters are w = 2000 nm, h1 = 500 nm, ns = 1.46, nf = 1.55 and nc = 1.33. 

Conclusion 
In this paper an analytic approach based on effective index method is applied for the 
estimation of sensitivity to cover refractive index change in rib waveguides for sensing 
applications. The results are in good agreement with those obtained by a rigorous 
numerical approach based on full-vectorial finite element method. 
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The sensitivity of a polarization maintaining fibre (PMF) to external effects has been 

investigated. Using a polarimeter, the evolution of the state of polarization (SOP) on 

the Poincaré sphere was observed for the light transmitted into a PMF as a function of 

temperature and longitudinal strain. In theses conditions, the SOP describes a circle on 

the Poincaré sphere. Temperature and strain have proven to communicate a linear 

behaviour to the rotation angle described by the SOP on the Poincaré sphere. The 

authors also discuss the feasibility of a distributed sensor exploiting this phenomenon. 

Work position 

On today's industry market, sensors are no more important but mandatory. Their 

applications are sparse: manufacturing monitoring, people and goods security, smart 

structures, etc. Within all these possible applications, the demand for distributed sensors 

is continuously increasing. 

This paper proposes to analyze the sensitivity of Polarization Maintaining Fibres (PMF) 

to temperature and strain for sensing applications. The analysis has been performed using 

a polarimeter. Results are presented and are supported by simulations. An interesting 

issue exploiting the PMF sensitivity is discussed and concerns the distributed 

measurement of the temperature or strain via a reflectometry technique. 

Polarization in PMF – Theoretical background  

In electrodynamics, polarization is the property of electromagnetic waves, such as light, 

that describes the direction of their transverse electric field. More generally, the state of 

polarization (SOP) is the pattern drawn in the transverse plane by the extremity of the 

electric field vector as a function of time at a fixed position in space. That pattern 

represents an ellipse that can degenerate into a circle (circular polarization) or a straight 

line (linear polarization). 

The birefringence in optical fibres is defined as the difference in refractive index between 

a particular pair of orthogonal polarization modes (called the eigenmodes) and results 

from the presence of asymmetries in the fibre section.  

The Polarization Maintaining Fibre (PMF) intentionally creates consistent linear 

birefringence pattern along its length, prohibiting coupling between the two orthogonal 

polarization directions. 

Two parameters are needed for the representation of linear polarization in optical fibres: 

δ, the phase retardance between the two orthogonal linear states, and q, the azimuth of 

the fastest linear polarization mode with respect to Ox. 

The beat length is a length of fibre through which the polarization SOP is recovered 

whatever the input SOP (i.e. the polarized light undergoes a complete revolution of 

polarization). PMF exhibit a beat length of about 3 mm. 
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Polarization effects can be described by a mathematical formalism based on a matrix 

representation. In the Stokes formalism, a state of polarization is represented by a four-

dimensional vector S, called the Stokes vector. 
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It is generally more common to work with the normalized Stokes parameters, where 

0SSs ii = (for i=1 ..3). Consequently, the normalized Stokes parameters vary from -1 to 

+1. They can be assigned to the Cartesian coordinates xyz. Then, any given state of 

polarization, i.e. any given triplet (s1, s2, s3), corresponds to a unique point on or within a 

sphere: the Poincaré sphere. That sphere is a powerful and elegant graphical tool for 

describing states of polarization transformation induced by optical systems. It is 

represented on figure 1. The two poles of the sphere represent left and right-hand 

circularly polarized light. Points on the equator indicate linear polarizations. All other 

points on the sphere represent elliptical polarization states 

 

Experimental results 

The experimental setup is presented in figure 2. During operation, the laser source injects 

a light signal into the PMF via a linear polarizer in order to fix the state of polarization of 

the light launched into a 2 meters long bow tie fibre. The outgoing signal is then analyzed 

with the polarimeter. A polarimeter is an instrument indicating on the Poincaré sphere 

the state of polarization of a given light signal. 

Depending on the physical effect under study, the PMF is either placed into a 

temperature controlled oven, or subject to controlled longitudinal strain. 

 

 

Figure 2: The polarimeter permits one 

to visualize on the Poincaré sphere the 

evolution of the light signal going out of 

the PMF. 

where θP denotes the power of the light 

passed through a linear polarizer set at an 

angle θ  with the x axis. PCR and PCL 

represent the optical powers of the light 

after passing though a right- or left-

handed circular polarizer, respectively. 

 Total amount of power 

Figure 1: Poincaré Sphere. Any given polarization 

state corresponds to a unique point on the sphere. 

The two poles of the sphere represent left- and 

right-hand circularly polarized light (LCP and 

RCP respectively). Points on the equator indicate 

linear polarizations (L) 
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The figures 3a and 3b represent two snapshots of the same Poincaré sphere illustrating 

the SOP evolution of the light outgoing the PMF when the latter is placed into the 

temperature controlled oven between 0°C and 60°C. At 0°C, the SOP occupies a fixed 

position on the sphere. When temperature increases till 60°C, the SOP describes a certain 

number of circles. The rotation angle behaves linearly with temperature and its evolution 

is represented on figure 5. The behaviour of the PMF has proven to be very sensitive to 

temperature: 2.73 rad/°C.  

             
 

 

 

  
 

 

 

Similarly, figure 4 represents the evolution of the SOP of the light signal outgoing the 

PMF when the latter is subject to a controlled longitudinal strain. Here, again, the SOP 

clearly describes a circle. But the setup doesn’t permit to quantify the strain. 

In the Stokes formalism, the transmission matrix of an optical system is represented by a 

4x4 matrix of real numbers, the Mueller matrix. It relates the input and output Stokes 

vectors of the optical device. For a given PMF of length L and whose polarization 

parameters are δ and q, the corresponding Mueller matrix can be written as [1]: 
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Figure 3 (a, b): Two snapshots of the evolution of the SOP of the light 

outgoing the PMF subject to a temperature variation between 0°C and 

60°C. 

Figure 5: Evolution of the rotation angle of the SOP on 

the Poincaré sphere when the PMF is subject to 

temperature 

Figure 4: Evolution of the 

SOP of the light outgoing the 

PMF subject to longitudinal 

strain 

 

Figure 6: Simulation of the evolution of 

the rotation angle of the SOP on the 

Poincaré sphere 

a b 

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

207



In the case of a PMF whose eigenmodes are properly placed with respect to the 

coordinates system (q=0), the matrix reduces to: 
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With properly chosen input Stokes vector - representing light linearly polarized at π/4 

with respect to Ox (s1=s3=0, s2=1), the corresponding output Stokes vector reduces to 

(s1=0, s2= cos δL, s3= -sin δL), without loss of generality. 

Therefore, the linear variation of the rotation angle of the circle described by the SOP on 

the Poincaré sphere directly corresponds to a linear variation of the δ parameter. In other 

words, in PMF, the birefringence is directly proportional to temperature. 

Simulations have also been undertaken. The PMF was modelled as a 5 meters long fibre, 

with a 3 mm beat length and with various q angles.  Various input angles were 

considered. Results were presented on a Poincaré sphere, as the example illustrated on 

figure 6 where the polarizer at the fibre's input is oriented at π/4 with respect to the fast 

axis of the modelled PMF. The linear behaviour of the rotation angle of the SOP was 

observed when δ was subject to a linear increase. 

Conclusion - Discussion 

This paper presents the experimental and simulation study of the sensitivity of PMF to 

external physical effects like temperature and longitudinal strain.  

In our experiments, the birefringence in PMF has exhibited a linear behaviour with 

respect to temperature with a high sensitivity (2.73 rad/°C). A direct measurement of a 

temperature change is therefore possible through analysis of the SOP. Longitudinal strain 

measurements did also led the SOP to describe circles, but the current setup doesn’t 

allow us to quantify the applied strain and therefore to draw conclusions. 

Distributed sensors usually deal with reflectometry techniques. In the past, we have 

developed a Polarization OTDR (Optical Time Domain Reflectometer) allowing the 

distributed measurement of the birefringence along an optical fibre [2]. As small 

resolution lengths are needed for the PMF study (as the beat length is about 3 mm), 

OFDR (Optical Frequency Domain Reflectometry) technique should be used instead of 

OTDR, as it permits to decrease the resolution length to the sub-centimetre scale. A 

distributed temperature or strain measurement is then possible along a PMF. 
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Time-of-flight Optical Ranging Sensor Based on a 
Current Assisted Photonic Demodulator 

D. Van Nieuwenhove, W. Van der Tempel, R. Grootjans and M. Kuijk  
Vrije Universiteit Brussel, Electronics and Informatics Department ETRO (LAMI), 

Pleinlaan 2, 1050 Brussel, Belgium  

The presented optical ranging sensor utilizes a current assisted photonic demodulator 
(CAPD) in combination with an integrating circuit to measure time-of-flight. The 
distance information is obtained by correlating received modulated light with the sent-
out signal. Simulations and measurements show that the structure is suitable as a pixel 
in a real-time 3D-camera setup. A CMOS prototype is presented showing 0.25 A/W 
infrared photo-responsivity, nearly 100% detector demodulation efficiency and good 
linearity. Different design aspects and possibilities are discussed and evaluated. With 
averaging, real time sub-cm resolution is achieved at a modulation speed of 20 MHz 
and using NIR 860 nm light.  

Introduction 
Distance measurement devices have long been investigated. The recent revival in 
continuous time-of-flight (TOF) 
research has opened the way to 
fulfilling the aim of building a robust 
and high resolution real-time 3d-
camera. Previous attempts using 
triangulation, interferometry or 
structured light projection all suffer 
downsides found in either speed, 
robustness, cost, accuracy or dynamic 
range. Research of the last years [1], 
[3], [4] has shown that time-of-flight might hold the keys to solve above problems 
emphasizing it as a 3D-camera-of-the-future candidate and an interesting research 
subject. In this paper a sensor is described that can be used as a pixel for such a camera 
having the promising capacity of improving above mentioned shortcomings. The basis 
of the pixel is a very efficient in-substrate demodulator, called current assisted photonic 
demodulator (CAPD). All displayed measurements in this paper where conducted using 
NIR light (λ = 860nm), since it is invisible and detectable in normal silicon making it 

the ideal type of light for the application. 

Time-of-flight principle 
The continuous time-of-flight principle is 
illustrated in fig. 1: the camera sends out 
modulated light and measures its 
reflections on the scene. Within each pixel 
this reflected signal is mixed with the sent-
out signal to obtain the phase shift, as 
shown in fig. 2. This phase shift can easily 
be translated in the distance between the 

TOF
camera

Figure 1 Illustration of the time-of-flight principle

Sent

Reflected

Mixed

Figure 2 Phase measurements by averaging 
mixed reflected and sent-out waveforms 
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pixels and the different points in the scene. This simple technique has many advantages:  
- capable of delivering complete images at once, no scanning is needed 
- real-time images possible 
- robust, without moving components 
- high accuracy : the technique is based on the lock-in principle 
- scalable accuracy : several parameters influence the signal-to-noise ratio, 

such as modulated light intensity, integration interval and modulation 
frequency. 

- high dynamic range 
- no expensive materials are used 

Few drawbacks/constrains exist, most important are the degradation of accuracy 
proportionate to background light and the limited distance range due to the periodicity 
of the modulation signal. 

Principle of a CAPD 
A current assisted photonic demodulator 
utilizes a guiding current to accelerate 
electrons towards detecting junctions. 
Whilst in standard photo detection 
diffusion is the main transport mechanism, 
a CAPD uses a current induced guiding 
drift field. As shown in fig. 3 the photo-
generated electron hole pairs are separated: 
the hole becomes part of the flowing 
majority current and starts moving towards 
the p+ region with the lowest voltage, the 
electron is accelerated in the opposite 
direction and will, due to the built-in 
potential barrier of the p-substrate/p+ 
junction, choose to enter the detector node. 
Mixing is achieved by alternating the 
current so that correlated amounts of the light-induced carriers arrive at the different 
detecting junctions [2]. The field amplitude and extension in the substrate are the key 
factors determining the demodulator qualities. In a CAPD the drift field is spread very 
well over the substrate resulting in high demodulation contrast and high speed. Further 
the amplitude of the field is 
proportionate to the applied substrate 
voltage and thus scalable.  
  

CMOS Implementation 
In fig. 4 layouts are shown of possible 
0.35μm CMOS CAPD implementations. 
Two possible configurations are shown: 
a centralized and a linear. The 
centralized setup has a minimal 
detecting junction size, and thus a 

Figure 3 Current Assisted Photonic 
Demodulator (CAPD), the configurable current 

determines towards which detecting junction 
the minority carriers are driven

Figure 4 Layout of a centralized (a) and linear (b) 
shaped CAPD 

(a) (b) 
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minimal capacitance. Drawback is the high current density in the center, resulting in a 
higher resistance and, due to this non-uniform conductivity, the applied drift field will 
not be spread equally over the sensitive area, lowering the speed of the device.  The 
linear implementation is an alternative for this problem: no current concentration 
occurs, so that the applied field is evenly distributed, but at the cost of a larger detector 
node. Choosing between both structures has to be done having this speed to detector 
capacitance trade-off in mind.  

Measurements 
Figure 5 shows measurements performed on a centralized 30x50 μm2 and a linear 50x50 
μm2 prototype. It can be seen that both perform very well in DC having nearly 100% 
demodulation contrast from very low guiding field voltages on. The centralized CAPD 
slightly outperforms the sensitivity of the linear. This is probably due to the presence of 
surrounding nwells, placed there to isolate the pixel and prevent it to be distorted by 

illumination coming from outside of the pixel. In the linear setup electrons are guided 
closer to these nwells causing some of the carriers to be lost. In the centralized setup all 

used carriers are guided to the center. In fig. 5c 
dynamic results of both CAPD’s are shown for 
two different substrate voltages. It can be seen 
that the increase in guiding field strength has a 
double effect: a sensitivity and a bandwidth 
improving effect. Again there is a difference in 
sensitivity between both CAPD’s as a 
consequence of the surrounding nwells. At 0.2V 
substrate voltage bandwidths are respectively 4.5 
MHz for the centralized and 4.9 MHz for the 
linear CAPD, at 1.15V bandwidth is 5.6 MHz and 
7.6 MHz. Figure 5d shows the measured to the 
sent-out phase for a shift of one period at 1 MHz, 
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illustrating the linearity properties of the device. 
In fig. 6 our lab setup to perform a first set of distance measurements is shown. A plate, 
adjustable in height, was mounted above a CAPD pixel, consisting of a CAPD and a 
simple integrating circuit, and a modulated light source,  built using 16 LED’s and 
generating a total light output of 0.5 W. We used 20 MHz as modulation frequency. The 
pixel was calibrated at 70 cm. A total integration interval of 8 ms was used in 
combination with an averaging step over 25 samples, resulting in a refresh rate of 5 Hz. 
Figure 7 shows measurement results of a distance sweep from 40 to 100 cm. At the 
shortest distance sub-cm accuracy is achieved. The rather large systematic error is due 
to the limited effort done in these proof-of-principle measurements to reduce the non-
linear effects beyond the -3dB frequency of the demodulator. Further changes, like 
replacing the used square with sinusoidal modulation and improving the optical side of 
the setup, should be completed to enhance these results.  

Conclusion  
We have illustrated the efficacy of an optical ranging sensor based on the time-of-flight 
principle. Measurements show that the used current assisted photonic demodulator has 
good properties and forms an efficient pixel opening perspectives for sub-cm resolution 
real time 3D-cameras. Expansion of this proof-of-principle to more accurate results and 
eventually matrices is needed to further develop this technology.  
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Microring Resonators for Specific Protein

Binding Detection
K. De Vos, I. Bartolozzi*, P. Bienstman, R. Baets, E. Schacht*

Ghent University - IMEC, Department of Information Technology Sint-Pietersnieuwstraat 41, 9000 Gent,
Belgium

∗Ghent University, Polymer Chemistry and Biomaterials Research Group, Krijgslaan 281 (S4 Bis), 9000

Gent, Belgium

Optical label-free biosensors to detect biomolecular interaction attempt to overcome the
drawbacks of commercialized systems relying on the detection of labeled biomolecules.
We propose an integrated Silicon-on-Insulator optical biosensor, fabricated with Deep
UV-lithography, based on resonant microring cavities. The shift of resonance wavelength
that occurs when the dielectric surroundings of a cavity is changed, can be used for
sensing. An SOI optical microring resonator with a radius of 5 micron is capable of
detecting bulk refractive index changes of10−4. We use the avidin/biotin high affinity
couple to demonstrate good repeatability and the detection of avidin concentrations down
to 50 ng/ml.

Introduction

Sensing of biomolecules is gaining interest due to its applications in many areas such as
bacterial and virus detection, medical diagnostics, drug development, food and eviron-
mental control. Most commercialized biosensors rely on detection of labeled molecules.
The intermediate labeling step however complicates the detection process and decreases
reliability so there is a growing need for label-free detection methods, enabling the mon-
itoring of the dynamics of molecular reactions and quantitative concentration measure-
ments. Different approaches for integrated optical biosensors based on Surface Plasmon
Resonances (SPR) [1], interferometers [2] and resonant cavities [3][4] are previously
reported. Often these components still require relatively large amounts of analyte and
are not suited for cheap high throughput fabrication. The integrated Silicon-on-Insulator
(SOI) optical biosensor we propose combines fast sample preparation, real time and quan-
titative measurements and reduced analyte quantities with a high throughput fabrication
method using standard microelectronics processing, in particular deep UV lithography.
SOI offers a high refractive index contrast suitable for the fabrication of optical cavities
of very high quality. The shift of resonance wavelength that occurs when the surroundings
of such a cavity is changed, can be used for sensing. Integrated in a microfluidic setup
thousands of cavities can be lined up in arrays for multiparameter sensing within a few
square millimeters.
Direct sensing of proteins is based on affinity between protein couples; a protein (ligand)
fixed to the sensor’s surface forms a complex with a complementary protein (analyte).
In this work we used the avidin/biotin protein couple which gives a very specific and
stable interaction. Anchoring biotin to the sensor requires a chemical modification of the
semiconductor surface which has to be chemically and morphologically homogeneous,
and has to prevent from non-specific protein adsorption.
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1 Silicon-on-Insulator microrings for sensing purposes:
design and fabrication

When light with a wavelengthλ = ne f fL
m , m= 1,2, ... and L being the circumference, cou-

ples to a microring resonator whispering gallery modes occur. This results in a sharp dip
in the transmission. A change in the refractive index of the ring’s environment shifts the
resonance spectrum, which can be monitored by scanning the wavelength and by measur-
ing the intensity profile at one well chosen wavelength. For both techniques the sensitivity
increases with increasing quality factors Q of the resonator. The Q-factor expresses the
peak’s width:Q = δλ3dB

λresonance
. Q-factors over 20,000 are easily achievable with our fabrica-

tion process and optimized design. The pass and drop spectra of a 5µmracetrack resonator
are shown in Fig. 1. We observe a 3dB peak width of 7.5pm.
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Figure 1: Measured pass and drop spectrum.Figure 2: SEM picture of the device.

Deep ultraviolet (UV) lithography, the technology used for advanced complementary
metal-oxide-semiconductor (CMOS) fabrication offers both the required resolution and
the throughput needed for commercial applications. This was previously reported in [5].
A SEM picture of the device is shown in Fig. 2.

2 Surface functionalization

Silanization of the surface is used to provide a suitable biointerface between the trans-
ducer element and the biological medium. In the present work we used the avidin/biotin
system which has a high affinity constant (Ka = 1015M−1) and therefore has a stable
and specific interaction, as a model of biomolecular interaction. Biotin was immobilized
on the aminofunctionalized silicon surface and the biotinylated surface was exposed to
an avidin solution to allow the complex formation. X-ray Photoelectron Spectroscopy
(XPS) confirmed the success of both the aminosilanization and the biotin anchoring step.
Contact angle and ellipsometry suggested the formation of multilayers where the amino
functional groups might be partially buried. However, the modification was effective to
provide a biotinylated surface which was used in binding experiments with avidin.

3 Measurements

A schematic drawing of the proof-of-principle measurement setup is given in Fig.3. Optical
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Figure 3: Measurement setup.

fibers are vertically coupled to the in- and output integrated waveguides through grating
couplers [5]. This allows for easy coupling with high alignment tolerances.

3.1 Bulk refractive index sensing

Liquids with varying refractive indices (aqueous solutions of NaCl) are flown across the
ring resonator in order to characterize the sensor for bulk refractive index sensitivity.
Fig.4a shows a linear shift of the resonance wavelength with increasing refractive index
units (RIU) of 70nm/RIU. A minimal detectable wavelength shift of 7.5pm, one tenth
of the peak broadness, corresponds to a minimal detectable refractive index shift of 1∗
10−4RIU.
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Figure 4: a) Resonance wavelength shift versus bulk refractive index change. b) Quan-
titative avidin/biotin detection with an SOI microring cavity. c) Nonspecific binding test
biotin/albumin. d) Nonspecific binding test aptes/avidin.
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3.2 Surface sensing of biotin/avidin coupling

We compare the resonance wavelength of the cavity immersed in Phosphorate Buffer So-
lution (PBS), before and after being in contact with avidin solution. The evolution of the
wavelength shift for different avidin concentrations is shown in Fig.4b. For high avidin
concentrations all binding sites are occupied and the curve saturates. For low avidin
concentrations the wavelength shift corresponds to the concentration. The estimated
lowest detectable concentration, for a minimal detectable wavelength shift of 7.5pm, is
50ng/ml. Furthermore two nonspecific binding tests are accomplished (Fig.4c and d).
Firstly Bovine Serum Albumin (BSA), a protein with similar molecular weight to avidin
but with low affinity to biotin, is brought into contact with the biotin layer. Secondly
avidin is brought into contact with the aminosilanized surface without biotin. Both mea-
surements resulted in a smaller wavelength shift due to a decreased molecular interaction,
proving the specificity of the sensor.

4 Conclusions and Perspectives

We have demonstrated a highly miniaturized optical label-free biosensor based on a Silicon-
on-Insulator microring cavity with high Q-factors and fabricated with Deep UV lithog-
raphy, a high-throughput fabrication method. Measurements reveal proper operation of
the device, being able to detect in a specific way avidin concentrations down to 50ng/ml,
which compares favorably with commercial biosensors. Further improvements will be
made to increase the sensitivity, by increasing the cavity’s Q-factor and reduce its size.
The microrings are suitable for lining up in arrays to perform multiarray molecular detec-
tion.
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[1] C̆tyrocḱy J et al., ”Theory and Modelling of Optical Waveguide Sensors Utilising Surface Plasmon
Resonance”,Sens. Actuators B, vol. 54, pp.66, 1999.

[2] Hradetzky D et al., ”Interferometric label-free biomolecular detection system”,J. Opt. A: Pure Appl.
Opt., vol. 8, pp. S360-S364, 2006.

[3] Boyd R.W., Heebner J.E., ”Sensitive disk resonator photonic biosensor”’,Applied Optics, vol. 40, pp.
5742, 2001.
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Improved Modulation Techniques for Time-Of-Flight 
Ranging Cameras using Pseudo Random Binary 

Sequences 
R. Grootjans; W. van der Tempel; D. Van Nieuwenhove; C. de Tandt; M. Kuijk 

Vrije Universiteit Brussel, Electronics and Informatics Department ETRO (LAMI), 
Pleinlaan 2, 1050 Brussel, Belgium   

A Current Assisted Photonic Demodulator (CAPD) correlates received modulated light 
with the original modulating signal and can be used as pixel in real-time 3D cameras. 
We show how the use of well-chosen Pseudo-Random Binary Sequences (PRBS) as 
modulating signals allows multiple 3D cameras to operate in the same area by reducing 
crosstalk and increases the maximal unambiguously measurable distance. Simulated 
results are compared to measurements performed on a CAPD-based circuit developed 
in our lab. The influence of parameters such as the length and base frequency of the 
PRBS on the measurements is also discussed.  

Introduction 
Ever since the first working model of the radar was demonstrated in 1936, scientists 
have continued research on distance measuring devices. Most efforts have been focused 
on improving performance of devices that measure the distance to a single point. 
Several applications, however, require complete 3D information analogous to human 
vision about their surroundings. Many attempts to provide such 3D information, 
including stereovision, depth-from-focus and structured light, fall short in providing 
both high framerates, high accuracy, high dynamic range and a low cost 
implementation. Recent breakthroughs in research on CAPD structures [1] predict a 
promising future for Time-Of-Flight based 3D cameras, which could outperform other 
approaches in all areas mentioned above. 

Principle of operation 
Three-dimensional information about the 
environment is gathered by means of the Time-
Of-Flight principle, which is illustrated by 
Figure 1. A continuously modulated near-
infrared (NIR) light wave is sent out by the 
camera, which travels towards the scene and is 
reflected. These reflections are focused on the 
newly developed camera chip, where they are 
correlated with the original waves. From these 
correlation values, the total traveling time of the 
light wave can be extracted. Because the NIR 
light is transmitted towards the whole scene, 
every pixel of the camera continually receives 
reflections. This allows all pixels to perform 
their correlations concurrently, making the 3D 
camera useful for real-time applications. 

 

NIR
Light
Source

Correlating
CAPD

 
Figure 1: 3D camera based on the Time-

Of-Flight principle
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Correlation models of modulating signals 
Correlation between the original modulating signal and the reflected modulated signal is 
performed by the CAPD. As the distance to the object increases, the phase shift between 
the original modulating and the received signal increases, and the correlation between 
them decreases. The trajectory of this correlation value for varying phase shifts follows 
the autocorrelation function of the modulating signal. 
  
A straightforward approach would be to use a square wave as modulating signal. Figure 
2 displays the theoretic autocorrelation function of a square wave, compared to 
measurements performed on one of our CAPD enabled devices. The result was obtained 
by artificially shifting the phase of the reflected signal, and displays the normalized 
correlation between the original modulation signal and the reflected modulated signal, 
with B indicating the amount of phase shift corresponding to 1 bit. In order to obtain the 
measurement below, a 500 kHz square wave was used as modulating signal. 
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Figure 2: Theoretic and measured autocorrelation function of a square wave 

 
From any normalized value δ found within the [0, B] region, 
one can easily find the corresponding distance D the light has 
traveled using Equation 1, where c  is equal to the speed of 
light and f indicates the frequency of the modulating signal. 

( ) ⋅⋅−=
f
cD

2
1 δ  

Equation 1: converting 
correlation to distance

 
Using a square wave as modulating signal, one can define 2 problems: 

 
1. Every correlation value Bkx ⋅+= δ  corresponds to the same distance as 

δ corresponds to.  This means the measured distance is not unambiguously 
defined. 

2. In the event of 2 cameras operating in the same neighborhood, crosstalk will 
occur if both cameras are using the same modulating square wave. 

 
In order for the Time-Of-Flight based 3D camera to be of general interest, both 
problems need to be solved. These problems of autocorrelation have been identified in 
the field of communications [2] , and certain results of research on that area can be 
reused here. Figure 3 displays the theoretic autocorrelation function on the left of the 
image for a maximal-length PRBS sequence (m-sequence) of 15 bits. On the right, a 
measurement is shown where the same m-sequence was used as modulating signal. The 
normalized correlation was plotted against the applied phase shift. 
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Figure 3: Theoretic and measured autocorrelation function of a  

maximal-length sequence of 15 bits 
 

However, to obtain the normalized correlation, multiple measurements need to be 
conducted. Using the approach described in [3], 4 signals are required. These signals 
consist of the correlation between the original modulating signal and the reflection light 
modulated by: 

• the original modulating signal, yielding S0 (see also Figure 3) 
• the inverse of the modulating signal, yielding  ~S0 
• the original modulating signal, shifted by one bit, yielding SB 
• the inverse of the original modulating signal, shifted by one bit, yielding ~SB 
 

The simulation of these correlation values is shown in the left part of Figure 4. 
Measurements of those 4 signals on a CAPD enabled device are shown on the right part. 
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Figure 4: Theoretic and measured correlation functions of the 4 m-sequences 

 
One can notice the slight offset between the positive and inverse signal in the 
measurements. This offset is due to the fact that a complete m-sequence of 12 −n  bits 
contains 12 −n ’1’ bits and only 12 1 −−n  ‘0’ bits. Hence, averaged over a complete m-
sequence, the correlation with a positive signal will be higher than the correlation with 
an inverse signal. Because of this, the offset decreases as the length of the m-sequence 
increases, which is shown in Figure 6. 
 
By subtracting the inverse signals from the corresponding positive signals, one obtains 
the nil-referenced discriminator signals C1 and C2. The difference between C1 and C2, 
D, must be divided by the normalization factor N, which is the sum of C1 and C2, to 
obtain the normalized function F, which is linear in the [0, B] region. Each value in this 
interval corresponds to exactly 1 distance, which can be calculated using Equation 1. 
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The simulated functions for D and N are shown on the left side of Figure 5. On the right 
side, you find the measured values, as well as the normalized discriminator 
characteristic for the [0, B] region, which has a standard deviation of only 0.54%. 
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Figure 5: Theoretic and measured discriminator functions of the 4 m-sequences 

Discussion & Future work 
M-sequences can be used as modulating signal for Time-Of-Flight based 3D cameras. 
When the base frequency of those m-sequences is raised, the linearity of the 
discriminator function suffers, as displayed in Figure 7. Future research is necessary to 
model the causes of these non-linearities, and to find a way of correcting them. 
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Figure 6: Correlation offset between positive 
and inverse signals versus m-sequence length 
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Figure 7: Normalized standard deviation 

between the [0,B] region versus base 
frequency

Acknowledgements 
R. Grootjans is indebted to the Institute for the Promotion of Innovation through 
Science and Technology in Flanders (IWT-Vlaanderen) for the financial support. The 
research activities described in this paper were partially funded by the Fund for 
Scientific Research-Flanders (FWO-Flanders).  

References 
[1] D. Van Nieuwenhove, W. van der Tempel and M. Kuijk, “Novel Standard CMOS Detector using 

Majority Current for guiding Photo-Generated Electrons towards Detecting Junctions”, in Proc. of 
the Symposium IEEE/LEOS Benelux Chapter, 2005, pp. 229-232. 

[2] J.G. Proakis, “Digital Communications”, Third Edition, New York, McGraw Hill, 1995P.Q. 
Roberts, "Title of chapter in book", in Title of Book, R.E. Dak and T. Euren, Eds., Amsterdam: 
North-Holland, 1991, pp. 123-456.  

[3] X. Luan, “Experimental Investigation of Photonic Mixer Device and Development of TOF 3D 
Ranging Systems Based on PMD Tecnhology”, Siegen Univ., Diss., 2001 

Improved Modulation Techniques for Time-Of-Flight Ranging Cameras using Pseudo . . .

220



16 channels optical interface utilizing InP-based mode 

adapters combined with 30 µm intervals spaced fibre 

pitch converters    
J. H. C. van Zantvoort, F. M. Soares, F. Karouta, M. K. Smit, S. Zhang, G. D. Khoe, 

A.M.J. Koonen and H. de Waardt  

COBRA Research Institute, Eindhoven University of Technology, 

Den Dolech 2, 5600 MB Eindhoven, The Netherlands  

The performance of an optical connection is determined between 16 single mode fibres 

and an InP-based chip. The optical interface consists of a fibre pitch converter in 

combination with on-chip spot-size converters. All optical transitions are uniform 

spaced at 30 µm intervals. The coupling efficiencies are 3 dB / channel and the 1-dB 

alignment tolerances are 1.2 µm for both linear lateral x- and transversal y-

translations. The rotational 1-dB tolerance for the θz roll position is ± 0.3°, measured at 

the outermost points of the fibres in the optical bus.  

Introduction 

The high refractive index contrast between InP-based waveguides and cleaved single-

mode fibres result in optical coupling losses of 10 dB for each optical connection. 

Therefore mode-shape matching is necessary to reduce the optical losses due to mode 

mismatch of the small elliptical widely divergent field of the waveguide compared to the 

ten times larger circular field of a single mode fibre with a narrow angle of acceptance. 

In this paper, the mode-shape matching is accomplished by spot-size converters (SSC’s) 

[1] in combination with a fibre spacing concentrator (FSC). Hence, practical issues are 

described as well as the optical performance of the coupling method. Subsequently, the 

results are compared and discussed with the coupling approach of lensed fibre arrays.  

Optical coupling system 

The “standard” fibre pitch spacing of 250 µm is converted to 30 µm intervals by means 

of a commercially available FSC, which end facet is polished at an angle of 8° from top 

to bottom in order to reduce optical reflections. The measured mode field diameter 

(MFD) of the waveguides at the end facet is 9.5 µm with a numerical aperture of 0.1 at 

the 5% intensity level. The insertion loss of the FSC is 0.4 ± 0.1 dB / channel and the 

dimensions are 45 mm (l) x 6.5 mm (w) x 3 mm (h). The FSC is shown in figure 1, 

while the on-chip SSC is sketched in figure 2. The most critical component of the SSC 

is the 1.5 mm long vertical taper, which is used to adiabatically couple the light from the 

600 nm primary guiding layer to a 5 µm secondary guiding layer underneath. More 

details about the SSC can be read in reference [1]. The optical mode is expanded from 

the regular 3 µm device waveguide (MDF of 2.7 µm x 0.9 µm) to the 6 µm wide 

waveguide (MDF of 6.5 µm x 5.8 µm). Owing to this increase in mode size, the loss due 

to mode mismatch from the SSC to a single mode fibre is reduced from 10 dB to 0.9 dB.  

Alignment procedure  

In contrast with lensed fibre arrays, aligning the FSC is more complicated due to the 

following reasons: first the positions of the waveguides of the FSC must be localised for 

the coarse aligning in the lateral x-direction. Next, as a consequence of the polished end 
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facet (see figure 1(b)) is the distance between the chip facet and FSC can not be 

visualized. This limited view makes the aligning in the transversal y-direction, just as 

the rotational θy-yaw alignment more difficult. Furthermore, the small air gab between 

the FSC and chip facet results in an interference phenomenon with an oscillating optical 

power fluctuation in the order of 1 – 1.5 dB. To perform the alignment, the FSC is 

mounted on a 6-axis piezo-electric controlled manipulator and positioned in front of an 

InP-based optical chip. The chip is a compact InP-based True Time Delay beam former 

with integrated SSC’s [1]. A section of the chip is provided with a looped waveguides 

structure purposed for the investigation of the optical coupling performance. The section 

of the waveguide structure is shown in figure 3 (b). On the left-side are the SSC’s, 

spaced at 30 µm intervals. The outer four looped waveguides are single looped 

waveguides, whereas the four inner looped waveguides are connected two by two 

through a 50/50 splitting ratio multimode interference (MMI) coupler. The positions of 

the waveguides of the FSC are observed with a microscope from the topside by 

illumination the FSC at the underside. A capture of the microscope view is given in 

figure 3 (a). The numbers 1 to 16 denotes the in- and output fibre connections of the 

FSC. Fibres 1 to 8 are connected to optical power meters, while fibres 9 to 16 are 

connected to an optical source. The height position of the FSC waveguides can be 

localised at both side views of the FSC. Namely, the waveguides are sandwiched 

between a top cover and substrate, both made from glass. A photograph is shown in 

figure 4. After the coarse visible alignment in the lateral x-, transversal y- and 

longitudinal z-direction, the FSC is fine positioned using active alignment of the outer 

waveguide loop. Due to the interference phenomenon which is related to the thickness 

of the air gab between the SSC and FSC, a broadband source is used. A typical plot is 

shown in figure 5. After physical contact between the FSC and chip facet at distance 0, 

the FSC is adjusted back until the first maximum power of the oscillating phenomenon 

is registered. This position is sketched with the mark (P) in figure 5. The position (P) is 

stable with the used broadband source. By using sources with longer coherence lengths, 

point (P) became instable. To determine the optimum roll θz position, the FSC is varied 

in the rotational θz direction. The relation between the θz roll position of the FSC and the 

chip facet is shown in figure 6. In this graph the two outermost fibre pair combination is 

observed, namely fibre 1 and fibre 16. The alignment tolerances for the 1-dB level are ± 

0.3°. The FSC is aligned at an angle θz roll position of 0° and varied in the θx pitch 

direction. As a result of the polished end facet of 8°, the light is deviated from the 

optical z-axis. The dependence of the angular variation is shown in figure 7. If the FSC  

Fig. 2 Schematic representation of the SSC’s (not 

to scale). 

Fig.1 (a) Top view FSC, 16 fibers with 250 µm 

interval spacing are converted to 30 µm spaced 

intervals. (b) Side view FSC, the end facet is 

polished at an angle of 8°. 
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is rotated 3° with respect to the longitudinal z-alignment, the coupling efficiency is 

improved with 0.75 dB. The FSC is adjusted back at the 0° pitch position and the 

coupling efficiencies are determined for all 16 optical connections simultaneously. 

1

16

.

.

  (a)                                                                 (b)

 Fig. 3 (a) View of a microscope used for the coarse aligning in the lateral x-direction. The black colored area between the optical chip facet (right) and the FSC (left) is the shadow of the FSC as a consequence 

of the polished end facet of the FSC. The right photograph (b) shows the top view of the optical chip with 

looped waveguides combined with SSC’s. The inner four waveguide loops are connected two by two 

through a 50/50 splitting ratio multimode interference (MMI) coupler. 

 
Fig. 4 Side view of the FSC and chip facet used 

for passive coarse alignment in the transversal y-

direction. 

Fig. 5 Oscillating interference phenomenon 

because of the air gab between the FSC and chip 

fact. All measurements are registered at point P. 

Fig. 6 Normalised additional transmission loss 

increment as a function of the rotational roll 

position of the FSC compared with the chip facet. 

Fig. 7 Normalised optical coupling loss 

transmission as function of the pitch position 

between the FSC and chip facet 
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Results 

The FSC is linear translated from the optimum alignment in the lateral x- and 

transversal y-direction meanwhile all 8 optical transmission circuits are measured. The 

relative power loss increment as function of linear shift in x- and y-direction is plotted 

in figure 8 and figure 9, respectively. These figures show excellent channel spacing 

uniformity between the waveguide pitches of the FSC and SSC’s. The transmission 

losses of all channels are listed in the last row of table 1, showing a transmission loss of 

11.6 ± 0.4 dB / transmission circuit. These losses are composed as follows; 0.9 dB/cm 

shallow-waveguide propagation, 1.5 – 2 dB internal losses of the SSC, mode mismatch 

between the SSC and FSC is 0.9 dB / channel, insertion loss FSC is 0.4 dB / channel 

and 0.8 dB for the MMI coupler. An antireflection (AR) coating was not applied to the 

chip facet, so the remaining losses of 2.5 – 3 dB are introduced by the internal reflection 

losses of the chip facets.  

Discussion 

The coupling efficiency of the waveguide-SSC-FSC-fibre system is determined to be -3 

± 0.3 dB / channel. For this 16 channel coupling system, the 1-dB alignment tolerances 

are 1.2 µm for both lateral x- and transversal y-translations and ± 0.3° for the θz 

rotational position. The coupling interface shows excellent channel spacing uniformity. 

In contrast, the inaccuracy of commercially available lensed fibre arrays are in the order 

of 1 – 2 µm, resulting in a coupling efficiency of -6.5 dB measured for eight fibres 

simultaneously in combination with waveguides without SSC’s [2]. In conclusion, this 

coupling approach has the potential of increasing the number of fibre-chip connections. 

The interference effects can be reduced by applying an AR-coating on the chip facet and 

using an index matching material between the FSC and SSC’s. 

References 
[1] F.M. Soares et al in Proc. IPRA Conference USA, paper IMF5, 24-26 April 2006.  

[2] J.H.C. van Zantvoort et al IEEE/JSTQE Sept/Okt 2006. 

Fibre pair [-] 1-16 2-15 3-14 4-13 5-12 6-12 5-11 6-11 7-10 8-10 7-9 8-9 

Loss [dB]     17.0 16.3 14.6 14.1 14.9 14.2 13.7 14.6 

Total loss [dB] 11.7 11.8 12.3 11.5         13.6         11.3         11.5       11.1 

Fig. 8. Additional loss increment as function of 

lateral x-displacement. 

Fig. 9. Additional loss increment as function of 

transversal y-displacement. 

Table 1. Measured coupling loss of the fibre pair combinations. The values of the middle row are 

measured after both MMI branches, whereas the last row shows the total transmission losses of all fibre 

pair combinations. 
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Fiber Array to Photonic Integrated Circuit Assembly 

Method with Post-Weld-Shift Compensation 
J. H. C. van Zantvoort, S.G.L. Plukker, E. Smalbrugge, M.T. Hill, E.C.A. Dekkers, G.D. 

Khoe, A.M.J. Koonen, and H. de Waardt  

COBRA Research Institute, Eindhoven University of Technology, 

Den Dolech 2, 5600 MB Eindhoven, The Netherlands  

A mechanical subassembly is presented enabling fine positioning and fixation of an 

array of lensed fibers to multiport photonic integrated circuits. To demonstrate the 

functionality, two Indium Phosphide based photonic integrated circuits are pigtailed; 

an integrated two-state multi-wavelength laser chip, operating at 25 ºC and a coupled 

Mach-Zehnder interferometer chip, operating at 10 ºC. Both devices functions as a one-

bit optical memory element with optical set and reset functions. Successful post-weld-

shift compensation, in the order of 0.1 µm – 3 µm, is established, using laser supported 

adjustment. The mechanical alignment stability is proven to be smaller than 25 nm / ºC, 

measured in a temperature range between 10 ºC and 30 ºC.  

Introduction 

In opto-electronic device packaging, the fixation technology is a very challenging task 

and laser welding is acknowledged at present as the most stable fixation technology. 

During the welding process, the melting of metal parts that fuse together upon 

solidification and consequently forming a weld joint, causes shrinkage forces during this 

solidification. The shrinkage forces produce misalignment between the two welded parts 

and these shifts are the so-called post-weld-shifts (PWS’s). In this paper, the PWS is 

minimized by the design of the subassembly and alignment of the fiber array can be 

accomplished in four degrees of freedom. Subsequently, after the permanent fixation 

process, post-weld-shift compensation is possible by re-position of the fiber array by 

metal deformation based on laser welding induced local heat. 

Assembly procedure 

The subassembly consists of a mechanical actuator part, on which the fiber array is 

mounted and a chip mounting platform. A photograph of the subassembly is shown in 

figure 1. After aligning the fiber array to the optimum position, using temporary 

connected piezo-electric actuators, the mechanical actuator part is welded in position 

using an alignment frame. Subsequently, the piezo-electric actuators are disconnected 

and compensation for PWS’s can be performed by deformation of the tuning frame at 

positions A, B, C, or D using laser induced local heat (fig 1, b). Detailed information 

about the subassembly can be read in reference [1]. To demonstrate the functionality, 

two indium phosphide based photonic integrated circuits (PIC’s) are pigtailed; an 

integrated two-state arrayed waveguide grating (AWG) based multi-wavelength chip and 

a coupled Mach-Zehnder interferometer. The mask layouts are shown in figure 2. 

Description of the working principle of both devices can be read in references [2] and 

[3]. Commercially available lensed fiber arrays, composed of fibers with lens radii of 

15.0 µm ± 1.0 µm, are used to reduce the coupling loss to 4.4 dB – 5.5 dB. The fiber 

arrays are fine aligned actively, by measuring the optical spontaneously emission power 

of the semi-conductor optical amplifiers (SOA’s) at the fiber pigtails simultaneously. 

When the fiber array is optimal aligned, the received optical powers for all fibers are  
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normalized to 100 %. Next, the actuator part is welded to the tuning frame 

simultaneously, with equal laser energies of 5 J. The optical output signals and the 

absolute position of the fiber array are measured during the welding process. In table 1 

are shown the process of the concerned PIC, the relative positions of the fiber array in 

the lateral x-direction, (Dx) and the transversal y-direction, measured at two positions  

(Dy 1) and (Dy 2). The position and the definition of the translations are also sketched in 

figure 1b, using the right handed coordinate system. Next, the normalized received 

optical powers are given of the in- and out-put ports. The shift of the fiber array as a 

result of the PWS is for the two-state AWG-based multi wavelength chip (PIC (a)) 0.3 

µm and 0.2 µm in the lateral x- and transversal y-direction, respectively. These small 

shifts lead to an optical power decrease of 6 % for the (In B) port. The two inner fibers 

of fiber array have a deviation difference of 0.6 µm approximately in the fiber pitch of 

250 µm. This causes more relative optical power decrease of the two inner (Out A) and 

(Out B) channels of about 15 %. Next, the displacement pins are disconnected from the 

subassembly. This mechanical disconnection releases the internal stresses in the 

subassembly, which results in a shift of 0.4 µm in the negative x-direction. 

Consequently, the fiber array is translated to the initial x-position. Also a small shift in 

the positive y-direction produces a higher coupling efficiency improvement of the (Out 

A) and (Out B) ports compared with the initial position. The coupling efficiency of the 

fourth (In B) port is also recovered to the maximum value. Compared with the 

normalized received optical powers at the initial position, re-adjusting the fiber array 

using the tuning frames was not necessary to execute. In contrast, the coupled Mach-

Zehnder interferometer is also actively aligned and all measured optical powers of the 

waveguides are normalized to 100 %. During the fixation welding process, the measured 

values of the displacement transducers are 2.8 µm in the negative x-direction, 0.3 µm in 

the negative y-direction at position (Dy 1) and 0.7 µm in the positive y-direction at 

position (Dy 2). Consequently, the received optical powers of all waveguides-to-fibers 

transitions are reduced with 10 dB approximately. After disconnecting the displacement 

pins between the piezo-actuators and subassembly, the internal stress build up in the 

          PIC (a) Dx [µm] Dy1 [µm] Dy2 [µm] In A [%] Out A [%] Out B [%] In B [%] 

I      Initial position  0  0       0 100 100 100 100 

II     fixation + 0.3 - 0.2    -  0.1 100 84 83 94 

III    disconnection     - 0.4     + 0.4    + 0.2       93       106       108       100 

PIC (b)       Dx [µm] Dy1 [µm] Dy2 [µm] In/Out 1 [%] Bias 1 [%] Bias 2 [%] In/Out 2 [%] 

 I     Initial position       0        0       0      100       100      100      100 

 II    fixation    -  2.8     -  0.3    + 0.7          2         11        12          9 

 III  disconnection    + 4.3     + 1.6     - 2.2        12         29        21        16 

 IV  laser adjusting    -  1.6     -  1.4    + 1.2        95       100        89        80 

A

B

C

D

Dy 1 Dy 2

X

 

Fig. 1 Top view (a) and front view (b) of the realized sub-assembly. PWS 
compensation can be performed using laser adjusting at positions A, B, C, 

or D of the alignment frame. 

SOA A

SOA B

1 mm

in B

out B

out A

in A

cleave

SOA 1

SOA 2

PS 1 PS 2

cleave

in/out 1

bias 1

in/out 2

bias 2

1 mm  
Fig. 2 Mask layouts of a two state AWG-based 

multi-wavelength laser PIC1 (a) and a coupled 

Mach-Zehnder interferometer chip PIC2 (b). 

Table 1. Displacement in x- and y-direction and accompanying normalized optical power in % at initial position (I), after the 

fixation step (II), after removing the connection pins between the piezo-actuator and the sub-assembly (III) and the net 

displacement after the laser-adjust process (IV). 

 

(a)                               (b)  

(a) 

(b) 
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subassembly forces the adjustable inner part back in the positive x-direction, resulting in 

coupling losses of 7 dB average for all fiber waveguide transitions. Therefore the 

adjustable inner part of the subassembly is laser adjusted in the negative x-direction over 

a net translation range of 1.6 µm. Simultaneously, the fiber array is also rotated in the θz-

direction, measured the net linear translations of 1.4 µm in the negative y-direction at 

position (Dy 1) and 1.2 µm in the positive y-direction at position (Dy 2). During the 

laser adjust process, the received optical powers are recovered to 95%, 100%, 89% and 

80% for the (In/Out 1), (Bias 1), (Bias 2), and (In/Out 2) ports, respectively. The PWS is 

compensated by deform the tuning plate at 22 positions. The alignment step can varied 

from 0.2 µm to 2 µm, depending on the laser energy, which is in the range of 0.8 J – 2.8 

J with a weld time of 5 ms. The most shrinkage is applied 7 times at position C of the 

tuning frame to realize the rotational translation in the θz-direction (see figure 1b). 

Positions B and C are heated up 6 times, while position A is heated up 3 times.  

Thermal stability characterization 

Both subassemblies are mounted onto a 16.6 W thermo-electric cooler (TEC) and fixed 

unambiguously on a three-point support in a package [1]. The package is hermetic 

sealed and filled with dry nitrogen gas using two integrated small valves in the package. 

The stability between the fiber tips and chip facet is determined by measuring the 

average spontaneous emission power of all four ports of both PIC’s by supplying a 

current of 20 mA to the SOA’s. The chip temperature of both devices is varied from 10 

ºC to 30 ºC by controlling the TEC. For both devices is measured an increase of 

spontaneous emission power as a function of decreasing chip temperature. For the two-

state multi-wavelength laser chip, the measured optical output of both SOA’s shows 

optical power dependence with the same linear slope for all four fiber-to-waveguide 

transitions. The relation between received optical powers as function of the chip 

temperature is shown in figure 3. In addition, the dependence between the spontaneous 

emission power and the chip temperature is measured on a SOA with the same length of 

750 µm between 10 ºC and 40 ºC. The relation between the emitted optical power and 

chip temperature is determined to be –0.06 dB / ºC. Refer to figure 3, it can be 

concluded that the coupling is stable for the measured temperature range. The 

normalized output power as function of the chip temperature of the coupled Mach-

Zehnder interferometer is shown in figure 4. From this figure can be concluded that, 

analogous to figure 3, the coupling between the (Bias 1) port and the fiber is stable. 

From this reference, at a chip temperature of 30 ºC, an extra additional loss of 0.5 dB 

and 0.8 dB for the (Bias 2) and (In/Out 2) ports are measured at the fiber pigtails, 

respectively. The In/Out 1 port shows an improvement in coupling efficiency. The 

transmission curves as function of transversal displacement in the y-direction, measured 

just before the fixation process are shown in figure 5. This figure explains the difference 

between measured curves of figure 4; the top of the (Bias 1) curve is located at the 

position y = 0, whereas the top of the (In/Out 1) curve is located at position y = -1 µm. 

Similarly, the maximum optical power transfer of the (Bias 2) and (In/Out 2) ports are 

located at 0.5 µm intervals in the y-direction. At position y = 0, the difference in average 

coupling efficiency of all four fiber transitions are within 0.5 dB. However, if the 

aligning between the waveguides and fiber array translates in the negative y-direction 

over a range of 0.5 µm as a result of temperature changes between 10 ºC and 30 ºC, the 

coupling efficiencies of the (In/Out 1) port increases, while the coupling efficiency of 

the (Bias 1) port remain the same value and the coupling efficiencies of the other (Bias 
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2) and (In/Out 2) ports decrease. This tendency agrees with additional coupling 

efficiency curves of + 0.5 dB, - 0.5 dB and - 0.8 dB for the waveguide ports (In/Out 1), 

(Bias 2), and (In/Out 2), respectively. In conclusion, concerning the subassembly of PIC 

2, the fiber array shifts apparently 0.5 µm in the negative y-direction measured over a 

temperature range between 10 ºC and 30 ºC. In contrast, the subassembly of PIC 1 

shows excellent thermal stability. The difference between these two subassemblies is the 

fact that during the assembly process, the pre-aligning of PIC 1 is performed more 

accurate in the x-direction with respect to the neutral position of the fiber array. 

Therefore, as a result of small absolute translations of the fiber array, the external forces 

cause relative small strain in the subassembly. After pre-aligning and attaching PIC 2 to 

the chip mounting platform, the fiber array has to be aligned over a relative longer 

distance. During the fixation process, this a-symmetrical initial position of the middle 

part of the subassembly, related to the tuning frame can cause differ in the local 

temperature profile of the two welded parts, resulting in a PWS. The higher forces, 

applied on the adjustable middle part of the subassembly, to obtain the optimum 

alignment of the fiber array to the waveguides, can build up residual stress in the 

subassembly after disconnecting the displacement pins. During the laser tuning of the 

alignment frame for the PWS compensation process, the plastic material deformation of 

the branches in the alignment frame create also stress in the material. It is plausible that 

residual stress in the subassembly as well as the generated strain in the alignment frame 

can causes the thermal mechanical stability dependence of 25 nm / ºC in the temperature 

range of 10 ºC to 30 ºC.  

Conclusions 

A mechanical subassembly is realized to align and fix a lensed fiber array in 4 degrees 

of freedom to a two-state multi wavelength laser chip and a coupled Mach-Zehnder 

interferometer chip. The design minimizes PWS’s and permanent fixation is performed 

using a well-balanced laser set-up. The optimum position of the fiber array is laser 

welded resulting in minimum and neglect able PWS of 0.1 µm to 0.3 µm for the two-

state multi-wavelength laser chip. This device shows excellent thermal stability. During 

the assembly process of the coupled Mach-Zehnder interferometer successful PWS 

compensation, in the order of 0.1 µm to 3 µm is established. The mechanical alignment 

stability of this device is proven to be smaller than 25 nm / ºC from 10 ºC to 30 ºC. 
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Fig. 3 Measured spontaneously emission 

power as function of chip temperature of 

PIC 1. 

Fig. 4 Measured spontaneously emission 

power as function of chip temperature of 

PIC 2. 

Fig. 5 Measured received spontaneously 

emission power as a function of the 

transversal y-position of the fiber array. 
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The need for flexible electrical circuits has increased significantly over the past few 

years. This paper focuses on the integration of optical data interconnections in such 
flexible substrates. Optical waveguides, micro-mirrors and opto-electronic chips are 
embedded and stacked between two flexible Polyimide layers to increase the 
mechanical stability and the reliability. Three different optical materials (TruemodeTM 
Backplane Polymer, Ormocer® and Epoxies) have been studied as well as different 
schemes for applying the Polyimide layers (spin-coating and lamination). Ongoing 
research focuses on the embedding of opto-electronic components and the mechanical- 
and optical characterization of the module.  

 

I. Introduction 
The ever increasing telecommunication sector results in a continuously growing 

demand for higher communication speeds and data-rates, forcing the step towards 
optical data transmission. This step is already established for long distance 
communication, but the increasing density and integration of electronic components on 
boards forces the market to integrate optical interconnections on the boards. 

Together with this trend, the demand for flexible substrates for electronic applications 
has doubled in the last 5 years [1]. Because of their flexible behavior, the use of these 
substrates can significantly lower the over-all substrate thickness and weight. Moreover 
they can ease the assembly, increase the module compactness and can be applied to a 
curved surface, and even to a dynamic one. 

Both increasing trends and needs will result in applications which combine the 
advantages of optical interconnections and flexible substrate technologies. 

This paper focuses on the fabrication of flexible substrates with embedded active 
opto-electronic components and passive optical interconnections based on multimode 
waveguides, 45˚-turning mirrors and aligning structures. The definition of these 
structures is done by photolithography and laser ablation. Later on, the fabrication of a 
proof-of-principal demonstrator is intended, in means of a functional alone-standing 
opto-electrical flexible module. 

II. Materials  
The material for the optical transmission medium needs to show low light propagation 

losses for the common wavelengths for data communication (850 nm) and 
telecommunication (1.3 or 1.55 µm) and must have the right properties in means of UV-
crosslinking ability, spin-coating, temperature- and chemical resistance and mechanical 
brittleness.  
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Truemode BackplaneTM Polymer [2], Ormocer® [3] and Epocore are materials which 
meet these requirements and have shown good results when applied on rigid substrates 
in the past [5].  

The material for the flexible substrate itself is Polyimide (PI) which is the dominant 
material in the flexible circuits industry because of its good electrical, chemical, 
temperature and mechanical behavior [4]. Precautionary steps had to be taken to assure 
the adhesion of the PI with the optical materials because of the chemical inertness of 
Polyimide (PI).  

III. Stacking of optical- and Polyimide-layers 
The creation of waveguides consists of the stacking of an undercladding,-, core- and 

uppercladding layer by spin-coating. The optical materials are however not flexible and 
strong enough to be bended without cracking or damaging. Therefore these layers are 
sandwiched between two spin-coated Polyimide layers, one at the top and one at the 
bottom, which absorb all stress and pressure during bending, protecting the inner optical 
layers from breaking. 

Stacking of materials with such a different chemical and mechanical behavior 
demands special measures like CTE (Coefficient of Thermal Expansion) matching to 
avoid curling and bad adhesion, and low cure-temperatures for the PI to protect the 
layers underneath from reaching their glass transition temperature. 

As an alternative way to fabricate the stack, lamination of the optical layers between 
prefabricated commercially available PI-foil was proposed and studied. This method has 
the advantage that the PI-foil and the optical layers can be handled and cured separately 
since the lamination step is one of the last steps in the process flow. A semi cured 
adhesive, fixed on a ceramic substrate by dubbelsided tape is used as a carrier for the 
spincoating of the optical layers and acts as a release layer later in the process by 
peeling of this adhesive.  

When creating the stack special care must be taken to ensure no outgassing of 
remaining solvents in underlying layers appears during cure steps.  

IV. Fabrication of passive optical interconnections 

A. Fabrication of optical waveguides 
Creating a core transmission channel, isolated inside a bulk cladding material with a 

lower refractive index results in an optical waveguide which captures the light due to 
total internal reflection.  

 

 

Figure 1:  Complete stack with photolithographic waveguides in left: Ormocer®, middle: Epocore (on FR4-material) 
and right: Truemode Backplane PolymerTM  
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Figure 2: Complete stack with laser ablated waveguides in Truemode BackplaneTM Polymer, using a  

248 nm wavelength Kr-F Excimer laser, bended with a radius of 1cm.   

This isolation can be done by patterning the core-layer with a standard 
photolithographic process with selective exposure of the waveguides to UV-light 
(Figure 1) and in an alternative way by laser ablation, removing the core-material at 
both sides of the waveguide (Figure 2). 

B. Fabrication of 45 degrees out of plane turning mirror 
The data-carrying light can be vertically coupled in- and out of the waveguides with 

45 degrees out of plane deflecting micro-mirrors, terminating the waveguides and 
connecting them with laser diodes, receivers, optical fibers, open air or optical elements. 
These mirrors are realized by laserablation with a Kr-F Excimerlaser (248 nm 
wavelength) [5].                          

C. Fabrication of alignment structures for a proof-of-principle demonstrator 
This research not only focuses on the optical assembly of flexible circuits but the 

combination of optical and electronic assembly on the same module. This means that 
the positioning of the VCSEL’s and receivers on one hand and optical fiber-arrays, 
optical elements and deflecting micro-mirrors on the other hand is crucial. Alignment 
structures like alignation holes, mechanical stand-offs and fiducials are therefore needed 
and fabricated using the laser ablation technique . 

A proof-of-principle demonstrator will be fabricated in the future, including all the 
elements which have been discussed in this paper to create a standalone flexible module 
with embedded optical interconnections and electrical assembly on top of the 
Polyimide. 

V. Embedding of active optoelectronic devices 
Experiments have been done with success to embed ultra thin dummy chips into the 
optical layers by implementing a cavity with photolithography. Later in the research 
functional opto-electronic chips, thinned down to 30 µm thickness [6], will be 
embedded. Micro-via’s will be ablated using a frequency tripled Nd:YAG laser (355 nm 
wavelenght) and metallized  by sputtering and plating to fan out the contacts on the top 
PI layer where all other electrical assembly can be done with standard flex assembly 
processes. The optical layers have proven to stand the temperature cycles during these 
procedures. 
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Figure 3:   Schematic representation of the embedding, alignment and electrical connection of active 
components and waveguides in the optical layers.  

                   
Figure 4:  Embedded 5x5 cm2 dummy chip and waveguides in Ormocer® material. left: Top view  

right: Cross section.   
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VII. Conclusion 
 
The increasing need for flexible modules and the integration of photonics on boards 

results in a challenging and competitive research which combines both needs by 
embedding passive optical interconnections and active optoelectronic devices on 
flexible Polyimide substrates. 

A complete autonomous opto-electrical and flexible module will be demonstrated. 
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Compared with electrical interconnects, optical interconnects offer several advantages, 
such as higher channel bandwidth and density, longer reach, and insensitivity to 
electro-magnetic interference. We developed an optical printed circuit board (PCB) 
technology platform and demonstrate a 12 × 10 Gbps optical link between boards. 
Embedded polymer waveguides guide the optical signals, which are generated and 
detected by 12-channel optoelectronic modules. A polymer waveguide flex is used as 
optical link between boards. All connections between elements are based on passively 
aligned, standard MT interfaces, keeping costs low and providing compatibility with 
parallel fiber optics. The technology is also compatible with standard PCB processes. 

Optical Interconnects 
The increasing performance of microprocessors leads to higher bandwidth requirements 
for the data flow to and from the processor. Today, all signaling on a PCB is performed 
electrically, using copper lines that are integrated in the board. However, issues such as 
propagation loss and interchannel crosstalk, limit the scalability of electrical 
interconnects to ever higher bandwidth densities. A possible solution for these issues is 
the implementation of optical interconnects. Optical interconnects feature a higher 
bandwidth × length product, are more power-efficient and enable a higher channel 
density than electrical interconnects above a certain data rate. It is especially this higher 
channel density of optics that drives the research on optical PCB technology for inter-
system interconnects [1]. However, we expect that before optical interconnects can find 
widespread use in PCBs, first the following two requirements have to be met: First, 
passive alignment, whereby the optical elements are simply plugged into the board 
without the need for optical monitoring and/or further fine adjustment, and, secondly, 
compatibility of optical PCB production with standard PCB manufacturing processes. 
 

The schematic in Fig. 1 shows a basic 
optical interconnect configuration, in which 
chips A and B, mounted on daughter cards A 
and B, are connected via a backplane. The 
required building blocks for such a link are 
optoelectronic modules, which are mounted 
close to the chips and convert signals 
between the electrical and optical domain. In 
addition, polymer optical waveguides in 
the board are used to transmit the optical 
signals. Finally, an optical connection 
system is required to connect the individual 
optical elements, such as optoelectronic 

modules to daughter cards, daughter cards to backplanes, and backplanes to flexible 
optical waveguides or optical fiber bundles for connection to other racks. To achieve 

 

Fig. 1: Schematic drawing of an optical 
interconnect system 
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reliable data transmission at 10 Gbps, the overall optical losses should not exceed 15 dB 
for a link. Besides the propagation losses in the waveguides, the losses in the optical 
connections between elements are the main contributors to the overall system loss. 
Thus, finding a cost-effective method for achieving low-loss optical connections is an 
important requirement for a successful implementation of optics in the PCB world. 
After a brief introduction to waveguide technology and of the optoelectronic modules, 
we will focus on our solution to connect optical elements to PCBs and on its impact. 

Waveguide technology 
Because of the precision and smoothness requirements for optical waveguides, the 
patterning of the actual waveguides cannot be performed using standard PCB processing 
equipment. Therefore, we implemented a direct laser writing tool for large-scale 
waveguide patterning [2]. Thick-film cladding and core layers are applied on a board 
substrate using doctor-blading, spray-coating or inkjet printing. Waveguides having core 
sizes ranging from 35 to 50 µm, pitches between 62.5 and 250 µm, and propagation loss 
values below 0.04 dB/cm have been realized. To increase the density of the waveguides 
at the board edge, two-dimensional waveguide arrays with up to four waveguide layers 
were built. 

Optoelectronic modules 
The optoelectronic modules are butt-coupled to the waveguide facet in the PCB, while 
the electrical signals are transmitted through an electrical flex that provides a 90° bend 
in the electrical domain. The 12 channel transmitter and receiver elements consist of a 
1×12 VCSEL array and a laser driver or a 1×12 photodiode array and a TIA (trans-impe-
dance amplifier), respectively, developed in collaboration with IntexyS Photonics [3]. 

Mechanical alignment reference for optics 
The implementation of optics into PCBs necessitates a proper connection of optical 
elements to an optical PCB. Precise mechanical alignment features in the PCB are 
required to enable a pluggable connection to the board. During the assembly, these 
alignment features have to be positioned passively in the PCB. The major obstacle to 
achieving precise passive alignment is the large discrepancy in positioning tolerances 
between the optics and the PCB world. In standard PCB processing, manufacturing 
tolerances of more than 100 µm are acceptable. However, the multimode waveguides 
we use allow an alignment tolerance of only 8 µm to keep the optical loss due to 
misalignment to less than 0.5 dB. 
We chose an interface based on the MT standard, using two guiding pins with a 
diameter of 700 µm. This also enables compatibility with standard parallel optical fiber 
equipment. 
In this paper, we propose a passive alignment concept that fulfills the following 
requirements: First, the alignment structures are created and compatible with standard 
PCB manufacturing processes. Second, they enable a passive assembly of a mechanical 
element within an 8 µm alignment tolerance with respect to the waveguides. 
These alignment structures are formed by standard PCB photolithography in a copper 
layer on the board substrate, and we will therefore refer to them as “copper markers”. 
The laser writing tool we use for waveguide definition provides the flexibility to 
compensate for substrate distortions for each PCB individually, simply by adapting the 
waveguide pattern to the position of the copper markers. The next step is to use these 
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copper markers also for mechanical alignment. The surface of the copper acts as vertical 
alignment reference, and a slot in the copper acts as horizontal reference, see Fig. 2. 
Because these copper markers are laminated into the PCB together with the waveguides, 
they have to be retrieved. First, a laser drill process is used to retrieve and clean the 
surface of the copper. The laser beam is reflected by the copper, and only material above 
the copper layer will be removed. However, in the copper marker we placed a 
photolithographically defined opening, through which the laser drilling continues into 
the polymer underneath the copper. This generates a slot in the copper marker, which 
can be used as horizontal reference. As the copper acts as a mask for the laser beam, the 
position of the slot is defined by the original opening in the copper marker and not by 
the relatively inaccurate laser drilling process. 
In summary, the optical waveguides are aligned with the copper markers thanks to the 
direct laser writing. In addition, also the vertical and horizontal reference planes for the 
mechanical alignment are defined by the copper markers. Thus we have created a 
mechanical reference system that is precisely aligned with respect to the waveguides. 
Fig. 3 shows a set of copper markers with illuminated waveguides. 
 

 
copper 
surface 
 
slot 
 
PCB  

PCB 
 
copper 
markers 
 
waveguides 

Fig. 2: Copper marker Fig. 3: Set of copper markers with waveguide facet 

A mechanical adapter acts as a bridge between the copper alignment markers and the 
required MT guiding pins. Fig. 4 shows the details of the mechanical alignment of such 
an MT adapter. Fig. 5 shows an MT adapter passively inserted into an optical PCB with 
the illuminated waveguide array between the guiding pins. 
 

 

MT adapter 
 
Alignment 
studs 
 
copper 
marker 

 

MT adapter 
 
copper 
marker 
 
waveguides 
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Fig. 4: Adapter insertion into copper structures Fig. 5: Passive aligned MT adapter with optical facet 

Alignment inspection 
We developed an inspection system to measure the passive alignment precision with 
respect to the waveguides in order to improve the performance of the fabrication 
process. The inspection concept is based on a mechanical gauge with reference markers 
at the target center position of the waveguides and alignment holes corresponding to the 
standard MT interface. After mounting the gauge on the MT adapter, which is 
assembled onto the board, pictures of the waveguides and the reference markers are 
taken while the waveguides are illuminated from the backside. Subsequent image 
processing yields the offset values of the waveguides relative to the reference markers. 
We achieved standard deviations below 4 µm for vertical and horizontal alignment. As 
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this is below the required 8 µm alignment tolerance, less than 0.5 dB loss per interface 
due to misalignment is expected. 

Demonstrator Results 
A demonstrator, as shown in Fig. 6, was built to test the performance of the proposed 
technology. A transmitter and a receiver module are inserted into optical PCBs, which 
provide polymer optical waveguides to the board edge. A fiber bundle with MT 
connectors is used as substitution for a backplane to connect the two board edges. Both 
the connections of the optoelectronic modules in the boards and of the fiber bundles to 
the board edges use the passive alignment system with MT interface proposed in the 
preceding sections. 

 
Fig. 6: Twelve-channel board to fiber to board link 

 
Fig. 7: Eye-diagram (channel 9) at 10 Gbps 

A pulse pattern generator is used to create the signals, which are detected by a signal 
analyzer after the transmission through the optical link. Fig. 7 shows the open eye-
diagram of one channel (all 12 channels operating), demonstrating the capability of data 
transmission at 10 Gbps per channel. Conservatively estimated, the optical losses are 
below 9 dB, which is well below the limit of 15 dB. 

Summary 
A passive alignment system that uses one set of copper markers for both optical and 
mechanical alignment is introduced. The fabrication of this alignment system is 
compatible with standard PCB processes. Using the system, we can precisely integrate 
an optical connector (MT standard) into an optical PCB. We achieved alignment 
tolerances below 4 µm, leading to an optical loss due to misalignment below 0.5 dB. 
A system demonstrator based on this passive alignment system successfully transmitted 
signals over 12 channels, each at a data rate of 10 Gbps, from board to board via an 
optical fiber cable, through four passively aligned optical interfaces. The calculated 
optical losses are below 9 dB for this link. A board-to-board link via an optical 
backplane is the next target. 
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L. Di Cioccio2, J-M. Fedeli2, C. Lagahe3, R. Orobtchouk4,
C. Seassal5, P.J. van Veldhoven1, R. Nötzel1, M.K. Smit1

We introduce a compact photodetector (PD) suitable for photonic interconnections
on silicon ICs. In such applications, the optical sources and detectors are linked via
waveguides in an interconnection layer which is on top of CMOS circuitry. The photonic
devices are fabricated with wafer scale processing steps, guaranteeing compatibility to-
wards future generation electronic IC processing.

In our approach, the optical signals propagating through the waveguides in the inter-
connection layer are coupled into the PDs via InP membrane waveguides. These coupling
structures were designed using 3D modal analysis. Device simulation and fabrication are
described in this paper.

Introduction
For future generation electronic ICs, a bottleneck is expected at the interconnect level.
The integration of optical sources, waveguides and detectors forming a photonic inter-
connect layer on top of the CMOS circuitry is a promising solution, providing bandwidth
increase, immunity to EM noise and reduction in power consumption [1, 2]. This solution
is investigated within the European project PICMOS6. In that context, the interconnect
layer is built as a passive Si optical wiring layer and the InP based photonic sources and
detectors are fabricated with wafer scale processing steps [3]. A possible integration tech-
nique, which assures compatibility towards future generation electronic ICs, is based on
a die-to-wafer bonding technology [4, 5].
In this paper we present a compact photodetector structure that can be used for the above
mentioned optical interconnections. One of the main difficulties in the detector design
is achieving a good optical coupling from the photonic wiring layer to the PD. In our
structure, an InP membrane waveguide is used to couple the optical signal out of the Si
wiring layer. Coupler design and fabrication are described further in this paper.

Detector design
In our approach, the optical coupling from the photonic wiring layer to the PD is real-
ized via an InP membrane input waveguide on top of a SiO2 bonding layer, like shown

1COBRA Research Institute, Technische Universiteit Eindhoven, Postbus 513, 5600 MB Eindhoven,
The Netherlands

2CEA-LETI, France
3TRACIT Technologies, France
4LPM - UMR CNRS 5511, France
5LEOM, Ecole Centrale de Lyon, France
6Photonic Interconnect Layer on CMOS by Wafer-Scale Integration (PICMOS),

http://picmos.intec.ugent.be
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Si waveguide

Figure 1: Photodetector structure (left): the dashed arrow indicates how the coupling from the pho-
tonic wiring (Si waveguide) layer to the PD takes place by means of an InP membrane input wave-
guide. The detector is stacked on top of that and the optical power is detected in the absorption layer.
The membrane coupler (right) was studied with a 3D modal analysis, considering the three sections
shown in the figure.

schematically in Fig. 1. The PD structure is built as a 700 nm InGaAs absorption layer
sandwiched between a highly p-doped InGaAs contact layer and a highly n-doped InP
layer, which is also used for realizing the membrane waveguide.

The coupling between the InP and the Si waveguides was studied performing a 3D
modal analysis. First, the mode indices of the fundamental mode propagating in the Si
and InP waveguides and of the even and odd system modes excited in the coupling struc-
ture were calculated. Then, the excitation coefficients were calculated by overlapping the
Si waveguide fundamental mode and the even/odd system mode. The system modes prop-
agate along the coupling region with different propagation constants βeven/odd, and after
a distance Lc = π

∆β
, defined as coupling length, the maximum transfer of optical power

occurs from the Si to the InP waveguide. The difference βeven−βodd is responsable for
the system dynamics: by varying the waveguide geometry, different system modes are
supported, with different propagation constants. Thus, the mode beating changes and, ac-
cordingly, the coupling length. As a last step, the coupling efficiency ηc was calculated by
overlapping the fundamental mode guided by the InP waveguide with the field at the sec-
tion z = Lc (see Fig. 1, right). The calculations were done with the Finite Difference (FD)
and the Film Mode Matching (FMM) calculation methods implemented in two different
full vectorial mode solvers: Selene, by C2V, and FIMMWAVE, by Photon Design, respec-
tively. Fig 2 (left) shows the mode indices for the coupled waveguides calculated with
those two methods. By properly choosing the InP waveguide dimensions, mode matching
can be achieved with the Si waveguide, which is 500 nm wide and 220 nm thick. We fixed
the InP waveguide thickness to 250 nm, which leads to a predicted optimum waveguide
width of 1 µm (0.8 µm), calculated with the FD (FMM) method. When choosing a thinner
InP waveguide, e.g. 200 nm, simulations show that the mode matching does not occur. On
the other hand, going for a larger thickness would lead to a narrower waveguide, which
is more difficult to fabricate. According to the simulations, the predicted coupling length
varies between 12 and 14µm, depending on the calculation method used, and a power
coupling efficiency of more than 80% can be achieved with a tolerance of ±100 nm for
the InP waveguide width (see Fig. 2, right), which is well within the current technology
limitations. The PD structure shown in Fig. 1 allows the fabrication of laterally tapered
membrane waveguides without additional processing steps, which provides an increase
of the alignment tolerance between the waveguides. The device fabrication is described
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Figure 2: Left: Mode index. Right: Coupling efficiency as a function of the InP waveguide width.
The thickness of the membrane waveguide is 250 nm. In this configuration, a power coupling effi-
ciency of more than 80% can be achieved with a tolerance for the InP waveguide width of ±100 nm.

20 um 330 um

1.1 mm

Figure 3: Left: a zoom of the coupler mask layout is shown, overlapped with the Si waveguide
pattern. The Si waveguides are split into the upper test branch, over which the InP couplers were
fabricated, and the lower reference arm. Slanted coupler layouts are shown in this figure. Right:
photograph of the fabricated slanted membrane couplers taken with optical microscope.

in the next section.

Coupler fabrication
Several types of couplers were designed, including straight, laterally tapered, and slanted
waveguides. Moreover, couplers with different width, length and lateral offset with re-
spect to the Si waveguides were designed to compensate possible fabrication errors and
simulation discrepancies. For the ease of the measurements, the Si waveguides are split
into two branches, one of which is used as a reference arm, as can be seen in Fig. 3, left.

The waveguide structure was epitaxially grown on a 2 inch InP substrate. The wafer
was then bonded upside down on a SOI wafer, in which the Si wiring had been defined.
A 300 nm SiO2 layer had been deposited at the bonding interface in order to achieve
molecular bonding. Afterwards, the InP wafer substrate was wet-chemically removed and
the bonded wafer diced. The die processing started with a RIE step to open the alignment
markers in the Si layer, underneath the bonded area. Those markers were then used to
align the membrane waveguides over the Si wires. This was the most critical step, due to
the small waveguide dimensions and the step height between the waveguide layers. After
waveguide lithography, the couplers were fabricated by using a combination of wet and
dry etching steps. The characterization of the devices is currently under way.

Processing of full PDs like the one shown schematically in Fig. 1 is also currently
being done. Two InP-based 2 inch wafers with, respectively, PD and laser layer stacks
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were grown and diced in 9×7 mm2 pieces.
The dies were then bonded upside

Si waveguide

InP waveguide

PD mesa

space for n−contacts

Figure 4: Two PDs are shown in this picture
taken with optical microscope. The detector
input InP waveguides are aligned over the Si
wires and tapered out towards the absorption
area underneath the mesas.

down on a SOI wafer, in which the Si
waveguide pattern had been defined, and
the die substrate was wet-chemically re-
moved. Afterwards, samples containing
both source and PD dies and test sam-
ples with only the source or the detector
die were sawn. Sources and PDs patterns
were defined by e-beam lithography and
transferred to a 150 nm thick SiO2 hard
mask. The same hard mask was then used
to dry-etch the membrane waveguides and
the PD bottom contact areas, which share
the same n-InP layer. The PD mesas were
wet-chemically etched (see Fig. 4). We
are currently working on the final passivation and metallization processing steps, after
which the device characterization will start.

Conclusions and acknowledgement
We presented the design of a photodetector structure suitable for integration on an op-
tical interconnect layer on top of CMOS ICs. The device uses an InP membrane input
waveguide to couple the optical signal out of the interconnect layer. A 3D modal analysis
was performed to design the membrane coupler and predict its performance. It is shown
that a 250nm thick by 14µm long coupler has a predicted efficiency of more than 80%
with a fabrication tolerance for the waveguide width of 1µm±150nm. We are currently
working on the device characterization and the PD fabrication.
We acknowledge the support by the EU through the IST-PICMOS project.
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Focused-ion-beam fabrication of slanted fiber
couplers in silicon-on-insulator waveguides

J. Schrauwen, F. Van Laere, D. Van Thourhout, R. Baets
Photonics Research Group, Department of Information Technology,

Ghent University - IMEC, 9000 Gent, Belgium

The ability for forming complex three dimensional shapes is one of the prime advantages
of focused ion beam based micromachining. We have used this technique to fabricate
slanted fiber couplers in silicon on insulator. Simulations show coupling efficiencies of up
to 63% for fiber couplers with 167 nm slits under an angle of 59° to the surface normal.
We have fabricated these devices with focused-ion-beam. The dimensions of the fabri-
cated structures are similar to the design, but we have not measured efficiencies larger
than 20%. The difference with the simulated value is probably caused by ion induced
damage in the Si crystal.

Introduction
Microfabrication with focused-ion-beam (FIB) consists of hitting a substrate locally with
high energy ions; in most commercial systems these are gallium ions with energies around
30 keV . If the substrate is crystalline this process induces lattice damage, makes the top
layer amorphous, and implants ions deeper into the substrate [4, 5]. These effects cause
optical losses and make the direct fabrication of low-loss photonic devices non-trivial.
Nevertheless, FIB remains a promising process due to the flexibility with which we can
make photonic devices, e.g. for the fabrication of slanted fiber couplers.
The silicon-on-insulator (SOI) platform is a promising candidate for future ultra-compact
photonic integrated circuits because of its compatibility with CMOS technology [1]. The
high index contrast in this material system allows for the fabrication of short waveguide
bends and thus circuits with a high degree of integration. The SOI wafers we use have a
thin top Si layer of 220 nm and a bottom oxide thickness of 1 µm. One of the difficul-
ties of a high contrast platform is the coupling of light from optical fibers, due to the large
mode-size mismatch. This problem can be solved by using tapers or grating couplers. The
latter are shallow gratings in broad waveguides that diffract light out of the waveguides
into vertically positioned single-mode fibers. In previous work we have fabricated these
shallow grating couplers with a CMOS compatible process (248 nm deep UV lithography
and Inductively Coupled Plasma etching) and optimized the parameters for optimal cou-
pling efficiency (25% and more [2]) and 1550 nm operation [3]. Recently another design
was proposed for grating couplers [6], with a theoretical efficiency of over 50%. These
structures consist of a series of very narrow slits in the top silicon layer, under an angle
of about 60° with the surface normal. Due to this complicated design the structures can’t
be fabricated with standard CMOS processing, and no fabrication method was proposed
so far [6]. In this paper we report on the fabrication of similar structures with FIB. In the
first section we detail the design of the slanted fiber couplers with Finite Difference Time
Domain (FDTD) methods, and in the second section the fabrication with FIB is evaluated.
In previous work grating couplers were designed with various geometries [3]. In the
simplest form, completely CMOS compatible, these are shallow etched gratings. They
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Figure 1: Schematic drawing of the slanted fiber coupler.

have efficiencies of about 25% [2]. When going to more complex fabrication methods,
the efficiency of these couplers can be greatly enhanced: by adding a bottom gold mirror
by means of bonding, an efficiency of 69% was obtained for the same gratings [7]. All
grating couplers from our previous work were designed for coupling of 1550 nm infrared
light form a waveguide into a fiber positioned at an angle of 10° with respect to the
surface normal. This choice was made to reduce reflection by back diffraction into the
second order mode. When using slanted gratings, the fraction of light coupled into the
second order mode depends on the slant angle of the slits, and can thus be minimized
without the necessity of tilting the fiber. However, due to measuring convenience in our
setup, we have chosen to design a slanted fiber coupler for coupling to a fiber with 10°
tilt, as shown in Figure 1. The advantage of a slanted coupler, as compared to the bottom
mirror gratings from [7], is fast fabrication. The slanted couplers can be fabricated with
FIB in less than 10 minutes, in situ, anywhere on a wafer.

Simulation
The optimum design has 167 nm wide slits, under 59.06° to the surface normal, with a
period of 675 nm, showed in Figure 2. First we optimized the grating position, then a
global scanning of the parameter space and a fine optimization was used to determine slit
width, period and angle. This optimization was performed in a simulation environment
of 25 µm by 14 µm, with grid cells of 10 nm and a PML thickness of 8 cells. A mode
was excited in the fiber, and the power coupled to the waveguide mode was calculated, in
a two-dimensional approximation and for the polarization with the electric field parallel
to the grating slits. The fraction of the measured mode power to the excited power was
optimized for 1550 nm. For the optimal structure in Figure 2 it is 63.2%.

Fabrication with focused-ion-beam
In previous work we have demonstrated that low-loss fiber couplers can be fabricated
with FIB [8]. By using Al2O3 as hard mask and I2 as selective etchant the loss by crystal
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Figure 2: Part of the FDTD simulation environment of the optimal grating with 63.2%
efficiency, at the right the magnitude of the electric field parallel to the grating slits is
plotted for 1550 nm operation.

Figure 3: Cross section of two slits of the slanted grating coupler. There is a good agree-
ment with the FDTD designed grating.

damage was minimized. To etch narrow slanted slits we have mounted the sample under
59° relative to the ion beam, and scanned lines under an iodine atmosphere. The etching
was performed in an FEI Dualbeam 600. The dose was optimized to etch down to the
oxide layer. A cross section of the grating is shown in Figure 3.

Results and discussion
The cross section images of the fabricated gratings are in good agreement with the opti-
mal slanted coupler design. To determine the coupling efficiency we use a fiber-to-fiber
transmission measurement for TE polarization. The structure consists of an input coupler,
a 10 µm wide waveguide, and an output coupler. We assume that both couplers are iden-
tical. We have not measured efficiencies higher than 20%, in contrast to 63% as expected
from the simulations. The optical losses are most likely caused by damage to the Si crys-
tal. This result proves that the process proposed in [8] can not straightforward be applied
to the etching of slanted grating couplers. We assume that this is caused by the limited io-
dine etch enhancement due to the difficult placement of the gas injection needle, and due
to slow adsorption of iodine on the Si surface in the narrow grooves. Further investigation
will show whether slower etching solves this problem.
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Conclusions
We have fabricated slanted fiber couplers in silicon-on-insulator with a focused-ion-beam.
The etched structures are in good agreement with the FDTD simulated optimal design.
However, the measured efficiencies are a factor of three lower than expected. We think
that this is caused by a bad penetration of gas molecules in the narrow grooves.
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The Asymptotic Properties of Electromagnetic
Pulse Transmission in Photonic Crystals by

Saddle-point Analysis
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Nijenborgh 4, 9747 AG Groningen, The Netherlands

We calculate the initial electromagnetic field that has beentransmitted through a finite one
dimensional photonic crystal in terms of the parameters of the crystal. The shape of the
Sommerfeld precursor merely depends on the spatial averageof the refractive indices of
the homogeneous constituents of the crystal, whereas the shape of the Brillouin precursor
depends in a complicated manner on the index contrast.

Introduction

A photonic crystal (PC) [1] is a spatially repeated geometrical structure (crystal) of var-
ious material compounds that each individually have in general a different interaction
strength with an applied electromagnetic (EM) field. Therefore this field experiences
a periodically varying potential. Exactly as in the case of electrons in interaction with
a periodic atomic lattice where there are band-gaps in the electron dispersion relation
due to Bragg scattering, the lattice of material compounds inPCs gives rise to photonic
band-gaps (PBGs). Therefore, with a PC, it is in principle possible to manipulate the
propagation of an EM field at the very small scale of its own wavelength.
In order to quantify the effect of a PC on a transmitted EM-pulse, the dependence of the
shape (instantaneous amplitude and period) of the transmitted pulse in terms of the pa-
rameters of the PC must be calculated. However, since the frequency integral equation
for the transmitted field is not analytically solvable, one is directed to search for approxi-
mate solutions which usually give good results for the transmitted field only in a restricted
range of the time domain.
In the case of pulse propagation in ahomogeneousmedium [2], the saddle-point method
is a successful technique to calculate approximately the so-called asymptotic field after
a certain propagation distance in the medium. Here with asymptotic field is meant the
initial field, immediately behind the wavefront: this is therestriction in the time domain
that results from the choice to consider only those frequency components that interact
weakly with the system. The saddle-point technique can be extended toinhomogeneous
media with the concept of equivalent homogeneous index of refraction [3]. Thus we
derive an expression of the asymptotic transmitted field in terms of the parameters of the
PC.
A substantial drawback of our approach is that it gives only accurate results for the initial
transmitted field; we did not obtain results for the more interesting ’main part’ of the
pulse, where usually the strong interaction with the crystal takes place.

Model

Our model for a one dimensional PC is the rectangularN-layer dielectric, nonmagnetic
medium (NLM), depicted in Fig. 1. It is surrounded by another dielectric nonmagnetic
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medium.
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Figure 1: TheN-layer medium and its surroundings.

The parameters of this system
can be divided into two types.
There aregeometricalparame-
ters that scale the interaction due
to scattering of the EM-field at
interfaces: these are the slab widths
a andb, that add up to the layer
width, a+b= Λ, andN, the to-

tal number of layers. The other type of parameters arematerialparameters that describe
the (macroscopic) interaction of the EM-field with the atoms: these are the permittiv-
ity ε for the electric component and the permeabilityµ for the magnetic component, or,

equivalently, the refractive indexn =
√

εµ and the impedanceZ =
√

µ
ε . However, for

nonmagnetic media,µ = 1 and the material interaction can be stated in terms of the re-
fractive index only. The homogeneous refractive indices ofthe slabs arena andnb and of
the surrounding medium isns.
In information technology, often mentioned as a significantapplication area for PCs, in-
formation is usually encoded inoptical EM-pulses. We will therefore consider optical
applied pulses and PCs that have a PBG in the optical range of thefrequency spectrum.
In order to obtain a band-gap in the visible part of the EM-spectrum, where the frequency
ω ∼ 1015rad/s,Λ should be of the order of 10−7m, assuming that all refractive indices are
of order 100.
The two restrictions that we impose on our applied EM-pulse,coming in from the left-
hand-side of Fig. 1, are that it lasts a finite amount of timeT (measured at the entrance
planex = 0) and that its amplitude is finite. An example pulse is depicted in Fig. 2.

O
t

T

Es
0(t,0)

Figure 2: Time dependence of
electric field component, evalu-
ated at entrance plane ofNLM,
of an example applied pulse

The electric component of the EM pulse is in a plane
wave decomposition

Es
0(t,x) =

Z
dωẼs

0(ω)e−iω(t−ns(ω)x/c), (1)

where the spectral density is

Ẽs
0(ω) =

∑m

2π
ωmE0m

ω2−ω2
m

(

(−1)meiωT −1
)

. (2)

Here,E0m denotes the amplitude at carrier frequency

ωm =
mπ
T

. (3)

For purely optical pulses, theE0m takes on nonzero values only at carrier frequencies that
lie in the optical range.

Theory

The exact expression for the transmitted field, evaluated atthe planex= NΛ, is, in mono-
exponential form,

Es
N(t,NΛ) =

Z
dωẼ0(ω)e

NΛ
c vN(ω), (4)
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in which the propagation is described by the function

vN = −iω(ΘN −nN) ≡ XN + iYN (5)

with XN, YN real. Here,ΘN = ct
NΛ is the time in natural units and

nN =
−ic
NΛ

1
ω

logtN (6)

is the equivalent homogeneous index of refraction for theNLM, with tN the transmission
coefficient.

Re[ω]

iIm[ω]

XN

•
ωs S

SP

SD

Figure 3: The integration pathS near a
saddle-point

The integration path in Eq. (4) is deformed
such thatXN is minimal. Denote the de-
formed path asS. This pathS has been
sketched in Fig. 3 in a small environment
(circle) around the SP, taken on at frequency
ωs. On S, the SP ofXN are crossed along
lines of steepest descent (SD). Dominant
contributions in Eq. (4) then come from
the peaks ofXN around SP. These peaks
are sharp when the scaling parameterNΛ

c is ’large’. Denote the locations of SPs in the
complex frequency plane asωs. Whenωs is not too close to the opticalωm whereE0m is
nonzero, then the spectral densityẼs

0 is nearly constant around this SP (that is, forω≃ωs)
and satisfies̃Es

0(ω) ≃ Ẽs
0(ωs). In that case, Eq. (4) is approximately equal to a Gaussian

integral,

Es
N(t,NΛ) ≃ Ẽ0(ωs)e

NΛ
c vN(ωs)

Z
S
dωe

NΛ
c v′′N(ωs)(ω−ωs)

2
. (7)

This approximation does therefore not give contributions from frequency components
close to, or inside, the optical PBG.

Results

For the very large-frequency components (near SP with|ωs| >>optical frequencies), the
effective index may be expanded about infinite frequency. Upto second order, this series
is

nN(ω) = nN(∞)+
(

−ω2n′N
)

||ω|=∞ω−1 +
1
2!

(

ω3(ωn′′N +2n′N
))

||ω|=∞ω−2. (8)

For Lorentz type slab refractive indices, we have calculated,

nN(∞) = 1,
(

−ω2n′N
)

||ω|=∞ = 0,
(

ω3(ωn′′N +2n′N
))

||ω|=∞ = ω2
pΛ, (9)

whereω2
pΛ ≡ aω2

pa+bω2
pb

Λ is the average plasma frequency squared. These components give

rise to the Sommerfeld precursor, starting at timesδS
N ≡ ΘN −nN(∞) ≥ 0. Its amplitude

is found as

Es
N(t,NΛ) = ∑

m

ωm

ωpΛ
E0m

√

2δS
NJ1

(

ωpΛ
NΛ
c

√

2δS
N

)

, (10)

whereJ1 denotes the first order Bessel function.
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For the very small-frequency components (near SP with|ωs| <<optical frequencies),nN

may be expanded about zero frequency,

nN(ω) = nN(0)+n′N(0)ω+
1
2!

n′′N(0)ω2, |ω| << optical frequencies (11)

where we have calculated the coefficients as
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(
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s

2ns

)
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∣

∣
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,
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b
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)
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∣

∣

ω=0
+

iNΛ
2c

(

n2
Λ −n2

s

2ns

)2
∣

∣

∣

ω=0
, (13)

n′′N(0) =
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∣

∣
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(15)

Note that the slab index difference is only in termn′′N(0). The small-|ω|-components give
rise to the Brillouin precursor at timesδB

N ≡ δS
N −nN(0) ≥ 0,

Es
N(t,NΛ) ≃

√

2c

πNΛ
√

DN
∑
m

E0m

ωm
e

NΛ
c XN(ωs) cos

(

NΛ
c

YN(ωs)+π/4

)

, (16)

where the SP-locationωs = i
(

2in′N(0)

3n′′N(0)

)

+
√

DN
3n′′N(0)

with DN = 4n′N(0)2 +6n′′N(0)δB
N.

Conclusions

We have calculated the initially transmitted field through an NLM, expressed in the pa-
rameters of theNLM. As in the case of a homogeneous medium, the wave-front propa-
gates at the speed of lightc, immediately followed by the Sommerfeld precursor. This
precursor experiences the spatial average of the slab indices: it is not influenced by the
slab contrast. The arrival time of the Brillouin precursor isalso not influenced by the slab
contrast, but its shape is: roughly, its amplitude and period decrease with contrast.
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Semiconductor Optical Bloch Equations
Explain Polarization Dependent Four Wave

Mixing Quantum Beats in Bulk Semiconductors
W. Wang1, J. Zhang2 and D. Lenstra1
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De Boelelaan 1081, 1081HV, Amsterdam, The Netherlands1, IMR, Salford University, Manchester, U.K.2

We re-examined the semiconductor Bloch equations (SBE) and found that, excluding the
many-body electron Coulomb interaction, SBE do not reduce to the optical Bloch equa-
tions (OBE). By applying OBE on semiconductors straightforward, we propose an ex-
planation for the polarization dependent four wave mixing (FWM) quantum beats, which
could not be explained by the conventional SBE but attributed to bi-exciton processes. We
suggest that this effect is simply a coherent process rather than due to electron-electron
Coulomb interaction; the coherence transfer between the excited states accounts for the
FWM in the configuration with pump and probe in orthogonal polarization states.

Introduction

Polarization-dependent four wave mixing (FWM) quantum beats [1–4] have been ob-
served after simultaneous excitations of two optical transitions, i.e. heavy-hole and light-
hole. The signal magnitude and its beat phase depend on the polarization of the pump
and probe with respect to each other. This phenomenon has been analyzed with applying
semiconductor Bloch equations (SBE) for excitations in a six-band model by broad spec-
trum pump-probe pulses. [1, 2] However this theory predictsidentical FWM intensities
for the two polarization configurations: pump and probe have either parallel or perpen-
dicular linear (circular) polarizations. Since then, a great effort has been devoted to the-
oretically explain this phenomenon. One of the successful explanations is the bi-exciton
theory. [3,4] However, why the optical Bloch equation (OBE) can do very well in atomic
optics, but the SBE fails in this specific investigation is an interesting question, and it
should not be, without constructive considerations, simply answered by the fact that SBE
formalism does not include exciton-exciton processes or a Hartree-Fock approximation is
not capable to describe quasi-stationary of the excited semiconductor. [5]
The SBE is developed as the similar basis as the OBE. [6,7] The main extra efforts of the
former theory are its focusing on the electron many-body effects, such as semiconductor
band gap renormalization, excitonic effects, phase-space filling, etc, which do not exist in
OBE. However, in the present work we will completely neglect the Coulomb interaction
between the carriers, which means that no excitonic effects are considered. Based on
this assumption, we compare the SBE and OBE formalism. We find that the SBE do not
reduce to the OBE formalism, contrary to what one would expect.
In an electron two-level system with vacuum state is defined as|0a0b〉, i.e. an electron
can be in two states:|a〉 and|b〉. In case of the resonant light excitation, thesystemof the
electron can be inverted from the electron system ground state|g〉 which gives|0a1b〉, to
the system excited state|e〉 which gives|1a0b〉. Correspondingly, in the SBE, the states of
the electron system|e〉 and|g〉 will be given as|1c0v〉 and|0c1v〉, in case that an electron
in semiconductors can only be in two states:|c〉 and|v〉.
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In the normal formalism of SBE, what one finds are a coupled equations between polar-
ization Pcv and the occupation probabilities for the electron in the state|c〉 and |v〉: nc

andnv. [7, 8] However, to be consistent with the OBE formalism, the coupled equations
should be between the electron system polarizationPeg and the occupation probabilities
of theelectron systemin the state|e〉 ≡ |1c0v〉 and|g〉 ≡ |0c1v〉: ne andng. Althoughnc

(nv) incidently equalsne (ng) in the electron two-level system, the physical meaning is
completely different and will result in errors in case that complicated many-level system
is considered.
In this work, we strictly follow OBE formalism, discard the electron many-body effects.
By this semiconductor OBE, we derive the polarization dependent FWM quantum beats
in semiconductors without introducing any bi-exciton interaction effects. In this way
we suggest that FWM quantum beats might be a purely coherent light-matter interaction
effect, rather than due to something, such as electron-electron interaction process.

Modelling

In this work we do not consider the electron Coulomb interaction, we simply treat the
semiconductor as a many-level atomic model with considering electron spin states. The
ground state of the heavy-hole electron system, as well as those of the light-hole electron
system, are described as

|hg〉= a†
h1a†

h2 |0h〉 , |lg〉= a†
l1a†

l2 |0l 〉 . (1)

Next, by Eq.(1) we derived the excited stats|ex〉 and|ey〉 of the semiconductor in case of
x andy polarized light excitation, only resonant excitation are taken into account

|ex〉 = ∑
θ,φ

{[
−a†

c1a†
h2bu−a†

c1a†
h1(wRh−cu)+a†

c2a†
h2(uc∗−wRh)+a†

c2a†
h1ub∗

]
|0h〉

+
[
a†

c1a†
l2(uRl +wc∗)+a†

c1a†
l1wb−a†

c2a†
l2wb∗+a†

c2a†
l1(wc+uRl )

]
|0l 〉

}
+c.c.

|ey〉 = ∑
θ,φ

i

{[
−a†

c1a†
h2bu+a†

c1a†
h1(wRh +cu)−a†

c2a†
h2(wRh +uc∗)−a†

c2a†
h1ub∗

]
|0h〉

+
[
a†

c1a†
l2(uRh−wc∗)−a†

c1a†
l1wb−a†

c2a†
l2wb∗−a†

c2a†
l1(uRl −wc)

]
|0l 〉

}
+c.c.

(2)

with u = −
√

1/2 andw =
√

1/6; b, c, Rh andRl are defined as in [9]. Here, the sum-
mation ofθ andφ gives the total transition magnitude, or the full transition matrix, from
electron valence state|v〉 to electron conduction state|c〉. From Eq.(2), one can find
the excited states essentially are pairs of electrons in both conduction bands and valence
bands but with difference phase.
The system Hamiltonian is

H0 = εexa
†
exaex+ εeya

†
eyaey+ εhga

†
hgahg+ εlga†

lgalg. (3)

The energyεex, εey, εhg and εlg are defined for a single electron. For simplicity, we
assume the energyεex = εey = 0, therebyεhg andεlg are the photon resonant energies but
with minus sign. The states energy difference of|hg〉 and|lg〉 is εlh defined asεhg− εlg.
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The dipole coupling to a laser field is described as

HI =−E(t)
(

a†
exahge

iα1 +a†
eyahge

iα2 +a†
exalgeiβ1 +a†

eyalgeiβ2 +h.c.

)
. (4)

The modulus of the optical transitions between|g〉→ |ex〉 and|g〉→ |ey〉 are equal in both
|hg〉 and|lg〉 cases, but the phase,α1, α2, β1, andβ2 are different. We derived a relation
between the phases of the optical transition matrixes,

exp[i(α1−α2)] =−exp[i(β1−β2)]. (5)

After some straightforward algebra, we obtain for the third-order nonlinear optical po-
larization, origin of the FWM signal. For polarization configurations of pump and probe
parallel and orthogonal.

P (3)
‖ (t) = −4iΘ(t)Θ(−τ)EpEpEt

(
e−i(εh−iγ2)t +e−i(εl−iγ2)t

)(
ei(εh−iγ2)τ +ei(εl−iγ2)τ

)

P (3)
⊥ (t) = −iΘ(t)Θ(−τ)EpEpEt

(
e−i(εh−iγ2)t +e−i(εl−iγ2)t

)(
ei(εh−iγ2)τei(α1−α2) +

ei(εl−iγ2)τei(β1−β2)
)

(6)

By the relation in Eq.(5), one can easily find that the two cases in Eq.(6) are different by a
sign in the last term and different magnitudes with a factor 1/4, thereafter the ratio of the

intensities of FWM signal in the two cases will be 1/16. In case ofτ = 0, P (3)
‖ is on the

peak of the beats, butP (3)
⊥ on the bottoms of the beats. There is an exact phase difference

π between the two cases as shown in Fig.(1).
The calculation of Fig.(1) are based on some parameters: the phase relaxation timeγ2 = 4
ps; the resonant optical transitions of|hg〉 → |e〉 is at wavelength 810 nm. The difference
of the energy between|hg〉 and|lg〉 is 4.2 meV. The beats modulation depth is adjusted
by a parameterflh. In the idea case, the optical transitions are equally taken place at
|hg〉 and|lg〉, namely flh = 1, the modulation depth will between modulated 1 and 0. In
this calculation, we adoptflh = 0.75 to avoid zero point. However, we do not attribute
this unbalance to the heavy-hole and light-hole optical transition matrixes. [1, 2] As we
have shown that the modulus of the optical transition matrixes are just equal. The rea-
son might be the state-density dependent optical excitations of heavy-hole and light-hole
bands. Also the detuning optical excitations and the summation of the optical transitions
with different positions~k could contribute to this by phase interference to mitigate the
beats modulation depth. However it is not within the aim of this work in this stage.

Conclusion

In conclusion, we have re-examined the semiconductor Bloch equations (SBE) and found
that, excluding the many-body electron Coulomb interaction, SBE do not reduce to the
optical Bloch equations (OBE). We applied OBE on bulk semiconductors straightforward,
neglecting electron-electron Coulomb interaction, and proposed an explanation for the
polarization dependent four wave mixing (FWM) quantum beats, which could not be
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Figure 1: The FWM signal quantum beats as a function of pump-probe time delay. The
dash-dotted and solid lines for parallel and orthogonal polarized pump-probe configura-
tions.

explained by the conventional SBE but attributed to bi-exciton processes. We suggest
that this effect might be simply a coherent process rather than due to electron-electron
Coulomb interaction.
In case of a configuration with pump and probe in orthogonal polarization states, FWM
can be generated due to the coherence transfer between the two excited states. In the
investigates of polarization dependent FWM quantum beats, this coherence transfer could
make the main role in the reproducing experimental results.
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Judd-Ofelt Analysis of Nd(TTA)3Phen-doped  
6-FDA/Epoxy Planar Waveguides 

J. Yang, M.B.J. Diemeer, L.T.H. Hilderink, R. Dekker, and A. Driessen 
University of Twente, Integrated Optical Microsystems Group, P.O. Box 217, Enschede, the Netherlands 

The fluorescent complex Nd(TTA)3Phen (TTA = thenoyltrifluoroacetone, Phen = 1, 
10-phenanthroline), was doped into the host material 6-FDA epoxy 
(6-fluorinated-dianhydride cured epoxy). The room-temperature absorption spectrum of 
Nd3+ transitions was experimentally obtained, with which the Judd-Ofelt model was applied 
to determine the Judd-Ofelt parameters. These parameters are used to calculate the 
emission probabilities of transitions and branching ratios of the Nd3+ from the excited-state 
4F3/2 to lower-lying manifolds. The radiative lifetime of 4F3/2 was obtained from the emission 
probabilities. The results of the analysis indicate this Nd (III) complex doped polymer 
material is promising to be used in planar waveguide lasers and amplifers. 

Introduction 
There has been much interest in rare-earth-doped polymer planar optical waveguide for 
applications in amplifiers and lasers. Polymers are promising host candidates for these 
applications because of their excellent properties such as high transparency, low cost, and 
easy fabrication. One way to incorporate rare-earth ions into a polymer is to encapsulate the 
ions in organic chelates and dope these complexes directly. Recently, work has been done on 
rare-earth-doped polymer planar waveguides [1, 2]. In our work, Nd(TTA)3Phen was 
synthesized and doped in to the fluorinated host 6-FDA epoxy. The ligands with fluorine and 
the fluorination of the host material can improve the luminescent quenching from C-H and 
water. 
Knowledge of the transition intensities of 4f-4f transitions and of the absorption and 
emission cross sections is the first step in investigating the performance of the 
rare-earth-doped waveguides. In this paper, we used the Judd-Ofelt method [3, 4] to analyse 
the measured absorption spectrum of Nd3+ transitions. This method is successfully applied 
for the calculation and characterization of the optical transitions in rare-earth doped 
materials [5~8]. The results of the analysis indicate this Nd (III) complex doped polymer 
material is promising to be used in planar waveguide lasers and amplifers. 

Experimental procedure 
The Nd(TTA)3Phen was synthesized according to the procedure as described in [9]. A film 
of Nd(TTA)3Phen doped 6-FDA epoxy was spin-coated on an thermally oxidized wafer. The 
refractive index and the thickness as determined with a prism coupler were 1.53 (at 632.5nm) 
and 4.3 μm, respectively. The concentration was  Nd/cm191.1 10× 3. 
White light was coupled into the film and coupled out after propagating a certain distance 
through the film using a prismcoupler. Varying the propagation distance and collecting the 
light from the outcoupling prism by a spectrum analyzer Spectro320, the room-temperature 
loss spectrum of Nd3+ in 6-FDA epoxy was recorded. After subtraction of the background 
loss, the absorption spectrum of Nd3+ in 6-FDA epoxy was obtained from the recorded 

Proceedings Symposium IEEE/LEOS Benelux Chapter, 2006, Eindhoven

253



spectrum (Fig. 1). 
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Fig. 1. Room temperature absorption spectrum of Nd3+ in 6-FDA epoxy from 450nm to 900nm. 

Data analysis 
The electric dipole line strength S is adopted to describe the transition between two of the 
eigenstates of the ion in the Judd-Ofelt theory. The line strength S between initial state J 
characterized by (S, L, J) and the final state J’ given by (S’, L’, J’) can be written as [5~8]: 

( ) ( )
2 2 2' ( ) ' ' ' (2) (4)

2 4 6
2,4,6

( ) , ,t
calc t

t

S J J S L J U S L J U U U
=

2(6)⎡ ⎤ ⎡ ⎤ ⎡→ = Ω = Ω ⋅ +Ω ⋅ +Ω ⋅ ⎤⎣ ⎦ ⎣ ⎦ ⎣∑ ⎦
                

                                                                             (1)                    
where (t=2,4,6) are the Judd-Ofelt parameters, and  (t=2,4,6) are the doubly 
reduced matrix elements depend only on angular momentum. As  (t=2,4,6) are 
independent of the host, the values can be obtained from some former papers. [5, 10] 

tΩ
( )tU

( )tU

The parameters (t=2,4,6) are determined by measuring the line strength for a number of 
ground-state transition. Four absorption peaks can be observed from Fig 1 and the four peak 
wavelengths of the Nd

tΩ

3+ bands are given in Table 1. 
The measured line strengths ( )measS J J ′→  of the bands are determined using following 
expression: 

'
3 2 2 2

0

3 (2 1) 9( )
8 ( 2meas
ch J nS J J

e N nπ λ
⎡ ⎤+

→ = ⎢ +⎣ ⎦)
Γ⎥                                            (2) 

where c is the velocity of light, h is the Planck’s constant, e is the elementary charge, J is the 
angular momentum,  is the density of ion, 0N λ  is the mean wavelength of the absorption 
bands, n is the wavelength-dependent refractive index which is determined from Sellmeier’s 
dispersion equation, and ( )dα λ λΓ = ∫  is the integrated absorption coefficient. The results  

Table 1. Values of reduced matrix elements for the absorption transitions of Nd3+ in 6-FDA epoxy at 300K. 

Transition (from 4I9/2) λ (nm) n 
2(2)U⎡ ⎤⎣ ⎦  

2(4)U⎡ ⎤⎣ ⎦  
2(6)U⎡ ⎤⎣ ⎦  

4G5/2+2G7/2 580 1.5316 0.9710 0.5897 0.0663 
4F7/2+4S3/2 740 1.5239 0.0010 0.0448 0.6582 
4F5/2+2H9/2 795 1.5221 0.0100 0.2431 0.5148 

4F3/2 865 1.5206 0 0.2296 0.0563 
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Table 2. Measured and calculated line strengths of Nd3+ in 6-FDA epoxy at 300K. 
Transition (from 4I9/2) λ (nm) n Γ (nm cm-1) measS (10-20 cm2) calcS  (10-20 cm2) 

4G5/2+2G7/2 580 1.5316 18.7295 22.1520 22.1570 
4F7/2+4S3/2 740 1.5239 8.4009 7.8329 8.1997 
4F5/2+2H9/2 795 1.5221 10.3377 8.9276 8.4069 

4F3/2 865 1.5206 2.7888 2.2300 2.6969 

of  are given in Table 2. measS
From the least-squares fitting of  to , the values of the three parameters 

(t=2,4,6) can be obtained as follows: 
measS calcS

tΩ

            20 2 20 2 20 2
2 4 616.64 10 , 8.85 10 , 11.83 10cm cm cm− −Ω = × Ω = × Ω = × −

)

We used them to recalculate the transition line strengths of the absorption bands from Eq. (1) 
and the results are in Table 2. 
Next, they were applied in Eq. (1) to calculate the transition line strength of the upper state 
transitions which are give in Table 3. Then, we obtained the corresponding radiative decay 
rate, radiative lifetime and fluorescence branching ratio. 
The radiative decay rates , for electric dipole transitions between an excited 
states (J) and the lower-lying terminal manifolds (J’) were calculated from: 

'(A J J→

4 2 2 2
'

3

64 ( 2)( ) (
3 (2 1) 9 calc

e n n ' )A J J S J J
h J

π
λ

+
→ = →

+
                                   (3) 

From the radiative decay rates, the radiative lifetime rτ  for an excited state (J) and the 
fluorescence branching ratios  were obtained from: '(J Jβ → )

'

1
( )r A J J

τ =
→∑

                                                                   (4) 

'
'

'

( )( ) (
( ) r

A J JJ J A J J
A J J

' )β τ→
→ = = →

→∑
                                           (5) 

All results are given in Table 3. 
Table 3. Predicted fluorescence line strength, radiative decay rates, radiative lifetimes, and branching ratios  
        of Nd3+ in 6-FDA epoxy at 300K. 

Transition calcS  (10-20 cm2) 'JJ
A  (s-1) radτ (ms) 'JJ

β  
4F3/2  4I9/2 2.6969 1.9491 0.3559 
4F3/2  4I11/2 6.0710 2.9168 0.5326 
4F3/2  4I13/2 2.5080 0.5812 0.1061 
4F3/2  4I15/2 0.3313 0.0297 

0.18259 

0.0054 
 
Discussion of results 
With the standard Judd-Ofelt method, the analysis of absorption spectrum of Nd3+ in 6-FDA 
epoxy has been performed.  
It has been shown that  is quite sensitive to the metal-ion environment [11]. A large 
value of  indicate the presence of covalent bonding between the Nd

2Ω

2Ω
3+ ions and the 
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surrounding ligands. Compared with the values of the Judd-Ofelt parameters of Nd3+ in 
other hosts as shown in Table 4, our Nd-doped material has a large . That means the 
optical transition is dominated by electrical dipole transition in this system and the emission 
is strong. 

2Ω

The radiative lifetime radτ  for Nd3+ in our material is comparable to that in deuterated (-d8) 
PMMA, but smaller than the values in the hosts of PF (perfluorinated) plastic solution and 
ZBAN (ZrFr-BaF2-LaF2-ALF3). The reason is that the latter two materials don’t contain C-H 
bonds which cause quenching. 
Table 4. Judd-Ofelt parameters of Nd3+ for different hosts.  

host 20 2
2 (10 )cm−Ω  

20 2
4 (10 )cm−Ω  

20 2
6 (10 )cm−Ω  ( )rad msτ  

6-FDA epoxy 16.64 8.85 11.83 0.183 
PF plastic solution [6] 10.6 6.51 4.72 0.548 

PMMA-d8 [6] 9.45 2.70 5.27 0.187 
ZBAN51 [6] 3.1 3.7 5.7 0.419 

Conclusion 
A Judd-Ofelt analysis was applied to the measured absorption spectrum of a Nd(TTA)3Phen 
doped 6-FDA epoxy planar waveguide. The results show that Nd(TTA)3Phen doped 6-FDA 
epoxy has good potential to be used as planar waveguide in the laser or amplifier.  
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To compute the near field pattern (NFP) of a silica graded-index multimode fibre, a full-
wave model has been implemented. A single-mode fibre pigtail, with possible angular tilt
and radial offset, excites the wavefield. The amplitudes of the propagating modes are com-
puted by overlap integrals. The graded-indexα-profile has been determined by matching
differential mode delay simulations to measurements. Differential mode attenuation and
mode-mixing are introduced through a power-flow equation. Only minor parameter ad-
justments suffice to obtain a satisfactory match between measurements and simulations.
To gain a better understanding of the phenomena, NFPs have been determined for a range
of excitation positions and angles.

Introduction

In short-range optical communication networks, e.g. in-building networks, the multimode
fibre (MMF) is widely accepted as a means to transfer data. In comparison with a single-
mode fibre (SMF), the MMF benefits from its large core diameter, since splicing is easier
and the use of expensive high-precision connectors is not required. However, the capac-
ity of MMFs regarding their bandwidth is limited due to differential mode delay (DMD).
This disadvantage can be mitigated considerably by using a well-chosen graded refractive
index-profile in the fibre core. Moreover, by a selective excitation of a subset of propa-
gating modes, the bandwidth can be increased even further, due to reduced propagation
time differences [1]. By exciting different subsets simultaneously, parallel independent
transmission channels can be created in the MMF, which is a technique known as mode
group diversity multiplexing (MGDM) [2].
We have implemented a full-wave model to compute the near field pattern (NFP) at the
output of a graded-index multimode fibre (GI-MMF) [3]. A continuous wave laser, pig-
tailed to a SMF, serves as excitation of the modefield in the GI-MMF. The possibility
exists to perform a selective excitation by employing an angular tilt and/or radial off-
set. We have compared simulated NFPs with measured ones and determined the effects
of differential mode attenuation (DMA) and mode-mixing, with the aid of a power flow
equation.

Theoretical Investigation

To compute the modal propagation coefficients in the GI-MMF, we assume that the fibre
under consideration is circularly symmetric, isotropic and translationally invariant. The
fibre consists of a radially inhomogeneous core and an infinite homogeneous cladding.
A three-term Sellmeier dispersion equation is used to characterise the permittivity of
the fibre materialε(r,ω), with anejωt time-dependence [4]. A full-vectorial field model
has been implemented and the modal electromagnetic fieldsEm,n andHm,n, wherem=
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0,1,2, ... andn = 1,2, ... denote the azimuthal and radial modal indices, respectively, are
determined for each modal propagation coefficientkm,n

z . In a cylindrical coordinate sys-
tem{r,φ,z}, with corresponding unit vectors{ur ,uφ,uz}, the electromagnetic fields in a
z-directed fibre can be expressed as

[
E(r,φ,z)
H(r,φ,z)

]
= ∑

m,n
Am,n

[
Em,n(r)
Hm,n(r)

]
e− jmφe− jkm,n

z z. (1)

The modal fields are normalised to unit power. We excite the GI-MMF at the planez= 0.
There, the modal amplitudesAm,n of the corresponding excited modes are determined by
an overlap integral [6],

Am,n =
1
2

∫ ∞

r=0

∫ π

φ=−π
uz ·

{
Ei(r ′,φ′)× [Hm,n(r,φ)]∗

}
rdφdr, (2)

whereEi(r ′,φ′) is the electric field of the SMF. The primed coordinates{r ′(r,φ),φ′(r,φ)}
denote the transverse cylindrical polar coordinates about the SMF axis.
At the receiver end of the fibre, atz= `, the intensity distributionI of the NFP is given by

I(r,φ, `) =
1
2

Re
{

E(r,φ, `)× [H(r,φ, `)]∗ ·uz
}

. (3)

So far, we have neglected the influence of DMA and mode mixing on the NFP. To simulate
these effects, we employ a set of coupled power equations [7]

dPµ

dz
=−γµPµ+∑

ν
hµν(Pν−Pµ), (4)

wherePµ andγµ are the power and the attenuation coefficient of the corresponding modeµ,
respectively, andµ= ν = 1,2,3.... The elements in the coupling matrixhµν are a measure
of the probability per unit length of a transition occurring between modesµ andν.
In order to reduce the set of coupled power equations in Eq. (4), we introduce principal
mode groups (PMGs). PMGs are determined by the difference in the propagation coef-
ficient between adjacent modes. If this difference is relatively small, modes belong to
the same PMG. Consequently, mode mixing occurs between modes within a mode group,
which is called intra-group mode mixing, and between mode groups themselves, called
inter-group mode mixing. Since intra-group mode mixing is faster than the inter-group
one, we may safely neglect the latter in short-range communication networks [5].
Further, we distinguish between a region near the launch end, where intra-group mode
mixing is still negligible, a transition region and a region where intra-group mode mixing
is at an advanced stage. In this latter region, it is acceptable to assume that the power
within a mode group is approximately equally divided among the modes of the group.
Since the modal amplitudesAm,n atz= 0 are known, the average amplitude of each mode
in a PMG reads

|Am,n
PMG|ave=

√
∑m,n |Am,n

PMG|2
NPMG

, (5)

whereNPMG denotes the amount of modes in a mode group. The phase ofAm,n
PMG is chosen

randomly, with a uniform distribution within[0,2π), as it is mixed in a random fash-
ion with the other modes within the group. Moreover, the phase noise, due to the finite
linewidth of the laser, also contributes to a random phase.
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Since we have neglected the coupling between PMGs, the coupling matrixhµ,ν in Eq. (4)
diagonalises, and consequentlyPµ(z) = Pµ(0)exp(−γµz), where the indexµ is now related
to PMGs instead of separate modes. Note that we could have included the exponential
as an imaginary part ofkm,n

z in Eq. (1). However, then prior knowledge of the modes be-
longing to a PMG would have to be available. Under the weakly guiding approximation,
we can use the concept of LP-modes, where a relation between the PMG and the modal
indices exists. For an arbitrary index profile such relation is not available, and hence,
computation of the real part ofkm,n

z is necessary to distinguish between the PMGs. The
γµ-dependence is added in the computation of the modal power.
For mode groupµ, a matched formula for the attenuation coefficientγµ for silica fibres is
given by [8]

γ(µ,λ) = γ0(λ)+ γ0(λ)Iρ

[
η

(
µ−1
MPMG

)2α/(α+2)
]

, (6)

whereρ = 9, η = 7.35, Iρ denotes the modified Bessel function of orderρ, andγ0 is the
intrinsic fiber attenuation at a specific wavelengthλ, which is equal for all PMGs. Further,
MPMG denotes the total number of PMGs, whereasα is the exponent of the graded-index
power-law profile. Observe that the higher-order PMGs are attenuated more than the
lower-order ones.

Experimental Results

A Fabry-Perot laser, with a cental wavelength atλ = 660nm, is pigtailed to a1m SMF.
The SMF has a numerical aperture (NA) of 0.12 and a mode-field diameter of4.2µm. In
order to excite the GI-MMF with a possible offset, a computer controlled set-up with tran-
sitional stages is used. The circularly symmetric GI-MMF has a core/cladding diameter
of 62.5/125µm, and NA=0.275. It is designed for use atλ = 850nm. Having performed
several DMD simulations, the correspondingα-parameter of the graded-index profile is
found to beα = 2.06 [3]. At the receiver end of the fibre, the NFP is observed with a
charge-coupled device (CCD) camera through a microscope.
For various radial offsets (ro) and angular offsets (ao), the simulated and measured NFPs
at z= 1m are shown in Figure 1. Intra-group mode mixing has not been included, which
seems reasonable as the power has not yet been equally divided among the modes in a
PMG. The measured and simulated intensity patterns look similar, which confirms that
there is no significant mixing within the PMGs. Observe the ring-like shape of the field
as we excite the GI-MMF with ro=13µm and ao=6.5◦.
Next, we investigate the influence of intra-group mode mixing on the NFPs. In Fig-
ure 2(a), simulated and measured intensity patterns atz= 75m andz= 1km for ro=13µm
are shown. We observe that mode mixing produces a more blurred simulated NFP com-
pared to the ones in Figure 1. In Figure 2(b), an additional ao=6.5◦ is inserted. Atz= 75m
simulations and measurements are in good agreement. However, atz= 1km, the simu-
lated fields move outward, which effect is absent in the measurements. Now, we recall
that DMA attenuates the higher-order modes more than the lower-order ones. Simulation
results atz= 1km without and with DMA are shown in Figure 3. We see that with DMA
the NFPs give a better agreement with the measurements in Figure 2.
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Figure 1: Simulations (left) and
measurements (right) atz= 1m. Up-
per: ro=13µm; centre: ro=13µm and
ao=6.5◦; bottom: ro=26µm.

Figure 2: Simulations (left) and measurements (right) atz=
75m andz = 1km (a): for ro=13µm; (b): for ro=13µm and
ao=6.5◦.

(a) (b)

z= 75m

z= 1km

Figure 3: Simulations without (left) and with (right) DMA at
z= 1km for (a) ro=13µm; (b): ro=13µm and ao=6.5◦.

(a) (b)

→→

Conclusions

We have developed a full-wave model to compute intensity patterns in a lossless circularly
cylindrical MMF. A straightforward analysis shows that (intra-group) mode mixing and
DMA can be easily implemented to obtain NFPs that are in reasonable agreement with
measurements. We have performed these measurements with a GI-MMF, excited by a
pigtailed SMF. For short GI-MMFs, intra-group mode mixing, in combination with pos-
sible phase noise, generate a blurry NFP. It is shown that DMA causes the higher-order
modes to be attenuated more than the lower-order ones. By generating NFPs at several
distances, we have gained insight in where these effects occur.
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Variational effective index mode solver
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A variational approach for the modal analysis of dielectricwaveguides with arbitrary
piecewise constant rectangular 2D cross-section is developed. It is based on a represen-
tation of a mode profile as a superposition of all modes of the constituting slab waveguides
times some unknown continuous coefficient functions, definedon the entire lateral coordi-
nate axis. The propagation constant and the lateral functions are found from a variational
principle. It appears that this method, while preserving thecomputational efficiency of
the standard effective index method, provides more accurate estimates for propagation
constants, as well as well-defined continuous approximationsfor mode profiles.

Introduction

The effective index method (EIM) is one of the most popular among the many approaches
for the modal analysis of dielectric optical waveguides [1]. While being rather intuitive
and computationally very efficient, the inherent approximations limit the range of appli-
cability of the EIM. For example, if all modes of some slab region are below cut-off,
heuristics have to be applied to provide the necessary effective indices, and mode profiles
are not defined. As an alternative to other approaches for improvements (e.g. [2], [3]),
here we propose a variational effective index method (VEIM)which overcomes these
problems by means of a modified ansatz for the modal field, together with the use of a
variational principle. The procedure is applicable in practice for an arbitrary, piecewise
constant rectangular permittivity distribution.

Problem definition

Figure 1(a) shows the cross-section of a typical waveguide structure with piecewise con-
stant rectangular refractive index distributionn= n(x,y). Given the semi-vectorial TE and
TM mode equations for the dominant electricE = Ey(x,y) and magneticH = Hy(x,y) field
components at vacuum wavelengthλ = 2π/k0, searching for square integrable solutions
in the form of profiles propagating in thez - direction with propagation constantβ, leads
to the following eigenvalue problems:

∆E +k2
0n2E = β2E (TE), ∇

(

1
n2∇H

)

+k2
0H = β2 1

n2H (TM). (1)

It can be shown that these problems are equivalent to finding the critical points of the
functionals:

−β2 = crit







∫

R2

{

|∇E|2−k2
0n2(x,y)E2} dxdy

∣

∣

∣

∣

∫

R2

E2dxdy= 1







(TE), (2)

−β2 = crit







∫

R2

{

1
n2(x,y)

|∇H|2−k2
0H2

}

dxdy

∣

∣

∣

∣

∫

R2

1
n2(x,y)

H2dxdy= 1







(TM). (3)
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Figure 1: (a) Cross-section of a typical waveguide structure; (b) Constituting slab wave-
guides with corresponding mode profiles; (c) Original waveguide with all slab modes
X1(x), ...,XN(x) (in this caseN = 3).

Method of Solution

We represent the principal field componentEy(x,y) andHy(x,y) respectively as a super-
position of guided TE and TM modesX1(x), ...,XN(x) of the constituting slab waveguides
(Figure 1), times unknown continuous coefficient functionsY1(y), ...,YN(y):

Ey(x,y) =
N

∑
i=1

Xi(x)Yi(y) (TE), H(x,y) =
N

∑
i=1

Xi(x)Yi(y) (TM). (4)

Note, that the functionsYi(y) are meant to be continuous and defined on the entirey axis
(in contrast to what is common in formulations of the EIM).
Restricting the functionals (2) and (3) to the trial field (4) and requiring this functional
to become stationary leads to a vectorial differential equation for the unknown function
Y (y) = (Y1(y), ...,YN(y)):

Y ′′(y)+F−1M (y)Y (y) = β2Y (y) (TE), (5)

(

F(y)Y ′(y)
)′

+M (y)Y (y) = β2F(y)Y (y) (TM). (6)

With continuity of
Y (y) ( as an essential condition), (7)

and
Y ′(y) (TE) and F(y)Y ′(y) (TM) ( as a natural condition) (8)

as interface conditions. Here matricesF andM have a dimensionN×N and consist of
elements

Mg,h(y) =
∫

R

(

k2
0n2(x,y)Xg(x)Xh(x)−X′

g(x)X
′
h(x)

)

dx, Fg,h =
∫

R

Xg(x)Xh(x)dx (TE),

Mg,h(y) =
∫

R

(

k2
0Xg(x)Xh(x)−

1
n2(x,y)

X′
g(x)X

′
h(x)

)

dx,

Fg,h(y) =
∫

R

1
n2(x,y)

Xg(x)Xh(x)dx (TM).
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ModesXi need to differ sufficiently, i.e. modes of equal slices should be introduced only
once, otherwise matricesM andF become singular.
It can be easily seen that in each constituting slab matricesM andF do not depend on
y and (5), (6) become vectorial mode equations with interfaceconditions (7) and (8).
Searching for square integrable solutions of these problems we obtain a resonance con-
dition. By identifying roots of that expression one finds propagation constants and the
unknown coefficient functions, i.e. the field distributions(4).

Results and comparisons

As examples, we applied this method for the analysis of the rib waveguide and 3D coupler
of Figure 2.

(a) (b)

4
4

3

3

x

y

=1.32

n =1.512

n =1.506

Figure 2: (a) Rib wave-
guide; (b) 3D coupler struc-
ture.

Effective indicesNeff = β/k0 of the former structure in case of TE and TM polarizations
are compared with results obtained by more sophisticated methods in the Figure 3. It can
be seen that in cases where the outer slab region supports a guided mode, including this
mode into expansion (4) leads to a better approximation of the effective index. Moreover,
according to the principle of eigenvalue comparison the effective index of the fundamental
mode will approach its exact value from below.
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Figure 3:Rib waveguide: effective indices of TE - and TM - like modes versus rib depthh; FEMLAB:
semivectorial mode equations, vectorial FEM, WMM: reference results [4], EIM: effective index method,
VEIM: the present method. Note that curve VEIM (1 mode) was obtained using in expansion (4) only the
fundamental mode of the central slice, while in expansion for VEIM (2 modes) the fundamental mode of
the outer slice was used as well (obviously, such an expansion is possible only when the outer slices are
above cut-off).
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A similar comparison for the latter structure is given in Table 1. Apparently the VEIM
results agree better with the data from rigorous methods, than the ”standard” EIM results.

β00/k β01/k β10/k β11/k
FEM 1.5075807 1.5067966 1.5067966 1.5060260

WMM 1.5078966 1.5071085 1.5071092 1.5064697
EIM 1.5080433 1.5072134 1.5075570 1.5067277

VEIM 1.5077912 1.5069894 1.5069690 1.5061836

Table 1:Effective indices of
the TE modes of the 3D cou-
pler; FEM, WMM: reference
results [4], EIM: effective in-
dex method, VEIM: the pre-
sent method.

Figure 4 illustrates the VEIM mode profiles for the propagation constants of Table 1.
Note that, in contrast to EIM, field profiles, obtained using VEIM, are well-defined and
continuous.

Figure 4: Mode profiles for
the 3D coupler of Figure 2(b):
dominant electric component
of semivectorial TE fields.

Conclusions

In conclusion, while the VEIM approach allows to estimate propagation constants with
reasonable accuracy and provides continuous, well-definedmode profiles, it largely pre-
serves the simplicity and the computational efficiency of the ”standard” EIM. In principle
it should be possible to include into the expansion of the field not only the guided, but,
for example, also radiation modes.
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In a previous work, we have devised a way to eliminate diffraction from optical 

resonators by introducing left-handed materials – or negative index materials – in an 

optical cavity. Such zero diffraction resonators are promising devices, because they can 

potentially generate sub-diffraction-limited light beams. However, when diffraction 

vanishes completely, other physical effects will determine the spatial structure of the 

emitted field. In this work, we derive models to describe these effects and we study the 

dynamical behaviour of zero diffraction resonators. We address two different 

contributions: the inherent nonlocality of the left-handed metamaterial and higher order 

cavity effects. 

Introduction 

Metamaterials, i.e. materials with an artificial internal structure, promise to provide 

previously unexplored electromagnetic behaviour. In recent years, researchers have been 

able to fabricate metamaterials with negative permittivity and permeability (see Ref. [1] 

for an overview of these so-called left-handed materials). Exotic electromagnetic wave 

propagation such as negative refraction in left-handed materials has been predicted [2] 

and demonstrated [3]. Moreover, metamaterials offer possibilities for new applications, 

such as sub-wavelength imaging [4] and electromagnetic cloaking of objects [5]. 

Left-handed materials can also be used to improve optical devices. In previous 

work [6], we have proposed a double layered nonlinear Fabry-Perot resonator containing 

both right-handed and left-handed materials (see also Fig. 1). We have derived a mean-

field model for this resonator, according to which the time evolution of the envelope A 

of the electric field of the output field is given by 

 ( ) 2 2

in 1 i i i .
A

A A A A A
t

⊥
∂ = − + ∆ + + α∇
∂

 (1) 

In this equation, Ain is the amplitude of the incident wave and ∆ is the detuning between 

the frequency of the optical carrier and the nearest cavity mode. We have shown that 

diffraction acts in the left-handed material layer with the opposite sign as in the right-

handed layer. Therefore, it is possible to tune the value of the diffraction coefficient a to 

either positive or negative values. By careful adjustment of the layer thicknesses lR 

and lL, it should also be possible to achieve complete diffraction compensation between 

the layers, thus eliminating diffraction from the resonator. In this case, the diffraction 

coefficient a in Eq. (1) becomes zero. 
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Fig. 1: Scheme of an optical resonator with diffraction compensation between the layer of left-

handed material (LHM) and the layer of right-handed material (RHM). 

Sub-Diffraction-Limited Light Beams 

A nonlinear optical resonator, such as the ring cavity depicted in Fig. 1, is a dissipative 

system far from equilibrium, in which the interaction between diffraction and 

nonlinearity can result in modulational – or Turing – instability. This means that small 

fluctuations can lead to the formation of dissipative structures in the emitted field of the 

resonator [7]-[8]. In such systems, the typical feature size of the emerging structures is 

not determined by the boundary conditions, but rather by the strength of diffraction. 

From the scaling of the space coordinates in Eq. (1), it can be seen that the larger the 

diffraction coefficient a, the larger the size of the patterns. By tuning the diffraction 

coefficient to arbitrarily small values as discussed above, one could generate dissipative 

structures with ever smaller feature sizes. 

However, the Lugiato-Lefever equation [Eq. (1)] is no longer appropriate for small 

values of a. Indeed, the derivation of this equation relies on two consecutive 

perturbation expansions [5]. In a first step, the fast optical oscillations of the light field 

are separated from the slower variations of the field envelope A. In a second step, the 

time evolution of this envelope is expanded with respect to the cavity length under the 

assumption of small changes during one roundtrip.  In both expansions, all but the first-

order terms are neglected. When diffraction – which is the only spatially dependent first-

order term – is eliminated, higher order terms should be taken into account. In 

particular, we have identified two physical effects contributing to these higher terms: the 

inherent nonlocality of the left-handed material and higher-order cavity effects. 

Nonlocal Interactions in the Left-Handed Material 

Most left-handed materials contain a large number of very small resonators interacting 

with the electromagnetic fields, e.g. tiny wires and split-ring resonators in Smith’s first 

metamaterial [3]. These interactions contribute to the value of the permittivity and 

permeability and can make them negative. Typically, the resonators are spaced 

extremely closely, resulting in interactions between neighbouring resonators. 

Consequently, metamaterials should be modelled with nonlocal constitutive relations: 

 0 0( ) ( ') ( ')d ', ( ) ( ') ( ')d '.
r r

= ε ε − = µ µ −∫∫∫ ∫∫∫D r r r E r r B r r r H r r  (2) 

When these relations are introduced in Maxwell’s equations and the optical carrier is 

removed from the model with a multiple scales analysis, one finds the classical 

nonlinear Schrödinger equation with a number of additional terms. However, symmetry 

considerations reveal that many of these terms vanish. Applying the normal mean-field 

approximations, we have finally found the following generalisation of Eq. (1): 
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 ( ) 2 2 4

in 1 i i i i .
A

A A A A A A
t

⊥ ⊥
∂ = − + ∆ + + α∇ + β∇
∂

 (3) 

The nonlocality thus gives rise to a bilaplacian with real coefficient. Gelens et al. have 

shown that this equation has localised solutions and have investigated the size limits on 

these solutions imposed by the new term [9]. 

Higher Order Cavity Effects  

When the typical space scales of nonlinearity and diffraction are larger than the cavity 

length, the nonlinear Schrödinger equation can be integrated approximately by 

considering its right-hand side as constant. The propagation operator for the field 

envelope obtained in this way can then be expanded as a Taylor series in the layer 

widths lR and lL: 

 
( ) ,D N 2 2

, , ,

1
1 i D i N D ,

2

R Li l

R L R L R L
e l l l

+ = + + − +…  (4) 

where D and N are operators associated to diffraction and nonlinear effects (which we 

assume here to be Kerr-like), respectively: 

 
22

,

i
, ( ) .

2
R L

D N A A
k

⊥= ∇ =  (5) 

In the mean-field approximation, only the first three terms of Eq. (4) are kept in the 

analysis. However, when the second term vanishes due to elimination of diffraction, the 

next higher order spatially dependent term should also be taken into account. This leads 

to the following generalised mean-field equation: 

 ( ) 2 2 4

in

1
1 i i i .

2

A
A A A A A A

t
⊥ ⊥

∂ = − + ∆ + + α∇ − α ∇
∂

 (6) 

The correction due to higher cavity effects thus leads to a bilaplacian term in the mean-

field equation too, be it in this case with a real coefficient. It is important to note that the 

coefficient of the bilaplacian is proportional to 
α

². This means that this effect will not 

change the traditional scaling law of dissipative structures: their typical width is 

proportional to the square root of the diffraction coefficient 
α

. However, the stability 

will of course be altered. 

Stability Analysis  

We have carried out the linear stability analysis of the mean-field equation with either of 

both corrections. The stability of Eq. (3) with an imaginary bilaplacian term has been 

studied in detail in Ref. [9], where also the size limitation on localised solutions of this 

equation are investigated. 

 We have also analysed the linear stability of Eq. (6), which has a real bilaplacian 

term. The effect of this term is mainly to stabilise the homogeneous solution. For 

∆ < 1.44, the homogeneous solution is now completely stable. For higher values of the 

detuning, the marginal stability curve (see Fig. 2) closes, reducing the range of unstable 

modes and stabilising the homogeneous solution for high intensities. 
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Fig. 2: Marginal stability of the mean-field equation. The open curves correspond to  

the original equation [Eq. (1)], whereas the closed curves are for the equation with  

the real bilaplacian term [Eq. (6)]. The detuning is taken equal to ∆ = 1.45 (left graph)  

and ∆ = 2.5 (right graph). Unstable regions are hatched. 

Conclusions 

We have studied the zero diffraction regime of a nonlinear optical resonator containing 

right- and left-handed materials. When the strength of diffraction in this system is tuned 

to very small values, the Lugiato-Lefever equation breaks down, and other spatial effects 

come into play. We identified two contributions, coming from the nonlocal interaction in 

the left-handed material between the polarisation field and the electric field of light, and 

from higher order cavity effects. Only the first effect changes the size scaling law of 

optical patterns and localised structures explicitly, but both influence their formation by 

changing the stability of the homogeneous solution. 
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