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Societal summary

Auto-calibration for Efficient Diesel Engines with a Waste Heat Recovery System

With the growing needs for mobility, automotive industry is experiencing one of the

greatest challenge in car history: stringent CO2 emissions and pollutants limits on a

global level. While the production of electric vehicles is growing, most of the vehicles

still rely on internal combustion engines. These engines have low efficiencies in most

of their operating regions. To a large extent, the low engine efficiency comes from

the combustion process, characterized by high-temperature exhaust gases which are

currently dumped into the environment. Using a Waste Heat Recovery (WHR) system,

the high-temperature exhaust can be used to boil and superheat a fluid to run a turbine

and thus increase the engine efficiency. However, there are many challenges to realize

the exhaust gas heat recovery in a safe manner while satisfying the emissions constraints

set by legislation.

In this PhD thesis, models and control techniques are developed to enable exhaust

gas heat recovery from highly dynamic heat sources such as the internal combustion

engines. The models are used to understand the interactions between subsystems and

design control algorithms. At a higher level, an integrated control approach is presented

that optimizes the complete vehicle powertrain performance. The developed method

can be used to improve the fuel economy of future vehicles with a Waste Heat Recovery

system, while complying with the up-coming emission regulations.
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Chapter 1

Introduction

Abstract This work focuses on auto-calibration of diesel engines with Waste Heat Recovery

systems. Using an integrated control fashion, the objective is to optimize on-line the complete

powertrain by minimizing the total operational costs, associated with fuel and AdBlue

consumption, for minimum CO2 emissions. This chapter gives an overview of the challenges

and state-of-the-art in automotive Waste Heat Recovery systems. Furthermore, it presents

the main contributions and methodologies used in this thesis.

1.1 Drivers & challenges for diesel trucks

Despite diminishing fossil fuel resources and rising environmental impacts, the global

energy consumption is still growing [1]. This brings challenges to the society, since the

unwanted byproducts from industrial processes, such as greenhouse gases, lead to global

warming and climate change. Fig. 1.1 shows the world energy consumption over the

last 25 years. Consumption increased for all fuels, reaching record levels for every fuel

type except nuclear power. As the world population continues to grow, the demand for

energy and their environmental impacts will grow consequently.

According to the International Energy Agency (IEA), the transportation sector accounts

for 27% of energy use worldwide. Around 94% of that energy comes from oil, from which

the largest part is used in road transport, i.e., 60% by light vehicles (gross vehicle weight

of not more than 3.5 tonnes) and 22% by trucks.

Around 6% of the global CO2 emissions are coming from trucks [2]. At the same

time, the CO2 emissions are in strong connection with the fuel consumption, which

accounts for over one-third of the total truck operational costs. Although modern trucks

1
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The Asia Pacific region once again accounted for the largest increment to global primary energy consumption and continues to account for the largest share (40.5% of the 
global total). The region accounted for over 70% of global coal consumption for the first time in 2013, and coal remains the region’s dominant fuel. Oil is the dominant fuel 
in all other regions except Europe & Eurasia and the Middle East where gas is dominant. In the Middle East, gas surpassed oil as the dominant fuel in 2013.

World primary energy consumption grew by a below-average 2.3% in 2013, a third consecutive below-average increase. Growth was below average in all regions except 
North America. All fuels except oil, nuclear and renewables grew at below-average rates. Oil remains the world’s dominant fuel, but has lost market share for 14 years in 
a row. Hydroelectric and other renewables in power generation both reached record shares of global primary energy consumption (6.7% and 2.2%, respectively).Figure 1.1: World energy consumption in million tonnes oil equivalent [1].

NOMENCLATURE

DOC Diesel Oxidation Catalyst

DPF Diesel Particulate Filter

EGR Exhaust Gas Recirculation

IPC Integrated Powertrain Control

PM Particule Matter

SCR Selective Catalytic Reduction

VTG Variable Turbine Geometry

WHR Waste Heat Recovery

WHTC Word Harmonized Transient Cycle

INTRODUCTION

With the implementation of Euro-VI emission legisla-

tion, tailpipe emissions are forced towards near zero

impact levels. During the last two decades, nitrogen oxi-

des (NOx) and Particulate Matter (PM) emissions are

reduced by 86% and 95%, respectively, for trucks. To

meet these targets, a combination of engine measures

(common rail fuel injection equipment, advanced turbo-

charging, Exhaust Gas Recirculation (EGR)) and after-

treatment systems (soot filters, catalysts) are applied.

As illustrated in Figure 1 [1], it has been increasingly

challenging to keep the fuel consumption (and thus

CO2 emission) around the current level for each emission

phase. However, driven by concerns about global warm-

ing and energy security, attention for heavy-duty appli-

cations currently also moves towards CO2 emission

reduction. On top of the current targets for pollutants,

up to 20% CO2 reduction has to be achieved in 2020

compared to the 2010 standards in the US [2]. Similar

measures are discussed now in Europe [3].

For distribution trucks, garbage trucks and city buses,

hybrid-electric drivetrains attract much attention to

reduce CO2 emissions. These drivetrains are less effective

for long haul truck applications. In these cases, Waste

Heat Recovery (WHR) seems a very promising technol-

ogy [4-6]; in WHR systems, energy is recovered from

heat flows, as illustrated in Figure 2 [7].

Up to 6% fuel consumption reduction has been dem-

onstrated [4, 6]. However, control studies mainly focus

on low level WHR system control [8-12]. Only a very

few studies concentrate on energy management strate-

gies for the complete engine [13]. However, these studies

do not deal with the impact of the WHR system on emis-

sions.

In this study, a cost-based optimization strategy is

presented that explicitly deals with the requirements

for CO2 and pollutant emissions [7]. This strategy inte-

grates energy and emission management and exploits

the interaction between engine, aftertreatment and

WHR system: Integrated Powertrain Control (IPC).

Contrary to earlier work [14], a high fidelityWHRmodel

is applied, which includes WHR dynamics and a low-

level WHR controller. As a result, the simulation model

combines a detailed aftertreatment and WHR system

model and differs from the simplified control model that

is embedded in the IPC strategy.

This work is organized as follows. First, the studied

powertrain and applied simulation and control models

are presented in Section 1. Section 2 discusses the
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Historic fuel consumption for 40 ton trucks [1].
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Figure 1.2: Historic fuel consumption for 40 tonne trucks (adapted from [2]).

have been equipped with technologies like common rail injection, automated gearboxes,

turbo-charging and intercooling, the fuel economy has been stagnating for the last two

decades (see Fig. 1.2). Therefore, fuel economy is a top priority for transport companies

who buy buses and trucks.

The transportation sector is a focus point for CO2 reduction, since the emissions from

this sector are still growing due to the increasing demand for transport and mobility.

According to ACEA (European Automobile Manufacturer’s Association), for trucks the

goal is a 20% absolute CO2 reduction by 2020 [3], compared to current trucks CO2

emissions. Moreover, in Europe, USA and Japan, a number of measures to reduce
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Figure 1.3: Exhaust gas pollutants for heavy commercial vehicles [2]. Euro 0

(before 1990), Euro I (1993), Euro II (1996), Euro III (2001), Euro IV (2005),

Euro V (2008), Euro VI (2014).

pollutants from transportation have been established. Near zero impact-level pollutant

limits have been set for new cars, light-weight vehicles and heavy-duty trucks.

Fig. 1.3 illustrates the exhaust gas emissions for European heavy-duty commercial

vehicles. Today, a 40 tonne truck burns around a third less fuel than one produced in the

1970s. Per tonne transported, this corresponds to a fuel consumption of just one liter of

diesel per 100 tonne-km. In terms of pollutant emissions, dramatic reductions have been

achieved. Compared to levels in the 1980s (Euro 0), modern trucks pollutant emissions

are approximately ten times less. The NOx emissions are down by 86% compared

to the ones from 1990s (Euro I), while particulate matter are reduced by 95%. In

Europe, this resulted in an overall 60% reduction in particulate matter. However, the

improvements in terms of emissions have reached a point where they conflict with fuel

economy. This means, that a trade-off between emissions reduction and fuel economy is

present. For this reason, the automotive industry is looking for alternative solutions to

further improve the engine efficiency while complying with future emission legislation.

1.2 State-of-the-art in waste heat recovery

Energy recovery from processes generating waste heat is a promising solution to

improve fuel economy. This solution has been successfully applied for power plants

and refrigeration cycles. Recently, energy recovery received a lot of attention in

automotive applications, where it is possible to exploit the energy from the engine

heat using evaporators and expander (see Fig. 1.4). The technologies used are

various: from mechanical turbo-compounding [4] and electrical turbo-compounding [5]

to thermoelectric systems [6] and Rankine Cycles [7].
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developed IPC strategy, whereas the control design is

described in Section 3. For a World Harmonized Tran-

sient Cycle (WHTC), the results of this IPC strategy

are compared with the results of a baseline engine con-

trol strategy in Section 4. Finally, conclusions are drawn

and directions for future research are sketched.

1 SYSTEM DESCRIPTION

Figure 3 shows a scheme of the examined engine plat-

form. It is based on a 6 cylinder, 13 liter, 375 kW

Euro-VI Diesel engine, which is equipped with a cooled

Exhaust Gas Recirculation (EGR) system and a turbo-

charger with Variable Turbine Geometry (VTG). Fur-

thermore, an exhaust gas aftertreatment system is

installed. This system consists of a Diesel Oxidation Cat-

alyst (DOC), a Diesel Particulate Filter (DPF) and an

urea-based Selective Catalytic Reduction (SCR) system.

The DPF system removes the particulates from the

exhaust flow. To avoid clogging of the filter, fuel is peri-

odically injected upstream of the DOC. As a result, the

exhaust gas temperature is raised, such that the trapped

particulates are oxidized. The remaining NOx emissions

downstream of the DPF system are converted into

harmless products (nitrogen andwater) over the 32.6 liter

Cu-Zeolite SCR catalyst. For this catalytic process,

ammonia (NH3) is required. This is partly formed

upstream of the catalyst by decomposition of the injected

aqueous urea solution (trade name: AdBlue) in the hot

exhaust gases. Further decomposition takes place in

the SCR catalyst. To avoid unacceptable NH3 slip, an

ammonia oxidation catalyst (AMOX) is installed.

In this study, the Euro-VI engine is extended with a

Waste Heat Recovery (WHR) system. This system is
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Figure 3

Scheme of the studied Euro-VI engine with WHR system.
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Figure 1.4: Sankey diagram of engine with WHR system [8].

The Rankine Cycle (RC) is a promising technology for power generation from heat.

Although RC’s have been used in the past, they regained interest because of their

potential for small scale systems with low-temperature heat sources. This makes

them suitable for automotive applications, where the physical space is limited and

temperatures are relatively low compared to the ones from a thermal power station.

Even if small-scale RC’s have relatively low efficiency, typically around 10% [9],

their feasibility in automotive has been successfully demonstrated. For passenger

applications, a WHR system can improve the fuel economy by 1.3% [10]. For heavy-duty

applications, the heat quantity and quality is larger than for passenger cars meaning

more potential for heat recovery. Higher exhaust gas mass flow rates and temperatures

around 200-600◦C are typical for trucks. Hence, for heavy-duty applications, waste heat

recovery becomes a key solution to further improve the engine efficiency [11, 12] .

1.2.1 The Rankine Cycle

Fig. 1.5a illustrates a typical Rankine Cycle. The RC components includes a boiler,

an expander, a condenser and a pump. The working principle is as follows: a fluid is

brought at high pressure and passed through a boiler, where it is vaporized. The vapor

is expanded and as a result mechanical power is generated. The low pressure vapor
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Ẇexpander

Q̇out
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Figure 1.5: (a) The Rankine Cycle. (b) Ethanol temperature as a function of

specific enthalpy and pressure.

is brought back to its liquid state using a condenser and then the cycle repeats. In

automotive applications, the Organic Rankine Cycle (ORC) appears favorable over the

traditional Rankine Cycle. The ORC uses instead of water an organic working fluid,

e.g., R245fa or ethanol. Typically, these organic working fluids are characterized by a

lower boiling temperature, enabling low-grade waste heat recovery. Fig. 1.5b illustrates

the ethanol temperature as a function of specific enthalpy and pressure. The phases

that the ethanol goes through are: liquid, two-phase, and vapor.

The complexity of engines with WHR systems is very high (see Fig. 1.6). Hence, there

are many challenges that need to be addressed, in order to make the WHR systems
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Figure 1.6: Photograph of the engine with waste heat recovery system

experimental setup (courtesy of TNO Automotive).

operational in automotive. Three levels of challenges can be distinguished:

• WHR system (associated with low-level control strategies);

• Powertrain integration (associated with high-level control strategies);

• Business case (concerning cost versus profit).

WHR system level

In automotive applications, the WHR system has to deal with heat sources that are

often unsteady or transient which can affect power generation and system performance.

According to the driving conditions, the engine exhaust gas heat flow rate can experience

large variations. This can lead to critical conditions such as: dry-out, flooding and

temperature shocks in the components [13]. Furthermore, safe system operation related

to vapor production needs to be guaranteed. The system is said to operate safely if vapor

state is maintained before the expander. The presence of droplets can lead to expander

damage [14]. To avoid these critical conditions, the optimal system and control design

are essential.

The working fluid selection is an important aspect for the system efficiency and

environmental impact. The working fluid must be selected, such that is compatible
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with the system components. In addition, the properties need to be suitable for the

application, without having the risk of ignition, degradation and component damage.

Powertrain integration level

There are size, weight and package configuration restrictions. In automotive, these

aspects need to be considered, since the physical space is limited. Furthermore, the

interaction between engine and WHR system needs to be accounted for. This includes

considerations like the cooling demand, the exhaust gas backpressure and the effect on

the tailpipe emissions.

For engines with WHR system, control is of paramount importance. Due to multiple

actuators and process variables, the interaction between subsystems needs to be

considered for control design. Under highly dynamic conditions, the control system

needs to optimize the complete powertrain performance, to minimize fuel consumption

within the emission constraints set by legislation. System modeling is an important tool

in achieving such requirements. Hence, a model-based control approach is essential.

Business case level

The business case level is concerned with the costs due to the WHR system itself

and impact on the overall vehicle, e.g., the cooling system and powertrain energy

management. Moreover, aspects related to the return on investment, maintenance

costs, feasibility, system reliability and robustness, are some of the main objectives

at this level. All these concerns are important to create a profitable business case.

This work concentrates on the WHR system level and powertrain integration level. For

the business case level, an approximate calculation regarding the return on investment

is presented.

1.3 Problem statement

Waste heat recovery in automotive engines is a new concept to achieve substantial

fuel reduction. To guarantee the feasibility of this concept, many challenges arise

that demand research. These challenges can be addressed at the design stage using

dynamic models and simulations. Fig. 1.7 illustrates the studied engine scheme with

aftertreatment, the WHR system, the control system, and the areas of research. For

this system, the following problems are addressed:
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• Dynamic WHR system modeling. The WHR system has a highly nonlinear

behavior, mainly due to the two-phase phenomena and components nonlinear

characteristic. Thus, the development of a complete system model is essential to

analyze, design and apply control strategies.

• Low-level control design. Under highly dynamic driving conditions, the WHR

system control is crucial. The control strategy should prevent critical situations

and maximize the WHR system power output.

• Integrated powertrain control approach. Besides the low-level WHR system control,

there is a need of an integrated high-level controller that optimizes the complete

powertrain performance. This controller should minimize the running operational

costs, associated with fuel and AdBlue consumption, while satisfying the tailpipe

emission constraints.

• System architecture. It is important to consider the WHR system configuration

with respect to the engine configuration and driving conditions. In other words,

choosing a WHR system architecture that is the most beneficial in terms of

performance and cost for a certain type of automotive application.

• Business case. At this level, a business case has to indicate if a WHR system

provides an attractive return on investment.

1.3.1 Dynamic WHR system modeling

Modeling of a WHR system in a control-oriented fashion is not a simple task due

to its complexity, nonlinear thermal behavior and real-time requirements. For vapor

production, the heat exchanger is a key component within the WHR system and, as

a result, requires special attention. Heat exchangers are commonly modeled using two

approaches: moving boundary models and discretized models. These two methods are

a trade-off between accuracy and computation. While the moving boundary approach

results in a low-order, computationally efficient model, the discretized approach is known

to give a more accurate but less computationally efficient model [15].

The Moving Boundary (MB) modeling approach divides the heat exchanger in three

regions: liquid, two-phase and vapor separated by boundaries. During dynamical

operation, the regions will expand or contract while the position of each phase transition

will change. The main idea of MB models is to either track or capture the phase

transitions position. The MB models have been successfully used in refrigeration
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ṁfl uEGR

uV TG

Preq

ubypass

ωp1, ωp2

ωexp

Figure 1.7: Schematic representation of the control system for an engine

with aftertreatment and WHR system. The topics covered by each chapter

is indicated in italic.

systems. In [16], a general heat exchanger model is developed based on the MB approach

to perform simulations with different refrigerants types or mixtures. The MB approach

is also used in [17], where attention is focused on switching algorithms to improve

accuracy and robustness of the model. In [18], the MB model is validated for single and

multi-evaporator air conditioning systems and found to give acceptable results against

experimental data. However, in case the volume of one region becomes much smaller

than the others, the MB models become singular and can lead to failures [17].

The discretized heat exchanger modeling approach, most commonly based on the Finite

Volume (FV) [19–21] or Finite Difference (FD) formulation [22, 23], is a more robust

method during start-up and shut-down processes. A disadvantage is that discretized

models are more computationally expensive due to a larger number of system states.

In this thesis, we consider a modular heat exchanger design, in which the working fluid

side is divided into three sections called modules. These modules are shifted along

the heat exchanger length to improve the heat transfer between the flows and to avoid

high temperatures in the wall material. In such a design, multiple phase transitions

in a single pipe flow can occur, especially during transients. As a result, the modeling

of modular heat exchangers using only the MB approach is not straightforward. This
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thesis combines the FD approach with the MB approach to capture the effect of multiple

phase transitions induced by the modular design. The model is validated on a state-

of-the-art Euro-VI heavy-duty diesel engine equipped with a WHR system. The model

validation is performed over the complete engine operating range and during highly

dynamic engine conditions.

Concerning the complete WHR system model, the work and results in the literature

are mostly oriented on modeling and control of steam cycles for large-scale power

plants, with considerably different configurations in comparison with the small-scale

types used in automotive. In [24] and [25] a Rankine Cycle system model is presented

for a biomass-fired power plant. The model is intended to be used for equipment

dimensioning and control design. Furthermore, in [14], [26] the focus is on ORC basic

scheme modeling for energy recovery from a variable waste heat source. However, for

automotive applications, only a few results are presented in the literature [27, 28].

Although these applications are characterized by highly transient conditions, validation

results of dynamic WHR models are still lacking. This also holds for the combination

of engine and WHR system.

In this thesis, a dynamic model of the complete WHR system is identified and validated.

For control purposes, this model has to reasonably capture the real WHR system

behavior and has to be computationally efficient. The main contributions of this study

is the combination of:

(i) modeling complex WHR system with two parallel evaporators, which is installed on

a state-of-the-art Euro-VI diesel engine;

(ii) systematic identification of WHR model parameters;

(iii) and model validation of steady-state as well as dynamic behavior over a wide

operating range using engine dynamometer results.

1.3.2 Low-level control design

The Rankine Cycles are mostly used in power plants where typically a steady heat source

is available. Thus, the system operates in stationary conditions with little concern

regarding transients that could disturb the cycle. In contrast, engine WHR systems are

governed by highly transient heat sources that are rarely in steady-state. As a result,

control of WHR systems is of paramount importance for automotive applications. The

control strategy has to deal with highly dynamic engine conditions, cope with interaction

within the system and take into account constraints.
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Table 1.1: Literature overview for Waste Heat Recovery system control

Ref. Input Output Control strategy

[29] ωp, ωexp Tev, pf P control with feed-forward

[30] ωp, ut pf , τexp supervisory PID control

[27, 28, 31] ωp, ωexp Tev, pf PI control

[32] uegr, uexh Tf,egr, Tf,exh PI control

[33] ωp, ωexp Tev, pf PID with feed-forward inverse model

[34] ve Tev supervisory predictive control

[35] ut, ωp,

ve, vc

Pexp, pf ,

Tev, Tc

LQR with PI control; generalized

predictive control

[36] uo, ωk Tev, Ta Model Predictive Control

Table 1.1 gives a brief literature overview for WHR system used sensors and actuators

and applied control strategies. These strategies [27–33] are explicitly dedicated to

automotive applications, while [34, 35] are dedicated to power plants and [36] to

refrigeration systems. A common used solution to control automotive WHR systems in

industry is the PI or PID control strategy.

From Table 1.1, it follows that Model Predictive Control (MPC) has not been used

for automotive WHR systems. For waste heat recovery in power plants, [34] presents

a supervisory predictive controller for the evaporator, while [35] applies a generalized

predictive control strategy. Furthermore, [36] presents an MPC strategy for vapor

compression cycles in ventilating and air-conditioning (HVAC) systems (control inputs:

uo expansion valve opening, ωk compressor speed; control outputs: Tev evaporator outlet

temperature, Ta supply air temperature). Compared to a classical PID strategy, the

main advantages of an MPC strategy are:

(i) it handles multivariable control problems naturally, in an optimal fashion;

(ii) it explicitly takes into account actuator limitations;

(iii) it considers the effect of measurable disturbances before they become visible at

the plant output.

This thesis presents a switching Model Predictive Control strategy for a heavy-

duty automotive WHR system. The studied WHR system consists of two parallel

evaporators, one installed on the exhaust gas recirculation path and one downstream

the aftertreatment system. The focus is on output power maximization, while the safety
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Abstract— A new concept is introduced to optimize the

performance of the entire powertrain: Integrated Powertrain 

Control (IPC). In this concept, the synergy between engine, 

driveline and aftertreatment system is exploited by integrated

energy and emission management. As a result, fuel efficiency

and drivability can be optimized simultaneously within the

boundaries set by emission legislation. This is essential to meet

both future CO2 targets and ultra low emission limits.

As a first step towards IPC, the potential of the proposed

approach is demonstrated for a series hybrid diesel passenger

car. The studied powertrain is based on a VW 1.2l TDI engine, 

which is equipped with a urea-based SCR-deNOx

aftertreatment system. For three different energy management 

strategies, chassis dynamometer results are presented over a 

European NEDC test cycle. Additional simulations demonstrate 

the potential of integrated energy and emission management, 

especially during low temperature conditions. Projections show

that 130 g/km CO2 and Euro-6 NOx emission targets can be

simultaneously met for the studied C-segment vehicle.

I. INTRODUCTION 

With growing concerns about the environment and energy

security, the automotive industry faces enormous challenges 

to find an optimal, cost-efficient balance between drivability 

and fuel efficiency within the boundaries set by emission 

legislation, as illustrated in Figure 1. 
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Real-world emissions

CO2 legislation

Energy labels

Driveability

Fuel
Emissions

Driveability

Fuel

economy Emissions

Figure 1: Illustration of the powertrain optimization problem 
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Diesel engines are an attractive option due to their relatively

high fuel efficiency, good drivability and reliability. To a 

large degree, future developments of these engines will be 

driven by legislation. Based on the upcoming emission 

legislation, the following trends are foreseen [1]: 

• Further reduction of emission limits towards near zero

impact levels (see Table 1): e.g., compared to the 

current NOx Euro-4 emission standard, additional NOx

reductions of 28% and 68% have to be realized to meet 

Euro-5 and Euro-6 targets, respectively. As a result, the 

control system has to maximize system performance, 

including transients;

• Cold start emissions for diesel vehicles will be 

monitored by type approval authorities. This places 

requirements on the control system to provide 

acceptable light-off times from -7°C; 

• Durability targets will be doubled (see Table 1), 

requiring increased robustness of the control system to

compensate for component deterioration;

• Emission limits during real-world driving conditions

may be introduced in the future. This will require 

improved functioning of the control system, including 

on-board monitoring, under an extended range of 

driving conditions. 

In addition to these emission limits, the target of 130 g 

CO2/km is likely to be legislated for passenger cars from 

2012; this target will need to be met by technical measures 

alone. Considering historical CO2 emission trends, this is

generally seen to be an immense challenge, see Figure 2. 

Table 1: (proposed) European emission legislation for diesel-

powered passenger cars. Test cycle: New European Driving Cycle 

(NEDC), see, e.g. ,[2]. 

EU Euro-3 

(2000) 

Euro-4 

(2005) 

Euro-5 

(2009) 

Euro-6 

(2014) 

NOx

(mg/km)

500 250 180 80 

PM 

(mg/km)

50 25 5 5 

Durability 

(km) 

80 000 80 000 160 000 160 000 

Integrated Powertrain Control to meet future CO2 and Euro-6

emissions targets for a diesel hybrid with SCR-deNOx system

Frank Willems and Darren Foster 

2009 American Control Conference
Hyatt Regency Riverfront, St. Louis, MO, USA
June 10-12, 2009

FrA01.2

978-1-4244-4524-0/09/$25.00 ©2009 AACC 3944

Figure 1.8: Powertrain optimization problem [37].

requirement is still guaranteed under highly dynamic engine disturbances. Based on the

simulation results, the performance of the MPC strategy is evaluated using a classical

PI control strategy as a benchmark.

1.3.3 Integrated powertrain control approach

The automotive industry is confronted with challenges to find a cost-efficient balance

between drivability and fuel economy, within the emissions constraints, as illustrated in

Fig. 1.8. Up to a large extent, future developments will be driven by legislation. With

the introduction of Euro VI targets, the pollutants (CO, HC, NOx, PM) limit is pushed

towards near zero impact levels.

To meet the requirements of the upcoming legislation, it is necessary to optimize the

entire powertrain performance. In other words, the synergy between engine, driveline,

aftertreatment and WHR system has to be exploited during all operating conditions.

The powertrain performance is expressed in terms of fuel economy, power output, and

emissions (see Fig. 1.7). A solution to optimize the powertrain performance, is to design

an Integrated Powertrain Control (IPC) approach [32]. With the increasing powertrain

complexity, the goal of the IPC strategy is to provide a solution to the coupling of

the energy and emission management. This will allow to optimally adapt the engine

settings online (auto-calibration), such that the operational costs are minimized, while

the tailpipe emissions constraints are satisfied.

Engine calibration consists in finding the engine tuning maps (i.e., look-up tables) and

control parameters, that are used in engine control. Due to the increased number of



1.3 Problem statement 13

parameters, manual tunning of engine maps is replaced by a model assisted calibration

process [38]. Such a process relies on modeling methods, to reduce the number of

experimental tests to build the engine response. As the modeling methods become

more and more accurate due to the numerous studies in this area, it is natural to move

from manual engine tunning to online model-based adaptation techniques, which we

call auto-calibration. This will increase robustness while it will reduce the effort and

development time for the engine calibration process.

Only a few studies deal with overall powertrain system performance with WHR systems.

In [10], the fuel saving potential for a passenger vehicle with a WHR system is presented.

The study shows the effect of vehicle integration and restrictions on WHR power output

due to the architecture of the on-board electric system, package considerations, increased

weight, cooling demand and exhaust gas backpressure. However, the study does not

consider the impact of the WHR system on vehicle emissions.

In this thesis, we extend the integrated energy and emission management from [32]

to a heavy-duty diesel engine with an electrified WHR system. The advantages of an

electrified WHR system are: it gives more control flexibility due to an additional degree

of freedom, by allowing energy to be stored in a battery for latter usage and it provides

easy WHR power output manipulation. Moreover, an electrified WHR system can be

easily integrated within a hybrid electric vehicle (HEV) architecture. In the future, it is

expected to combine the benefits of a HEV for city driving with the benefits of a WHR

system for highway driving.

1.3.4 System architecture

The WHR system configuration plays an important role towards fuel consumption min-

imization. Therefore, for each driving condition a certain type of system configuration

is most suitable. In this thesis, three driving conditions are analyzed: urban, rural

and highway. The urban and rural diving is dominated by a relatively low exhaust gas

temperature. Thus, an electrified WHR system that allows electrical energy storage

using a battery, may be a suitable solution. However, for highway conditions (e.g.

long-haul applications), typically dominated by driving on a relatively flat terrain, this

may not be the case. A more suitable system configuration could be a WHR system

mechanically coupled to the engine crankshaft. Even if a WHR system configuration

mechanically coupled to the engine is more cost effective due to a lower number of

components, a disadvantage from a control perspective is the reduced degree of freedom.

In such a design, the expander speed is not free to vary, thus limiting the WHR system
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performance. The system analysis carried out in this thesis, quantifies the fuel economy,

of each system configuration according to the driving conditions.

1.3.5 Business case

To start the series production of automotive WHR systems, a business case analysis

needs to be performed. First, the system should be beneficial in terms of fuel economy,

which is one of the objectives of this thesis. Second, the system component sizing and

system configuration should be chosen such that a good trade-off is obtained between

cost and performance. The optimum system sizing problem is not addressed, however

the system performance, in terms of power output and operational costs for different

system configurations, is addressed in this thesis. Third, the profit from fuel savings

due to a WHR system should amortize the production and maintenance costs of the

system. Based on the obtained fuel saving, a brief analysis concerning the return on

investment period is provided in Chapter 6.

1.4 Outline of this thesis

This thesis is divided into four chapters, that cover the topics illustrated in Fig. 1.7.

Each chapter represents a research paper and is therefore self-contained with respect to

the other chapters. Thus, each chapter can be read independently.

In Chapter 2, the model development and validation for a modular two-phase heat

exchanger is presented. The model is developed for temperature and vapor quality

prediction and for control design of the waste heat recovery system. Compared to other

studies, the model is able to capture multiple phase transitions along the fluid flow by

combining the finite difference approach with a moving boundary approach. The model

is validated using experiments from a state-of-the-art Euro-VI heavy-duty diesel engine

equipped with a waste heat recovery system. This chapter is based on the journal paper

[39], of which a preliminary version was presented in [40].

Chapter 3 considers the modeling of the complete waste heat recovery system.

Subsequently, the low-level control design is presented. The objective is to guarantee

safe system operation, while maximizing the waste heat recovery system output power.

To achieve this, a switching model predictive control strategy is developed. The

simulation results show the effectiveness of the proposed controller in comparison with a

classical proportional-integral control strategy and a nonlinear model predictive control

strategy. This chapter is based on the journal publication [41], of which earlier versions

are presented in [42] and [43].
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The low-level control of a waste heat recovery system with expander and pumps

decoupled from the engine is presented in Chapter 4. It is shown that using a

mechanically decoupled architecture, up to 29% net output power improvement is

obtained as compared to a waste heat recovery system with the expander coupled to the

engine. This is demonstrated in simulations based on the waste heat recovery system

model and realistic disturbances from a Euro-VI heavy-duty diesel engine. This chapter

is based on [44].

Chapter 5 presents an integrated energy and emission management strategy for an

Euro-VI diesel engine with waste heat recovery system. This strategy optimizes

the CO2-NOx trade-off by minimizing the operational costs associated with fuel and

AdBlue consumption while satisfying tailpipe emission constraints. Compared to the

baseline control strategy, it is shown that the optimal IPC strategy with an electrified

WHR system reduces the CO2 emissions by 3.5% within the tailpipe NOx emissions

constraints. This chapter is based on the journal paper [45].

Finally, in Chapter 6, conclusions are drawn and recommendation for future research

are indicated.

1.5 List of publications

Journal articles

• E. Feru, N. Murgovski, B. de Jager, and F. Willems. Supervisory control of a

heavy-duty diesel engine with an electrified waste heat recovery system. Submitted

to Control Engineering Practice, 2015. – Chapter 5

• E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Modeling and control

of a parallel waste heat recovery system for Euro-VI heavy-duty diesel engines.

Energies, 7(10), 6571-6592, 2014. – Chapter 3

• E. Feru, B. de Jager, F. Willems, and M. Steinbuch. Two-phase plate-fin heat

exchanger modeling for waste heat recovery systems in diesel engines. Applied

Energy, 133, 183-196, 2014. – Chapter 2

• F. Willems, F. Kupper, G. Rascanu, and E. Feru. Integrated energy and emission

management for diesel engines with waste heat recovery using dynamic models.

Oil and Gas Science and Technology, 70(1), 143-158, 2014.



16 1 Introduction

Proceedings & Conference Contributions

• E. Feru, and X. Luo. Towards constrained optimal control of spark-ignition

engines. Conference Paper : Proceedings of the European Control Conference

(ECC 2015), 15-17 July 2015, Linz, Austria, (pp. 1397-1402).

• E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Control of a waste heat

recovery system with decoupled expander for improved diesel engine efficiency.

Conference Paper : Proceedings of the European Control Conference (ECC 2015),

15-17 July 2015, Linz, Austria, (pp. 148-153). – Chapter 4

• E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Model predictive control of

a waste heat recovery system for automotive diesel engines. Conference Paper :

Proceedings of the 18th International Conference on System Theory, Control and

Computing, 17-19 October 2014, Sinaia, Romania, (pp. 664-669).

• E. Feru, F. Willems, G. Rascanu, B. de Jager, and M. Steinbuch. Control of

automotive waste heat recovery systems with parallel evaporators. Conference

Paper : Proceedings of the FISITA World Automotive Congress 2014, 2-6 June

2014, Maastricht, The Netherlands, FISITA Techn. Paper: F2014-CET-015.

• E. Feru, F. Willems, C. Rojer, B. de Jager, and M. Steinbuch. Heat exchanger

modeling and identification for control of waste heat recovery systems in diesel

engines. Conference Paper : Proceedings of the American Control Conference

(ACC 2013), 17-19 June 2013, Washington DC, USA, (pp. 2866-2871).

• E. Feru, F. Kupper, C. Rojer, X. Seykens, F. Scappin, W. Willems, J. Smits, B.

de Jager, and M. Steinbuch. Experimental validation of a dynamic waste heat

recovery system model for control purposes. Conference Paper : Proceedings of

the 2013 SAE World Congress, 16-18 April 2013, Detroit, MI, USA, SAE Techn.

Paper 2013-01-1647.

Supervised projects

• R. Salama. Analysis of the pumps dynamic behaviour for a Waste Heat Recovery

system, BSc thesis, Eindhoven University of Technology, January 2015.

• S.J.M. Koopmans. Hardware specifications for a Waste Heat Recovery test set-up,

BSc thesis, Eindhoven University of Technology, September 2014.



1.5 List of publications 17

• M. Oom. Identification and validation of an expander model for automotive waste

heat recovery systems, BSc thesis, Eindhoven University of Technology, June 2014.

• R.R.M. Reinders. Steady state analysis of a Waste Heat Recovery system with

decoupled expander and pumps design, BSc thesis, Eindhoven University of

Technology, April 2014.

• G. Rascanu. Integrated Powertrain Control for truck engines with Waste Heat

Recovery system. MSc thesis, CST 2013.095, Eindhoven University of Technology,

Report number: CST 2013.095, September 2013.



18



Chapter 2

Two-phase plate-fin heat exchanger

modeling1

Abstract This chapter presents the modeling and model validation for a modular two-phase

heat exchanger that recovers energy in heavy-duty diesel engines. The model is developed for

temperature and vapor quality prediction and for control design of the waste heat recovery

system. In the studied waste heat recovery system, energy is recovered from both the exhaust

gas recirculation line and the main exhaust line. Due to the similar design of these two

heat exchangers, only the exhaust gas recirculation heat exchanger model is presented in this

chapter. Based on mass and energy conservation principles, the model describes the dynamics

of two-phase fluid flow. Compared to other studies, the model is able to capture multiple

phase transitions along the fluid flow by combining finite difference approach with moving

boundary approaches. The developed model has low computational complexity, which makes

it suitable for control design and real-time implementation.

To validate the model, experiments are performed on a state-of-the-art Euro-VI heavy-duty

diesel engine equipped with the waste heat recovery system. Simulation results show good

accuracy, over the complete engine operating range, with average error below 4%. This is

demonstrated on transitions between stationary operating points and on a dynamic response

to a standard world harmonized transient cycle for both cold-start and hot-start conditions.

1This chapter is based on [39].
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2.1 Introduction

Due to stringent CO2 emissions regulation, increased fuel costs and concerns about

energy security, the automotive industry invests much effort in developing fuel efficient

powertrains. Despite that, for trucks the fuel efficiency has been stagnating for the last

two decades. However, for CO2 emissions, USA legislation indicates a 20% reduction by

2020. In Europe, similar requirements are expected to be introduced. Studies [29, 46]

show that even with advanced engine technologies around 60-70% of the fuel energy

is still lost through the coolant or the exhaust system. Thus, energy recovery from

the exhaust is a promising technology allowing a 4-5% increase in the engine efficiency

[30, 47, 48]. These energy recovery systems are called Waste Heat Recovery (WHR)

systems.

The technologies used in a WHR system are various: from mechanical turbo-

compounding [4] and electrical turbo-compounding [5] to thermoelectric systems [6]

and Rankine Cycles [7]. For heavy-duty applications, the Rankine Cycle promises

high potential in terms of costs and overall efficiency improvement of the engine

[49]. Moreover, it has been shown in [50] that on a truck diesel engine, due to the

low temperature sources, the use of an Organic Rankine Cycle (ORC) appears to be

favorable in comparison with the classical Rankine Cycle. The main difference between

the ORC and classical Rankine Cycle is the use of an organic working fluid instead of

water [51]. Regardless the Rankine Cycle type, a control design is necessary to optimize

the efficiency of the overall WHR system and to ensure safe operation, i.e., no liquid

at the heat exchanger outlet. In automotive, control of engines with WHR systems is

challenging due to the large number of sensors and actuators, strong coupling between

the engine and WHR system and continuous changes in time of the heat available

for recovery. Moreover, to maximize the WHR efficiency the system is required to

be operated close to the constraint boundaries, while safety is still guaranteed. Thus,

dynamical modeling of such systems plays an important role for control and performance

prediction.

The dynamic behavior of a WHR system is mainly influenced by the heat exchanger

and condenser. These components are most commonly modeled using two approaches:

moving boundary models and discretized models. The Moving Boundary (MB) models

[14, 16, 52] divide the heat exchanger in three regions: liquid, two-phase and vapor

separated by boundaries. Due to dynamical conditions, the regions will expand or

contract while the position of each phase transition will change. The main idea of MB

models is to either track or capture the phase transitions position. However, when the

volume of one region becomes much smaller than the others, the MB models become
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singular [17]. A more robust approach during start-up and shut-down processes is

obtained using discretized models, most commonly based on the Finite Volume (FV)

[19–21] or Finite Difference (FD) formulation [22, 23]. A disadvantage is that discretized

models are more computationally expensive due to a larger number of system states.

Many of the heat exchanger models have been designed for large-scale power plants

and refrigeration systems. For small-scale applications characterized by highly dynamic

conditions, e.g. automotive applications, only a few studies have been reported. In

[28], a dynamic heat exchanger model has been developed and validated for a passenger

car application. The model represents a tube-finned heat exchanger based on the MB

principle. The studied heat exchanger is non-modular meaning the two flows travel the

complete heat exchanger length uniformly. In contrast, we consider a modular heat

exchanger design, in which the working fluid side is divided into three sections called

modules. These modules are shifted along the heat exchanger length to improve the

heat transfer between the flows and to avoid high temperatures in the wall material.

In such a design, multiple phase transitions in a single pipe flow can occur, especially

during transients. As a result, the modeling of modular heat exchangers using only the

MB approach is not straightforward.

In this chapter, a dynamic model for a modular plate-fin heat exchanger is presented.

The model is developed by combining the FD approach with the MB approach to

capture the effect of multiple phase transitions induced by the modular design. The

contributions are as follows. First, the mass and energy balance equations for the

exhaust gas side, working fluid side, and heat exchanger wall are reconsidered. At the

heat exchanger wall, the energy balance includes the transverse conductivity through the

wall. To reduce the model complexity a dynamic range analysis is performed. Second,

the resulting model is discretized in space and time using a staggered grid approach

based on a FD method. Third, to account for the multiple phase transitions, a phase-

change detection algorithm is implemented that mimics the MB approach within each

discretization cell. Fourth, the model is validated on a state-of-the-art Euro-VI heavy-

duty diesel engine equipped with a WHR system. The model validation is performed

over the complete engine operating range and during highly dynamic engine conditions.

In comparison with previous developments [40, 42], the simulation results demonstrate

an improved representation of the real system in terms of accuracy, while the real-time

requirements are reached.

This chapter is organized as follows. Section 2.2 presents the layout and working

principle of the studied experimental set-up. In Section 2.3, the mathematical

description including the heat transfer relations are given and a non-dimensional form
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of the heat exchanger model is derived. In Section 2.4, the resulting partial differential

equations are discretized with respect to time and space. The model is experimentally

validated and the results are discussed in Section 2.5. Finally, Section 2.6 presents the

conclusions.

2.2 System description

The experimental set-up (see Fig. 2.1) consists of a 375 kW, 12.9 l, 6 cylinder diesel

engine, which is equipped with a 2500 bar common rail fuel injection system, sa cooled

high pressure Exhaust Gas Recirculation (EGR) system, Variable Turbine Geometry

(VTG) and Charge Air Cooling (CAC). The exhaust aftertreatment system contains a

Diesel Oxidation Catalyst (DOC), a Diesel Particulate Filter (DPF), a Cu-Zeolite SCR

catalyst (SCR) and an Ammonia Oxidation catalyst (AMOX) to avoid unwanted NH3

slip. To meet the upcoming CO2 regulations, a WHR system is integrated with the

engine.
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Figure 2.1: Schematic representation of a heavy-duty diesel engine equipped

with a WHR system.

In this WHR system, the heat is recovered from both the EGR line and exhaust line

using two evaporators, one for each of the exhaust circuits. The recovered exhaust

heat is converted to mechanical power, by means of a piston expander. The piston
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expander and pumps are mechanically coupled with the engine crankshaft. As a result,

the recovered power is directly transmitted to the driveline. The selected working fluid is

pure ethanol, because of its physical and thermodynamic properties, which are suitable

for applications with low temperature heat sources. The ethanol mass flow is controlled

by two bypass valves, one for each evaporator. To close the Rankine Cycle, the ethanol

is cooled back before the tank by means of a condenser. To comply with the vehicle

and WHR system cooling capabilities, an exhaust bypass valve is installed before the

exhaust evaporator. This valve bypasses the exhaust gas and therefore manipulates

the input heat for the exhaust evaporator. Due to drivability requirements, the power

delivered by the WHR system must be interrupted temporarily, e.g., during braking

or gear shifting. In this case, an electric bypass valve is activated which shuts off

the vapor flow to the expander and thereby reduces the generated torque. For safety

reasons, a 60 bar pressure relief valve is used that releases the excess vapor flow before

the condenser. The electric bypass valve and the pressure relief valve are located in the

valve box.

The considered experimental set-up is furthermore equipped with temperature (T),

pressure (p) and flow (q) sensors. The measurement system consists of thermocouples of

type T and K to measure temperature, thin-film pressure sensors to measure pressure,

Coriolis flow meters to measure the exhaust gas mass flow rate and helicoidal flow

meters to measure the ethanol mass flow rate. The uncertainty of the measurement due

to sensor error is up to 5 K for the temperature, ±1.5% regarding the pressure, and

±0.3% for the exhaust gas and ethanol mass flow rate. These accuracies are indicated

by the individual sensor manufacturer. However, when installed in an engine platform,

several factors can worsen the measurement accuracy. For instance, the exhaust gas

temperature measurement is affected by a non-uniform temperature distribution over

the exhaust gas pipe cross section. Furthermore, the fluid mass flow sensor accuracy is

given for a constant fluid flow in the pipe. However, in the studied platform the flow is

not constant but rather pulsating due to the pumping behavior. These effects influence

the accuracy of the measured system performance and of the energy flow rates.

The engine with WHR system is connected to an engine dynamometer for testing the

system under any engine load and rotational speed within the engine operating range.

Furthermore, the WHR system was protected with insulation material to minimize

heat losses to the environment. The layout of the complete system, engine with WHR

system, was designed based on the real vehicle layout. The purpose of this set-up is

to demonstrate the potential of the WHR system, to develop and validate dynamical

models and to design and test control strategies. In this study, recorded data is used

to validate a dynamic model for the EGR heat exchanger.
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Figure 2.2: Diagram of the Exhaust Gas Recirculation heat exchanger modular

design.

2.3 Heat exchanger modeling approach

The objective of this study is to develop a heat exchanger model with the following

properties: (i) good prediction of the vapor quality, (ii) good dynamical prediction of

the outlet working fluid temperature and (iii) good prediction of the outlet exhaust

gas temperature. Each of these properties are proposed for the following reasons:

(i) is crucial for safe system operation, (ii) is important for control design and (iii)

is in strong relation with the engine out emissions and proper function of the EGR

system. In the considered WHR system, two heat exchangers are used that differ in

size and geometry. However, the dynamic behavior is similar and can be described by

the same mathematical relations. Thus, to avoid repetition, only the EGR evaporator

is described.

The EGR evaporator (Fig. 2.2) is a prototype plate-fin heat exchanger, in which the

two fluids flow parallel to each other, but in opposite direction. The plates are vertically

aligned and connected with fins. Heat transfer enhancement is achieved by means of a

staggered fins arrangement similar to the arrangement in [53].

The heat exchanger is divided into three modules. The main reason for this is to avoid

high wall temperatures, which could harm the wall material. In a classical counter-flow

heat exchanger design, the wall temperature is highest where the working fluid exits

and the exhaust gas enters the heat exchanger. From the working fluid flow direction

perspective, by dividing the heat exchanger into three modules and swapping the last

two modules the wall peak temperature is reduced. This is due to the fact that a lower

exhaust gas temperature corresponds to the module with the working fluid in vapor
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state. To reduce heat losses to the environment, the heat exchanger is wrapped in an

insulation layer.

2.3.1 Mass and energy conservation

The mathematical description of the heat exchanger is formulated using the general

conservation principles for mass and energy. Radiation and viscous friction are

neglected, since their contributions are much smaller than the remaining terms. In

addition, the exhaust gas change in density is neglected as a function of temperature

and pressure, and thus no dynamic mass balance equation is used at the exhaust gas

side. Furthermore, we consider the temperature to be uniform along the transverse

direction for both the exhaust gas and working fluid. The time derivative of pressure is

neglected for both the working fluid side and exhaust gas side. This assumption is made,

since the pressure dynamics are considered to be characterized by small time scales in

comparison to the relevant thermal phenomena. Thus, no equation for momentum

conservation is used. Consequently, the heat exchanger model can be written by the

following set of partial differential equations.

Conservation of mass (working fluid):

Vf
∂ρf
∂t

+ L
∂ṁf

∂z
= 0, (2.1)

Conservation of energy:

ρgcpgVg
∂Tg
∂t

= cpgṁgL
∂Tg
∂z
− αgSg(Tg − Twg)− Q̇loss, (2.2a)

ρfVf
∂hf
∂t

= −ṁfL
∂hf
∂z

+ αfSf (Twf − Tf ), (2.2b)

Conservation of energy at the wall:

ρwcpwγwVw
∂Twg
∂t

= αgSg(Tg − Twg)−
λwSw
δw

(Twg − Twf ), (2.3a)

ρwcpw(1− γw)Vw
∂Twf
∂t

= −αfSf (Twf − Tf ) +
λwSw
δw

(Twg − Twf ), (2.3b)

where L is the heat exchanger length, Vf is the volume occupied by the working fluid

including the connecting pipes between modules and Vg is the volume occupied by

the exhaust gas. Despite the connecting pipes, for simplicity we assume constant cross

sectional area along the heat exchanger length. A constant density ρg and heat capacity

cpg is assumed for the exhaust gas side. The working fluid density ρf however changes

as a function of the enthalpy hf and pressure pf . For the wall, the volume Vw includes
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the plate material and fins but not the casing material. Note that a constant factor

γw = 0.6 is introduced in (2.3) to separate the mass of the wall, i.e., Mw = ρwVw,

including fins on the exhaust side from the mass of the wall on the working fluid side.

Note that in (2.3) we only consider the transverse wall conduction computed based on

two temperature points Twg and Twf . The longitudinal heat conduction is neglected

since it is significantly less important than the transverse heat conduction (see, e.g.,

[16]). This reduces the modeling problem from a two dimensional to a one dimensional

problem. Furthermore, the heat conduction between the three heat exchanger modules

(Fig. 2.2) is neglected, since the core (consisting of plates and fins) is separated between

modules.

The change in phase occurs only on the working fluid side and not on the exhaust

gas side. Therefore, in (2.2a) we choose to describe the exhaust gas enthalpy using

a well known approximation hg = cpgTg. Furthermore, since the heat exchanger

operates within a limited temperature window, a constant heat capacity for the wall

cpw is considered. The transverse conductivity in the wall is important for steady-

state and dynamic behavior. There are several ways to describe the wall transverse

conductivity. For simplicity, in (2.3) we characterize the wall by two states Twg and

Twf , representing the wall surface temperature in contact with the exhaust gas and

working fluid, respectively.

The heat loss from an insulated heat exchanger is expressed at steady-state by

Q̇loss,ss =
Scs(Tg,avg − Tamb)

1
αg

+ δcs
λcs

+ δins
λins

+ 1
αamb

, (2.4)

where Scs is the heat exchanger casing surface area, δcs is the thickness and λcs is the

thermal conductivity of the casing, respectively. The insulating layer is characterized by

a thickness δins and a thermal conductivity λins. The average exhaust gas temperature

Tg,avg is obtained based on the inlet and outlet temperature, i.e., Tg,avg = (Tg,in +

Tg,out)/2. The heat transfer coefficient to the ambient αamb is considered to be constant.

The heating-up thermal inertia of the casing material is introduced as a first order

system response:

dQ̇loss

dt
=

1

τcs

(
Q̇loss,ss − Q̇loss

)
, (2.5)

where τcs is the heat exchanger casing time constant obtained based on the mass and

heat capacity of the casing and insulation material.
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2.3.2 Heat transfer

The heat transfer from the exhaust gas to the wall and from wall to the working fluid is

modeled as forced convection. In the wall, heat conduction is considered based on the

wall conductivity λw, the wall thickness δw and surface area Sw expressed for one plate.

To describe the convective heat transfer from a moving fluid to the solid boundary

(wall), a heat transfer coefficient α is employed. This quantity depends on the relevant

fluid and process properties as well as geometrical configurations of the wall. In general,

the heat transfer coefficient is determined experimentally and correlations for various

technical configurations are derived [54]. For this purpose, a dimensionless heat transfer

coefficient called Nusselt number is used:

Nu =
αdh
λ
, (2.6)

where dh is the hydraulic diameter and λ is the thermal conductivity of the fluid. For

parallel plates, the hydraulic diameter dh is twice the spacing between the plates.

To derive correlations for the Nusselt number in forced convection, two other dimen-

sionless numbers are used, namely the Reynolds number and the Prandtl number. The

Reynolds number describes the flow characteristics and is given by:

Re =
ṁveldh
η

, (2.7)

where ṁvel is the mass velocity and η is the fluid dynamic viscosity. The mass velocity

is ṁvel = ṁ/A with ṁ the mass flow rate and A the flow cross sectional area. Further,

the Prandtl number is given by:

Pr =
ηcp
λ
, (2.8)

where cp is the heat capacity of the fluid.

On the exhaust gas side, the heat transfer is enhanced by fins and thus, a Nusselt

number correlation that can be used for heat transfer coefficient calculation in staggered

finned surfaces has to be selected. On the working fluid side, in the liquid region,

the Reynolds number indicates the flow is laminar (Rel < 2300) while in the vapor

region, the Reynolds number indicates the flow is turbulent (Rev > 4000). Therefore,

appropriate Nusselt numbers correlation in single-phase are selected from [54].

Using the appropriate Nusselt numbers correlation for the working fluid, the local single-

phase heat transfer coefficients αf,l and αf,v are determined for the liquid and vapor

region, respectively. In the two-phase region, the heat transfer coefficient αf in vertical
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tubes is used:

αf
αf,l

=



(1− χq)0.01

[
(1− χq) + 1.9χ0.6

q

(
ρl
ρv

)0.35
]−2.2

+χ0.01
q

[
αf,v
αf,l

(
1 + 8(1− χq)0.7

(
ρl
ρv

)0.67
)]−2





−0.5

,

(2.9)

where ρl and ρv are the saturated liquid density and saturated vapor density,

respectively. The vapor quality χq is obtained from:

χq = max(0,min(1, χr)), χr =
hf − hl
hv − hl

, (2.10)

where χr represents the vapor ratio, with hl and hv the saturated working fluid enthalpy

in liquid state and vapor state at a specific pressure pf , respectively.

Many empirical correlations for describing the saturated flow boiling exist in the

literature [55, 56]. The reason for selecting (2.9) comes from the fact that it covers fluids

with values of ρl/ρv from 3.75 to 1017, i.e., typical for our application. Furthermore, the

expression is smooth and goes to its proper limits αf,l and αf,v at χq = 0 and χq = 1,

respectively.

Remark 2.3.1. Note that the two-phase heat transfer coefficient (2.9) corresponds to

a tube arrangement. However, the heat exchanger which we aim to model has plates

instead of tubes. The main reason for using (2.9) is that, considering the two-phase

nature of our problem, the physics for boiling inside tubes is well-established [54].

Moreover, in Section 2.5, we will show that using (2.9) produces a model with acceptable

validation properties.

To predict the phase change along the heat exchanger fluid flow, properties of the

working fluid have to be provided. In the considered WHR system and experimental

set-up, an analysis of the physical and thermodynamic properties indicates that

ethanol is a good candidate as a working fluid. In this study, the used working

fluid properties are the saturation temperature, the temperature-enthalpy characteristic

and the density-enthalpy characteristic. In [40], the ethanol properties have been

described mathematically to create independence from chemical databases. Here, a

similar approach is used to express the saturation temperature. However, the working

fluid temperature, heat transfer coefficient and density as a function of enthalpy changes

are smoothed around the liquid and vapor saturated enthalpy hl and hv, respectively

(see Fig. 2.3).
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Figure 2.3: Smoothed temperature, heat transfer coefficient and density of the

working fluid using cubic interpolation functions.

The smoothing is performed using cubic functions around an enthalpy range given by

∆h. The enthalpy range ∆h is a positive value, upper limited by the critical pressure

such that the two interpolation cubic functions do not overlap. The first reason of

the smoothing is to become more in line with the experiments due to imperfect fluid

mixing at the saturation boundaries. The second reason is to avoid discontinuities

in the working fluid enthalpy derivative during a phase change, which can lead to

chattering phenomena. More details regarding the working fluid properties are given in

Appendix A.1.

2.3.3 Non-dimensional analysis

In what follows, we bring the system to a non-dimensional form by means of scale

analysis. Scale analysis has several advantages: it gives an indication of the important

parts of an equation, reduces the number of free parameters while it avoids numerical

difficulties.

To non-dimensionalize the system of equations, we first identify the independent and

dependent variables. Second, we replace each of them with a quantity scaled relative

to a characteristic unit of measure, i.e.,
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independent variables: t∗ =
t

tcwg
, z∗ =

z

L
;

dependent variables: h∗f =
hf
hcf
, h∗g =

hg
hcg
, T ∗f =

Tf
T c
, T ∗g =

Tg
T c
,

T ∗wg =
Twg
T c

, T ∗wf =
Twf
T c

, ṁ∗f =
ṁf

ṁc
f

, ṁ∗g =
ṁg

ṁc
g

,

ρ∗f =
ρf
ρcf
, α∗g =

αg
αcg
, α∗f =

αf
αcf
, Q̇∗loss =

Q̇loss

Q̇c
loss

.

(2.11)

Next, choose

tcg =
ρgVg
ṁc
g

, tcf =
ρcfVf

ṁc
f

, tcwg =
ρwcpwγwVw
ṁc
gcpg

, tcwf =
ρwcpw(1− γw)VwT

c

ṁc
fh

c
f

,

αcg =
ṁc
gcpg

Sg
, αcf =

ṁc
fh

c
f

SfT c
, Q̇c

loss = ṁgcpgT
c.

(2.12)

Then, the mass and energy conservation equations become:

Conservation of mass (working fluid):

R∗1
∂ρ∗f
∂t∗

+
∂ṁ∗f
∂z∗

= 0, (2.13)

Conservation of energy:

R∗2
∂T ∗g
∂t∗

= ṁ∗g
∂T ∗g
∂z∗
− α∗g(T ∗g − T ∗wg)− Q̇∗loss, (2.14a)

ρ∗fR
∗
1

∂h∗f
∂t∗

= −ṁ∗f
∂h∗f
∂z∗

+ α∗f (T
∗
wf − T ∗f ), (2.14b)

Conservation of energy at the wall:

∂T ∗wg
∂t∗

= α∗g(T
∗
g − T ∗wg)− C∗1(T ∗wg − T ∗wf ), (2.15a)

R∗3
∂T ∗wf
∂t∗

= −α∗f (T ∗wf − T ∗f ) + C∗2(T ∗wg − T ∗wf ), (2.15b)

where

R∗1 =
tcf
tcwg

, R∗2 =
tcg
tcwg

, R∗3 =
tcwf
tcwg

, C∗1 =
1

ṁc
gcpg

λwSw
δw

, C∗2 =
T c

ṁc
fh

c
f

λwSw
δw

(2.16)

In (2.12), the time constants tcg and tcf are the residence times. These values are the

average amount of time that a particle from the exhaust gas or working fluid travels

the complete heat exchanger length. For the wall, tcwg and tcwf are the heating-up and

cooling-down time constants.
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Remark 2.3.2. Note that the choice of dimensionless parameters is not unique. A

different choice of dimensionless parameters results in a similar system representation

that differs only in scale. Here, we have chosen the constants hcf , hcg, Tc, ṁ
c
f , ṁc

g and

ρcf as the maximum values the system can reach inside the operating window.

Table 2.1: Heat exchanger time constants

Parameter Time [s] Type

tcwg 28 constant

tcwf 13 constant

tcg 0.3 constant

tcf [0.2, 8] variable

For this particular heat exchanger, the time constants from (2.12) are numerically given

in Table 2.1. While tcwg, t
c
wf and tcg are constant, tcf is variable. The working fluid time

constant tcf varies due to the change in density along the heat exchanger length. It starts

from 8 s in liquid phase and decreases to 0.2 s for the working fluid in vapor phase. The

objective is to develop a numerically stable model with low computational complexity

that fits typical Electronic Control Units (ECU) specifications. To accomplish this, we

neglect the exhaust gas dynamics since tcg is significantly small compared to the wall

time constant tcwg. Thus, the energy conservation for the exhaust gas side becomes:

0 = ṁ∗g
∂T ∗g
∂z∗
− α∗g(T ∗g − T ∗wg)− Q̇∗loss. (2.17)

To illustrate that this simplification holds, experimental data is used in Section 2.5. The

simplified dynamical behavior of the model is governed by a first order casing model,

the working fluid and the wall dynamics. The resulting continuous-time heat exchanger

model is given by (2.5), (2.13), (2.14b), (2.15) and (2.17).

2.4 Model discretization

In this section, the continuous-time heat exchanger model is discretized with respect to

time and space based on a finite-difference approximation. For the space discretization,

a staggered grid is used to calculate the heat flux from the exhaust gas to the wall and

from the wall to the working fluid.
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Figure 2.4: Staggered space discretization of the heat exchanger length.

First, as shown in Fig. 2.4, the heat exchanger fluid path is divided into n cells in which

the mass conservation principle and energy conservation principle are applied. Note

that the parameters (2.16) are adapted for one cell to incorporate ∆z∗, resulting in a

more simple expression for (2.13), (2.14b), (2.15) and (2.17). Thus, the mass balance

Eq. (2.13) for each cell i = 1, . . . , n is given by:

ṁ∗fi+1
= ṁ∗fi −R∗1

dρ∗fi
dt

, (2.18)

where ρ∗fi is the non-dimensional density computed as function of the average enthalpy

inside cell i.

Next, let us consider the following dimensionless average values in cell i: T̄ ∗gi = (T ∗gi+1
+

T ∗gi)/2 for the exhaust gas temperature T̄ ∗fi = (T ∗fi+1
+ T ∗fi)/2 for the working fluid

temperature and ᾱ∗fi = (α∗fi+1
+ α∗fi)/2 for the working fluid heat transfer coefficient.

The energy conservation for the exhaust gas (2.17) has a steady-state form, i.e.,

T ∗gi =
(2ṁ∗g − α∗g)T ∗gi+1

+ 2α∗gT
∗
wgi
− 2Q̇∗loss

2ṁ∗g + α∗g
. (2.19)

Note that in (2.19), the exhaust gas temperature profile is computed from right to left

corresponding to the flow direction of the fluid.

The conservation of energy for the working fluid and at the wall can be written in

discrete-space form as

dh∗fi+1

dt∗
=

1

ρ̄∗fR
∗
1

(
−ṁ∗fi(h∗fi+1

− h∗fi) + ᾱ∗fi(T
∗
wfi
− T̄ ∗fi)

)
, (2.20a)

dT ∗wgi
dt∗

= α∗g(T̄
∗
gi
− T ∗wgi)− C∗1(T ∗wgi − T ∗wfi), (2.20b)

dT ∗wfi
dt∗

=
1

R∗3

(
−ᾱ∗fi(T̄ ∗wfi − T ∗fi) + C∗2(T ∗wgi − T ∗wfi)

)
. (2.20c)
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In (2.20a), we choose to approximate the working fluid density inside the heat exchanger

using ρ̄∗f = (1/n)
∑n

i=1 ρ
∗
fi

.

Second, the continuous-time set of Eq. (2.20a), (2.20b) and (2.20c) are discretized in

time based on a forward Euler approximation. For simplicity, let us denote:

x∗i =



h∗fi+1

T ∗wgi
T ∗wfi


 , φ∗i (x

∗
i , x
∗
i−1) =

dx∗i
dt∗

, i = 1, . . . , n. (2.21)

Then, the one-step ahead system state x∗i (k + 1) can be approximated using a forward

Euler scheme as:

x∗i (k + 1) = x∗i (k) + t∗sφ
∗
i (x
∗
i (k), x∗i−1(k)), i = 1, . . . , n, (2.22)

where t∗s is a dimensionless sampling rate defined as t∗s = ts/t
c
wg.

2.4.1 Phase-change detection

When modeling two-phase flow heat exchangers, the dynamic information of liquid and

vapor region length is of interest for control and heat exchanger performance analysis.

However, due to space-discretization of the partial differential Eqs. (2.13) and (2.14b),

(2.15a) and (2.15b) and (2.17), these regions have to be computed algebraically. To

address this problem a phase-change detection routine is implemented. As shown in

Fig. 2.5, the phase-change detection finds the crossing point inside a cell i based on the

current state information h∗fi and h∗fi+1
.

xr = 0

xr = 1

z∗

(a)

(b)

crossing point

h∗
fi

h∗
fi+1

Figure 2.5: Representation of two different phase-change detection situations:

(a) From liquid to two-phase, (b) From two-phase to vapor.

Fig. 2.5 shows the crossing point detection for a heating-up process. For a cooling-down

process a similar approach is employed. As in the MB method also in the phase-

change detection routine, the aim is to find the crossing point position (see Fig. 2.5).
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However, this becomes more challenging for modular heat exchangers due to multiple

phase transitions in a single flow. As a solution, the phase-change detection considers

the existence of a phase change in each cell and thus is applicable for modular heat

exchangers with multiple phase transitions. It can detect a finite number of phase

transitions according to the number of discretization cells. By using a larger number of

discretization cells, the accuracy of the algorithm is improved.

2.4.2 Model verification

To verify and show the two-phase model capabilities, three consecutive steps in the

exhaust gas heat flow rate are simulated. The normalized inlet exhaust gas temperature

is kept constant at T ∗g,in = 1.6 while the exhaust gas mass flow rate is varied stepwise

from ṁ∗g = 0.6 to ṁ∗g = 0.7 and finally to ṁ∗g = 0.34. This corresponds to 55 kW, 65 kW

and 32 kW, respectively, thermal power available on the exhaust gas side. The initial

condition of the wall and working fluid temperature is chosen equal to the ambient

temperature of 22 oC. The boundary condition for the working fluid side is chosen to be

constant: normalized working fluid mass flow ṁ∗f = 0.5, inlet normalized working fluid

temperature T ∗f,in = 0.6, and normalized working fluid pressure p∗f = 0.4. The working

fluid boundary condition is chosen such that vapor is obtained at the heat exchanger

outlet for the first 55 kW exhaust gas heat flow rate to show a heat-up simulation from

ambient condition.

Fig. 2.6 shows the outlet working fluid and exhaust gas temperature evolution and the

vapor ratio of the working fluid. As expected, the working fluid runs through all three

regions, liquid, two-phase and vapor, during the heat-up phase (0-100 seconds). Then,

between 200 and 400 s, the working fluid temperature reaches a new steady-state value,

in the super-heated region, due to an increased exhaust gas heat flow rate. At 400 s, the

step applied in the exhaust gas heat flow rate is no longer sufficient to generate vapor at

the heat exchanger outlet. Thus, the working fluid goes into the two-phase region where

the working fluid temperature is constant and equal to the saturation temperature (see

Fig. 2.6). This is also indicated by the vapor ratio χr between 0 and 1 at the heat

exchanger outlet.

In Fig. 2.7 the saturated liquid and saturated vapor boundaries inside the evaporators

are given. These boundaries are in correspondence with the vapor ratio (see Fig. 2.6):

when χr ≤ 0, no boundary is present; when 0 < χr < 1, only the liquid boundary is

present; and in case χr ≥ 1, both boundaries are present. Furthermore, due to the heat

exchanger modular design, the boundaries appear to be non-smooth when passing from
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Figure 2.6: Normalized outlet working fluid temperature, exhaust gas tempera-

ture and working fluid vapor ratio during three consecutive steps in the exhaust

gas heat flow rate.

one module to another. The effect is expected since the heat flux from the exhaust gas

to the working fluid differs for each module.

In Fig. 2.8, the heat flow rate on both the working fluid side and exhaust gas side

including losses are shown. As expected, the exhaust gas heat flow rate including losses,

equals the working fluid heat flow rate as the system reaches steady state. Furthermore,

the mass balance on the working fluid side is shown to be satisfied. On top of that, for

transients conditions the outlet working fluid mass flow increases during heating and

decreases during cooling.

The next section is dedicated to the experimental validation of the EGR heat exchanger

model.
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Figure 2.7: Normalized liquid and vapor boundaries.
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2.5 Experimental validation

In this section, we verify the overall energy balance for the measurements, followed by

the heat exchanger model validation. The energy balance is necessary to verify the

measurements correctness. For stationary conditions, the energy equations are:

Q̇g = ṁgcpg(Tg,in − Tg,out), (2.23a)

Q̇f = ṁf (hf,out − hf,in). (2.23b)

In the ideal case where no losses are present Q̇g = Q̇f in steady-state. A disagreement

between Q̇g and Q̇f is an indicator for heat losses or for possible errors in the

measurement system. From (2.4), the calculated heat losses Q̇loss,ss appear to be

small, between 100 and 400 W as a consequence of the good heat exchanger insulation.

However, from the measurements, see Fig. 2.9, the energy imbalance between Q̇g and

Q̇f is more significant, up to 6 kW. This requires closer analysis since it can induce a

large error between the measured temperatures and the model prediction.
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Figure 2.9: Energy imbalance for different operating conditions.

In steady-state, the energy imbalance observed for the experiments can be due to several

factors: inaccuracies in exhaust gas and working fluid properties and measurement

errors. The exhaust gas properties are related to the heat capacity, which is considered

to be constant in (2.23), but the exhaust gas heat capacity varies with temperature.

However, within the temperature window that the system operates only 2% error in

the computed energy is induced by taking a constant heat capacity. Furthermore,

the working fluid property equations used to compute the enthalpy are not exact but

approximate the working fluid used within the experimental set-up. The above reasons

did not explain the imbalance. Further investigations revealed that the energy imbalance

was mainly due to mass flow measurement errors. The mass flow sensors, on the working

fluid and exhaust side, were determined to have large systematic error for high mass

flow rates that correspond to a high heat flow rate. This is mainly caused by the
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pulsating flow as a consequence of the pumping behavior on both the working fluid side

and engine side. To account for these effects, data reconciliation techniques [57] can be

used. These techniques consider the correction of the measured values, such as mass

flow rate, by minimizing a least-square error objective function subject to the energy

conservation principles (2.23). The resulting mass flow correction for the exhaust gas

side and working fluid side are:

ṁc
g = c1ṁg + c2, ṁ

c
f = c3ṁf + c4, (2.24)

where c1, c3 are the gain and c2, c4 are the offset mass flow corrections, respectively.

Fig. 2.9 shows that the mass flow corrections lead to an improved energy balance. Using

these corrections, the remaining maximum error reduces to 2 kW.

Note that the problem considered is dynamic, while the mass flow corrections, (2.24),

based on an energy balance, (2.23), are in steady-state. Certainly, also the mass

flow sensor dynamic response is important for accurate measurements. However, a

direct assessment of the sensor dynamics was not possible. Indirectly it follows from

calibration, that this was not a significant effect. Moreover, based on the simulation

results, we show that using (2.24) produces acceptable results also during transients.

The model validation is performed using measured data from a Euro VI heavy-duty

diesel engine. Note that different data sets are used for energy balance correction and for

the model validation. The data sets used for model validation cover the complete engine

operating condition. The first data set consists of several operating points obtained

by changing the engine load step-wise. The second data set is a World Harmonized

Transient Cycle (WHTC) [58], used to validate the model for normal driving, during

cold-start and hot-start conditions. The focus is on verifying the model accuracy

regarding the working fluid temperature, vapor ratio and exhaust gas temperature and

on confirming that objectives (i)-(iii) are fulfilled.

In Fig. 2.10, input signals of the first data set are shown. These were recorded by running

the engine, with standard Euro-VI calibration, in different operating conditions over the

engine speed range of 1200-1850 rpm and engine torque range of 500-2600 Nm.

Initially, the engine is warm and vapor is generated at the heat exchanger outlet.

The simulation results in comparison with experimental data are given in Fig. 2.11.

The working fluid, exhaust gas outlet temperatures, and vapor ratio describe well

the measurements over the complete operating range. Since the instrumentation to

measure the vapor ratio χr was not available, the vapor ratio is calculated based on

the working fluid temperature and pressure measurements. However, this calculation

can be performed only in the liquid region and vapor region, where the working fluid
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Figure 2.10: Experimental input signals.

temperature is not saturated. Therefore, a comparison in the two-phase region is not

possible.

At 6200 s (see Fig. 2.11), an increase in the working fluid and exhaust gas temperature

is present. This increase in both temperatures is caused by a rapid descend in working

fluid mass flow during an increase in the exhaust gas mass flow from the engine (see

Fig. 2.10).

The prediction errors are computed as follows. Let the temperature from simulation

and measurement in Kelvin be Tsim and Tmeas, respectively. The error in percentage for

both the working fluid side and exhaust side is defined as:

e = 100 · |Tsim − Tmeas||Tin − Tout|max
, (2.25)

where |Tsim−Tmeas| is the absolute error and |Tin−Tout|max is the temperature difference

over the heat exchanger at maximum thermal load. For the working fluid side, the
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Figure 2.11: Working fluid temperature, exhaust gas temperature and vapor

ratio in comparison with measurements.

temperature difference at maximum thermal load corresponds to 215 K, and for the

exhaust gas side to 450 K, respectively. Note that (2.25) is still valid in case normalized

temperature values (2.11) are used.

The mean absolute error for steady-state conditions is 6 K for the working fluid side

and 3 K for the exhaust gas side. This corresponds to 2.8% and 0.7% relative error

on the working fluid side and exhaust gas side, respectively. The maximum deviation

in steady-state is 23 K for the working fluid side and 12 K for the exhaust gas side,

corresponding to 10.7% and 2.7%, respectively. Primarily, this is a consequence of the

uncertainties in the measurements, which still results in an energy imbalance of up to

2 kW. For low heat flows, the energy imbalance represents approximately 10% of the

energy up-take from the exhaust gas. As a consequence, the temperature prediction

can be worse for low heat flow rates. For instance in case of a 20 kW transferred heat
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with an energy imbalance of 2 kW on the working fluid side, results in a working fluid

temperature prediction error of approximately 45 K.

The modeling uncertainties, for instance the working fluid properties and heat transfer

coefficient, also play a role for model accuracy. As can be seen between 6000-8000 s and

12000-14000 s, that a slightly higher heat transfer coefficient would improve the results.

From a dynamical point of view, incorporating conduction in the casing, especially

between modules, might improve the model accuracy during transients. Thus, using a

more accurate measurement system, heat transfer coefficient for plates instead of tubes

and conduction in the casing, can lead to more accurate results. The error induced due to

numerical approximation is small compared to the error due to modeling uncertainties.

Reducing the sample time and increasing the number of cells does not significantly

improve the results.

To validate the model for representative real-world driving conditions, we use a standard

WHTC during cold-start and hot-start. The WHTC type approval cycle is a transient

test of 1800 s that covers typical driving conditions: urban, rural and highway. This

cycle generates in terms of mass flows, temperatures and pressure the input data shown

in Fig. 2.12a and in Fig. 2.12b during cold-start and hot-start, respectively. On the

exhaust gas side, the mass flow responds almost immediately, while the temperature

has a first order behavior with a time constant of approximately 16 s. Furthermore,

on the working fluid side, slower dynamic behavior can be seen for the mass flow rate,

temperature and pressure in the system.

The simulation results for the cold-start and hot-start WHTC are given in Fig. 2.13a and

in Fig. 2.13b, respectively. Note that the instrumentation to measure the vapor ratio χr

was not available. In the liquid and vapor region, the vapor ratio χr is calculated from

(2.10) based on measured working fluid temperature and pressure. In the two-phase

region, the measured temperature equals the saturation temperature, while having no

information about the vapor ratio. Thus, a direct comparison of the vapor ratio with

respect to the measurements is not possible. However, using a highly dynamic test

cycle, the working fluid at the heat exchanger outlet switches between the two-phase

and the vapor region repeatedly. From the simulation results, the moment of switching

between these two regions is well described (see Fig. 2.13). This is important for a

control strategy that needs to guarantee safe system operation.

For the cold-start WHTC the ambient initial condition is used. First, regarding the fast

dynamic capabilities during normal operating conditions, namely after 1200 s within

the WHTC, the model gives good results with respect to the measurements. Dynamic

behavior of the working fluid temperature, exhaust gas temperature and vapor ratio are
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Figure 2.12: (a) Experimental input signals from a cold-start WHTC. (b)

Experimental input signals from a hot-start WHTC.
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Figure 2.13: (a) Normalized working fluid temperature, exhaust gas temper-

ature and vapor ratio for the cold-start WHTC. (b) Normalized working fluid

temperature, exhaust gas temperature for the hot-start WHTC.
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well captured. Second, the model shows that during the heating-up process, between

200 and 400 s, the working fluid temperature rises more rapidly in comparison with the

measurement. As a consequence of the energy conservation principle, also the exhaust

gas temperature shows a slight disagreement with the measurements. This effect is

mainly caused by the casing material for which a simple first order model was used.

The result can therefore be improved, by including a more accurate heat loss model for

the casing. However, for a long haul application, the start-up appears for a very limited

time, typically only 6-7 min (see Fig. 2.13a), compared to the complete operation time,

which is in the order of hours. In practice, the start-up can be accommodated in the

controller design using for instance a start-up procedure to bring the system from a cold

condition to a state close to the desired operating condition. Another controller that is

designed for normal operating conditions can be activated from that point.

For the hot-start WHTC, in terms of accuracy, the results are similar to the cold-start

WHTC. Note however, that the model initial condition is challenging to choose, since

the system is not in steady-state and the current state for the real system is unknown.

This results in a less accurate solution for the first 100 s (see Fig. 2.13b). In contrast

with a non-modular heat exchanger, where the liquid and vapor boundaries appear once

as a function of time, in a modular heat exchanger multiple phase transitions can be

present. Fig. 2.14 shows the model capabilities to capture multiple phase transitions in

single flow. Between 100 and 300 s, is the most prominent time interval where multiple

liquid to two-phase transitions are encountered. Similarly, multiple two-phase to vapor

transitions can be present, however, they are less visible due to high fluid velocities. In

general, these transitions appear during transients and vanish as the system reaches its

steady-state value.

For highly dynamic conditions, the model describes the real system well: working

fluid temperature error is below 40 K with vapor ratio well captured and exhaust

gas temperature error is below 20 K for the complete operating range. This result

is obtained despite the accuracy of the experimental data that can lead to working fluid

temperature errors up to 45 K. Thus, the model complies with the proposed objectives

(i)-(iii), for WHR system safe operation, control design and emission management,

respectively.

In Table. 2.2, the maximum and average model prediction error is summarized for steady

state and dynamic conditions.

Regarding computational complexity, the model computational time is approximately

300 times less as compared to the measurements time length. The results were obtained

by running the discrete heat exchanger model with 22 cells and a sampling time of 0.2 s
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Figure 2.14: Normalized liquid and vapor boundaries for WHTC cold-start.

Table 2.2: Summary of the model prediction error

Working fluid Exhaust gas

Maximum Average Maximum Average

Steady state 23 K (10.7%) 6 K (2.8%) 12 K (2.7%) 3 K (0.7%)

Dynamic 37 K (17.2%) 8 K (3.7%) 19 K (4.2%) 5 K (1.1%)

on a Lenovo laptop with Windows 7, Matlab 2012a and 2 GHz quad-core processor.

The simulation results show that overall a good agreement between the model and

experiments is obtained while computational complexity is low.

2.6 Conclusions

A dynamic model of a modular two-phase heat exchanger for waste heat recovery in

diesel engines was developed. The studied waste heat recovery system recovers energy

from both the exhaust gas recirculation line and main exhaust line. In this study,

the modular heat exchanger was described in detail based on the mass and energy

balance equations. The model was brought into a non-dimensional form to reduce

the number of free parameters while avoiding numerical difficulties. The resulting

representation was discretized in time and space using a finite difference and a staggered
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grid approach. Compared to other heat exchanger models, the model developed in this

chapter combines the finite difference method with the moving boundary modeling

approach. Thus, it captures the dynamics of multiple phase transition caused by the

modular heat exchanger design. The model was validated on data from a state-of-

the-art Euro-VI heavy-duty diesel engine equipped with a waste heat recovery system.

The validation was performed on two data sets: transitions between steady-state points

that cover the complete engine operating area and a highly dynamic world harmonized

transient cycle for both cold-start and hot-start conditions. From the simulation results,

it is concluded that the model is a good representation of the real system capable to

predict the working fluid and exhaust gas temperature with an average error of less

than 4%.

The model developed in this chapter will be first included in a complete waste heat

recovery system model. The complete model will be used to develop low-level control

strategies that optimize the waste heat recovery system power output within safe

operation limits. Second, the supervisory control strategy [32] will be further developed

and implemented on the studied engine.



Chapter 3

Modeling and control of a parallel

waste heat recovery system1

Abstract This chapter presents the modeling and control of a waste heat recovery system

for a Euro-VI heavy-duty truck engine. The considered waste heat recovery system consists

of two parallel evaporators with expander and pumps mechanically coupled to the engine

crankshaft. Compared to previous work, the waste heat recovery system modeling is improved

by including evaporator models that combine the finite difference modeling approach with

a moving boundary one. Over a specific cycle, the steady-state and dynamic temperature

prediction accuracy improved on average by 2% and 7%. From a control design perspective,

the objective is to maximize the waste heat recovery system output power. However, for safe

system operation, the vapor state needs to be maintained before the expander under highly

dynamic engine disturbances. To achieve this, a switching model predictive control strategy is

developed. The proposed control strategy performance is demonstrated using the high-fidelity

waste heat recovery system model subject to measured disturbances from an Euro-VI heavy-

duty diesel engine. Simulations are performed using a cold-start World Harmonized Transient

cycle that covers typical urban, rural and highway driving conditions. The model predictive

control strategy provides 15% more time in vapor and recovered thermal energy than a classical

proportional-integral (PI) control strategy. In the case that the model is accurately known,

the proposed control strategy performance can be improved by 10% in terms of time in vapor

and recovered thermal energy. This is demonstrated with an offline nonlinear model predictive

control strategy.

1This chapter is based on [41].

47
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3.1 Introduction

Nowadays, the primary power source for transportation is provided by internal

combustion engines. Despite efforts to improve fuel economy in modern engines,

approximately 60%–70% of the fuel power is still lost through the coolant and exhaust

[29]. Moreover, the upcoming CO2 emission legislation needs to be fulfilled. For heavy-

duty vehicles, USA legislation indicates a 20% CO2 emissions reduction by 2020. In

Europe, similar requirements are expected to be introduced. To meet these upcoming

CO2 regulations and further reduce fuel consumption, diesel engines equipped with

waste heat recovery (WHR) systems based on an organic Rankine cycle (ORC) seem

very promising [35, 46, 59], especially for long-haul heavy-duty truck applications

[49, 50]. A WHR system allows energy to be recovered from the exhaust gas to generate

mechanical power useful for propulsion.

For automotive applications, control of WHR systems is challenging. This is due to

highly dynamic engine conditions, to interaction between the engine and the WHR

system and to constraints, namely actuator limitations and safe operation. The control

strategies dedicated to automotive applications are mostly based on a proportional-

integral-derivative (PID) control type of approach [21, 27, 28, 30, 31, 33]. However, this

approach is most well established for single-input single-output systems. For multiple-

input multiple-output systems with constraints, a model predictive control (MPC) can

be developed, which, to the authors knowledge, has not been used for automotive WHR

applications. Predictive control has been applied only to power plants [34, 52] and

refrigeration systems [36]. The main difference is that power plants and refrigeration

systems work at different time scales as compared to automotive WHR systems that

are governed by highly dynamic engine behavior.

In this chapter, a switching model predictive control strategy is presented that considers

the effect of highly dynamic engine disturbances caused by real on-road driving

conditions. The WHR system is highly non-linear, mainly due to the two-phase flow

phenomena. Thus, a global controller can give limited performance over the complete

engine operating area. To account for this, a switching mechanism is developed that

assigns a controller for a certain engine operating area. As a result, the control strategy

allows operation close to the safety limit with good disturbance rejection properties.

To benchmark the MPC strategy performance, a classical proportional-integral (PI)

control strategy [43] is used, for comparison. Furthermore, an offline nonlinear MPC

(NMPC) strategy is implemented to compare the MPC solution with the optimum

solution in the case that the WHR system model is exactly known. The NMPC scheme is

developed only for comparison purposes, since it is characterized by high computational
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complexity, making it unsuitable for embedded applications using off-the-shelf hardware.

For control design and optimization, dynamical modeling of WHR systems plays an

important role. In [42], a dynamical model of the complete WHR system has been de-

veloped. The model captures the two-phase flow phenomena based on the conservation

principles of mass and energy. However, in [42], simple evaporator models were used

with simplified heat transfer coefficients. To improve the accuracy of the WHR system

model, more advanced evaporator models are included, based on the approach used

in [39] for the exhaust gas recirculation (EGR) evaporator. This approach combines

the finite difference modeling approach with a moving boundary one. Thus, it is able

to capture multiple phase transitions along a single pipe flow.

This chapter is organized as follows. In Section 3.2, the experimental set-up is described.

In Section 3.3, the improved WHR system model is presented and validated against

the measurements. In Section 3.4, the control design and switching mechanism are

presented. The control performance is evaluated in Section 3.5 by means of simulation

results and comparison with a classical proportional-integral (PI) and NMPC control

strategy. Conclusions and directions for future research are discussed in Section 3.6.

3.2 Experimental Set-Up

The experimental set-up is schematically illustrated in Figure 3.1. A six-cylinder

Euro-VI European emission standards heavy-duty diesel engine is studied with an

aftertreatment system that consists of: a diesel oxidation catalyst (DOC), diesel

particulate filter (DPF), selective catalytic reduction (SCR) and an ammonia oxidation

catalyst (AMOX). The engine is furthermore equipped with a WHR system that recovers

heat from both the EGR line and main exhaust (EXH) line. The studied WHR system is

based on a typical organic Rankine cycle (ORC) with pure ethanol as the working fluid.

Ethanol is selected because of its physical and thermodynamic properties, which are

suitable for this low temperature application. The ethanol is pumped from a reservoir

at atmospheric pressure through plate-fin counter-flow evaporators, where it changes its

state from liquid to two-phase and then vapor at the evaporator outlet. By expanding

the vaporized ethanol, mechanical power is generated at the expander shaft. In this

set-up, a two-piston expander is used that, according to the manufacturer data, can

withstand ethanol in the two-phase state for short periods of time. To close the cycle,

a condenser is used that brings the ethanol back to the liquid state. For safety reasons,

a pressure relief valve is used that limits the system pressure to 60 bar.
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Figure 3.1: Schematic representation of the experimental set-up.

The measurement system consists of thermocouples to measure temperature and thin-

film pressure sensors. The exhaust gas mass flow rate is measured using Coriolis flow

meters, while the ethanol mass flow rate is measured using helicoidal flow meters. To

test the system under various engine loads and rotational speeds, a dynamometer is

connected to the engine. To minimize heat losses to the environment, the WHR system

was insulated.

Note that in the studied system, the expander and the pumps are mechanically coupled

to the engine crankshaft. A disadvantage of this design is that due to mechanical

coupling, the pressure in the system can be restricted, and thus, the power of the

WHR system becomes limited. The advantage is that the mechanical power is directly

transmitted to the engine, without energy losses from a power converter or variable

transmission. During gear shifting, when the requested power is less than the WHR

system net output power, Preq < Pwhr, a throttle valve is closed (ut = 0%) to avoid

unwanted torque response. However, in this study, we focus only on the power mode

(excluding gear shifting), and thus, the throttle valve is kept fully opened (ut = 100%).

To avoid droplets, i.e., to guarantee the vapor state after the EGR evaporator and EXH

evaporator, two bypass valves, uegr and uexh, are used. These bypass valves manipulate

the ethanol flow rate, such that the vapor state is maintained after the evaporators in

the presence of engine disturbances. On the exhaust gas side, the EGR valve ug1
is

controlled using the standard calibration for a conventional engine. From the cooling

perspective, a valve ug2
is used to bypass the exhaust gases at the EXH evaporator and,

so, accommodates the maximum condenser cooling capacity.
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3.3 Waste Heat Recovery System Modeling

The WHR system model is described using a component-based approach using first

principle modeling. It consists of a reservoir, pumps, valves, evaporators, condenser and

an expander model. The pumps and expander are map-based components, while the

rest is modeled based on the conservation principles for mass and energy. The pipes, on

the vapor side (indicated with red in Figure 3.1) are modeled as a compressible volume.

The WHR system model is developed based on the following assumptions:

• the working fluid flows always in the positive direction;

• transport delays and pressure drops along the pipes are neglected;

• pressure drops along the evaporators are neglected on both the working fluid and

exhaust gas side;

• the exhaust gas change in density along the evaporators is neglected;

• the condenser is ideal, so that the reservoir provides working fluid at the ambient

pressure of 1 bar and a temperature of 65 ◦C.

Here, a brief review is given for the main components within the system, and more

details can be found in [39, 42].

3.3.1 Pump

The WHR system is equipped with two identical pumps. The mass flow rate through a

pump is computed based on the ideal mass flow rate and volumetric efficiency as:

ṁp = ṁp,idηvol (3.1)

where the volumetric efficiency ηvol = f(ωp, pr) is a function of pump speed ωp (rev/s)

and the pressure ratio across the pump pr, according to the measurements. The ideal

mass flow rate is given by:

ṁp,id = Vdωpρ (3.2)

where Vd is the pump displacement volume and ρ is the working fluid density. The

pump power is obtained using:

Pp = ṁp
pout − pin

ρηisηvol

(3.3)

where ηis is the isentropic efficiency and accounts for internal pump energy loss caused

by friction and external thermal loss. Due to the low viscosity of ethanol, the isentropic
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efficiency is assumed at the upper limit [60], i.e., ηis = 0.9. The outgoing working fluid

temperature is calculated based on the energy balance equation:

Tp,out = Tp,in +
1− ηis

ṁpcp

Pp (3.4)

where cp = f(Tp,in, pin) is the specific heat capacity of the working fluid.

3.3.2 Valve

The valves within the WHR system are modeled as incompressible flow valves for flows

in the liquid state and compressible flow valves for the two-phase and vapor flows. The

thermodynamic state of the outgoing fluid is calculated assuming an isenthalpic process

through the valve, i.e., hout = hin.

Incompressible Flow Valve

The mass flow rate through the valve for incompressible flow is expressed as:

ṁiv = uvcdA0

√
2ρ(pin − pout) (3.5)

where uv represents the duty cycle from 0 to 1 applied to the valve actuator, cd is the

discharge coefficient, A0 is the orifice area and pin−pout is the pressure difference across

the valve.

Compressible Flow Valve

The compressible flow valve is modeled using:

ṁcv = uvcdA0

√
ρinpinφ (3.6)

where φ is the compressibility coefficient defined as:

φ =
2γ

γ − 1

(
ψ

2
γ − ψ

γ+1
γ

)
, with: (3.7)

γ =
cp

cv

(3.8)

The parameter ψ has the following expression, whether the flow is subsonic or

supersonic:

ψ =





pout

pin
if pout

pin
>
(

2
γ+1

) γ
γ−1

subsonic
(

2
γ+1

) γ
γ−1

if pout

pin
≤
(

2
γ+1

) γ
γ−1

supersonic
(3.9)
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where pout/pin is the pressure ratio across the valve and
(

2
γ+1

) γ
γ−1

is the critical pressure

ratio.

3.3.3 Evaporator and Condenser

The thermal behavior of the WHR system is mainly influenced by the evaporators

and condenser. Therefore, the modeling of these components plays a crucial role to

describe the WHR system dynamic behavior [28]. The evaporators are plate-fin counter-

flow heat exchangers in which the working fluid changes its state from liquid to two-

phase and from two-phase to vapor [21]. Compared to [42], an improved model for

the EGR evaporator is described in [39]. Here, we incorporate the enhanced EGR

evaporator model and derive an EXH evaporator using a similar representation as in [39].

The enhanced evaporator model combines a finite difference modeling approach with a

moving boundary one. Thus, it captures multiple phase transitions along a single pipe

flow. To characterize the single-phase flow, as well as the two-phase flow phenomena,

more advanced heat transfer coefficients are used, which improve the prediction accuracy

of the exhaust gas and working fluid temperature in general. The evaporator model is

based on the conservation principles of mass and energy. The time derivative of pressure

is neglected, since the pressure dynamics are much faster than the thermal phenomena.

As a result, the evaporator model can be written as the following set of partial differential

equations:

Conservation of mass (working fluid):

Vf
∂ρf

∂t
+ L

∂ṁf

∂z
= 0 (3.10)

Conservation of energy:

ρgcpgVg
∂Tg

∂t
= cpgṁgL

∂Tg

∂z
− αgSg(Tg − Twg)− Q̇loss (3.11a)

ρfVf
∂hf

∂t
= −ṁfL

∂hf

∂z
+ αfSf(Twf − Tf) (3.11b)

Conservation of energy at the wall:

ρwcpwγwVw
∂Twg

∂t
= αgSg(Tg − Twg)− λwSw

δw

(Twg − Twf) (3.12a)

ρwcpw(1− γw)Vw
∂Twf

∂t
= −αfSf(Twf − Tf) +

λwSw

δw

(Twg − Twf) (3.12b)
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where z is the space coordinate along the length L of the evaporator and Vf, Vg and

Vw are the volume occupied by the working fluid, by the exhaust gas and by the wall,

respectively. Furthermore, S is the surface area, cp is the specific heat capacity, λw

represents the wall thermal conductivity and δw is the wall thickness. A constant factor

γw = 0.6 is introduced in Equation (3.12) to separate the mass of the wall, i.e., Mw =

ρwVw, including fins on the exhaust side from the mass of the wall on the working

fluid side. The wall conduction has been found to be of great importance for the

dynamic evaporator behavior. Thus, in Equation (3.12), the transversal wall conduction

is computed based on two temperature points, Twg and Twf.

The heat transfer coefficients on the exhaust gas side αg and working fluid side αf are

based on Nusselt numbers correlation selected from [54]. The heat transfer on the

exhaust gas side is enhanced by fins, and thus, a Nusselt number correlation for finned

surfaces has been selected. On the working fluid side, the heat transfer coefficient

depends on the flow regime, laminar or turbulent, indicated by the Reynolds number,

as well as the working fluid state of matter, i.e., liquid, two-phase and vapor. In the

two-phase state, the heat transfer coefficient is a function of the vapor fraction obtained

from the temperature-enthalpy diagram illustrated in Figure 3.2. The working fluid

vapor fraction is computed as:

χf =
hf − hl(pf)

hv(pf)− hl(pf)
(3.13)

where hl(pf) and hv(pf) denote the specific saturated liquid and vapor enthalpy,

respectively, as a function of system pressure pf.
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Figure 3.2: Ethanol temperature as a function of specific enthalpy and pressure.
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Using Equation (3.13), the working fluid has the following states:

• χf ≤ 0 for liquid;

• 0 < χf < 1 for two-phase;

• χf ≥ 1 for vapor.

The condenser model is based on a simplified approach described in [42].

3.3.4 Mixing Junction

The mixing junction is considered to be characterized by fast fluid dynamics, such that

the stationary conservation laws for mass flow and energy can be applied. Thus, the

outlet mass flow is given by:

ṁout =
n∑

k=1

ṁk,in (3.14)

where n is the total number of inlet fluid streams and ṁk,in denotes the k-th inlet fluid

mass flow.

Assuming ideal mixing, the stationary mixing junction vapor fraction is calculated with

the energy balance equation as:

χmix =
1

ṁout

n∑

k=1

ṁk,inχk,in (3.15)

where χk,in are a function of specific enthalpy and system pressure according to

Equation (3.13).

Pressure Volume

Let us consider the piping after the evaporators as a fixed volume. A pressure volume

model is introduced to characterize the pressure and temperature dynamics inside the

volume, as a function of the inlet and outlet conditions. The pressure volume model

assumes that the working fluid is in the vapor state and that it behaves like an ideal

gas. The laws for the mass conservation Equation (3.16a) and energy conservation

Equation (3.16b) are then applied to this ideal gas:

dm

dt
= ṁin − ṁout (3.16a)

mcv
dT

dt
= cpṁinTin − cv

(
ṁin − ṁout +

cp

cv

ṁout

)
T (3.16b)
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where m is the working fluid mass and T is the temperature inside the pressure volume.

Next, assume the ideal gas law:

dp

dt
=
p

T

dT

dt
+
RT

V

dm

dt
(3.17)

and define:

a = −ṁin − (γ − 1) ṁout, b = γṁin (3.18)

Then, Equation (3.16a) and (3.16b) become:

m
dT

dt
= bTin + aT (3.19a)

mT
dp

dt
= (bTin + aT )p+mT

R

V
(ṁin − ṁout) (3.19b)

where V is the volume, R is the ideal gas constant and γ is given by Equation (3.8).

For steady-state conditions, Equation (3.19a) and (3.19b) simplify to ṁout = ṁin and

T = −(b/a)Tin = Tin, respectively.

3.3.5 Expander

The expander model is a map-based component, in which the outgoing mass flow rate

is:

ṁexp = fm

(
ωexp,

pin

pout

)
(3.20)

where ωexp is the expander speed and pin/pout is the pressure ratio. In a similar way,

the WHR system net output power, including the pumps’ power, is given by:

Pwhr = fP

(
ωexp,

pin

pout

)
(3.21)

Next, the expander power is calculated by adding to Equation (3.21) the absolute net

power of

the pumps:

Pexp = Pwhr + Pp1 + Pp2 (3.22)

where Pp1, Pp2 are the pumps’ requested power. Assuming that the heat losses to the

environment are negligible, the enthalpy at the expander outlet is obtained from:

hout = hin −
Pexp

ṁexp

(3.23)

Similar to the vapor fraction modeling for the evaporator, the expander outlet vapor

fraction is obtained by substituting Equation (3.23) into Equation (3.13).
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3.3.6 Experimental Validation

The WHR system model validation is performed over a wide range of engine operating

conditions: engine torque between 500–2600 N·m and engine speed between 1200–

1850 rpm. The experimental data was first processed to check if the energy conservation

principles are satisfied. To this end, data reconciliation techniques have been applied

to correct for the mass flow rate measurement inaccuracies (more details are given in

[42]).

The measured signals used as input for the WHR system model are: the expander speed,

bypass valves duty cycle, exhaust gas mass flow rate and temperature for both the EGR

and EXH evaporator. Based on these input signals, the WHR system model predicts

the heat flow rate through the system, the working fluid mass flow rate, the system

pressure, the temperature and the power. For brevity, here, we show a few results that

are related to the improved evaporator models.

In Figure 3.3, the heat flow through the system, mass flow rate and pressure are

compared with the measurements. All of the heat flow rates are expressed relative

to the maximum condenser cooling capacity. The working fluid mass flow rates ṁf,egr

and ṁf,exh and system pressure pf are expressed relative to the maximum values that

the system can reach. To calculate the exhaust gas and working fluid heat flow rate for

both evaporators, the following expressions are used:

Q̇g = ṁgcpg(Tg,in − Tg,out)

Q̇f = ṁf(hf,in − hf,out)
(3.24)

where cpg is the exhaust gas heat capacity. For brevity, in Figure 3.3a, we show the

total exhaust heat flow rate, calculated as:

Q̇g,tot = Q̇g,egr + Q̇g,exh + Q̇loss,egr + Q̇loss,exh (3.25)

where Q̇loss,egr and Q̇loss,exh are the heat losses to the environment (see Equation (3.11a)).

The exhaust gas heat flow rates Q̇g,egr and Q̇g,exh are transferred to the working fluid in

the form of Q̇f,egr and Q̇f,exh, respectively. From the simulation results, we can see that

heat flow rates through the system are well captured by the model on both the exhaust

gas side and working fluid side, with an average error of 2%. Furthermore, the mass flow

rates through both evaporators show good behavior. The average error is 3%, as well as

the pressure dynamics, with an average error of 2%. The oscillations observed between

2000–4000 s are a consequence of the WHR control algorithm, which manipulates the

bypass exhaust gas valve ug1
due to cooling requirements. As can be seen, after 4000 s,

a peak in the total exhaust gas heat flow rate is present that exceeds the condenser
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cooling capacity. However, this is for a short period of time, and thus, not visible in the

working fluid heat flow rate, which could eventually lead to cooling issues.

In Figure 3.4, the working fluid temperature and vapor fraction after the evaporators

and mixing junction are compared with experimental data. The working fluid

temperature after the EXH evaporator shows that there are differences as compared

to the measurements. This follows from the applied data reconciliation techniques,

which are not perfect and still result in some inaccuracies with respect to the energy

conservation principle. To overcome this behavior, more accurate mass flow sensors are

necessary. Unfortunately, this equipment was not available at the experimental set-

up. Furthermore, the instrumentation to measure the vapor fraction was not available.

However, in the liquid region (χ ≤ 0) and vapor region (χ ≥ 1), the vapor fraction

can be calculated based on the measured temperature and pressure. The two-phase

behavior can be validated by observing at which moment the working fluid switches

from the vapor state to the two-phase state and back at the evaporator outlet. This

behavior can be seen for the EXH evaporator between 5000–7000 s, where the vapor

fraction χf,exh drops significantly due to the low heat input (see the corresponding Q̇f,exh

in Figure 3.3a).

The model prediction error is calculated using the following expression:

e = 100 · |ysim − ymeas|
ymax − ymin

(3.26)

where ysim is the output to be compared, while ymax and ymin are the outputs at

maximum and minimum engine thermal load, respectively. The resulting average and

maximum error for the heat flow rate, mass flow rate, system pressure and temperature

are summarized in Table 3.1.

Table 3.1: Summary of the model prediction error and improvement compared

with data from [42]

Symbol
Error Improvement

Average Maximum Average Maximum

Q̇f 2% 4% - 2%

ṁf 3% 7% - -

pf 2% 3% - 1%

Tf 4% 13% 2% 7%



3.3 Waste Heat Recovery System Modeling 59

50

100
Q̇

g
,t
o
t
[%

]

 

 

measured
simulation

0

50

Q̇
f
,e
g
r
[%

]

0 2000 4000 6000 8000
0

50

Q̇
f
,e
x
h
[%

]

Time [s]

(a)

40

60

80

ṁ
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Figure 3.3: (a) Total exhaust gas heat flow rate, including losses and working

fluid heat flow rate for both evaporators; (b) Working fluid mass flow rate

through the evaporators and system pressure.
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Figure 3.4: (a) Working fluid temperature after the evaporators and mixing

junction; (b) Vapor fraction after the evaporators and mixing junction.
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Compared to the previous model, we first see that the working fluid temper-

ature prediction error decreased on average by 2%, while the maximum error

decreased by 7%. This indicates that both the steady-state and dynamic be-

haviors of the evaporators are improved. For the mass flow rate, there is no

improvement, since the pump and the valve models are kept the same. Fur-

thermore, there is insignificant improvement for the average heat flow rate and

system pressure error. However, due to the improved EGR and EXH evapo-

rator models, the maximum heat flow rate and system pressure error decreased

by 2% and 1%, respectively.

3.4 Control Design

In this section, the control objective is presented, followed by the model for control and

the problem formulation in the model predictive control framework.

3.4.1 Control Objective

Based on Equation (3.13), let us denote the vapor fraction after the EGR and EXH

evaporator with χf,egr and χf,exh. Using Equation (3.15), the vapor fraction downstream

of the mixing junction is given by:

χf,mix =
ṁf,egrχf,egr + ṁf,exhχf,exh

ṁf,egr + ṁf,exh

(3.27)

In Figure 3.5, the control scheme is illustrated. The control input is u = [uegr uexh]>;

the output is y = [χf,egr χf,exh]>; and the engine disturbance w = [Q̇g,egr Q̇g,exh ωeng]>.

The controller design objective can now be formulated as the synthesis of a control

algorithm that maximizes the WHR system output power while guaranteeing safe

operation, i.e., χf,mix ≥ 1, in the presence of highly dynamic engine disturbances.

However, an optimization problem that maximizes power with χf,mix ≥ 1 gives a

non-unique global solution as a function of control input u. This could lead to

excessive system actuation [61]. Additionally, in order to avoid infeasibility during

optimization, the output constraints need to be included as soft constraints, which

requires additional optimization variables. Thus, the problem complexity increases. To

avoid these undesired effects while satisfying the safe operation requirement, here, we

use a particular solution, in which the vapor quality after both evaporators indicates

vapor, i.e., [χf,egr χf,exh]> ≥ [1 1]>. The expander is able to cope with working fluid in
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Figure 3.5: Schematic representation of the control scheme.

the two-phase state. Thus, for shorts periods of time, we assume a vapor fraction limit

of 0.9 at the expander inlet.

The WHR system efficiency increases as the system operates closer to the safety margin

[31], i.e., χf,egr = χf,exh = χf,mix = 1. Consequently, based on simulation results, the

WHR output power is shown to reach its maximum at the safety margin [61]. Thus,

for maximum output power, the controller design objective reduces to the synthesis of

a control algorithm with good disturbance rejection properties that allows operation

close to the safety limit.

3.4.2 Model for Control Design

For control design, a low-computational model that captures the WHR system dynamics

is necessary. However, the developed high-fidelity WHR system model has around 150

states and is highly nonlinear, mainly due to the two-phase phenomena. Therefore, the

model is linearized and reduced around a representative set of operating conditions.

In Figure 3.6a, we show the steady-state WHR system operating area, including

limitations: the sum of Q̇g,egr and Q̇g,exh is limited to 100% by the condenser cooling

power; ethanol decomposition can occur at a temperature higher than 280 ◦C, and

emissions can increase due to the low exhaust gas flow through the EGR valve. These

limitations are expressed in the steady state, and thus, they can be violated for short

periods of time, especially during transients. The resulting WHR system operating area

is shown in green in Figure 3.6a.

Within the WHR system operating area, three linearization points are selected (see

Figure 3.6a with numbers) that are shown to be sufficient in describing the WHR

system dynamics [43]. The points are selected close to the boundaries for emissions

and condenser limitation, where the system is expected to operate more often. This

is seen from a World Harmonized Transient Cycle and steady-state measurements that
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Figure 3.6: (a) Cold-start World Harmonized Transient Cycle and steady-

state points within the waste heat recovery (WHR) system operating area

(green) and limitations: cooling capacity (grey), high emissions (yellow),

ethanol decomposition (magenta); (b) Schematic representation of the switching

mechanism with hysteresis.

also motivate the switching lines choice l1 and l2.

The three corresponding linear models are of high order, because they retain the same

number of states as the high-fidelity model. To use these models for control, model

reduction techniques based on balanced truncation are used. A model order of n = 7 is

chosen, such that the error system ||G − Gr||∞ satisfies:

||G−Gr||∞ ≤ 2(σn+1 + σn+2 + . . .+ σm) (3.28)

where G is the full linear model of order m, Gr is the reduced linear model of order n

and σ are the singular values of G. The reduced order state-space linearized model in

discrete time is:

x(k + 1) = Aix(k) +Bi,uu(k) +Bi,ww(k)

y(k) = Cix(k), i = {1, 2, 3}
(3.29)

where Ai ∈ Rn×n, Bi,u ∈ Rn×q, Bi,w ∈ Rr×n, x ∈ Rn, u ∈ Rp, w ∈ Rq, y ∈ Rr.

The three reduced order models are integrated within the control scheme using

a switching mechanism with hysteresis, as shown in Figure 3.6b. The switching

mechanism indicates the active controller based on the EGR and EXH heat flow rates

from the engine. This is achieved by monitoring the distance between the switching

lines l1, l2 and the point that expresses the current EGR and EXH heat flow rate.

A parameter δq that defines the hysteresis is introduced to avoid chattering around
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the switching lines. From simulation results, we conclude that δq = 14.5% gives good

switching behavior without chattering.

3.4.3 Linear Model Predictive Control

The control inputs u(k) = [uegr(k) uexh(k)]>, at time k, are computed by an MPC

controller. The controller consists of a state estimator and an optimizer (see Figure 3.5).

The state estimator is used to obtain estimates of x(k) from the output y(k) =

[χf,egr(k) χf,exh(k)]> computed from the measurements. To improve the state estimation,

the engine disturbances w(k) are assumed to be measured.

The optimizer solves a linear optimization problem that minimizes a cost function J

subject to constraints. As the objective is to have good disturbance rejection, the

cost function J penalizes deviations of the predicted controlled outputs ŷ(k+ i) from a

constant reference r(k+i) and changes of the inputs ∆u(k+i). The penalty matrices Wy

and W∆u are constant inside each operating region of the WHR system. The predictions

are expressed in terms of ∆u(k + i) = u(k + i)− u(k + i− 1), and the cost function is

defined as:

J(k) =

Ny−1∑

i=0

||r(k + i+ 1)− ŷ(k + i+ 1)||2Wy
+

Nu−1∑

i=0

||∆u(k + i)||2W∆u
, Nu ≤ Ny

(3.30)

where Ny is the prediction horizon and Nu is the control horizon. The cost function

J(k) is obtained based on the reduced order linear model, which is used to predict the

behavior of the plant, starting at the current time k, over a future prediction horizon

Ny. This predicted behavior depends on the assumed input trajectory u(k + i) over

a control horizon Nu and measured output y(k) and disturbance w(k). The input

increments ∆u(k + i) = 0 for i ≥ Nu, i.e., u(k + i) = u(k + Nu − 1) for all i ≥ Nu. In

Equation (3.30), ||·||2W denotes the weighted two-norm squared, i.e., ||x||2W = x>W>Wx.

At each time k ∈ Z+, we estimate the system state x(k) and solve the following

optimization problem (this is often called a receding horizon principle):

Problem 3.4.1.

min
∆u(k),...,∆u(k+Nu−1)

J(k) (3.31)

subject to Equation (3.29) and:

0 ≤ u(k + i) ≤ 100, i = 0, . . . , Ny − 1 (3.32)
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The control action sent to the system is u(k) = u(k − 1) + ∆u∗(k),

where ∆u∗(k) is the first element of the optimal sequence obtained by solv-

ing Problem 3.4.1. For state estimation, a general linear state observer

[62] is designed based on the measured plant output, which gives the state

estimate x̂ through a gain matrix. The gain matrix is designed using

well-known Kalman filtering techniques.

For each region in the operating WHR area, an MPC controller is designed. All three

MPC controllers receive the current manipulated variable and output signals, for their

state estimates. During switching, the state estimator can experience bumps, because

the model reduction does not preserve the same states for each region. However, by

penalizing the input increments ∆u(k + i|k) in the optimization Problem 3.4.1, these

effects are mitigated and aggressive plat actuation is avoided.

3.4.4 Nonlinear Model Predictive Control

In this section, a nonlinear model predictive control (NMPC) is developed using the

high-fidelity WHR system model. In the NMPC control structure, the high-fidelity

WHR system model is used for both, as prediction model and as simulation model.

We denote the high-fidelity WHR system model using the general form of a non-linear

system, i.e.:

ẋ = f(x, u, w)

y = g(x)
(3.33)

where x is the state vector, u the control input, w the disturbance vector and y the

model output. Then, at each time step k ∈ Z+, the NMPC strategy solves the following

optimization problem:

Problem 3.4.2.

min
u(k),...,u(k+Nu−1)

J(k) (3.34)

subject to Equation (3.33) and:

0 ≤ u(k + i) ≤ 100, i = 0, . . . , Ny − 1 (3.35)

The NMPC uses the same prediction horizon Ny and control horizon Nu as the linear

MPC. However, note that Problem 3.4.2 computes directly the control input u(k) over

the control horizon Nu and not the control input increment ∆u(k). Moreover, a state
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estimator and a switching mechanism are not necessary, since the control model and

the high-fidelity model are identical. The solution to Problem 3.4.2 is obtained using

the fmincon routine from Matlab.

The main reason for developing an NMPC strategy is for comparison purposes,

since the algorithm is computationally expensive and, thus, is not feasible for online

implementation.

3.5 Simulation Results and Discussion

To evaluate the MPC strategy, measurements from a Euro VI heavy-duty diesel engine

are used. The control strategy is tested on a simple stepwise cycle and then on a

cold-start World Harmonized Transient Cycle (WHTC) that covers typical driving

conditions: urban, rural and highway. As a benchmark, a classical PI controller is

used [43], as well as a nonlinear MPC (NMPC) strategy. The PI control objective

is to manipulate the control input u, such that the evaporator’s outlet temperature

follows a predefined reference temperature. This reference temperature is the ethanol

saturation temperature plus a safety margin of 10 ◦C. The simulation environment

is MATLAB/Simulink R© from The Mathworks Inc., Massachusetts, USA. The MPC

strategy is implemented using the model predictive control Toolbox, while the NMPC

strategy uses a sequential quadratic programming (SQP) solver.

The controller sampling time is Ts = 0.4 s, which yields an acceptable approximation

of the system dynamics. The prediction horizon is Ny = 45, and the control horizon

is Nu = 4 time steps. The prediction horizon of 18 s is chosen, so that the most

important system dynamics within the engine operating area are captured. The control

horizon of 1.6 s follows from the fact that larger values do not considerably improve

the performance, while the computational complexity increases significantly. The

corresponding weighting matrices are:

MPC{1,2,3} : Wy = {diag(0.8, 0.8), diag(0.9, 0.9), diag(0.8, 0.9)},
W∆u = {diag(0.05, 0.05), diag(0.1, 0.1), diag(0.2, 0.2)},

NMPC: Wy = diag(0.9, 0.8),

Wu = diag(10−5, 10−5)

(3.36)

For the MPC strategy, the weighting matrices are tuned for a stepwise cycle, such that

a good trade-off is obtained between control effort and robustness to model uncertainty.

However, using these settings, the controller is shown to perform well also for other type

of cycles, such as a WHTC. For the NMPC strategy, a similar weighting is chosen for
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Wy. Since the NMPC optimization is performed subject to the high-fidelity model in

Equation (3.33), the weighting Wu is chosen small to allow more control freedom.

3.5.1 Stepwise Cycle

In this cycle, illustrated in Figure 3.7a, the engine torque is varied stepwise within

the complete operating area, i.e., 500–2600 N·m, while the speed is kept constant at

1213 rpm. From the WHR system perspective, the engine torque and speed translates

into EGR and EXH heat flow rate (see Figure 3.7b). The EGR and EXH heat flow

rate together with the engine speed are the main disturbances for the WHR system,

besides other disturbances, such as ambient temperature and ethanol temperature from

the reservoir. The operating region is determined based on the EGR and EXH heat flow

rate outside the controller. All three controllers become active with no chattering during

switching, which could lead to instability. This indicates a good switching behavior of

the switching mechanism with hysteresis.

In Figure 3.8, we show the vapor fraction after the EGR and EXH evaporator, as well

as after the mixing junction. The reference r for the controller is set to a constant

value of 1.05 superheat for both evaporators. From Equation (3.13), the superheat

in temperature corresponding to this vapor fraction varies as a function of pressure

from 10 ◦C to less than 5 ◦C as the pressure reaches its maximum. After the mixing

junction, a good disturbance rejection is obtained, with ±5% maximum deviation from

the specified reference r. Starting from 2400 s, the control inputs reached the limits

(see the lower plot in Figure 3.8), i.e., uegr = 0% (fully closed) and uexh = 100% (fully

opened). Thus, the output is indeed no longer able to follow the reference. The reason

comes from the engine heat flow rate: at the EGR evaporator, the exhaust gas heat flow

rate reached more than 60% while at the EXH evaporator, it dropped close to zero due

to ug2
actuation to avoid exceeding the condenser cooling capacity. However, depending

on the situation, the vapor fraction after the mixing junction can still show the vapor

state, and therefore, mechanical power is delivered, despite the control input that hit

the constraint.
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Figure 3.7: (a) Engine torque and speed; (b) Engine exhaust gas heat flow rate

and the operating region signal.
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tor, exhaust (EXH) evaporator, mixing junction together with the control input

for the model predictive control (MPC) strategy.
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3.5.2 World Harmonized Transient Cycle

To validate and quantify the performance of the developed control strategy, a highly dy-

namic

cold-start World Harmonized Transient Cycle (WHTC) is used (Figure 3.9a).

This is an 1800 s cycle that consists of urban, rural and highway driving conditions.

The WHTC is a challenging cycle due to a highly dynamic behavior that includes also

the heat-up phase of the engine and WHR system. The engine disturbances from such

a cycle are illustrated in Figure 3.9b. The switching signal indicates that only Regions

1 and 2 are reached.
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Figure 3.9: (a) Engine torque and speed from a cold-start World Harmonized

Transient Cycle (WHTC); (b) Engine heat flow rate from a cold-start WHTC

and operating region signal.

For comparison, we use two additional control strategies: a classical PI control scheme

[43] and an NMPC strategy described in Section 3.4. The results for these three control

strategies are shown in Figure 3.10. For brevity, we only show the vapor fraction after

the mixing junction.

During the first 1200 s, the WHR system is heating up, and therefore, no vapor state

is encountered after the mixing junction. Note, however, that for each evaporator, the

heat-up period is different, up to 600 s for the EGR evaporator and 1200 s for the

EXH evaporator. The exhaust evaporator takes longer to heat-up due to more mass

and the aftertreatment system located upstream. The difference in heat-up period can

be observed also from the period of time the control input uegr and uexh are on the

constraint.
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Figure 3.10: (a) Vapor fraction after the mixing junction, absolute error and

control inputs for proportional-integral (PI), model predictive control (MPC)

and nonlinear MPC (NMPC) control strategy for a cold-start WHTC; (b) WHR

system net output power, system pressure and mass flow rates through the EGR

and EXH evaporator.

The objective of all three controllers is to maintain vapor and to be as close as possible to

χf,egr = χf,exh = 1 for maximum output power. However, due to highly dynamic

disturbances and the limitations of the control input, maintaining the vapor state is

challenging. The main reasons for introducing an NMPC controller are: first, to verify

how good is the control strategy if the WHR system model is exactly known, and second,

what the global control input solution is. From the simulation results, we found that

the global solution is difficult to obtain, since the system is highly nonlinear with local

minima over the prediction horizon. Thus, the NMPC solution is sensitive to the initial

condition for the optimization Problem 3.4.2. Here, for initialization of the NMPC

strategy, we used the MPC solution. As a result, the NMPC strategy corrects for the

modeling errors between the reduced order linear model and the high-fidelity model.

At first instance, all three controllers seem to behave quite similarly, especially the MPC

and NMPC control strategies. To quantify the performance of each controller, we use

two indicators: the time in the vapor state tv and the recovered thermal energy U over

the complete cycle.
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Figure 3.11: Time in the vapor state and recovered thermal energy for the

MPC and NMPC strategy compared to the PI control strategy.

The performance indicators are define as follows:

Time in vapor state: tv = Ts

tf∑

0

(χmix ≥ 1) (3.37)

Thermal energy: U =

tv∫

0

Pwhr(t)dt (3.38)

where tf is the total cycle time and Pwhr(t) is the instantaneous WHR system net

output power. The instantaneous output power Pwhr(t) and the recovered energy U are

calculated only when the safety requirement χmix ≥ 1 is satisfied. In the case that the

safety requirement is not fulfilled, i.e., χmix < 1, the expander needs to be bypassed to

avoid damage.

From Figure 3.11, we can see that the MPC controller outperforms the PI controller in

terms of time in the vapor state and recovered thermal energy, with approximately 15%.

The NMPC strategy improves the considered performance indices by 10% as compared

to the MPC strategy. This result gives an indication about the model uncertainty

used within the MPC strategy. Despite the improved result, the NMPC controller has

several drawbacks. First, the computational complexity is significant, which makes

the NMPC scheme not feasible for real-time implementation. Second, it can converge

to local minima, resulting in worse control behavior than with a linear MPC. As a

solution, an NMPC algorithm that uses global solvers can be considered; however, the

computational complexity will grow even more.
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3.6 Conclusions and Future Research

The modeling and control of a waste heat recovery system for a Euro-VI heavy-duty

truck engine was considered. The exhaust gas energy is recovered by means of two

parallel evaporators. To generate power, an expander is used, mechanically coupled

with the pumps to the engine crankshaft. The main conclusions of this chapter are

summarized in what follows.

(1) The existing WHR system model was improved by including enhanced evaporator

models. The model combines the finite difference modeling approach with a

moving boundary one and, thus, captures multiple phase transitions along a single

pipe flow.

(2) A switching model predictive control strategy was designed, to guarantee the safe

operation of the WHR system. The proposed control strategy performance is

demonstrated on a highly dynamic cold-start World Harmonized Transient Cycle.

Simulation results showed improved performance for the proposed MPC strategy

in terms of vapor time and recovered thermal energy by 15%, as compared to a

classical PI controller;

(3) A nonlinear model predictive control was developed to demonstrate that control

performance can be improved by approximately 10% in the case that the model

of the system is exactly known.

(4) One limitation of the proposed MPC strategy is the need of vapor fraction

measurement equipment or an estimator to make the method applicable in

practice.

Future work will focus on vapor fraction estimation and on experimental demonstration

of the proposed MPC strategy. Furthermore, the supervisory control strategy [32] that

combines energy and emission management will be extended by considering the proposed

WHR control strategy.



Chapter 4

Control of a Waste Heat Recovery

System with Decoupled Expander1

Abstract In this chapter, a switching Model Predictive Control strategy is proposed for

a Waste Heat Recovery system in heavy-duty automotive application. The objective is

to maximize the WHR system output power while satisfying the output constraints under

highly dynamic engine variations. For control design, a WHR system architecture with the

expander and pumps decoupled from the engine is considered. Compared to a WHR system

with the expander coupled to the engine, up to 29% more output power is obtained for the

considered design. This holds for both steady state and highly dynamic engine conditions.

The simulation results are obtained using a validated high-fidelity WHR system model with

realistic disturbances from a Euro VI heavy-duty diesel engine.

4.1 Introduction

In the automotive industry, the main objective is to minimize the fuel consumption of

internal combustion engines within the emission constraints. Despite the implemen-

tation of new engine technologies, approximately 60% of the fuel energy is still lost

through the coolant and exhaust [29]. A promising technology to further increase the

engine efficiency, and thus reducing the CO2 emissions, is to exploit the exhaust gas

energy using a Waste Heat Recovery (WHR) system [31]. A WHR system converts the

exhaust gas energy to mechanical power, which can be used for the engine drivetrain or

to drive an electric generator.

For automotive applications, one of the most attractive technology for heat recovery is

1This chapter is based on [44].
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based on the Organic Rankine Cycle (ORC) [51, 63]. The main reason is that ORCs use

as working fluid an organic substance instead of water, which is better adapted to lower

heat temperature sources [59, 64]. Furthermore, unlike Rankine Cycles (RCs) used in

power plants, an ORC allows local and small scale power generation. As a result, ORCs

become suitable for automotive systems, where physical space is limited.

Compared to power plants, the main challenge in automotive is WHR system operation

with highly dynamic heat sources. According to the driving cycle, the exhaust gas

temperature and mass flow rate can experience large variations. This can degrade the

WHR system performance and lead to critical conditions such as: dry out, flooding and

temperature shocks in the components [13].

To maximize the output power while avoiding critical conditions, control of WHR

systems is crucial [31]. Most of the control methods are based on PI or PID

controllers [26, 27]. A WHR system is a multiple-input multiple-output (MIMO) system

characterized by coupling between the inputs and outputs. Often these couplings are

neglected and treated as parallel single-input single-output (SISO). This may not be

adequate for highly transient applications. In the open literature, only a few WHR

control strategies are presented that can handle mutivariable control problems. In [60],

a generalized minimum variance control was designed for a 100 kW WHR system.

Although the control method showed satisfactory set-point tracking and disturbance

rejection performance, the literature is still lacking optimal control methods for WHR

systems with constraints.

This chapter presents a switching Model Predictive Control strategy for a WHR system

heavy-duty automotive application. The method deals with highly dynamic engine

behavior and with system constraints to guarantee safe operation. The focus is on

maximizing the system pressure as a way of generating the maximum output power,

subject to input and output constraints. A WHR system with the expander and

pumps decoupled from the engine is considered. Hence, the expander speed is free

to vary allowing different operating pressures. For comparison, the WHR system

architecture from [41] is used as a benchmark. This benchmark WHR system has

the expander and the pumps mechanically coupled to the engine. Both architectures

are evaluated for steady-state conditions and for real-world driving conditions from the

World Harmonized Transient Cycle (WHTC).

This chapter is organized as follows. In Section 4.2, the studied WHR system is

described. In Section 4.3, the control problem is formulated. Section 4.4 provides

a steady-state analysis for output power maximization. In Section 4.5, the Model

Predictive Control design is presented. Section 4.6 compares the proposed control
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Figure 4.1: Schematic representation of the fully decoupled system.

performance for both coupled and decoupled WHR system architectures. Conclusions

and suggestions for future research are presented in Section 4.7.

4.2 System description

The studied system is illustrated in Fig. 4.1. The heat source is a 13 liter, 6 cylinder

Euro-VI heavy-duty diesel engine with common rail injection, a variable-geometry

turbocharger and an aftertreatment system. The aftertreatment system consists of a

Diesel Oxidation Catalyst (DOC), a Diesel Particulate Filter (DPF), Selective Catalytic

Reduction (SCR), and an Ammonia Oxidation catalyst (AMOX). To recover the exhaust

gas energy a WHR system is installed. The WHR system recovers heat from both the

Exhaust Gas Recirculation line and the line downstream of the aftertreatment system,

by means of two evaporators: called EGR and EXH, respectively. The working fluid is

pure ethanol due to its properties that are suitable for this low-temperature application.

The working principle of the studied WHR system is based on the Organic Rankine

Cycle (ORC) principle: the ethanol is pumped from a reservoir through the EGR and

EXH evaporators. There, the fluid is vaporized, passes through the expander, rejects

heat at the condenser, and returns back to the reservoir. Using a two-piston expander,

the vaporized ethanol is expanded and as a result, mechanical power is produced.
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The system pressure is limited to 60 bar, by a pressure relief valve. The EGR valve ug1

is controlled by the Engine Control Unit (ECU), whereas ug2 is a valve that bypasses

the exhaust gas such that the condenser cooling capacity is not exceeded. The expander

is mechanically coupled to a generator (G), while the pumps are independently driven

by electric motors (M). This WHR system design offers an additional degree of freedom

related to the evaporation temperature. In a design with the expander coupled to the

engine the system pressure is given by the engine and pumps speed, while in a decoupled

configuration the pressure can be varied by manipulating the expander speed using a

generator. An on/off throttle valve ut is installed before the expander, to accommodate

gear shifting for the case with the expander coupled to the engine. In this study, the

focus is on power mode (excluding gear shifting). Thus, the throttle valve is maintained

fully opened (ut = 100%).

4.3 Problem formulation

An important requirement for the WHR system is safe operation. The system is said

to operate safely if vapor state is maintained before the expander. The presence of

droplets at the inlet of the expander can lead to damage of the system.

The ethanol two-phase behavior is based on the temperature-enthalpy characteristic

illustrated in Fig. 4.2. Let us define the vapor fraction χf as:

χf =
hf − hl(pf )

hv(pf )− hl(pf )
, (4.1)

where hl(pf ) and hv(pf ) denote the specific saturated liquid and vapor enthalpy,

respectively, as a function of system pressure pf . Based on Eq. (4.1), the working

fluid has the following states:

• χf ≤ 0 for liquid;

• 0 < χf < 1 for two-phase;

• χf ≥ 1 for vapor.

Let us denote the vapor fractions downstream of the EGR and EXH evaporator with

χf,egr and χf,exh, respectively. Assuming perfect mixing, the stationary vapor fraction

after the mixing junction is:

χf,mix =
ṁf,egrχf,egr + ṁf,exhχf,exh

ṁf,egr + ṁf,exh

, (4.2)
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Figure 4.2: Ethanol temperature as a function of specific enthalpy and pressure.

where ṁf,egr and ṁf,exh are the ethanol mass flow rates through the evaporators. The

WHR system net output power is defined as:

Pwhr = Pexp − Ppump1 − Ppump2 , (4.3)

where Pexp is the expander output power and Ppumpi is the requested power for pump

i = {1, 2}.
The objective is to maximize the WHR system net output power, while satisfying

the safety requirement in the presence of highly dynamic engine disturbances. These

disturbances are the following exhaust gas heat flow rates:

Q̇g,i = ṁg,icp,i(Tg,i − Tamb), i = {egr, exh}, (4.4)

where ṁg,i and Tg,i are the exhaust gas mass flow rates and temperatures upstream of

the evaporators, cp,i are the heat capacities, and Tamb is the ambient temperature.

From an optimization perspective, the problem can be formulated as follows:

Problem 4.3.1.

max
ωp1,ωp2,ωexp

Pwhr

subject to: χf,mix ≥ 1

ωminp ≤ ω{p1,p2} ≤ ωmaxp

ωminexp ≤ ωexp ≤ ωmaxexp

(4.5)

In Eq. (4.5), ωminp , ωmaxp are the pump minimum and maximum speed and ωminexp , ωmaxexp

are the expander minimum and maximum speed, respectively.



78 4 Control of a Waste Heat Recovery System with Decoupled Expander

(a)

0 500 1000 1500 2000 2500
0

20

40

60

80

100

ω
exp

 [rpm]

P
w

h
r [

%
]

 

 

op. point 1
op. point 2
op. point 3

(b)

Figure 4.3: (a) WHR system operating area (green) and limitations: cooling

capacity (grey), high emissions (yellow), ethanol decomposition (magenta). (b)

WHR system net output power for χf,egr = χf,exh = 1.1.

4.4 System analysis

For the analysis of the WHR system, a validated high-fidelity WHR system model is

used (details of this model can be found in [41]). The model includes the convective heat

losses to the environment and is developed for analysis and control design of the WHR

system. In Fig. 4.3a, the WHR system operating area and limitations are shown: i) the

cooling limitation (grey) due to condenser capacity, ii) ethanol degradation (magenta)

that can occur at fluid temperatures higher than 280◦C, iii) increased emissions (yellow)

due to low EGR exhaust gas flow rate. Assuming that these limitations are dealt with

at a supervisory level, the green area becomes the WHR system operating region. Inside

this region, twelve steady-state points were measured on the experimental set-up. We

perform a steady-state analysis on three representative operating points (indicated in

Fig. 4.3a with numbers).

The WHR system output power as function of the expander speed is shown in Fig. 4.3b.

The results are obtained by varying the expander speed over the complete range while

the pumps speed are adjusted such that χf,egr = χf,exh = χf,mix = 1.1. For all the three

operating points, the optimum expander speed is around 500 rpm. It is found that

this optimum expander speed is the same for all the engine conditions in which vapor

state can be achieved. However, there are engine conditions, e.g., with low exhaust gas

temperatures, for which vapor state cannot be realized at ωexp = 500 rpm. Therefore,

the expander speed needs to be increased such that the system operates at a lower
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Figure 4.4: Steady-state analysis for a fixed expander speed ωexp = 1700 rpm

under three different engine conditions.

pressure. Accordingly, the evaporation temperature can be reached and vapor state can

be realized.

For a fixed expander speed, Fig. 4.4 shows the vapor fractions, as a function of pumps

speed, after each evaporator and after the mixing junction. The expander speed is

kept fixed in order to analyze the maximum net output power as a function of the

working fluid superheat. Mechanical power is produced when χf,mix ≥ 1. Otherwise,

the expander needs to be bypassed to avoid damage. The power contour lines show

that the maximum output power is obtained at the intersection point of the saturated

vapor lines, i.e.,

χf,egr = χf,exh = χf,mix = 1. (4.6)

System operation at the saturated vapor boundary is challenging to maintain under

highly dynamic engine disturbances. Therefore, the superheat is increased, e.g., to

χf,egr = χf,exh = χf,mix = 1.1, as illustrated in Fig. 4.4 with dashed lines. The choice of

the superheat value is a tradeoff between disturbance rejection and maximum output

power.
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4.5 Control design

In this section the control objective is given and the control problem is formulated in

the Model Predictive (MPC) framework. The main reasons for choosing MPC are: it

explicitly takes input and output constraints into account and it handles mutivariable

control problems naturally.

4.5.1 Control objective

The control scheme illustrated in Fig. 4.5 consists of: a switching mechanism, an MPC

controller and the WHR system. The control input is defined as u = [ωp1 ωp2 ωexp]
>,

the output is y = [χf,egr χf,exh pf ]
>, and the engine disturbance is w = [Q̇g,egr Q̇g,exh]

>.

In practice, for the single-phase state (liquid and vapor), the vapor fractions can be

calculated from the measured temperatures Tf,egr, Tf,exh and pressure pf based on the

temperature-enthalpy characteristic illustrated in Fig. 4.2. For the two-phase state, a

vapor fraction estimator is required, e.g., using the working fluid density information.

Here for simplicity, we assume that the information regarding the vapor fractions χf,egr

and χf,exh are available.

WHR
system

State
estimator

MPC controller

Optimizer
y

w

r

u
x̂

regionSwitching
mechanism

Figure 4.5: Schematic representation of the MPC control strategy.

The objective is to solve optimization Problem 4.3.1. First, the WHR system power

is a nonlinear function that depends on the working fluid state (liquid, two-phase and

vapor), engine heat flow rates, system pressure, pumps and expander speed. The WHR

system output power shows a strong dependency with pressure: as the pressure increases

also the output power increases. Thus the expander speed is manipulated, such that

the system pressure is maximized and as a consequence, also the output power. Second,

with respect to the safe system operation, it was shown that maximum power is obtained

at the saturated vapor boundary, i.e., χf,egr = χf,exh = 1. Under highly dynamic engine
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Figure 4.6: (a) WHR system partitioned operating area. (b) Representation of

the switching mechanism with hysteresis.

disturbances, the expander manufacturer data indicates that vapor fractions down to 0.9

for a short period of time are allowed. However, to avoid formation of droplets during

the expansion process and in the presence of engine disturbances, the operation at the

saturated vapor line is not feasible in practice. Thus, a safety margin is adopted in which

the regulation control problem is to maintain a vapor fraction of χf,egr = χf,exh = 1.1.

In Section 4.6, we will show that, for real driving conditions, this safety margin produces

a good tradeoff between disturbance rejection and output power.

The controller design can be summarized as the synthesis of a control algorithm with

the following objectives: (i) guarantee safe operation, (ii) maximize system pressure.

4.5.2 Switching mechanism

The WHR system is highly non-linear mainly due to the two-phase phenomena inside

the evaporators. As a result, one linear controller for the complete engine operating

range is not sufficient to achieve the desired control objectives (i) and (ii). A solution is

to partition the WHR system operating area in several regions. Two switching lines l1

and l2 are defined that partition the WHR system operating area in three regions (see

Fig. 4.6a). To avoid chattering around the switching lines, a hysteresis is introduced,

as illustrated in Fig. 4.6b. A parameter δq characterizes the switching behavior. Based

on simulation results, a δq = 14.5% is adopted, which shows good switching behavior

with respect to highly dynamic engine heat flow rates Q̇g,egr and Q̇g,exh.
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4.5.3 State estimator

The high-fidelity WHR system model is of high order, i.e., n = 150 states, which is

rather large for control design. Therefore, the model is linearized and reduced around

a representative operating points (see Fig. 4.6a with numbers). The points are selected

close to the boundaries for emissions and condenser limitation, where the WHR system

is expected to operate more often, as seen from the World Harmonized Transient Cycle.

For each region, the linearized model is reduced by balanced truncation, resulting in

the following state-space discrete time linear model:

x(k + 1) = Aix(k) +Bi,uu(k) +Bi,ww(k),

y(k) = Cix(k), i = {1, 2, 3},
(4.7)

where Ai ∈ Rn×n, Bi,u ∈ Rn×q, Bi,w ∈ Rr×n, x ∈ Rn, u ∈ Rp, w ∈ Rq, y ∈ Rr. The

dynamical behavior of (4.7) is more important than the steady-state behavior, since the

system will hardly reach steady-state for the studied cycle. The order of these models

is chosen such that the error system is less than twice the sum of the full order model

singular values [41]. This results in a n = 9 order model for each operating region.

To estimate the system state x̂, a general state observer is designed. The state observer

estimates x̂ based on a gain matrix. The gain matrix is design using well known

Kalman filtering techniques [62]. Note that the MPC controller receives measurements

of the disturbance w(k), to improve the state estimation. These disturbances, however,

are considered constant over the prediction horizon. One could improve the control

performance by including information about the disturbance dynamic behavior. As a

result, controller switching inside the prediction window becomes possible.

4.5.4 Optimizer

The predictive control problem minimizes at each time step k a cost function J(k). The

cost function J(k) penalizes the deviations of the predicted controlled outputs ŷ(k + i)

from a reference r, changes of the inputs ∆u(k + i), and additional terms for output

constraints violation.The cost function is defined as:

J(k) =

Ny−1∑

i=0

||r − ŷ(k + i+ 1)||2Wy

+
Nu−1∑

i=0

||∆u(k + i)||2W∆u
+ ρε2, Nu ≤ Ny

(4.8)
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where Ny and Nu are the prediction horizon and control horizon, respectively. The

decision variables are expressed in terms of the input increments ∆u(k + i) = u(k +

i) − u(k + i − 1). For i ≥ Nu, the input increments ∆u(k + i) = 0, i.e., u(k + i) =

u(k+Nu− 1) for all i ≥ Nu. In (4.8), || · ||2W denotes the weighted 2-norm squared, i.e.,

||x||2W = x>W>Wx.

The constraints on the output y(k) are softened by introducing a slack variable ε ≥ 0.

The weight ρ penalizes the output constraints violation and is defined as:

ρ = 105 ·max{Wy,W∆u}. (4.9)

Note that in (4.9), the weight ρ is much larger than any element from Wy and W∆u.

This makes the last term in (4.8) more important than other terms, when the output

constraints are violated. Furthermore, in (4.8), the reference is chosen constant, i.e.,

r = [1.1 1.1 60]>. This is to force system operation at the maximum allowed pressure

of 60 bar, while the vapor fractions are maintained at 1.1.

Next, the model predictive control problem is expressed as the following optimization

problem.

Problem 4.5.1.

min
∆u(k),...,∆u(k+Nu−1),ε

J(k) (4.10)

subject to (4.7) and

umin ≤ u(k + i) ≤ umax,

ymin − εV min ≤ y(k + i+ 1), i = 0, . . . , Ny − 1
(4.11)

where the weight V min quantifies the relaxation of the output constraints. As V min

becomes larger, the constraint is softer while for V min = 0 the constraint is hard

and cannot be violated. Here, V min is a positive number such that optimization

Problem 4.5.1 remains feasible even if the output constraints are not satisfied, e.g.,

during the heat-up period. The computed control input is u(k) = u(k − 1) + ∆u∗(k),

where ∆u∗(k) is the first element of the optimal sequence obtained by solving (4.10).

4.6 Simulation results

In this section, the proposed MPC strategy is applied on the fully decoupled WHR

system architecture (expander and pumps decoupled from the engine). A comparison
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is made with the benchmark configuration (expander and pumps fully coupled)

and coupled architecture (expander coupled, pumps decoupled). The switching

MPC strategy is tested on both steady-state and dynamic behavior from the World

Harmonized Transient Cycle (WHTC). The simulation results are performed using real

disturbances from a Euro VI heavy-duty diesel engine with the benchmark WHR system

architecture. The MPC strategy is implemented in Matlab R© using the Model Predictive

Control Toolbox.

The input and output constraints are defined as:

umin =
[

50
50
500

]
, umax =

[
2500
2500
2500

]
, ymin =

[
1.05
1.05

1

]
. (4.12)

In (4.12), note that the output constraints are between one and the set reference. This

is to penalize the cost function before the vapor fraction reaches the two-phase state.

Furthermore, the minimum pumps speed is set to a positive value to allow a certain

mass flow rate through the pumps and avoid evaporators dry out.

A controller sapling rate of 0.4 s is chosen, which yields an acceptable approximation

of the system dynamics. The prediction horizon is Ny = 45 (18 s) and control horizon

Nu = 4 (1.6 s). The prediction horizon is chosen such that it captures the system

dynamics, while the control horizon is chosen small since larger values do not improve

the performance considerably. For each region 1, 2, 3, the weighting matrices are: W 1
y =

W 3
y = diag(0.2, 0.2, 0.1), W 2

y = diag(0.1, 0.1, 0.1), and W 1
∆u = W 2

∆u = diag(3, 2, 9),

W 3
∆u = diag(2, 2, 3). These parameters are normalized weights applied to the scaled

inputs and outputs (defined by the maximum value), such that all variables have

similar magnitude within the optimization problem. For output constraints softening,

a parameter V min = 40 is used. The controller parameters are tuned on transitions

between steady-state operating points shown in Fig. 4.3a. The tuning is performed

to obtain fast disturbance rejection and constraints satisfaction over the whole system

operating region. However, we show that these parameters provide good results, also

during the transient behavior from the WHTC.

4.6.1 Steady-state results

In Fig. 4.7, the steady-state results for each WHR system architecture is illustrated.

Compared to the benchmark, a small output power gain can be seen for the coupled

architecture that considers the pumps disconnected from the engine. This indicates

that the pumping power is small with respect to the expander power.

For the decoupled configuration, up to 20 − 30% improvement can be seen for 10
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Figure 4.7: Steady-state comparison between different architectures: bench-

mark (expander and pumps coupled to the engine), coupled (expander coupled,

pumps decoupled) and decoupled (expander and pumps decoupled).

points within the WHR system operating area. The output power values are expressed

relative to the maximum power. The increase in power is due to the additional

degree of freedom given by the expander speed. From the safety point of view, the

differences are insignificant for studied cases, as χf,mix indicates vapor for all WHR

system configurations.

4.6.2 Transient results

To verify the potential of the output power increase during transients, a hot-start WHTC

is used. The WHTC is a highly transient cycle that covers typical driving conditions:

urban, rural and highway. For the hot-start, the working fluid initial condition before the

expander is 200◦C. In Fig. 4.8, the disturbances (heat flow rates and engine speed) from

hot-start engine conditions and switching signal are shown. Due to a highly dynamic

exhaust gas mass flow rate, the engine heat flow rates are subject to sudden changes

(response time less than 1 s). However, by using hysteresis, the resulting switching

minimum dwell time is 5 s. Note that for this cycle region 3 is not reached. The reason

for designing a controller also for region 3 is to cover the situation of high-load engine

run, which can lead to operation in region 3 as it can be seen from the steady-state

measurements.
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Figure 4.8: Disturbances from a hot-start World Harmonized Transient Cycle

(WHTC) and switching signal.

In Fig. 4.9 for clarity, we compare the results for the coupled and the decoupled WHR

system architectures, since the output power for the benchmark architecture do not

significantly differ from the coupled expander case.

Two output signals are compared: the WHR net output power and the vapor fraction

after the mixing junction. The computed control inputs are shown in Fig. 4.10. To

quantify the performance of both architectures the following indices are used: the time

in vapor tv, i.e., the cumulated time where χf,mix ≥ 1, and the recovered thermal energy

U , where U =
∫ tv

0
Pwhr(t)dt. For each driving conditions, urban, rural, highway and

cumulated, these performance indices are summarized in Table 4.1. The time in vapor

is slightly larger for the coupled configuration. Mainly this is because the coupled WHR

system operates at a lower pressure. By manipulating the expander speed, the decoupled

architecture increases the chance of creating vapor, see Fig. 4.9 between 100 − 400 s.

However, due to the slow expander transient behavior, the decoupled architecture can

result in a lower output power as compared to the coupled architecture. This can be

seen in Fig. 4.9, between 400− 800 s.

In terms of recovered thermal energy, the decoupled WHR system architecture becomes

superior for driving conditions with high heat flow rate. Especially during the highway

driving, up to 28% more thermal energy recovery is seen for the decoupled WHR system

configuration. The cumulated relative energy potential improvement is up to 29%.
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Figure 4.9: Comparison between the coupled and decoupled WHR system for

a hot-start WHTC.
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Figure 4.10: Control inputs for a hot-start WHTC.
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Table 4.1: Performance indices in terms of vapor time and recovered thermal

energy expressed relative to the decoupled system configuration.

urban rural highway cumulated

time energy time energy time energy time energy

coupled 610s 19% 420s 14% 417s 38% 1447s 71%

decoupled 583s 10% 400s 24% 405s 66% 1388s 100%

Gain -27s -9% -20s 10% -12s 28% -59s 29%

4.7 Conclusions

In this chapter, a Model Predictive Control strategy was presented for a Waste Heat

Recovery system for automotive applications. The objective was to maximize WHR

system output power while guaranteeing safe operation under highly dynamic engine

disturbances. To achieve these objectives over the complete engine operating range,

a switching MPC strategy was proposed. The proposed MPC strategy showed good

disturbance rejection properties and output constraints satisfaction. The MPC strategy

was shown to deal with both coupled and decoupled WHR system designs. The

decoupled expander design outperforms the coupled design by 29% in terms of output

power for real-world driving conditions from a World Harmonized Transient Cycle.

Future work will focus on combining the supervisory control strategy [32] for the

proposed low-level MPC control strategy and decoupled WHR system configuration.



Chapter 5

Integrated Powertrain Control1

Abstract This chapter presents an integrated energy and emission management strategy,

called Integrated Powertrain Control (IPC), for a Euro-VI diesel engine with an electrified

waste heat recovery system. This strategy optimizes the CO2-NOx trade-off by minimizing

the operational costs associated with fuel consumption, AdBlue dosage, and active particulate

filter regeneration, while satisfying the tailpipe emission constraints. In simulations, the

proposed control strategy is applied to different powertrain configurations: with and without

waste heat recovery (WHR) system and WHR system equipped with a battery for energy

storage. The potential of each studied configuration is evaluated over the World Harmonized

Transient Cycle for cold-start and hot-start conditions. Compared to a baseline (Euro VI

engine without WHR system), it is shown in simulations that the optimal IPC strategy with

an electrified WHR system and battery provides an additional 3.5% CO2 emissions reduction,

while satisfying the NOx emission constraint.

5.1 Introduction

With the introduction of the new emission standards in Europe, USA and Japan, the

tailpipe pollutant emissions (CO, HC, NOx, PM) of current heavy-duty diesel engines

are forced towards near zero impact level. To achieve this goal, several measures have

been taken, such as augmenting conventional engines with common rail fuel injection

equipment, advanced turbocharging, exhaust gas recirculation and aftertreatment

systems. In addition, the automotive industry is focusing on improving the fuel efficiency

and, as a result, also reducing CO2 emissions. However, fuel consumption remained

1This chapter is based on [45].
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nearly unchanged during the last two decades [2]. A promising way for improving fuel

economy can be obtained by vehicle hybridization [65–67]. Using this approach, the

pollutants need to be analyzed carefully, since a diesel hybrid electric vehicle can improve

the fuel economy, but in the same time can emit more pollutants than a conventional

vehicle [68]. A way to cope with pollutant constraints is by synthesizing an integrated

energy and emission management strategy [69, 70].

Apart from vehicle hybridization, another promising solution to further reduce fuel

consumption and to meet future CO2 emission legislation is to use a Waste Heat

Recovery (WHR) system [31, 71, 72]. This system converts the engine exhaust gas heat

energy into mechanical energy useful for propulsion or for electrical power generation

[51]. The WHR system can be based on the Rankine cycle (RC) or on the organic

Rankine Cycle (ORC). The difference between ORC and RC is that the ORC uses

instead of water an organic fluid, which is better adapted to low-temperature heat

sources.

Most of the studies on engines with WHR system are focused on low-level WHR system

control [13, 21, 33]. Only a few studies deal with overall powertrain system performance

with WHR systems [10, 32]. In [10], the fuel saving potential for a passenger vehicle with

a RC WHR system is presented. The study shows the restrictions on WHR system power

output due to the vehicle integration, the on-board electric system architecture, package

considerations, increased weight, cooling demand, and exhaust gas backpressure. All

these aspects can lead to a reduction of the fuel saving potential that can be achieved

using a WHR system.

Optimizing the overall engine-aftertreatment-WHR system performance is a challenging

task. This is due to interaction between the subsystems, highly dynamic nature of the

driving cycle, different time constants of subsystems, nonlinearities, and constraints.

In [32], a cost-based optimization strategy is presented. This strategy integrates

energy and emission management, the so-called Integrated Powertrain Control (IPC),

by minimizing the total operational cost, while explicitly taking into account the tailpipe

emission constraints set by legislation. The operational cost to be optimized consists

of the cost for fuel, AdBlue dosage, and the fuel costs associated with active Diesel

Particulate Filter regeneration.

In this chapter, we extend the integrated energy and emission management from [32]

to a heavy-duty diesel engine with an electrified WHR system. Compared to a non-

electrified one, the advantages of an electrified WHR system are:

(i) the possibility to store energy for latter usage using a battery;
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(ii) increased flexibility for WHR power output manipulation;

(iii) easy integration within a hybrid electric vehicle to further increase fuel saving

potential.

Here, a complete powertrain model is used that consists of the following components:

a heavy-duty diesel engine with aftertreatment model [32], a complete WHR system

model (see Chapter 3) with decoupled expander configuration, and an electric system

(motor, generator and battery). The low-level WHR system control strategy, that is

used, has been presented in Chapter 4.

This chapter is organized as follows. In Section 5.2, the studied powertrain is described.

Section 5.3 and Section 5.4 present the high-fidelity simulation model and the control

model, respectively. In Section 5.5, the control problem is formulated and the proposed

IPC strategies are presented. The simulation results are compared with the baseline

strategy in Section 5.6. Finally, conclusions are drawn in Section 5.7.

5.2 System description

In Fig. 5.1, a schematic representation of the studied system is illustrated. It is based

on a state-of-the-art 12.9 l, 6 cylinder, 375 kW Euro-VI diesel engine. This engine is

equipped with a common rail injection system, a turbocharger with Variable Turbine

Geometry (VTG), Charge Air Cooling (CAC) and an Exhaust Gas Recirculation (EGR)

system. To meet Euro-VI emission legislation, an exhaust gas aftertreatment system is

installed. This aftertreatment system consists of a Diesel Oxidation Catalyst (DOC),

a Diesel Particulate Filter (DPF) and an urea-based Selective Catalytic Reduction

(SCR) system with an Ammonia Oxidation catalyst (AMOX) [73]. The DPF is used to

filter out particulates from the exhaust flow. Periodically, the trapped particulates are

oxidized by injecting fuel upstream of the DOC. As a result, the exhaust gas temperature

is increased. This process is called DPF regeneration. The NOx emissions downstream

of the DPF system are converted into harmless products over the Cu-Zeolite SCR

catalyst. This catalytic process requires ammonia (NH3). The ammonia is formed

by decomposing the injected urea solution (AdBlue) in the hot exhaust gases, upstream

the SCR. To avoid unacceptable ammonia slip, an AMOX catalyst is used.

In this study, an ORC-based Waste Heat Recovery (WHR) system is added to the

engine. This WHR system recovers heat from both the EGR line and the line

downstream of the aftertreatment system, where the EGR evaporator replaces the

standard EGR cooler. The exhaust gas heat is used to create vapor at the outlet of both
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Figure 5.1: Studied Euro-VI engine with aftertreatment and an electrified

WHR system. The aftertreatment consists of a Diesel Oxidation Catalyst

(DOC), a Diesel Particulate Filter (DPF), Selective Catalytic Reduction (SCR),

and an Ammonia Oxidation catalyst (AMOX). The WHR system consists of two

parallel evaporators and a two-piston expander to convert the exhaust gas heat

into mechanical power. The engine is assisted by a motor (M) that receives

electrical power from a generator (G) and a battery.

counter-flow evaporators. The working fluid is pure ethanol due to its thermodynamic

properties suitable for this low-temperature application. The ethanol flow through each

evaporator is individually manipulated by two electric pumps. A two-piston expander

converts the recovered thermal energy into mechanical energy. To close the cycle,

a condenser is used that brings the ethanol back to its liquid phase. In case the

condenser cooling capacity is exceeded, the exhaust gases before the exhaust evaporator

are bypassed using the proportional exhaust bypass valve. The tank is assumed to be

ideal, providing ethanol at a constant temperature and pressure. Furthermore, an on/off

expander bypass is present for two reasons: first, to avoid liquid flow into the expander

cylinders when vapor state cannot be realized (e.g. during start-up) and second, to

reduce the expander power in case there is no power demand and the battery is fully

charged. For safety reasons when the pressure exceeds 60 bar, a pressure relive valve is

activated.

The expander mechanical power drives an electric generator (G). The generated

electrical energy is then used to charge a battery or to drive an electric motor (M)
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which is directly coupled to the engine crank shaft. Note that in order to asses the fuel

economy achieved solely by the WHR system, energy recovery during vehicle braking

(regenerative braking) is not considered here.

In this chapter, the following six cases are analyzed and compared:

• Baseline: engine with aftertreatment system. The control strategy mimics the

control of a Euro-VI heavy-duty diesel engine.

• Recal WHR: engine with aftertreatment and a WHR system without battery. The

engine control parameters are tuned off-line (recalibration).

• Recal battWHR: engine with aftertreatment and a WHR system augmented

with a battery for energy storage. The engine control parameters are tuned

(recalibration). The battery management is realized using a rule based strategy

given in Appendix B.1;

• IEM: engine with aftertreatment system. The integrated energy management

(IEM) uses the baseline hardware platform, for which the engine settings are

optimized on-line to meet the tailpipe emission constraints;

• IPC WHR: engine with aftertreatment and a WHR system. The integrated

powertrain control (IPC) optimizes the engine, aftertreatment and WHR system

such that the tailpipe emission constraints are satisfied;

• IPC battWHR: engine with aftertreatment and a WHR system equipped with

a battery for energy storage. This strategy is based on the IPC WHR, but

augmented with an optimized battery energy management system;

5.3 Simulation model

The simulation model represents the complete powertrain model. It contains validated

engine, aftertreatment and WHR system models. Furthermore, a battery, a motor and

a generator model are included. In what follows, these models are described in detail.

5.3.1 Engine

In this application, the engine is considered to be a static component as compared to

the aftertreatment, WHR system and battery. This is motivated by the fact that the

engine time constant is much smaller than the time constant of the other mentioned
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subsystems. The engine behavior is described by eight static 4D maps, with the engine

speed ωE, engine brake torque τE without motor, EGR valve position uEGR, and VTG

valve position uV TG as inputs:

{ṁfl, ṁEGR, TEGRin, TEGRout,ṁexh, Texh, ṁNOx , ṁPM}
= fi(ωE, τE, uEGR, uV TG), i = 1, . . . , 8,

(5.1)

where ṁfl is engine fuel mass flow that realizes the requested brake torque,i.e., τreq = τE,

and ṁEGR, TEGRin and TEGRout are EGR mass flow and temperature in and out the

EGR evaporator, respectively. Furthermore, ṁexh and Texh are exhaust gas mass flow

and temperature, ṁNOx represents the engine out NOx mass flow and ṁPM is the

engine out particulate matter mass flow. These engine maps are constructed using

a validated dynamic mean-value engine model without a WHR system. The effect of

changing ambient conditions is not considered, the engine model is derived at an ambient

temperature and pressure of 20◦C and 1 bar, respectively.

5.3.2 Aftertreatment system

To simulate the DOC, DPF and SCR system a high-fidelity validated aftertreatment

model is used. The model consists of one-dimensional submodels of a pipe with

urea decomposition, pre-oxidation catalyst (DOC), diesel particulate filter (DPF), SCR

catalyst, and ammonia oxidation (AMOX) catalyst. The catalyst models are based on

first principle modeling using mass and energy balances. In these models, the catalysts

are divided in segments to describe the spatial distribution of pressure, temperature

and chemical components. More details about the aftertreatment modeling approach

can be found in [73].

5.3.3 Waste Heat Recovery system

The WHR system model is developed using a component-based approach. It consists of

a reservoir, pumps, valves, evaporators, condenser, and an expander model. The pumps,

valves and expander are modeled as stationary components, while the evaporators and

condenser are based on mass and energy conservation principles:

Conservation of mass (working fluid):

Vf
∂ρf
∂t

+ L
∂ṁf

∂z
= 0. (5.2)
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Conservation of energy (exhaust gas and working fluid):

ρgcpgVg
∂Tg
∂t

= cpgṁgL
∂Tg
∂z
− αgSg(Tg − Twg)− Q̇loss, (5.3a)

ρfVf
∂hf
∂t

= −ṁfL
∂hf
∂z

+ αfSf (Twf − Tf ) (5.3b)

Conservation of energy (at the wall):

ρwcpwγwVw
∂Twg
∂t

= αgSg(Tg − Twg)−
κwSw
δw

(Twg − Twf ), (5.4a)

ρwcpw(1− γw)Vw
∂Twf
∂t

= −αfSf (Twf − Tf ) +
κwSw
δw

(Twg − Twf ), (5.4b)

where z is the space coordinate along the length L of the evaporator, Vf , Vg and Vw

are the volumes occupied by the working fluid, by the exhaust gas, and by the wall,

respectively. Furthermore, S is the surface area, cp is the specific heat capacity, κw

represents the wall thermal conductivity, and δw is the wall thickness. A constant

factor γw is introduced in Eq. (5.4) to separate the mass of the wall, including fins on

the exhaust side from the mass of the wall on the working fluid side. In Eq. (5.4), the

transversal wall conduction is computed based on two temperature points Twg and Twf ,

one on the exhaust gas side and one on the working fluid side, respectively. The heat

transfer coefficients on the exhaust gas side αg and working fluid side αf are based on

Nusselt numbers correlations selected from [54]. The working fluid vapor fraction is

computed as:

χf =
hf − hl(pf )

hv(pf )− hl(pf )
, (5.5)

where hl(pf ) and hv(pf ) denote the specific saturated liquid and vapor enthalpy,

respectively, as a function of system pressure pf .

The piping after the evaporators is considered as a fixed volume. A pressure volume

model is introduced to characterize the temperature and pressure dynamics inside the

volume, as a function of the inlet and outlet conditions:

dm

dt
= ṁin − ṁout, (5.6a)

m
dT

dt
= bTin + aT, (5.6b)

mT
dp

dt
= (bTin + aT )p+mT

R

V
(ṁin − ṁout), (5.6c)

where V is the volume and R is the specific ideal gas constant. The expressions for a

and b are defined as:

a = −ṁin −
(
cp
cv
− 1

)
ṁout, b =

cp
cv
ṁin. (5.7)
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In (5.6), the working is assumed to be in vapor state. Under highly dynamic engine

conditions, the working fluid reaches two-phase state. However, for normal operating

conditions (excluding the start-up phase) this is only for short period of time and thus

(5.6) still provides acceptable prediction accuracy [41].

The WHR system net power output is calculated by:

PWHR = Pexp − Pp1 − Pp2, (5.8)

where Pexp is the expander power and Pp1, Pp2 are the requested power to drive the

pumps. More details about the evaporator model development and validation is

described in [39], while the complete WHR system model is validated in [41].

5.3.4 Electric system

The motor is connected to the engine crankshaft and can deliver power to the vehicle

driveline, while the generator is connected to the expander of the WHR system. The

motor and generator can be modeled using affine expressions to account for drag losses

[74]. However, here for simplicity, the motor and the generator are modeled using a

constant efficiency ηM and ηG, respectively.

The battery pack is modeled as a series connection of n battery cells with an internal

resistance R and nominal voltage Uoc. By considering quadratic losses, the battery pack

power at the terminals PB can be expressed as [74]:

PB = PS − βP 2
S , β =

R

nU2
oc

. (5.9)

The energy in the battery EB can be written as:

ĖB = −PS, (5.10)

where the internal battery power PS and energy EB are limited, i.e.,

PS ∈ [PSmin, PSmax], (5.11)

EB ∈ [0, EBmax]. (5.12)

The battery state of energy (SOE) is defined as:

SOE =
EB

EBmax
, (5.13)

where EBmax is the maximum battery energy that can be stored in the battery.
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The generator, motor, and battery are connected as follows:

PG = ηGPWHR (5.14)

PM = ηM(PG + PB), (5.15)

where PWHR is the WHR system net power output.

5.4 Control model

In this section, the control model used in the optimal control strategy is presented. The

control model for the engine, motor, generator and battery are identical to the simulation

model. For the aftertreatment model and WHR system, a simplified representation is

used within the control model. The control model dynamic behavior is given by:

ṪDOC = c1ṁexh(Texh − TDOC), (5.16)

ṪSCR = c2ṁexh(TDOC − TSCR)− c3(TSCR − Tamb), (5.17)

ṁNOxtp = ṁNOx(1− ηSCR), (5.18)

ṖWHR =
1

ζWHR

(
ηWHR(Q̇EGR + Q̇exh)− PWHR

)
, (5.19)

ĖB = −PS. (5.20)

where, c1, c2, c3 are constants specified in Table 5.1 and ṁNOxtp represents the NOx

emissions at the tailpipe.

The thermal behavior of the aftertreatment system is lumped using two differential

equations (5.16) and (5.17), that model the DOC temperature TDOC and the SCR

temperature TSCR. In (5.18), the SCR conversion efficiency ηSCR is a function of the

SCR temperature TSCR, the space velocity vS and the DOC efficiency ηDOC , i.e., ηSCR =

g(TSCR, vS, ηDOC). The space velocity vS [1/s] is expressed as:

vS =
ṁexh

ρexhVSCR
, (5.21)

where ρexh is the exhaust gas density at ambient conditions and VSCR is the SCR catalyst

volume. The DOC efficiency ηDOC is shown in Fig. 5.2a as a function of TDOC and vS.

The SCR efficiency ηSCR (see Fig. 5.2b) is computed by interpolating between three

stationary maps for different DOC efficiencies ηDOC = [0, 0.5, 1].

The WHR system net power output PWHR is approximated by a first-order model

with an average time constant ζWHR. Fig. 5.3 illustrates the stationary WHR system
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Figure 5.2: (a) DOC efficiency map ηDOC . (b) SCR conversion efficiency for

three different values of ηDOC .
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Figure 5.3: Stationary WHR system efficiency map ηWHR, obtained by running

the simulation model for 20 by 20 grid points, distributed over the complete

engine speed and toque values. For the WHR system, the pumps and expander

speed settings are realized by the low-level WHR system control.

efficiency map ηWHR, obtained using the high-fidelity validated simulation model. The

average time constant ζWHR is obtained by fitting (5.19) to the simulation model output

over a representative real-world diving cycle. The EGR and exhaust heat flow rates are
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given by:

Q̇EGR = ṁEGRcpEGR(TEGRin − TEGRout), (5.22a)

Q̇exh = ṁexhcpexh(TSCR − Ttp), (5.22b)

where ṁEGR, TEGRin, TEGRout and ṁexh are from (5.1) and Ttp is taken as the ambient

temperature, i.e., Ttp = Tamb.

5.5 Control strategy

In Fig. 5.4, a schematic representation of the proposed engine control system is shown.

It consists of the engine maps for fueling, two low-level controllers and a supervisory

control strategy. The low-level controllers are: the urea dosing control strategy and the

WHR control system. The supervisory control strategy objective is to determine the

settings for the uEGR, uV TG, and PS, such that operational costs are minimized subject

to input, state and emission constraints. For this control strategy, we assume that the

cooling capacity of the WHR system is not exceeded. Therefore, the exhaust bypass

valve ug2 is always fully closed (ug2 = 0%).
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Figure 5.4: Schematic representation of the integrated powertrain control with

an electrified WHR system. The supervisory strategy computes the engine

settings uEGR and uV TG and the internal battery power PS.
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By assuming ideal torque management, the mechanical torque balance reads:

τE = τreq − τM , τM =
PM
ωE

, (5.23)

where τreq is the requested torque and τM is the torque delivered by the electric motor.

5.5.1 Low-level SCR control

The low-level SCR controller determines the required AdBlue dosing ṁa. To this end,

a model-based ammonia storage controller is used. An SCR catalyst model is used to

estimate in real-time the ammonia storage θ from the SCR catalyst temperature TSCR

and pre-SCR NOx emissions ṁNOx . This estimated value is compared with a reference

value θref , calibrated for the standard Euro-VI engine. The difference between θref and

θ is fed to a PID controller. By controlling θ, we aim to achieve high NOx conversion

efficiency and avoid excessive NH3 slip in case of a sudden temperature increase. A

detailed description of this low-level SCR control can be found in [75].

5.5.2 Low-level WHR control

The low-level WHR system control computes the pumps speed ωp1 and ωp2 and the

expander speed ωexp. The objective is to maximize the WHR system net output power

PWHR, while satisfying the safety requirements in the presence of highly dynamic engine

disturbances. These disturbances are known represented by the engine heat flow rates

Q̇EGR and Q̇exh defined in (5.22). The system operates safely if the WHR system

produces vapor, i.e., χf ≥ 1 from (5.5). The presence of droplets after the heat

exchangers can lead to liquid flow into the expander cylinders and eventually damage

of the system. In order to avoid these critical situations, a switching model predictive

control (MPC) strategy is implemented. The switching is performed using three different

models, each linearized around a representative engine operating point. More details

can be found in [44].

5.5.3 Optimal IPC strategy

The main focus of this section is to design a supervisory controller that optimizes the

complete powertrain. To formulate the optimization problem, let us write the control
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model using the general form:

ẋ = f(x, u, t), with u =



uEGR

uV TG

PS


 , and x =




TDOC

TSCR

mNOx,tp

PWHR

EB



. (5.24)

Note that by introducing an electrified WHR system, the torque delivered by the engine

τE becomes a function of the motor torque τM . Furthermore, substituting (5.14) and

(5.15) in (5.23), the engine torque τE becomes a function of the current WHR system

power PWHR and the input battery power PS. Then, the dependencies in the control

model can be written as:

ẋ =




c1ṁexh(x4, u) (Texh(x4, u)− x1)

c2ṁexh(x4, u)(x1 − x2)− c3(x2 − Tamb)
ṁNOx(x4, u) (1− ηSCR(x1, x2, x4, u))

1
ζWHR

(
ηWHR

(
Q̇EGR(x4, u) + Q̇exh(x2, x4, u)

)
− x4

)

−u3




(5.25)

The cost function to be optimized consists of a weighted sum between the fuel

consumption ṁfl , the AdBlue mass flow ṁa and an equivalent cost associated with

the fuel consumption for active DPF regeneration ṁPM . The AdBlue mass flow ṁa is

obtained by assuming that all injected urea decomposes in ammonia and is available

for NOx conversion. Therefore, the desired AdBlue dosage ṁa is expressed as:

ṁa = c4ηSCRṁNOx . (5.26)

The engine-out NOx emissions ṁNOx and the fuel mass flow ṁf are determined from

the engine steady-state maps (5.1). The weights denoted with πfl, πa and πPM are the

diesel price, AdBlue price and fuel cost for accumulated soot, respectively. Hence, the

optimization problem can be formulated as follows:

Problem 5.5.1.

min
u

tf∫

0

(πflṁfl(x, u, t) + πaṁa(x, u, t) + πPMṁPM(x, u, t)) dt (5.27)
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s.t. (∀t ∈ [0, tf ]), (5.1) and (5.25) (5.28a)

τd = τE + τM , τM =
PM
ωE

(5.28b)

PM = ηM(PG + PB) (5.28c)

PG = ηGPWHR (5.28d)

PB = PS − βP 2
S (5.28e)

PS ∈ [PSmin, PSmax] (5.28f)

EB ∈ [0, EBmax] (5.28g)

EB(0) = EB(tf ) = EB0 (battery charge sustaining constraint) (5.28h)

PM ∈ [PMmin, PMmax] (5.28i)

τE ∈ [0, τEmax(ωE)] (5.28j)

mNOx,tp(tf ) ≤ ZNOx

tf∫

0

Pddt (tailpipe limit for WHTC) (5.28k)

A solution of Problem 5.5.1 can be obtained by using Pontryagin’s minimum principle

[76, 77]. The principle is based on minimization of the Hamiltonian:

H(x, λ, u, t) = πflṁfl(x4, u, t) + πaṁa(x1, x2, x4, u, t)

+ πPMṁPM(x4, u, t) + λ>f(x, u, t).
(5.29)

The Hamiltonian entails the objective function from Problem 5.5.1 augmented with

Lagrange multipliers λ and the state dynamics f(x, u, t) from (5.25).

Pontryagin’s minimum principle states the following: if u∗ ∈ U is the optimal control

input and x∗ is the optimal state trajectory, then:

H(x∗, λ∗, u∗, t) ≤ H(x∗, λ∗, u, t), ∀u ∈ U , t ∈ [t0, tf ], (5.30)

where λ∗ is the optimal trajectory of the Lagrange multipliers. At any optimal solution

u∗, it holds:

λ̇∗ = −
(
∂H(·)
∂x

)∗
. (5.31)

This is a necessary condition at any local/global optimum, where the above mentioned

derivatives are defined. Hence, the solution of Problem 5.5.1 can also be obtained by

minimizing the Hamiltonian, i.e.,

min
u
H(·) (5.32)

s.t.: (5.28) and λ̇ = −∂H(·)
∂x

. (5.33)
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The WHR system power is significantly less than the power delivered by the engine,

i.e., PWHR < 0.1PE. Thus, the derivatives with respect to WHR system power PWHR

of the engine temperature Texh, exhaust gas flow ṁexh and NOx emission flow ṁNOx

can be neglected. Then, the solutions of λ have to satisfy:

λ̇1 = (c1λ1 − c2λ2) ṁexh(x4, u) +
∂ηSCR(x1, x2, x4, u)

∂x1

ṁNOx(x4, u)(λ3 − c4πa)

(5.34a)

λ̇2 = (c2ṁexh(x4, u) + c3)λ2 +
∂ηSCR(x1, x2, x4, u)

∂x2

ṁNOx(x4, u)(λ3 − c4πa) (5.34b)

− ηWHR
∂Q̇exh(x2, x4, u)

∂x2

1

ζWHR

λ4

λ̇3 = 0 (5.34c)

λ̇4 =
1

ζWHR

λ4 −
∂ṁf (x4, u)

∂x4

πfl −
∂ṁa(x1, x2, x4, u)

∂x4

πa −
∂ṁPM(x4, u)

∂x4

πPM

(5.34d)

λ̇5 = 0 (5.34e)

In (5.34a), (5.34b) and (5.34d), the coefficients of λ1, λ2 and λ4, respectively, are

positive. This is true for all engine operating conditions, since c1, c2, c3, ṁexh and

ζWHR are positive. Hence, the dynamics of λ1, λ2 and λ4 are unstable. This makes

the solution of the optimal control problem difficult to implement in practice, because

it requires to integrate (5.34a), (5.34b) and (5.34d) backwards in time over the entire

driving cycle. To overcome this, in what follows we present an approximation for the

Lagrange multipliers, which can be easily implemented in practice.

5.5.4 Real-time IPC strategy

In this section, a real-time implementable solution is presented by approximating (5.34),

such that it can be computed in real-time.

First, (5.34a) and (5.34b) are replaced by a heuristic rule that was proposed in [78]. This

rule is illustrated in Fig. 5.5. It is parametrized by three constants λT , ∆T1 and ∆T2,

where ∆T = TDOC−TSCR. The principle follows from the fact that the effort to heat up

the aftertreatment system is proportional to SCR catalyst NOx conversion inefficiency.

When the DOC temperature is lower than the SCR temperature, it seems better to

invest in raising the engine-out exhaust temperature rather than promoting the heat

convection from DOC to SCR (which corresponds to a large λ1). The converse holds



104 5 Integrated Powertrain Control

when the DOC temperature is higher than the SCR temperature (which corresponds to

a large λ2). To account for the WHR system dynamics, the Lagrange multiplier λ4 in

(5.34d) can be approximated by a constant [77]. This constant is tuned by numerical

optimization over the considered cycle.

∆T1 ∆T2 (TDOC − TSCR)

λ1 λ2

λT (1 − ηSCR)

0

Figure 5.5: Heuristic rule for λ1 and λ2 [78].

Second, it should be noted that λ3 and λ5 have constant values along the driving cycle

where derivative (5.33) is defined. Since the mNOx,tp is monotonically increasing in time,

the constraint (5.28k) is not activated intermittently. Hence, it is possible to obtain a

single constant value for λ3. However, the battery state constraint (5.28h) may be

activated several times along the driving cycle. Therefore, the optimal λ5 is in fact a

piecewise constant function with potentially different value after each time the battery

constraint is activated. Operating with a constant Langrange multiplier may activate

the battery SOE limits, which leads to a suboptimal solution [79]. Therefore, λ5 is

allowed to deviate slightly from a reference λ5ref as the battery SOE gets close to the

limits. A typical approach to control λ5, is to apply a closed loop controller, such that

the state value is kept in its feasible region [80, 81]. Based on a tangent function, here

a proportional controller is used, defined as:

λ5 = λ0 − d3 tan(d2 + d1 · SOE), where λ0 = λ5ref + d3 tan(d2 + d1 · SOEref ),

(5.35)

and

d1 = − π

(SOEmax − SOEmin)
, (5.36a)

d2 =
π

2
− d1 · SOEmin, (5.36b)

d3 = −Kp (cos(d2 + d1 · SOEref ))
2
d1 . (5.36c)

The auto-calibration problem of the engine with an electrified WHR system is

approached by griding the feasible sets for uEGR, uV TG and PS and minimizing the

Hamiltonian (5.29). The griding is performed by initially dividing each variable into 5
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equal-value intervals. A centroid is defined which locates the minimum grid point. The

search involves multiple passes, which shrinks the multidimensional grid around the

optimum. The search stops if at least one of the following three conditions is satisfied:

the change in the Hamiltonian is less than 10−5, the grid interval is less than 10−4, or

the maximum of 300 iterations is reached. The method outputs the global optimum.

This is verified by choosing a dense initial griding and a loose stopping criteria.

The parameters of the IPC strategy, i.e., λT , ∆T1, ∆T2, λ3, λ4 and λ5ref , are tuned using

the nonlinear optimization routine fmincon from Matlab. The objective is to minimize

the operational costs (5.27), while meeting the specified NOx target (5.28k) over the

weighted WHTC for cold-start and hot-start conditions. According to the legislation,

the NOx target emissions for the cold-start and hot-start cycle are weighted by 16% and

84%, respectively.

5.5.5 Battery bounds

During normal operation, the battery power PS needs to be bounded in order to avoid

infeasible battery power requests. There are two infeasible situations: during charging,

when the battery power at the terminals is less than the generated power, i.e., PB < PG;

and during motoring, when the motor power is greater than the power needed to be

delivered, i.e., PM > Pd. To avoid these infeasible regions, the requested battery power

needs to be bounded as:

PS ∈ [P dyn
Smin, P

dyn
Smax]. (5.37)

Using (5.9), (5.11) and (5.14) for the lower battery bound and (5.9), (5.11) and (5.15)

for the upper battery bound, yields:

P dyn
Smin = max

(
PSmin,min

(
PSmax,

1−√1 + 4βPG
2β

))
, (5.38a)

P dyn
Smax = min

(
PSmax,max

(
PSmin,

ηM −
√
η2
M − 4ηMβ(P lim

d − ηMPG)

2ηMβ

))
.

(5.38b)

To ensure a physically meaningful solution in (5.38b), the desired power upper is limited,

i.e.:

P lim
d = max

(
0,min

(
Pd,

ηM
4β

+ ηMPG

))
. (5.39)

Since the regenerative braking is not considered here, Eq (5.39) implies that all the

negative requested power is dissipated using the vehicle braking system.
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5.5.6 Baseline strategy

For comparison, a baseline strategy [32] is proposed that mimics a state-of-the-art

air management strategy for a standard Euro-VI engine without WHR system. The

baseline strategy consists of two control modes:

• M1: Thermal management mode for rapid heat-up of the aftertreatment

system (TSCR < 200◦C);

• M2: Low NOx mode for normal operation (TSCR ≥ 250◦C).

The baseline strategy relies on fixed control settings (uEGR, uV TG) for each engine

operating point (ωE, τE). For both modes, these settings are determined in an off-

line optimization. The optimization is performed over a set of representative engine

speed and torque operating points from a certain driving cycle, e.g., the WHTC. The

obtained values for the control settings (uEGR, uV TG) remain fixed also for other cycles.

As we want to use the same control framework for all strategies in simulations, for

each control mode M1 and M2, a different constant λ1 is used, λ1,M1 and λ1,M2,

respectively (see Table 5.2). Since the engine calibration is performed using steady-

state measurements, anticipated steady-state TDOC and TSCR values from the engine

maps are used in the Hamiltonian to evaluate the SCR efficiency.

5.6 Simulation results

In this section, the performance of the proposed controllers is evaluated. Here, we

focus on the results of the IPC strategy. All the presented cases are compared with the

baseline strategy (the standard Euro-VI engine without WHR system). Simulations

are performed for stationary conditions and for transient conditions from the World

Harmonized Transient Cycle (WHTC) (see Fig. 5.6). The simulations for stationary

conditions are done to assess the engine efficiency improvement due to a WHR system

over the complete speed-torque engine operating region. The simulations for transient

conditions are performed to determine the best powertrain configuration for different

real-world driving conditions.

5.6.1 Stationary conditions

First, we analyze the benefit of an IPC strategy with WHR system (IPC WHR) for

stationary conditions. The battery effect on fuel conversion efficiency is not studied
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Table 5.1: Powertrain parameters: engine, aftertreatment, WHR system,

electric system.

Symbol Value Measure Unit Description

c1 0.1163 kg−1 constant defined as c1 =
cp,exh
CDOC

c2 0.0512 kg−1 constant defined as c2 =
cp,exh
CSCR

c3 7.692 · 10−4 s · kg−1 constant defined as c3 = h
CSCR

c4 2.0067 − AdBlue dosage constant

πfl 1.34 · 10−3 e/g diesel price

πa 0.50 · 10−3 e/g AdBlue price

πPM 7.10 · 10−2 e/g DPF regeneration price

n 70 − number of battery cells

Q 8280 A · s battery cell capacity

R 0.01 Ω battery cell internal resistance

Uoc 3.3 V battery cell voltage

Imax ±35 A battery maximum current

PSmin −8.08 kW minimum battery pack power

PSmax 8.08 kW maximum battery pack power

EBmax 1912 kJ maximum battery pack energy

SOEmin 0.2 − minimum battery SOE

SOEmax 0.8 − maximum battery SOE

SOEref 0.5 − reference battery SOE

Kp 0.7 · 10−4 − proportional term for the battery

PMmax 20 kW maximum motor power

ηM 0.95 − motor efficiency

ηG 0.95 − generator efficiency

ζWHR 80 s WHR system time constant

ZNOx 0.41/(3.6 · 106) kg/Ws NOx emission limit (0.41 g/kWh)

here, since this is relevant for transient conditions. From Fig. 5.7a, we can see that the

motor power output increases for high speed-torque engine conditions. For low speed-

torque engine conditions, the motor power is limited due to the low engine heat flow

rates that lead to a reduced WHR system power output.

The absolute stationary fuel conversion efficiency improvement due to a WHR system,

is defined as:

∆η =
Pd

(Pfl) IPC WHR

− Pd
(Pfl) baseline

, (5.40)

where Pfl is the fuel chemical power. In Fig. 5.7b, the absolute efficiency improvement

of the IPC strategy with a WHR system is shown over the complete engine map. Up
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Table 5.2: Selected control parameters.

Control strategy Control parameters

λ1,M1 · 10-3 λ1,M2 λ2 λ3 · 10-3

Baseline −2.68 0 0 3.23

Recal WHR −1.72 0 0 2.98

Recal battWHR −1.84 0 0 2.95

∆T1 ∆T2 λT · 10-3 λ3 · 10-3 λ4 · 10-6 λ5ref · 10-5

IEM 116 184 −2.05 2.71 - -

IPC WHR 106 190 −2.36 2.62 −2.97 -

IPC battWHR 100 192 −1.57 2.49 −2.86 −5.88
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Figure 5.6: Engine torque and speed requested from the World Harmonized

Transient Cycle. Three different parts can be distinguished: urban, rural and

highway driving.

to 4% fuel conversion efficiency improvement is obtained by optimizing the complete

powertrain.

5.6.2 World Harmonized Transient Cycle

Second, the proposed control strategies are tested over the WHTC cycle. This is a

highly dynamical cycle representative for real-world driving conditions: urban (0-900 s),

rural (901-1380 s) and highway (1381-1800 s), as illustrated in Fig. 5.6. Since we focus
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Figure 5.7: (a) The net electric motor power output PM . (b) Absolute fuel

conversion efficiency improvement for the IPC strategy with an electrified WHR

system as compared to the baseline strategy.

on Euro-VI legislation, results have to be generated for cold-start as well as hot-start

conditions. In case of cold-start (hot-start) cycle, the initial SCR catalyst temperature

and WHR system working fluid temperature are both set to 20◦C (200◦C) whereas the

initial WHR pressure is set to 1 bar (30 bar). The engine heat-up model is not available

in this study.

By assuming a linear relationship with slope one between the CO2 emissions and fuel

consumption, the NOx-CO2 trade-off is shown in Fig. 5.8 for the studied six cases. All

results are compared with the baseline strategy. The Integrated Emission Management

(IEM) strategy gives a 1.5% CO2 emissions reduction. By only adding a WHR system

to the existing engine, the CO2 emissions are reduced by 1.7% compared to the baseline,

while additional margin is created in the NOx emissions. Due the NOx-CO2 trade-off,

the NOx margin can be exploited to reduce the CO2 further by recalibrating the baseline

strategy (i.e., re-parameterizing λ1 and λ3). This results in a total of 2% CO2 emissions

reduction for the recalibrated baseline with WHR system. By using a WHR system

equipped with a battery (battWHR), a 2.25% CO2 emissions reduction is achieved as

compared to the baseline. This result is obtained using a simple rule-based battery

management. With an optimal battery management, the reduction in CO2 emissions

can go up to 2.5%. This is demonstrated by comparing the IPC WHR system with IPC

battWHR system that give a 3% and a 3.5% CO2 emissions reduction, respectively. All

results are shown to satisfy the Euro-VI NOx emissions standard.
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Figure 5.9: The total fuel and AdBlue consumption, PM reduction and

operational cost for WHTC cold-stat and hot-start.

Fig. 5.9 shows the fuel consumption, AdBlue dosage, PM and total operational cost for

each of the studied case. Due to EGR-SCR balancing, the AdBlue dosage is increased

for the optimized strategies IEM, IPC WHR and IPC battWHR as compared to the

baseline, recal WHR and recal battWHR, respectively. In contrast, PM emissions

related cost is significantly reduced for the optimized strategies. For the IPC battWHR,

the AdBlue dosage is reduced by 2.5%, the PM is lowered by 19%, and the total

operational cost is decreased by 4% as compared to the baseline strategy.
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Figure 5.10: Traction energy flows for different driving conditions from the
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Figure 5.11: The fuel consumption for different driving condition from the

hot-start WHTC.

Next, Fig. 5.10 illustrates the traction energy flows for the proposed control strategies.

The traction energy flow is computed as E =
∫ tf

0
P+(t)dt, where P+ is the positive

instantaneous power. For the baseline and IEM strategy the whole desired energy Ed

is provided by the engine. In case of the recal WHR and IPC WHR, Eloss indicates the

lost traction energy. This energy is the WHR system energy that cannot be delivered

to the powertrain, e.g., during vehicle braking. Since there is no storage device on a

recal WHR and IPC WHR configurations, Eloss is discarded by activating the expander

bypass valve. For the recal battWHR and IPC battWHR configurations, it should be

noted that energy storage is beneficial during the urban and rural driving conditions,

while during the highway driving the battery usage is attenuated. This clearly indicates

that an electrified WHR system equipped with a battery is suited for city type of driving

conditions. During the highway driving, typical for long-haul applications, the battery

usage is minor. From a cost-benefit point of view, we consider that a battery is not
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Figure 5.12: Computed control inputs, battery SOE and WHR system vapor

production for WHTC cold-start and hot-start conditions. According to the

convention, PS > 0 and PS < 0 indicates that the battery is discharging and

charging, respectively.

suited for WHR long-haul applications. However, note that regenerative braking and

hilly terrain driving has not been studied, which may increase the battery usage also

for highway driving conditions.

The total fuel consumption for each of the driving condition is illustrated in Fig. 5.11.

During the urban and rural driving, typically dominated by highly transient engine

behavior, the improvement appears to be due to the proposed optimized control strategy

in combination with WHR system. However, during the highway driving, the used

control method has smaller effect to fuel improvement as compared to the cases with
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WHR system. All the studied cases with WHR system show fuel economy improvement

of more than 3.5% during highway driving. The best result is obtained for the IPC

battWHR configuration, which shows 4% fuel economy improvement during highway

driving.

Finally, Fig. 5.12 shows the computed control inputs uEGR, uV TG, PS and the battery

state of energy (SOE) for the IPC strategy with WHR system and battery. As seen

also from Fig. 5.10, the battery power usage is more pronounced for urban and rural

driving, corresponding to the beginning of the cycle. At the end of the cycle the battery

SOE reaches the initial value. As such, the charge sustaining constraint is satisfied for

both cold-start and hot start conditions. The control actuation appears to be highly

transient. This behavior is due to the highly transient nature of the test cycle.

The bottom graphs of Fig. 5.12 show the vapor production of the WHR system. From

the cold-start cycle, it can be seen that up to 600 s are necessary to heat-up the WHR

system and produce power. The regulation problem of maintaining vapor is realized by

the low-level WHR system control.

5.7 Conclusions

Optimal control of Euro-VI diesel engines with Waste Heat Recovery system is

challenging due to the large number of subsystems, strong interactions and emission

requirements set by legislation. In this chapter, an optimized supervisory control

strategy is presented, that minimizes the total operational costs while complying with

the tailpipe NOx emissions constraint. Based on the Pontryagin’s Minimum Principle,

a real-time implementable strategy is proposed. Different powertrain configurations

are analyzed, with focus on electrified WHR system. This analysis is done for both

stationary conditions and dynamic conditions from the World Harmonized Transient

Cycle. From the simulation results, it is concluded that an electrified WHR system is

most suitable for urban and rural driving conditions. For highway driving conditions

on flat terrains, energy storage usage is minor. Thus, from a cost-benefit point of view,

we consider that a battery is not suited for long-haul applications. For the complete

WHTC, it is shown that the optimal IPC strategy with an electrified WHR system and

battery outperforms the current baseline strategy. Within the tailpipe NOx limit, the

proposed strategy shows an additional 3.5% CO2 emission reduction while the AdBlue

dosage is attenuated by 2.5% and particulate matter is reduced by 19%.
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Chapter 6

Discussion, conclusions and

recommendations

Abstract This thesis will close with some discussions regarding the main contributions of this

research and with some directions that require careful attention. Furthermore, the conclusions

will be presented and recommendations for future research will be drawn.

6.1 Discussion

Recovering heat energy from exhaust gas is a promising technology to improve fuel

economy. The objective of this research is the development of an integrated energy and

emission management strategy, which on-line optimizes the performance of a vehicle

with a WHR system. To this end, a model-based control strategy is adopted.

6.1.1 WHR system modeling

For understanding heat recovery and for designing control algorithms, dynamic models

in a physics-based mathematical framework are presented in this thesis. The modeling

of these type of systems is very challenging mainly due to the highly non-linear boiling

phenomena. Despite the large number of studies on boiling heat transfer, the prediction

of heat transfer coefficients is still based on empirical or semi-empirical relations. The

reason is the lack of a coherent description of the complex interactions between various

heat and mass transport processes involved in boiling heat transfer. This usually brings

complications and creates confusion in selecting the most appropriate mathematical

framework for boiling.

115
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For waste heat recovery systems based on the Rankine Cycle, the evaporator and

expander are the most difficult to model. For control, capturing the phase transitions

within the evaporator is crucial. The evaporator is usually modeled using a moving

boundary (MB) approach, a finite volume (FV) or finite difference (FD) formulation. In

choosing which method to apply, there is a trade-off between computation intensity and

accuracy. Furthermore, for a good accuracy of the model, the heat transfer coefficient

needs to be appropriately chosen according to the evaporator geometry, construction

material and type of working fluids.

The expander is modeled as a stationary component, since the expander power changes

much faster than the relevant thermal phenomena within the evaporators. In this

model, the effect of power change in the presence of droplets at the expander inlet is

not considered. Thus, the expander is bypassed for two-phase inlet conditions. However,

it is known that some expander technologies, such as piston or screw expanders, are

more robust for inlet droplets than for e.g., turbine expanders. Modeling the two-phase

effect on expander power will allow studying power generation in the presence of inlet

droplets, a phenomena which is quite often encountered in automotive applications.

This is due to highly dynamic engine conditions in real-world situations.

The complete WHR system model was identified and validated on dynamometer

measurements from a Euro-VI heavy-duty diesel engine. For validation, knowledge of

the sensors error and uncertainty is essential. For instance, a systematic error can occur

when measuring the exhaust gas temperature due to the radiation from the exhaust

pipe on the thermocouple, and due to non-uniform temperature distribution over the

pipe cross section. To increase the measurement quality, it is important to appropriately

choose the sensor positions. Moreover, by using multiple temperature sensors in one

location the measurement errors are reduced.

6.1.2 Control

Using the developed model, a switching model predictive control (MPC) strategy is

developed to guarantee safe system operation. Safety is associated with the avoidance

of droplets flow into the expander. For WHR systems with two evaporators, the

mixed working fluid before the expander is required to be in vapor state. To realize

this, the proposed control strategy is designed to guarantee vapor at the outlet of

each evaporator. One can exploit the complete mixing region to improve disturbance

rejection, by considering the nonlinear mixing effects.

The developed WHR system control strategy, together with the control strategies for
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fueling and AdBlue dosage represent the low-level engine control system. To minimize

operational costs within the emission constraints, an integrated powertrain control

(IPC) strategy is developed on top of the low-level control strategies. The IPC control

method is applied to different powertrain configurations to asses the improvement in

fuel economy and cost reduction due to the WHR system. For urban, rural and highway

driving conditions, the effect of WHR system energy storage is studied.

Based on the obtained results in terms of fuel economy, a business case example is

formulated. The WHR system return of investment time is less than two years. This

demonstrates the feasibility of WHR systems for heavy-duty applications.

6.2 Conclusions

This thesis contributes to the development of an integrated powertrain control strategy

for a diesel engine with WHR system. The goal is to optimize the complete powertrain

by minimizing the fuel and AdBlue consumption, while satisfying the tailpipe emission

constraints. To this end, a model-based control design approach is used.

Dynamic WHR system modeling. First, a heat exchanger model is developed

based on state-of-the art empirical or semi-empirical methods for flow boiling. The

modeling of a modular heat exchanger, characterized by multiple phase transitions in

a single pipe flow, is not straight forward. In Chapter 2 it has been presented a heat

exchanger modeling approach that combines the FD method with a moving boundary

approach. Thus, the dynamics of multiple phase transition caused by the modular heat

exchanger design are captured. The model was validated on data from a state-of-the-art

Euro-VI heavy-duty diesel engine. The validation was performed on a highly dynamic

cycle typical for real-world driving conditions. From the simulation results, the model

predicts the working fluid vapor fraction and exhaust gas temperature dynamics with

average error below 4%, adequate accuracy for control-oriented purposes.

Second, a complete WHR system model with two parallel evaporators is developed and

validated. Based on the Organic Rankine Cycle (ORC) for low-grade heat sources, this

thesis considers pure ethanol as working fluid. The ethanol thermodynamic properties

were fitted off-line. The resulting expressions were used on-line, to reduce the memory

usage of the look-up table methods. The proposed WHR system model combines first

principle modeling with stationary component models. The resulting average model

prediction errors over a dynamic cycle are: 2% for the heat flow rate, 3% for the mass

flow rate, 2% for the WHR system pressure and 4% for the working fluid temperature.
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These accuracies are typical for automotive WHR systems. Thus, the model is suitable

for analysis, prediction and control design purposes.

Low-level control design. For the low-level WHR system control design, a switching

linear model predictive control (MPC) strategy was designed to guarantee safe operation

while maximizing the WHR system power output. The performance of the proposed

control strategy was demonstrated on a highly dynamic World Harmonized Transient

Cycle. Compared to a classical PI controller, simulation results showed up to 15% more

vapor time and recovered thermal energy for the proposed linear MPC strategy. Using

a nonlinear MPC, the control performance can be improved further by up to 10% as

compared to the linear MPC. However, this requires more computational power, while it

comes at the cost of developing an accurate nonlinear model. As a result, the switching

linear MPC strategy appears favorable for real-time implementation. A direction to

improve the control performance is to increase the number of switching regions within

the switching linear MPC strategy. Another alternative is to use feedback linearization

techniques from [82]. This approach retains all the properties of the classical linear

MPC strategy.

Integrated control approach. This addresses the optimal control design of a

complete truck powertrain with an electrified WHR system. The considered truck

powertrain consists of a heavy-duty diesel engine, an aftertreatment system and an

electrified WHR system. The WHR system is augmented with a battery to allow

electrical energy storage. Considering the increasing powertrain complexity and the

up-coming emission legislation, for further CO2 emission reduction, an integrated

powertrain control (IPC) approach is essential. In this thesis, an optimized control

strategy is presented, that minimizes the total operational costs (fuel and AdBlue

dosing) while complying with the tailpipe NOx emissions constraint. Compared to

the traditional engine calibration, the proposed control strategy optimizes the engine

settings and requested battery power on-line (auto-calibration). Different powertrain

configurations are analyzed, for both stationary conditions and real-world driving

conditions from a World Harmonized Transient Cycle. From the simulation results,

it is seen that for urban and rural driving conditions, the generated power is limited

due to the highly transient engine heat flow rate. Thus, the motor is driven almost

entirely by the battery power. For highway driving conditions, the opposite situation

occurs. The battery energy usage is moderate, while the motor power is mostly driven

by the generator power. From a cost-benefit point of view, an electrified WHR system

without battery is the most suitable for highway driving conditions, with 3.8% CO2

emission reduction as compared to a baseline engine. For a combination of urban, rural
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and highway driving, an electrified WHR system with battery appears to be favorable,

realizing 3.5% CO2 emission reduction within the tailpipe NOx limit.

System architecture. Initially, the WHR system was mechanically coupled to the

engine crankshaft. However, this leads to some limitations. First, the system pressure

cannot be manipulated, which can impact safety, associated with vapor production.

Second, since the expander speed is dictated by the engine, the WHR system does not

operate at the optimum speed, reducing the power output. In Chapter 4, a WHR system

with the expander and pumps decoupled from the engine is considered. For real-world

driving conditions, we have shown that the net power output at the expander shaft

increases by up to 29% for a decoupled WHR system configuration.

Furthermore, the decoupled WHR system was electrified using a generator, a motor

and a battery. From simulations, it follows that an electrified WHR system equipped

with a battery is the most suitable configuration for urban and rural driving, dominated

by a highly transient behavior. For highway driving conditions, the fuel consumption

reduction due to the battery usage is insignificant. Thus, an electrified WHR system

without a battery is the most suited architecture for highway driving.

Business case. To compute the return of investment for a truck with a WHR system,

we consider a simple business case example. First, assume a traditional 42 tonne truck

with an average fuel consumption of 35 l/100 km, that covers 150 000 km per year.

Second, consider that the same truck is equipped with an electrified WHR system that

provides in average 3.5% fuel consumption reduction. The additional cost associated

with the WHR system, are estimated to be around 4 000 e, excluding the battery

which is already present in a hybrid electric vehicle. With a diesel price of 1.34 e/l,

the traditional truck fuel cost per year is 70 350 e. On the other hand, for a truck

with WHR system the fuel cost reduces to 67 887 e. The cost saving per year due

to the WHR system is 2 463 e. Hence, the return on investment for a truck with

WHR system is approximately 1.6 years. Note that this business case example does not

consider maintenance costs for the truck nor for the WHR system.

6.3 Recommendations for future research

The methods and developments presented in this thesis open directions for further

exploration. These directions are in the area of modeling, control and experimental

validation. In what follows, the future research directions are presented in more detail.
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Extending the WHR system model. A high-fidelity WHR system model has been

developed and validated in this thesis. However, since the focus was on low-level control

and assessment of the WHR system potential, the cooling in the condenser has not been

studied. A simplified condenser model [42] has been used to obtain a rough estimation

of the cooling demand. The condenser model can therefore be extended using a similar

mathematical framework as presented for the evaporator. Special attention needs to be

given in the area of capturing the condensation phenomena by appropriately selecting

the heat transfer coefficients. Using the condenser model, the performance of a closed

Rankine Cycle and impact on vehicle cooling system can be investigated.

System design and sizing. The power generation from automotive waste heat can

be improved by a better system design, e.g., finding the best evaporator geometry and

choosing a suitable expander technology. Furthermore, to maximize the efficiency and

power output while minimizing the losses, system weight, cost and fuel consumption,

optimal component sizing is an important future step towards series production of

WHR systems. Critical components in a conventional WHR system configuration

are: the pumps, evaporators, condenser and expander. Additionally, in case of an

electrified WHR system, the sizing of the battery, motor and generator is of interest for

optimization.

Experimental testing of the low-level control strategy. The performance of

the proposed Model Predictive Control strategy has been demonstrated in simulations.

Next step is to validate the results on an experimental setup. First, the MPC control

strategy uses the vapor fraction information for control. In a real-world application,

these sensors are very expensive and usually require a lot of hardware equipment. Thus,

for the two-phase region, a vapor fraction estimator needs to be developed. Second, the

MPC algorithm has to be implemented in a real-time. The current MPC toolkits, such

as the Model Predictive Control Toolbox from Matlab or the Multi-Parametric Toolbox

[83], produce ready-to-run C/C++ code. Thus, it is possible to quickly implement MPC

algorithms on computers and rapid control prototyping (RCP) equipments.

Extending the supervisory control strategy. In this thesis an integrated control

strategy has been proposed for a truck with aftertreatment and electrified WHR

system. Firstly, the current approach does not study the effect of the WHR system

on the vehicle cooling capacity. Therefore, the control strategy can be extended to

account for the cooling demand of the vehicle. Furthermore, optimality and robustness

of the control method has to be verified in the presence of climate change and for

different driving cycles. Secondly, the proposed approach solves a nonlinear constrained
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optimization problem. Often, these problems require significant computational power

to be solved. An effective way to reduce computational complexity, with guarantees on

global solution, is to formulate the problem as a convex optimization problem. However,

further investigations need to be carried out to verify the convexity of the problem or

possibilities for problem relaxation.

Performing vehicle experimental validation. The complete proposed control

scheme needs to be experimentally tested and validated. The implementation of the

high-level control strategy is recommended, for assessing fuel economy and vehicle

drivability. Moreover, the robustness of the control method needs to be verified for

a different driving cycles and in the presence of climate change.
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Appendix A

Fluid properties

A.1 Working fluid properties

The normalized saturation temperature as a function of normalized pressure is shown in

Fig. A.1. The saturation temperature is the temperature for a corresponding pressure

at which a liquid boils into its vapor phase. A mathematical relation to describe the

saturation temperature is given in [84]:

T ∗sat =
1

Tc

(
bs

as − (log10 pf − 5)
− cs

)
, (A.1)

where pf is the working fluid pressure. For ethanol the constants as, bs and cs are taken

from [84].
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Figure A.1: Normalized working fluid saturation temperature as a function of

pressure.
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Figure A.2: (a) Normalized working fluid temperature as a function of specific

enthalpy and pressure. (b) Normalized working fluid density as a function of

specific enthalpy and pressure.

In Fig. A.2a the normalized temperature-enthalpy characteristic of the working fluid

for different values of the pressure is presented. The working fluid temperature can be

approximated as follows:

T ∗f =





alh
∗2
f + blh

∗
f + cl if h∗f ≤ h∗l1

aslh
∗3
f + bslh

∗2
f + cslh∗f + dsl if h∗l1 < h∗f < h∗l2

T ∗sat if h∗l2 ≤ h∗f ≤ h∗v1

asvh
∗3
f + bsvh

∗2
f + csvh∗f + dsv if h∗v1

< h∗f < h∗v2

avh
∗2
f + bvh

∗
f + cv if h∗f ≥ h∗v2

, (A.2)

where al, bl, cl are constants used for the temperature-enthalpy characteristic on the

liquid region. In the two-phase region the normalized working fluid temperature is

constant and equal to the normalized saturation temperature T ∗sat. The vapor region is

approximated using pressure dependent coefficients:

av = av1p
∗
f + av0 , bv = bv1p

∗
f + bv0 , cv = cv1p

∗
f + cv0 . (A.3)

Let us define the normalized saturated liquid enthalpy h∗l and vapor enthalpy h∗v as a

function of T ∗sat:

h∗l =
−bl +

√
b2
l − 4al(cl − T ∗sat)

2al
, (A.4a)

h∗v =
−bv +

√
b2
v − 4av(cv − T ∗sat)

2av
. (A.4b)
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In (A.2), two cubic functions are introduced to impose a smooth transition from liquid

to two-phase and from two-phase to vapor. The coefficients of these cubic functions are

obtained by solving a set of four linear equations at a specified normalized pressure p∗f .

The four linear equations follow by enforcing continuity and imposing the same slope

at each of the chosen thresholds h∗l1 and h∗l2 . Around the liquid and vapor saturation

point, a similar procedure is employed.

The thresholds used in (A.2) are defined as:

h∗l1 = h∗l −∆h∗, h∗l2 = h∗l + ∆h∗,

h∗v1
= h∗v −∆h∗, h∗v2

= h∗v + ∆h∗,
(A.5)

where ∆h∗ is a positive value, upper limited by the critical pressure such that h∗l2 does

not become larger than h∗v1
.

In Fig. A.2b the normalized working fluid density as a function of enthalpy and pressure

is illustrated. The expression which describes the density is

ρ∗f =





aρlh
∗2
f + bρlh

∗
f + cρl if h∗f ≤ h∗l1

aρslh
∗3
f + bρslh

∗2
f + cρslh

∗
f + dρsl if h∗l1 < h∗f < h∗l2

ρ∗v−ρ∗l
h∗v−h∗l

h∗f +
h∗vρ

∗
l−h

∗
l ρ

∗
v

h∗v−h∗l
if h∗l2 ≤ h∗f ≤ h∗v1

aρsvh
∗3
f + bρsvh

∗2
f + cρsvh

∗
f + dρsv if h∗v1

< h∗f < h∗v2

aρvh
∗2
f + bρvh

∗
f + cρv if h∗f ≥ h∗v2

(A.6)

where aρl , bρl , cρl are constants used to approximate the density-enthalpy characteristic

for the liquid region. In the vapor region the polynomial coefficients are quadratic

expressions of the form

aρv = aρv2p
∗2
f + aρv1p

∗
f + aρv0 , (A.7a)

bρv = bρv2p
∗2
f + bρv1p

∗
f + bρv0 , (A.7b)

cρv = cρv2p
∗2
f + cρv1p

∗
f + cρv0 , (A.7c)

since linear expressions are inaccurate approximations of the real characteristic given

in Fig. A.2b. The saturated liquid and vapor density are given by

ρ∗l = aρlh
∗2
l + bρlh

∗
l + cρl , (A.8a)

ρ∗v = aρvh
∗2
v + bρvh

∗
v + cρv . (A.8b)

As for the temperature-enthalpy characteristic also for the density-enthalpy character-

istic a set of four linear equations are solved to find the cubic function coefficients.

The reason for smoothing the working fluid properties is to avoid discontinuities in the

working fluid enthalpy derivative around the liquid and vapor saturation curves, which

can cause the phenomenon of chattering. Due to this phenomenon, the computed

variables can exceed acceptable boundaries, causing simulation failures.
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Appendix B

Battery management

B.1 Rule-based battery management

The rule-based battery management presented in this section is used for the baseline

strategy with WHR system equipped with a battery. We distinguish three cases for the

battery power PS: case 1 is when requested torque τreq is greater than the maximum

motor torque τMmax; case 2 is when requested torque τreq is positive but less than the

maximum motor torque τMmax; case 3 is when requested torque τreq is negative. These

three cases are mathematically presented is what follows.

Let us define the maximum motor torque τMmax at the current time instant as:

τMmax =
PMmax

ωE
, (B.1)

then the battery management cases are:

Case 1: τreq ≥ τMmax

PS = PSmax (B.2)

Case 2: 0 < τreq < τMmax

if τreqωE ≥ ηMPG

PS = min

(
PSmax,

1 +
√

1− 4βC

2β

)
(B.3)

if τreqωE < ηMPG

PS = max

(
PSmin,

1−√1− 4βC

2β

)
(B.4)
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where

C =
1

ηM
τreqωE − PG (B.5)

Case 3: τreq ≤ 0

PS = max

(
PSmin,

1−√1 + 4βPG
2β

)
(B.6)

Note that this rule-based battery management does not guarantee that the requested

torque is exactly followed for the situations when the battery power is at the minimum

or the maximum limit. In these situations, how well the drive cycle is followed depends

on the engine torque controller.
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[38] H. Langouët, L. Métivier, D. Sinoquet, and Q.H. Tran. Optimization for engine

calibration. In International Conference on Engineering Optimization, pages 1–10,

Rio de Janeiro, Brazil, 2008.

[39] E. Feru, B. de Jager, F. Willems, and M. Steinbuch. Two-phase plate-fin heat

exchanger modeling for waste heat recovery systems in diesel engines. Journal of

Applied Energy, 133:183–196, 2014.

[40] E. Feru, F. Willems, C. Rojer, B. de Jager, and M. Steinbuch. Heat Exchanger

Modeling and Identification for Control of Waste Heat Recovery Systems in Diesel



Bibliography 133

Engines. In Proceedings of the American Control Conference, pages 2860–2865,

Washington DC, USA, 2013.

[41] E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Modeling and Control of

a Parallel Waste Heat Recovery System for Euro-VI Heavy-Duty Diesel Engines.

Journal Energies, 7(10):6571–6592, 2014.

[42] E. Feru, F. Kupper, C. Rojer, X.L.J. Seykens, F. Scappin, F. Willems, J. Smits,

B. de Jager, and M. Steinbuch. Experimental validation of a dynamic waste

heat recovery system model for control purposes. In SAE International, Detroit,

Michigan, 2013. SAE paper: 2013-01-1647.

[43] E. Feru, F. Willems, G. Rascanu, B. de Jager, and M. Steinbuch. Control of

Automotive Waste Heat Recovery Systems with Parallel Evaporators. In FISITA,

Maastricht, The Netherlands, 2014. FISITA paper: F2014-CET-015.

[44] E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Control of a Waste Heat

Recovery System with Decoupled Expander for Improved Diesel Engine Efficiency.

In Proceedings of the European Control Conference, pages 148–153, Linz, Austria,

2015.

[45] E. Feru, N. Murgovski, B. de Jager, and F. Willems. Supervisory control of a

heavy-duty diesel engine with an electrified waste heat recovery system. Submitted

to Control Engineering Practice, 2015.

[46] S. Charles and D. Christopher. Review of organic Rankine cycles for internal

combustion engine exhaust waste heat recovery. Journal of Applied Thermal

Engineering, 51(1–2):711–722, 2013.

[47] A. Schuster, S. Karellas, and R. Aumann. Efficiency optimization potential in

supercritical Organic Rankine Cycles. Energy, 35(2):1033–1039, 2010.

[48] W. Gao, J. Zhai, G. Li, Q. Bian, and L Feng. Performance evaluation and

experiment system for waste heat recovery of diesel engine. Energy, 55:226–235,

2013.

[49] V. Dolz, R. Novella, A. Garcia, and J. Sanchez. HD Diesel engine equipped with

a bottoming Rankine cycle as a waste heat recovery system. Part 1: Study and

analysis of the waste heat energy. Journal of Applied Thermal Engineering, 36:269–

278, 2012.



134 Bibliography

[50] C.O. Katsanos, D.T. Hountalas, and E.G. Pariotis. Thermodynamic analysis of a

Rankine cycle applied on a diesel truck engine using steam and organic medium.

Journal of Energy Conversion and Management, 60:68–76, 2012.

[51] D. Ziviani, A. Beyene, and M. Venturini. Advances and challenges in ORC systems

modeling for low grade thermal energy recovery. Journal of Applied Energy, 121:79–

95, 2014.

[52] J. Zhang, W. Zhang, H. Guolian, and F. Fang. Dynamic modeling and multivariable

control of organic Rankine cycles in waste heat utilizing processes. Journal of

Computers and Mathematics with Applications, 64:908–921, 2012.

[53] M. V. Pham, F. Plourde, and S. K. Doan. Large-Eddy Simulations of Staggered

Parallel-Plate Fin Heat Exchangers: Effect of Reynolds Number on Flow Topology.

Journal of Numerical Heat Transfer, Part A: Applications, 53(4):354–376, 2008.

[54] VDI-Gesellschaft Verfahrenstechnik und Chemieingenieurwesen. VDI Heat Atlas.

Springer, Berlin, Germany, 2010.

[55] Thome, John R. Engineering Data Book III. Wolverine Tube, Inc., Lausanne,

Switzerland, 2010.

[56] S.M. Kim and I. Mudawar. Universal approach to predicting saturated flow boiling

heat transfer in mini/micro-channels Part II. Two-phase heat transfer coefficient.

International Journal of Heat and Mass Transfer, 64:1239–1256, 2013.

[57] M. J. Bagajewicz and E. Cabrera. Data reconciliation in gas pipeline systems.

Journal of Ind. Eng. Chem. Res., 42(22):5596–5606, 2003.

[58] Steven Heinz. Development of a Worldwide Harmonised Heavy-duty Engine

Emissions Test Cycle. Technical Report TRANS/WP29/GRPE/2001/2, United

Nations, April 2001.

[59] K. Yang, H. Zhang, S. Song, J. Zhang, Y. Wu, Y. Zhang, H. Wang, Y. Chang, and

C. Bei. Performance Analysis of the Vehicle Diesel Engine-ORC Combined System

Based on a Screw Expander. Energies, 7(5):3400–3419, 2014.

[60] G. Hou, S. Bi, M. Lin, J. Zhang, and J. Xu. Minimum variance control of organic

Rankine cycle based waste heat recovery. Journal of Energy Conversion and

Management, 86:576–586, 2014.



Bibliography 135

[61] E. Feru, F. Willems, B. de Jager, and M. Steinbuch. Model Predictive Control of

a Waste Heat Recovery System for Automotive Diesel Engines. In System Theory,

Control and Computing, 18th International Conference, pages 658–663, Sinaia,

Romania, 2014.

[62] Lewis, F. Optimal Estimation. John Wiley & Sons, Inc., 1986.

[63] M. Hatami, D.D. Ganji, and M. Gorji-Bandpy. A review of different heat exchangers

designs for increasing the diesel exhaust waste heat recovery. Journal of Renewable

and Sustainable Energy Reviews, 37:168–181, 2014.

[64] F. Cataldo, R. Mastrullo, A.W. Mauro, and G.P. Vanoli. Fluid selection of

Organic Rankine Cycle for low-temperature waste heat recovery based on thermal

optimization. Energy, 72:159–167, 2010.

[65] S.E. Lyshevski. Energy conversion and optimal energy management in dieselelectric

drivetrains of hybrid-electric vehicles. Energy Conversion and Management,

41(1):13–24, 2000.

[66] J.T.B.A. Kessels, F. Willems, W.J. Schoot, and P.P.J. van den Bosch. Integrated

energy & emission management for hybrid electric truck with SCR aftertreatment.

In Vehicle Power and Propulsion Conference (VPPC), Lille, France, 2010.
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Summary

Auto-calibration for Efficient Diesel Engines with a Waste Heat Recovery System

Driven by CO2 legislation, fuel costs, and concerns about energy security, the automotive

industry is forced to develop highly efficient powertrains. In an internal combustion

engine, approximately 60% of the fuel energy is lost through the coolant and exhaust.

With a potential of 4-8% fuel consumption reduction, engine exhaust gas heat recovery

is very promising, especially for long-haul truck applications. To recover the exhaust

gas energy, a Waste Heat Recovery (WHR) system is used. The WHR system allows

the conversion of the exhaust gas energy into mechanical power, which can be used for

the engine drivetrain or to drive an electric generator. For heavy-duty applications, one

of the most attractive technology for heat recovery is based on the Organic Rankine

Cycle (ORC) due to the low temperature heat sources. To optimize the efficiency of the

WHR system, and to cope with engine-out emissions imposed by legislation, a control

design is necessary. Control of truck engines with WHR system is challenging. This is

due to the highly dynamic engine conditions, to coupling between engine-WHR system,

and to safety and emission constraints. The objective of this thesis is to optimize the

performance of a diesel engine with a WHR system, subject to emission constraints. The

powertrain performance is quantified in terms of fuel and AdBlue consumption. To this

end, an optimization strategy that adapts the engine settings on-line (auto-calibration)

is adopted.

This research resulted in the following main developments.

The first new development is in the area of modular plate-fin heat exchanger modeling.

The heat exchanger is a key component within the WHR system, contributing the most

to the overall system dynamic behavior. The heat exchanger model is developed based

on a procedure that combines the finite difference modeling approach with a moving
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boundary one. We show that this is a suitable solution to capture multiple phase

transitions along a single pipe flow, which are very likely to occur in a modular heat

exchanger. The model is validated on a highly dynamic World Harmonized Transient

Cycle, which is representative for real driving conditions. As a result, the model can be

used for prediction, for real-time implementation as well as for control design.

The second new development concerns the modeling and validation of a complete WHR

system for a heavy-duty truck engine. The considered WHR system consists of two

parallel evaporators with expander and pumps mechanically coupled to the engine

crankshaft. The complete WHR system is modeled component by component and

validated on a wide range of engine operating conditions. Over a dynamic cycle, the

maximum prediction error is as follows: 4% for the working heat flow rate, 7% for

the mass flow rate, 3% for the WHR system pressure and 13% for the working fluid

temperature.

Furthermore, a linear model predictive control (MPC) strategy is designed. To

benchmark the MPC strategy performance, a classical proportional-integral (PI)

strategy is used. Due to the nonlinear system behavior, a switching control strategy

is adopted based on three representative engine operating points. The performance of

both control strategies is verified on a World Harmonized Transient Cycle. The linear

MPC strategy provides up to 15% more energy recovery potential as compared to the

PI control strategy. The system performance can be furthermore improved using a

nonlinear MPC. However, the computational complexity of a nonlinear MPC strategy

is significant, which may not be suitable for real-time implementation.

The third development addresses the control of a WHR system with expander decoupled

from the engine crankshaft. By making the expander speed variable, the system can

be operated at a higher pressure, which increases the WHR system output power by

a maximum of 29%. This design requires additional components, such as a generator

and power electronics. However, the advantage is that the generated power can now be

stored in a battery for latter usage. This increases the flexibility for WHR system power

manipulation.Furthermore, the proposed WHR system design can be easily fitted in a

hybrid electric vehicle architecture.

Finally, the optimal control problem of a diesel engine is extended for a powertrain

with an electrically assisted WHR system. To this end, an integrated energy and

emission management strategy is presented. This strategy optimizes the engine setting,

by minimizing the operational cost associated with fuel and AdBlue consumption, while

satisfying the tailpipe emission constraints set by the legislation. We demonstrate the

potential of the integrated energy and emission management strategy on both the cold-
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start and the hot-start World Harmonized Transient Cycle. For various powertrain

configurations, engine with and without WHR system, the effect of the battery is

studied. Within the NOx emission limit, the electrified WHR system with battery

shows the best performance, reducing the CO2 emissions by 3.5% as compared to the

Euro-VI baseline strategy.
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