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Preface
Having written 184318 lines of C++ and 27659 lines of shader code over the
past 4 years, I can safely say that visualization is a hands-on research area and
this is, in part, what has made it so enjoyable. I was initially attracted to the
visualization group due to a great interest in computer graphics. Through the
supervision of dr. Andrei Jalba, in a course aptly named Additional Component
Computer Graphics, and later a talk with my future supervisor, dr. Huub van de
Wetering, I finally decided to do my master project in the visualization group.
During this project, which was formulated as a GPGPU (General-Purpose com-
puting on Graphics Processing Units) assignment, my appreciation for pure visu-
alization grew and lead to my interest in doing a PhD in the field. My decision
to pursue a PhD in visualization is one I do not regret to this day.

In the following, I would like to thank all the people that have played a role in
my PhD-life directly and indirectly, and those that played some other role in my
life outside of my PhD. First and foremost, I would like to thank my promotor,
prof.dr. Jarke J. van Wijk, for giving me the opportunity to do this PhD project.
It was not until our first conference that we realized the full extent of this oppor-
tunity. Jack, thank you for being so accessible, and always being ready with new
ideas and insights. Secondly, I would like to thank my supervisor, dr. Huub van
de Wetering for his excellent daily supervision. Huub, thank you for your solid
mathematical support, proofreading page after page of material without missing
a single detail, and your many anecdotes and stories. I also owe my gratitude
to the other members of my doctoral committee, prof.dr. Gennady Andrienko,
prof.dr. Jason Dykes, prof.dr. Bauke de Vries, dr. Christophe Hurter, and prof.dr.
Nico Van de Weghe, for agreeing to be my opponents in the oral defense, and for
their valuable feedback that further improved my thesis. Also, I would like to
thank my predecessor, Niels Willems, with whom I collaborated and who paved
the way for me in the Poseidon project, for introducing me to the art of paper
writing, and introducing me to many researchers who would later play a role in
my research.

Part of what mademy time as a PhD so enjoyable were the excellent colleagues
in the visualization group and beyond. I would like to thank my colleagues dr.
Kasper Dinkla, Stef van den Elzen, andMickeal Verschoor for many years of coffee
and interesting discussions. Also, I would like to thank all the other people at the
visualization department who made my stay pleasant during my master and my
PhD: dr. Andrei Jalba, dr. Danny Holten, dr. Jing Li, dr. Michel Westenberg, and
Meivan Cheng. And I wish my colleagues that are currently pursuing a PhD the
best of luck in their studies: Alberto Corvo, Bram Cappers, Martijn van Dortmont,
Paul van der Corput, and Renata Raidou. Additionally, I would like to thank my
colleagues from the Algorithms department for interesting discussions and/or be-
ing travel companions: Aleksandar Markovic, Ali Mehrabi Davoodabadi, Arthur
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Goethem, prof.dr. Bettina Speckmann, dr. Herman Haverkort, dr. Kevin Buchin,
dr. Kevin Verbeek, dr. Maike Buchin, prof.dr. Mark de Berg, Maximilian Konzack,
Quirijn Bouts, and dr. Wouter Meulemans. And of course thanks to all other re-
searchers I met and collaborated with over the years.

I did most of my work in cooperation with other researchers and partners in
the Metis project. I would like to thank the people I collaborated with in the
project for their efforts towards making Metis a success: André Bonhof (Thales),
Jesper Hoeksema (VU), Marina Velikova (RUN), Peter Novak (TUD), Piërre Amer-
ica (TNO-ESI), Piërre van de Laar (TNO-ESI), Steffen Michels (RUN), and Teun
Hendriks (TNO-ESI). With special thanks to Bas Huijbrechts (TNO-ESI) and David
Watts (TNO-ESI) for running the project, and to Tom Regelink (TNO-ESI/Altran)
for being the glue that made the technical demos a reality.

Furthermore, I would like to thank everyone not mentioned before who touched
my life in some significant way over the past four years (in alphabetic order): Ana
Teixeira, Anouk Katzenbauer, Carla Xavier, Carlijn Dohmen, David van Heijns-
bergen, Declan Cockburn, Eileen Pereira, Emídio Carvalho (Bem hajas por tudo e,
especialmente, QSF), Emmy de Jong, Luísa Benta (Bem hajas por tudo e desejo-
te paz onde quer que estejas), Paddy Carr, Paula Lopes (a minha professora),
Páuraig Babbington, and Sarah Thomas. And of course, the guys from my band,
Horns: Cor Jolie, Patrick Veen, and Seth van Ringelenstijn.

Natuurlijk kunnen mijn ouders, Ans en Walter, en mijn twee broers, Walter en
Bertram, hier niet ontbreken. Pa, ma, bedankt dat jullie mij altijd bijgestaan
hebben, financieel en anderszins, en altijd in mij geloofd hebben ondanks de
beren op de weg. Walter, bedankt voor het ontwerpen van de kaft van dit proef-
schrift en bedankt dat je mij geïntroduceerd en bijgestaan hebt met program-
meren op vroege leeftijd. Bertram, bedankt voor je humor en dat je altijd weet
welke film ik wil zien.

E Finalmente eu queria dizer algumas coisas à minha namorada Brasileira, Juliana
Noleto, em Português. Estivemos longe por muito tempo, mas, a vida queira,
isso vá mudar em breve. Obrigado pela tua paciência e amizade, obrigado por
deixares-me conhecer o Brasil, obrigado por aceitares que eu não sempre tenho
tempo por causa de escrever a minha tese, e obrigado por seres.

Obrigado à família Noleto pela sua hospitalidade. Gostei muito de ficar na
vossa casa e vou voltar ao Brasil em breve. Bem hajam!
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Introduction
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In this chapter we introduce the Maritime safety and security domain and the concept
of situational awareness. We next introduce how visualization fits into this and explain
the context of the project in which the work described in this thesis has been developed.
Finally, we present our research goal and give an overview of the work discussed in
this thesis.

“What is it doing? Why is it doing that? What will it do next?” - [69]



1
2 Introduction

1.1 Maritime Safety and Security Domain

The Maritime Safety and Security Domain (MSSD) is concerned with protecting
shipping, infrastructure at sea, economic assets such as oil or gas platforms, and
environmental assets such as nature reserves against a broad range of threats
[191, 180]. These threats include illegal activities such as smuggling drugs or
arms, environmental degradation, illegal fishing, human trafficking, piracy, or
terrorism [180, 45, 24]. The responsibility of safeguarding the maritime domain
against such threats lies with international initiatives [155], national navies, law
enforcement agencies such as the coast guard [190, 191, 192], and customs and
border protection agencies. In this thesis we focus specifically on the context
of law enforcement. We do not deal with Vessel Traffic Services (VTS) or the
warfare domain.

In the maritime safety and security domain, operators stationed on board of
law enforcement vessels or in land-based stations monitor some area of interest
for suspicious behaviour and anomalies. These areas of interest typically contain
tens to hundreds of vessels. The operators can have a large number of responsibil-
ities and objectives, such as managing emergency situations, enforcing the law,
protecting economic interests, and controlling the border [191]. These respon-
sibilities are defined by the mission the operator is on and the law enforcement
agency they are working for. When a vessel is behaving suspiciously or is break-
ing some law, the operator can respond in a number of ways. The operator can
contact the suspect vessel, the operator can fine the vessel, send a law enforce-
ment vessel to intercept, board, and search the vessel, or the operator can mark
the vessel as suspect so it can be held offshore for inspection [24]. These actions
may, however, be costly, or come at the cost of human life, and resources are
limited. This implies that operators need to be confident in their decision to act.

1.2 Situational Awareness

Situational Awareness1 (SA) forms the basis for decision making. It is defined by
Endsley [69] as:

The perception and comprehension of the current situation and the
projection of the current situation into the future.

The three levels of SA; perception, comprehension, and projection into the future, can
be seen as hierarchical phases–see Figure 1.1. First, decision makers need to be
able to perceive the status, attributes, and dynamics of relevant elements in the
1Also commonly known as Situation Awareness
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Figure 1.1: The model of situational awareness in decision making according to Ends-
ley [69].

environment, or in other words, decision makers need to be aware of the elements
in their area of interest. Given these relevant elements, decision makers need to
be able to understand why elements are relevant and what their relationships
are. Finally, decision makers need to be able to project the future actions of
these elements into the future to decide what to do. This is, however, not a
strictly linear process, but a hierarchical one [70]. All three levels are required
to acquire and maintain situational awareness and to come to a decision that
leads to an action [72, 69].

In the maritime domain, situational awareness helps operators to take appro-
priate actions in a constantly evolving situation [98]. It is vital for the early
detection of suspicious situations and anomalies [160], that may evolve into a
threat [153]. A suspicious situation typically involves multiple and diverse actors,
mostly vessels, that may interact in complex ways. Information can be gathered
on these actors to gain more insight on their identity and intent. This information
can either be broadcast by the actors themselves through the Automatic Identifi-
cation System (AIS) [111], gathered from multiple sensors with different proper-
ties, such as radar systems, cameras, or human observation, or actively gathered
from databases or the internet by the operator [81]. This information can be
further enriched using additional sources or reasoning [219, 191]. However, in
current practice, operators manually ascertain the identity of vessels of interest
[60] and the gathered information is fused and analyzed manually [167, 191].

Current situational awareness systems in the maritime safety and security do-
main provide tools for operators for focus and decision-support using configurable
operational pictures [98]–see Figure 1.2. The human operators, however, still
mainly do the reasoning to understand the situation themselves and provide the
domain knowledge [81]. On the information retrieved about vessels, some auto-
mated reasoning can be applied that aids in comprehending the current situation
[23]. Traditionally, automated reasoning or analysis is performedmostly on kine-
matic attributes of the vessels [173]. Decisions and reasoning on the intents of
the vessels, however, are based on intuition and operational experience [45].

As more and more additional information about vessels is obtained through
sensors and human observation in increasing quantity [204], fusing attributes
automatically is gaining more interest [79]. Also, many efforts have been made
to automate reasoning on the intents of vessels based on kinematic properties,



1
4 Introduction

Decision Maker

ActionDecision

Interaction

Situational

Awareness

Fusion and Analysis
Maritime

SituationMaritime Picture

Intelligence

Other Sources

Sensors

+ AIS

Figure 1.2: The decision-maker in the context of the maritime safety and security domain.

such as movement patterns, by learning and/or detecting anomalies [23, 157,
159, 125], or by finding suspicious behavior by applying domain-based rules or
knowledge [60, 153]. Automated reasoning based on non-kinematic attributes,
such as information about the vessel’s crew, owner, cargo, and operator, is still
an emerging field of research [137, 98, 172]. Automated reasoning requires the
definition of domain rules or normal behavioral models [160]. To build such
models, tooling is required to analyze and understand the maritime domain and
the data available therein.

1.3 Visualization

The three main levels of situational awareness; perception, understanding, and
projection into the future, can be automated to some extent as discussed in the
previous section. The human operator, however, is still the decision maker. Situ-
ational awareness can be seen as the mental model of this decision maker. Addi-
tionally, to make use of the vast domain knowledge and operational experience
of human operators, situational awareness systems involve the human operator
in the loop [98]. This means the situational awareness system should present the
current situation, its understanding of the current situation, and its projection
into the future to the human operator in an understandable way. To this end,
we use visualization. Visualization is a powerful tool for increasing situational
awareness and reducing information overload [163, 126, 160].

Currently, (mainly kinematic) information on vessels present in the situation
is summarized by visualizing it on a situational picture representing some geo-
graphical area of interest, often called the maritime picture [79]. Changes in the
situation happen on screen slowly and subtly, i.e., the visualization appears static.
It is hard, however, for operators to maintain situational awareness from such an
overview visualization [144]. With the rise of automated methods, some work
has been done in terms of improving the maritime picture [133], or directly using
visualization to help detect anomalies [161, 132, 179]. Also, some work has been
done in using visualization for risk assessment [140]. In general, however, little
work has been done on applying visualization to improve situational awareness
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in the maritime domain. This is in part due to the relatively recent emergence of
automated methods in the practice of the maritime safety and security domain.

1.4 Metis

The research described in this thesis has been a part of the Metis project [67]
under the responsibility of the Embedded Systems Innovation (ESI) by TNO with
Thales Nederland B.V. as the carrying industrial partner. In short, the aim of
the Metis project is to enable next generation situational awareness systems for
public safety and security with a case study in the maritime safety and security
domain [98]. The Metis project can be roughly described by the following four
research questions:

1. How to gather relevant information from unstructured sources such as
news or Twitter messages [94]?

2. How to fuse information from distributed and heterogeneous sources, as-
sess its quality, and use this to reason on the identity and intent of vessels
[137, 139, 138]?

3. How to reconfigure a reasoning engine to spare sparse system resources,
or to increase the quality of information [146, 147]?

4. How to present the above to a human operator to gain trust and situational
awareness [175, 173, 172]?

The trend is that more and more additional information from additional sources
is becoming available and is being used by operators [93]. Information is now
not only gathered from trusted sources such as radar, satellites, cameras, intel-
ligence reports, or internal databases, but can also be retrieved from external
sources with varying reliability and trustworthiness. Much of the information
required to gain situational awareness can be gathered from the latter sources
[93]. These sources can vary from trusted databases such as IHS Fairplay [76],
to less trusted online databases containing observations by enthusiasts, unstruc-
tured news sources [94], or even Twitter messages. The information from these
heterogeneous sources is then fused [137] to best possibly predict the true values
of the attributes in the information [206].

A typical area of interest may contain a large number of vessels. Since for
each vessel a large volume of such information can be gathered and human oper-
ators are becoming an increasingly scarce resource [98], automated methods are
required to aid the human operator in finding suspicious (or anomalous) vessels.
Using traditional analyzers that reason on kinematic attributes and the fused at-
tributes, a reasoning engine can reason on the intent of a vessel [139, 138]. Since
there is a potentially large number of vessels to be reasoned on, the reasoning en-
gine needs to be reconfigured where required based on available system resources
and mission requirements [146]. Also, the reasoning engine may need to be re-
configured to use more sources if the quality of information is insufficient. If the
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operator is to have any benefit of the automated methods mentioned above, their
results need to be presented to the operators in an understandable way. More-
over, when using automated methods, the trust of the operator in the competence
of the system becomes an issue. For example, to be able to make a decision with
confidence, the operator needs to know not only that the vessel is considered
suspicious, but also why the vessel is considered suspicious. This is where visual-
ization plays a vital role by presenting the information in an understandable way
[142, 57, 188, 175, 172].

1.5 Research Question

The main research question covered by this thesis is as follows:

How can operators be supported in attaining situational awareness using
interactive visualization?

In this thesis, we answer this question in four parts of which the last three parts
correspond with the three levels of Situational awareness as defined by Ends-
ley [69]–see Figure 1.3:
i Analysis: How can we provide tools to analyze and summarize patterns,
enabling domain experts to find critical areas and to verify what normal
or anomalous behavior is? Automated methods for situational awareness,
especially in the comprehension and projection level, often require expert
rules, domain knowledge, or normal models [160] supplied by domain
experts. The above tools can aid analysts in building and verifying these
expert rules, domain knowledge, and normal models.

ii Perception: How can we help the operator in perceiving a situation? The
operator needs to be able to perceive the status, attributes, and dynam-
ics of relevant elements in the environment [69]. For example, which of
the hundreds of vessels on screen require attention from the operator and
which do not?

iii Comprehension: How can we help the operator in comprehending a sit-
uation? Perceiving relevant elements alone is not enough. The operator
must also be enabled to understand why elements, their relationships, and
events are relevant. For example, why is a vessel suspected of smuggling?

iv Projection: How can we help the operator in projecting a current situation
into the future? To be able to make decisions, the operator must be able to
project how the situation is going to evolve into the future. For example,
is the vessel suspected of piracy going to attack a nearby merchant vessel?

We discuss these parts in more detail in the overview section.
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1.6 Approach

Each part of the research question is answered by designing visualization tech-
niques and iteratively developing these in interactive prototypes based on our
own experience and input from domain experts and potential users. These pro-
totypes are then validated using domain experts and potential users, mostly from
the maritime domain, in both formal and informal studies. Also, we aim to show
that our techniques are generic enough to be applied in other domains as well.

All work in this thesis has been fully implemented from scratch in stand-alone
applications by the author, Roeland Scheepens, with the exception of the reason-
ing engine and its abstraction as discussed in Chapter 6, which has been imple-
mented by Steffen Michels of the Radboud Universiteit, a partner in the Metis
project, as part of his research. All applications have been implemented in C++
using Qt for a part of the user interface. The visualizations have been imple-
mented using native OpenGL and Cg shader code. To increase efficiency, the
algorithms have been either parallelized on the Central Processing Unit (CPU)
or implemented on the Graphics Processing Unit (GPU) using shaders. Unfortu-
nately, the implemented work cannot be made publicly available.

1.7 Overview

In the remainder of this thesis we aim to answer the research question stated
in Section 1.5. We begin by presenting some background for the work in this
thesis in Chapter 2. Our main contributions, the visualization and interaction
techniques we developed, are described in Chapters 3 through 7–see Figure 1.3.

In Chapter 3 we discuss a way to gain more domain knowledge by analyzing
movement patterns of moving objects [170]. We do this by visualizing traffic
flows and provide interaction tools to support their exploration. The user can
intuitively select and filter traffic flows from an overview visualization. The dy-
namic behaviors of selected flows may then be shown in annotation windows in
which they can be interactively explored and compared. We demonstrate the ef-
fectiveness of our method through a number of use cases in the air traffic domain
and the maritime safety and security domain.
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In Chapter 4 we show how to support perception in situational awareness by
reducing the cognitive overload and visual overlap caused by dense populations
in the maritime picture [175]. In moving object visualization in general, objects
and their attributes are commonly represented by glyphs on a geographic map. In
areas on the map densely populated by these objects, visual clutter and occlusion
of glyphs occur. We propose a method to solve this problem and through a user
study we find that, for a set of representative tasks, our method does not perform
significantly worse than competitive visualizations with respect to correctness.
Furthermore, it performs significantly better for density comparison tasks in high
density data sets. We also find that the participants of the user study have a
preference for our method.

In Chapter 5 we show how to support perception in situational awareness
using a specialized multi-variate glyph designed in cooperation with domain
experts [174]. The glyph is designed to help the operator to perceive quickly
which vessels are relevant and require more attention. Starting from maritime
domain requirements, a number of design parameters and feasible choices are
determined. We determine the best choices by showing the glyphs in a sandbox
environment and allowing the domain experts to vary the parameters.

In Chapter 6 we show how to support comprehension in situational awareness
by visually explaining conclusions of a reasoning engine that raises an alarm
if a certain situation is reached [172]. We offer an improvement over current
visualization methods, where only a list of evidence is shown. Two groups of
domain and operational experts are used to evaluate our system by testing a
number of use cases in the maritime domain based on real data. Experts can easily
follow the reasoning structure, and can quickly understand and find complicated
patterns and relate them to real-world situations in an evidence matrix.

In Chapter 7 we show how to support projection into the future of a current
situation using a visualization method for the interactive exploration of predicted
positions of moving objects, in particular, ocean-faring vessels [173]. Users, in-
vestigating and exploring the possible development of a situation, can see where
a vessel will be in the near future according to a given prediction model. Through
a number of real-world use cases and a discussion with users, we show our meth-
ods can be used in monitoring traffic for collision avoidance, and detecting illegal
activities, like piracy or smuggling. By applying our methods to pedestrian move-
ments, we show that our methods can also be applied to a different domain.

Finally, we discuss the presented visualization techniques, reflect on our re-
search questions, and discuss some open research questions and possible future
work in Chapter 8.

1.8 Related Publications

The main content chapters of this thesis are based on the publications listed in this
section. We divide the publications into three categories: Primary, secondary and
tertiary papers. The primary papers are all first-authored by Roeland Scheepens
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and each serve as core material for a specific chapter. The secondary papers are
papers co-authored by Roeland Scheepens, cover a wider subject within the Metis
project, and serve as context for this thesis. The tertiary papers are papers first-
authored by Roeland Scheepens in collaboration with Niels Willems [215] in the
Poseidon project, the predecessor of the Metis project, and provide additional
context and background for the work discussed in this thesis.

1.8.1 Primary Publications

• R. Scheepens, C. Hurter, H. van de Wetering, and J.J. van Wijk. Visual-
ization, Selection, and Analysis of Traffic Flows. IEEE Transactions on
Visualization and Computer Graphics, 23(1):[To appear], 2015. [170].
This publication serves as core material for Chapter 3.

• R. Scheepens, H. van de Wetering, and J.J. van Wijk. Non-overlapping
aggregated multivariate glyphs for moving objects. In Proceedings of
the 7th IEEE Pacific Visualization Symposium (PacificVis 2014), pages 17–24,
March 2014. [175].
This publication serves as core material for Chapter 4.

• R. Scheepens, H. van de Wetering, and J.J. van Wijk. Design of Glyphs
for Uncertain Maritime Data [Poster]. Eurographics Conference on Visu-
alization (EuroVis), June 2014. [174].
This publication serves as core material for Chapter 5.

• R. Scheepens, H. van de Wetering, and J.J. van Wijk. Rationale visu-
alization for decision support [Poster] (honorable mention). In IEEE
Information Visualization Conference, Paris, France, 2014. [171].
This publication serves as core material for Chapter 6.

• R. Scheepens, S. Michels, H. van de Wetering, and J.J. van Wijk. Ratio-
nale visualization for safety and security. Computer Graphics Forum,
34(3):191–200, 2015. [172].
This publication serves as core material for Chapter 6.

• R. Scheepens, H. van de Wetering, and J.J. van Wijk. Contour based
visualization of vessel movement predictions. International Journal of
Geographical Information Science, 28(5):891–909, 2014. [173].
This publication serves as core material for Chapter 7.

1.8.2 Secondary Publications

• B. Huijbrechts, M. Velikova, R. Scheepens, and S. Michels. Metis: An inte-
grated reference architecture for addressing uncertainty in decision-
support systems. Procedia Computer Science, 44:476–485, 2015. [98].
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1.8.3 Tertiary Publications

• R. Scheepens, N. Willems, H van de Wetering, and J.J. van Wijk. Interac-
tive visualization of multivariate trajectory data with density maps.
In Proceedings of the 4th IEEE Pacific Visualization Symposium (PacificVis
2011), pages 147–154, 2011. [178].

• R. Scheepens, N. Willems, H van de Wetering, and J.J. van Wijk. Compos-
ite density maps for multivariate trajectories. IEEE Transactions on Vi-
sualization and Computer Graphics, 17(12):2518-–2527, dec. 2011. [176].

• R. Scheepens, N. Willems, H van de Wetering, and J.J. van Wijk. Inter-
active density maps for moving objects. IEEE Computer Graphics and
Applications, 32(1):56-–66, jan.-feb. 2012. [179].

• N. Willems, R. Scheepens, H. van de Wetering, and J.J. van Wijk. Visual-
ization of vessel traffic. Situation Awareness with Systems of Systems, pages
73–87. Springer, 2013. [216].
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In this chapter we give background information on the concepts introduced in Chap-
ter 1. We start by describing the Maritime domain in more detail where we give an
impression of what goes on in one of the busiest maritime areas in the world, the North-
Sea and what information can typically be gathered from traffic in such an area. We
next discuss a number of threats and anomalous or suspicious behaviour an operator
may be looking for. Following this, we give more background on situational awareness
and especially the human factors involved in it. Finally, we give more background on
visualization where we mainly focus on perception.
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2.1 Maritime Domain

In 2014 the world merchant fleet consisted of approximately 88000 ships in total
with a total of 1.192 billion deadweight tons (DWT)1 [198]. In 2011, 8.74 billion
tons of goods were transported by sea [198]. It is expected that the number
of merchant vessels will roughly stay the same, but that their size will increase
[192].

In our use cases we mainly look at the Dutch Exclusive Economic Zone (EEZ)
–see Figure 2.1, an area of approximately 58000 kmኼ (not including the Dutch
territorial waters of 7000 kmኼ), which is a part of the North-Sea and one of the
busiest maritime areas in the world [192]. The port of Rotterdam, one of the
largest ports in the world, is also located in this area. We discuss the North-
Sea and specifically the Dutch EEZ in some more detail [192]. The North-Sea
is used for a large number of human activities including fishing, energy pro-
duction by offshore wind farms, shipping (both international routes and routes
to and from ports), recreation, sand extraction, petroleum and gas extraction at
162platforms, defense exercises in 5 zones with a total of 4200 kmኼ, and many
more. Additionally, the North-Sea contains infrastructures such as 4500 km of
pipelines and 3300 km of cables, habitats for marine mammals, breeding grounds
for fish, and underwater cultural heritage such as sunken ships and remnants of
ancient settlements [192]. To maintain a healthy marine ecosystem and to main-
tain a sustainable food supply through fishing, vulnerable areas are protected
and designated as nature conservation areas of 11374 kmኼ in total, where fishing
is restricted or prohibited. Generally, fishing is allowed everywhere, except in
nature conservation areas and areas closed for energy production.

All these activities are increasing and some of them are at odds with one an-
other, such as fishing versus conservation. To allow all these activities to take
place safely side by side, regulation and enforcement of these regulations is re-
quired. To enhance safety and security at open sea, such as the Dutch EEZ, a
number of international treaties are in effect in international waters, under the
United Nations Convention on the Law of the Sea (UNCLOS) [199]. These are
treaties such as the International Convention for the Prevention of Pollution From
Ships (MARPOL) [107] and the International Convention for the Safety of Life at
Sea (SOLAS) [110], which governs safety standards for ocean-faring vessels. The
responsibility of enforcing these treaties lies with international initiatives [155],
national navies, law enforcement agencies such as the coast guard [190, 191],
and customs and border protection agencies. In the Dutch EEZ the coastguard is
responsible for incident and disaster management and enforcement of legislation
relating to the marine environment, traffic safety, and fishing [192, 191].

To increase navigational safety, Traffic Separation Schemes (TSS) are in effect
in some areas to regulate traffic and avoid collisions [108]. This is done by sep-
arating traffic flows in opposite directions. Vessel traffic is separated into lanes
using a separation zone, which vessels are not allowed to use. Other zones are
1DWT is a measure for the weight a ship can carry. This includes not only cargo, but also crew,
passengers, fuel, and provisions.



2

Maritime Domain 13

Port of

Rotterdam

Wind Farm (Current or planned)

Anchorage Zone

Separation Zone or Clearway

Shipping Lane

Border of Dutch EEZ

Deep-water routes

Wadden SeaWadden Sea

Figure 2.1: The Dutch EEZ, the TSS, and locations of wind farms. All data used to gen-
erate this image are freely available from the Dutch National Geo-Register
(DGR) [154].
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clearways, which may contain no obstacles, and anchorage zones where vessels
may go at anchor. TSS are usually in effect in busy shipping areas, such as the
North-Sea, around capes, or in confined areas. They are established by the In-
ternational Maritime Organization (IMO) under the SOLAS convention [110]. In
Figure 2.1 we show the TSS in effect in the Dutch EEZ as of August 2013. The
shipping routes in the Dutch EEZ take up a total of 3600 kmኼ [192]. Additional
rules may apply. For example, tankers in the Dutch EEZ are required to follow
the deep-water routes further out from the coast, to protect the Wadden Sea, a
particularly sensitive area [192], from potential deliberate or undeliberate spills.

2.1.1 AIS

The Automatic Identification System (AIS) is a system by which vessels broadcast
information about themselves such as their location, kinematic attributes, iden-
tity and voyage related information. It is intended to more easily avoid collisions
and to enable littoral states to identify vessels operating near their coasts [190].
Under the SOLAS convention [110], it is mandatory for all ships of 300 gross ton-
nage and above on international voyages, all passenger ships, mobile offshore
drilling units, and all international port facilities to use AIS [109, 111]. Cargo
ships not on international voyages are also required to carry AIS if their gross
tonnage is 500 or greater.

AIS is a distributed self-organizing system. Each AIS carrying vessel regularly
broadcasts messages containing dynamic, voyage related or static attributes using
a very high frequency (VHF) transmitter [190]. Vessels are required to have
onboard sensors that record information such as GPS position, heading and rate
of turn. Dynamic information such as vessel position, speed, heading, course,
and rate of turn are broadcast every few seconds based on the vessel’s speed and
rate of turn. The dynamic information is broadcast every three minutes if the
vessel is at anchor. Static and voyage related information such as the vessel’s
identifiers; IMO number and MMSI, name, ship and cargo type, vessel size, and
voyage destination and estimated time of arrival are broadcast every six minutes.
The static and voyage related information is entered by the operator of the vessel
and the dynamic information is gathered by the vessel’s own sensors.

AIS is, however, not reliable for vessel monitoring as not all vessels are re-
quired to carry AIS [24] and, under certain circumstances, vessels are allowed
to turn off their AIS [110]. Additionally, the coverage of AIS is limited [190].
Even though there are offshore receivers available, mostly on mining platforms,
there is no full coverage, especially in remote areas. Also, the usage of AIS is not
properly enforced [24].
Trajectories
Even though AIS is mainly intended for collision avoidance, the emergence of
AIS has greatly stimulated research in the maritime domain [92]. AIS data is
increasingly being recorded for, e.g., analysis and visualization of vessel move-
ments [179, 176]. Figure 2.2 shows an overview of vessel traffic over two days
in the Dutch EEZ visualized using a density map [179].
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Figure 2.2: An overview of AIS trajectories over two days in the Dutch EEZ, visualized
using a density map [179].
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In this thesis, we describe a trajectory of a moving object 𝑜 by a sequence of
states 𝜶𝐨. A state is a tuple containing constant attributes such as object id, type
and area or size, and dynamic attributes such as time 𝑡, position 𝐩፨, velocity 𝑣፨,
and heading ℎ፨. It may also contain additional attributes such as the altitude of
an aircraft 𝑎፨, or the type of a vessel 𝜏፨. In the case of vessels, this trajectory is
derived from AIS.

2.1.2 Suspicious Behavior and Threats

What is considered suspicious behavior depends on numerous factors, such as
location of the vessel or the type of vessel. For example, a fishing vessel loitering
at sea is expected behavior, while a cargo vessel loitering at sea is considered
suspicious. Such suspicious, or anomalous, behavior may evolve into a threat.
In this section we discuss a number of these potential threats and suspicious be-
havior that may be indicative of these threats: smuggling, environmental threats,
plunder, and piracy.

In general, a vessel in violation or engaged in criminal activity will attempt
to hide both its activity and its identity using various strategies. Vessels may
choose to turn off their AIS. This can, however, be easily detected using other
sensors such as radar and the human eye. Therefore, a common strategy for
vessels engaged in illegal activity or in violation is to spoof their AIS message
by changing information in an attempt to hide their activity, their identity, or
even their true location [24, 93, 98]. This is much harder to detect as it requires
identity management and comparison with other sensors, sources, and previous
readings. Other strategies may be employed to hide identity such as repainting
the hull of the vessel at sea to make the vessel appear different to the human eye
and cameras.
Smuggling
To evade the authorities, smugglers often use multiple vessels to smuggle their
illegal goods. For instance, smaller vessels are often used to transfer goods from
larger vessels to the shore to circumvent port authorities. This usually involves a
rendezvous of two or more vessels at sea. A rendezvous is therefore considered
suspicious and may be indicative of smuggling. A rendezvous may involve vessels
stopping at the same location, vessels moving parallel for a period of time, a vessel
stopping for a period of time shortly after another vessel has moved through the
area, or two vessels moving towards each other andmaking a turn upon encounter
[203, 60].

Not every rendezvous, however, is anomalous and requires attention from an
operator. For example, a rendezvous between a tanker and a pilot vessel near a
harbor is a common occurrence. In these cases a pilot boards the tankers from
a pilot vessel to guide the large vessels into narrow harbor waters. To better
determine whether a rendezvous requires attention, additional information may
be needed, such as information about the owners, the crew and their relations,
the history of the vessel, and relevant financial transactions [24].

In [93] and [98] a number of real smuggling cases are discussed.
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Environmental Threats and Plunder
Vessels are banned from discharging any type of waste except food waste un-
der the MARPOL [107] convention. Vessels, however, occasionally still illegally
discharge waste. Apart from temporarily trying to hide their identity, e.g., by
changing AIS attributes, while they are discharging, violating vessels may move
off course, discharge, and return to their original course. Other environmental
hazards are posed by tankers that, instead of using the required route, move closer
to ecologically sensitive areas, such as the Wadden Sea, to cut costs.

In certain areas, fishing is restricted or prohibited for certain species or meth-
ods [192]. Violations and illegal fishing, however, are fairly common [191].
Indicative of such violations may be vessels loitering in areas where fishing is
restricted. On the other hand, loitering vessels that appear to behave as fishing
vessels may also be involved in other illegal activity such as plundering national
heritage sites, for instance sunken ships, for metal or valuable artifacts. If a loi-
tering vessel is not, in reality, a fishing vessel, it may be indicative of plunder.
Piracy
In the last decade, maritime piracy has increased, especially in the Gulf of Aden
and off the Somali coast [153, 149, 87]. Piracy is defined by the International
Maritime Bureau (IMB) as: “An act of boarding or attempting to board any ship
with the intent to commit theft or any other crime and with the intent or capability to
use force in the furtherance of that act” [105]. Pirates typically attack merchant
vessels with several small, fast boats for valuable cargo or to hold the crew and
passengers for ransom. These small boats do not have a large action radius and
are therefore supported by a larger mother ship that tracks and follows potential
victims using GPS from AIS [149]. The pirate mother ships hide amongst the
local commercial vessels [153].

Several strategies have been employed to combat piracy in the region: Inter-
national warships patrolling the region; grouping vessels into convoys escorted
by warships; (electronic) surveillance using patrolling aircraft; and using sensors
such as satellites, radar, and on board transponders [153, 149]. Due to the size
of the area, patrolling warships cannot cover the entire area. Because of this and
the limited action radius of the pirate vessels, evasive action is considered the
best course of action for a merchant vessel to escape pirates [87], however, this
works only in the case of an early warning given by operators monitoring the
area. Early warning signs for an imminent pirate attack may include a vessel that
engages on an intercept course with a merchant vessel, or the presence of a pirate
mother ship discovered through intelligence reports or suspicious behavior.

2.2 Situational Awareness

Originating from the Human Factors field, Situational Awareness (SA) [69] has
gained increasing attention in the past decades [72]. Especially in safety and
security domains, such as the Maritime Safety and Security Domain, where mis-
sions have become more fuzzy, there is increasing uncertainty in information and
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Figure 2.3: The mechanisms of situational awareness of an operator. Elements marked
with a * can be (partly) augmented using an external situational awareness
system. This figure is based on a figure by Endsley [69].

actors, and it is not clear exactly who the enemy is as opposed to in the traditional
naval warfare domain [81]. The importance of a notion of situational awareness
for crews of military aircraft goes back as far as World War I [69]. It is now
considered important in varying fields such as air traffic control, large system op-
erations, safety and security systems for, e.g., police and fire fighters, tactical and
strategic systems for the warfare domain, and the Maritime safety and security
domain [69, 206, 81, 72]. Operator SA is a crucial construct for decision-making
and performance in dynamic decision-making environments [69].

The psychology of perception plays a large role in SA, but it also depends in
part on the psychology of attention–see Figure 2.3. According to Hoffman [95]:
“Attention determines what is in immediate awareness and hence determines the
contents in the stream of consciousness.” SA can be seen as an extension to classi-
cal attention psychology, as the awareness not only of the dynamic surroundings,
but also an awareness of the actions and intentions of others and the projection
into the future of those actions [95]. It is described as a state of knowledge [69],
not only of the current situation but also the past and the potential future of the
environment and its relevant elements. The collective set of processes used to
achieve, acquire, and maintain that state of knowledge (SA) is called situation
assessment [70]. These processes take place in the human working memory, also
known as short-term memory–see Figure 2.3. Attention also forms a major lim-
iting factor for Situational Awareness as it is hard to perceive multiple elements
in parallel. Where this attention is directed depends on how the information
is presented and the operator’s preconceptions, experience, and knowledge. It
is therefore a challenge to maintain global situational awareness while focusing
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attention on a set of elements for a subgoal. According to Endsley et al. [71],
situational awareness systems should provide an overview for global SA across
operator goals, while presenting the operator detailed information related to the
immediate goals.

In [69] Endsley discusses how decision-makers compare the current situation
to a set of prototypical situations in memory with a corresponding course of ac-
tion using a form of pattern matching–see Figure 2.3. The process of acquiring
and maintaining SA depends on a large number of factors: the innate abilities,
training and experience of the decision maker; the objectives of a decision maker,
e.g., an operator on a warship patrolling for pirates has a different perspective of
a situation than a coastguard operator monitoring for traffic violations; the sys-
tem design, i.e., how much of the needed information is presented and how is it
presented; and the complexity of the situation, workload, and stress.

Within the SA framework, human operators work with default information,
which is the information that can be assumed about an element if no specific
information is available, i.e., a kind of normal model based on operator experi-
ence and knowledge [69]–see Figure 2.3. For example, an operator perceives a
suspect cargo vessel and, without knowing the capabilities of this specific vessel,
can make certain assumptions about how fast this vessel can move. Also, the
operators may have a certain level of confidence in information, which can in-
fluence the decisions the operator makes based on this information [145]. Both
these constructs allow humans to achieve some degree of SA based on incomplete
information.

When decision-makers work in teams, such as coastguard operators [191],
an overall SA is achieved where each member has a specific set of SA elements
they are responsible for [73]. Here it is not only necessary that each individual
has the required SA for their specific tasks, but that relevant information is also
successfully shared with team members that require it [70].

In most domains, instead of information being acquired directly by the hu-
man operator, information is sensed by an automated system that presents the
information to the human operator. This, however, leads to potential loss of in-
formation at three stages [69]. First, these systems will acquire only information
based on what the designer of the system understands is required and is techno-
logically possible. Second, the system may not present all required information
due to design and technological limitations. And lastly, the presented informa-
tion may not be transferred to the human operator properly due to perceptual,
attention, and memory constraints. The way in which the information is pre-
sented to the operator determines how much and how accurately information
can be acquired and relates directly to the mental workload of the operator. In
all stages of the design of situational awareness systems, these stages of potential
loss of information should be taken into account. While reducing operator work-
load, automation may also reduce operator situational awareness if the operator
is not kept sufficiently in the loop [37]. In Figure 2.3 the parts of the framework
of SA that can be assisted using automated methods are marked.
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2.2.1 Anomaly Detection

Since attention is a limiting factor to SA, it is important for the operator to direct
attention to relevant elements in the environment. Elements that are anoma-
lous, i.e., elements that are or behave differently in some way, are relevant. Roy
[167] gives a draft taxonomy of both kinematic and non-kinematic anomalies.
An anomaly, however, is not necessarily a threat, nor is a threat necessarily an
anomaly, but an anomaly may evolve into a threat. Therefore, these elements
require attention to further investigate whether they pose any threat or not. Op-
erators detect anomalies based on intuition and experience [81, 45], but can also
be aided by visual aids [163] or automated methods [156], which are mainly
based on kinematic attributes. Automated anomaly detection methods can be
roughly divided into two categories: bottom-up, data driven approaches and top-
down, rule driven approaches.

Data driven approaches can automatically find anomalies by learning what
is normal [203]. Examples of such approaches can be found in [159, 156, 23,
157]. The major advantage of this approach is that it can continuously adapt to
changing and evolving threats in the domain. It does, however, require data to
be available and a training period to learn what is normal.

Rule-based approaches are based on existing knowledge about suspicious be-
haviour and apply rules to find anomalies [144, 203]. Examples of such ap-
proaches can be found in [60, 167, 153]. These approaches can be applied im-
mediately without any learning period or available data and can find anomalies in
a more reliable manner [203]. The disadvantage is that the rules require updat-
ing as illegal activity changes and evolves over time. Here, the major challenge
is to extract and capture expert knowledge from operators and domain experts to
create these rules [144].

2.3 Visualization

Visualization is not just about generating aesthetically pleasing images. It is an
interactive, computer aided process to acquire meaningful insights from data us-
ing visual representations [49, 35, 213]. As such, visualization is not only used
to communicate an idea, but it is also used as a tool to discover ideas [35]. In this
thesis we mainly deal with exploratory visualization as described above, where
interaction plays a vital role to enable exploration and discovery [27]. Commu-
nicative visualization techniques such as infographics [34], however, are purely
used to communicate an idea.

Famous early examples of visualizations are Charles Minard’s map of Napo-
leon’s disastrous 1812 Russian campaign (see Figure 2.4) and Florence Nightin-
gale’s early use of the polar chart, which resembles a pie chart, to visualize num-
ber and causes of death during the Crimean War [197]. The rise of computer
graphics and the emergence of powerful consumer hardware in the recent decades
has given the field of visualization research a significant boost and has enabled
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Figure 2.5: A table of visual parameters. We show whether they are associative or selec-
tive, and whether they are poor, marginal, or good for representing nominal,
ordinal, or quantitative data [166].

interactive visualizations.
The human visual system is very powerful in recognizing visual patterns such

as clusters, anomalies, and trends, and can be leveraged to transfer information
effectively and efficiently [205]. Visualization also enables the perception of
emergent properties that were not expected and can even expose problems in the
data such as errors in data acquisition or processing [213]. The use of external
cognitive artifacts such as visual aids, significantly amplifies cognitive perfor-
mance. Additionally, the way in which information is presented can determine
how a decision is made or a problem is solved [69, 211]. It is therefore very im-
portant to consider human perception and its limitations while designing visual-
izations [211]. Visual perception and cognition take place in the human working
memory.

According to Bertin [19], the following visual parameters can be identified:
position, size, shape, color value, color hue, orientation, and texture–see Fig-
ure 2.5. Other visual parameters can be identified, such as [129, 128]: satu-
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a. Find all red squares b. Find all stars c. Find all rotated red squares

Figure 2.6: In a and b only one visual parameter is varied (color and shape, respectively)
and the visual elements can be found pre-attentively. In c three visual param-
eters are varied (color, shape, and orientation) and therefore finding the visual
elements requires attentive search.

ration, arrangement, crispness, resolution, and transparency. The effectiveness
and efficiency of these visual parameters depends on whether the input data is
nominal, ordinal, or quantitative. A visual parameter is said to be selective if a
change in this visual parameter alone in an element makes it easier to select the
element from all other elements [38]. A visual parameter is said to be associative
if a change in this visual variable is enough to perceive elements as a group [38].
In Figure 2.5 we show, for some of these variables, which visual variables are
suited for which of the above classes of analysis tasks.

Due to limitations in human working memory and attention, not all visual
stimuli can be perceived equally. The human visual system can process visual
stimuli in two distinct stages [195]. Certain simple visual parameters such as
color, size, shape, orientation, movement, spatial position, and texture can be
processed pre-attentively in parallel across the visual field– See Figure 2.6ab.
This processing typically takes well under a second and can be exploited in the
design of visualizations. By encoding values using these simple visual parameters,
a user of the visualization can process information quickly and in parallel. In
the second stage, more complex objects with combinations of visual parameters
can be identified. The second stage, however, requires focussed attention and
visual fixation and as such can only be done serially. Therefore, this stage takes
significantly more time–see Figure 2.6c.

There are more limitations of human perception and cognition that may in-
fluence the way a visualization is perceived. The human visual system does not
store visual details across views to form a stable representation of a scene [183].
In fact, relatively little visual information is preserved. This leads to people miss-
ing visual changes even as they are happening, especially if they are not suffi-
ciently salient or occur outside of focused attention. This phenomenon is known
as change blindness. It needs to be taken into account in visualizations where the
information displayed may change over time such as in a maritime operational
picture. Also, the perception of individual colors may vary depending on the
surrounding color and color contrasts [141]. This means not only selecting the
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Figure 2.7: The visualization pipeline [56].

right colors is important in visualization design [214], but also effects colors have
upon each other and how well colors can be perceived given some pre-existent
background.

Generally, the visualization process follows the visualization pipeline [86, 56,
211] as shown in Figure 2.7. The problem data is first analyzed to form amodel of
the underlying data suitable to be visualized. This is usually a preprocessing step
that does not directly involve the user. The user can then interactively filter the
data to focus on data of interest relating to the user’s task. Typically, a user will
apply multiple such filters in any one session. This focus data is a subset of the
visualization data and is mapped to abstract visualization objects that are then
rendered onto the screen. The mapping is generally defined by the visualization
designer. Shneiderman [181] argues, according to his visual information-seeking
mantra: “Overview first, zoom and filter, then details-on-demand”.

Visualization techniques can generally be categorized into two major fields
[194]: Scientific visualization and Information Visualization. Scientific visualiza-
tion deals with data that describe some physical process or object that has an
inherent spatial or spatio-temporal component [211]. Examples are visualization
of flows of gasses or liquids [135], medical imaging [28], and volume visualiza-
tions [115]. Information Visualization deals with abstract and non-spatial data
[194]. Examples are visualizations of statistical data [46], document and text
exploration [26, 158], and multivariate and dynamic networks [200, 15].

We also distinguish the field of geographic visualization. These are visualization
techniques for geospatial analysis that deal with data with a geographic compo-
nent. These techniques are usually applied in a Geographic Information System
(GIS) and displayed on a map. Examples are visualizations of large amounts of
trajectories using density maps (see Figure 2.2) or other types of aggregation
methods [179, 215, 176, 10, 3], or visualizations of movement patterns using
flow maps [30, 83], and many more [58, 4]. The visualizations presented within
this thesis fall within the areas of information visualization and geographic visu-
alization.
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2.3.1 Glyphs

The use of glyphs is a visualization technique that is often applied to visualize
multivariate attributes of multiple data records. They are placed in display space
on a position defined by the contents of the data record. In geographic visu-
alizations the position of a glyph on a map is typically predetermined by the
geographic location associated with the data record. In information visualization
in general, the position may depend on some mapping from non-spatial attributes
to the display space.

As Borgo et al. [25] define it, a glyph is a small and independent visual object
that encodes attributes of a multivariate data record. Typically, the multivariate
attributes of the data record are mapped to the visual parameters of the glyphs
such as its position, shape, size, color, texture, orientation, aspect ratio or curva-
ture [210], of which color [42] and size [127] are considered the most dominant
and attract the most attention from the user in a pre-attentive search. Visual el-
ements attracting attention in a pre-attentive search is referred to as the pop-out
effect [91]. Visual parameters of glyphs are assumed to have the following order
with respect to degree of the pop-out effect [210, 91, 25, 131, 19, 82]: color >
size > shape > orientation > texture.

Additionally, a number of dynamic visual parameters can be identified to de-
scribe animation or changes of visual representations over time. These parame-
ters are [128]: moment, duration, frequency, order, rate of change, and synchro-
nisation. Using dynamic visual parameters has been shown to be beneficial for
depicting dynamic phenomena [116, 118] or dynamic attributes in glyphs.

Glyphs are often used to convey multiple attributes via multiple visual param-
eters. The composition of these visual parameters may affect how well individual
visual parameters can be perceived–see Figure 2.6. Maguire et al. [131] propose
a systematic process for glyph design using perceptual guidelines. The ordering
of discriminative capacity of the visual parameters discussed above is linked to a
conceptual hierarchy in the data. As a case study it is applied to visualize work-
flows of biological experiments. This work illustrates the need to consider visual
perception in successful glyph design [210].

2.3.2 Visualization and Situational Awareness

Due to the processing power of the human visual system and its unique ability in
recognizing visual patterns, visualization is a powerful tool to aid an operator in
acquiring and maintaining situational awareness.

Riveiro et al. [163, 161, 162] suggest to use visualization to enable the oper-
ator to detect and find anomalous behaviour. Anomalous behaviour is hard to
define and requires human expert knowledge to detect. Therefore, the authors
propose to interactively visualize expert rules and normal behavioral models de-
rived from the data. In a similar sense, Scheepens et al. [178, 179, 177] visualize
density maps of normal movement behavior. When current movements are visu-
alized over this context, anomalous movement behavior in spatial locations and
kinematic attributes can be visually detected.
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Analysis of Traffic Flows

Analysis Perception Comprehension Projection

Situational Awareness

Analysis

Perception Comprehension Projection

Situational Awareness

How can we provide tools to analyze and summarize patterns, enabling domain
experts to find critical areas and to verify what standard or anomalous behavior
is?

Automated methods for situational awareness, especially in the comprehension and
projection level, often require expert rules, domain knowledge, or normal models sup-
plied by domain experts. In this chapter we present how to aid a domain analyst in
gaining insight into traffic flows of vessels or aircraft using interactive visualization.
We show an overview of the traffic using a density map. The directions of traffic flows
are visualized using an animated particle system on top of the density map. The user
can extract traffic flows using a novel selection widget that allows for the intuitive se-
lection of an area, and filtering on a range of directions and any additional attributes.
Using simple, visual set expressions, the user can construct more complicated selections.
The dynamic behaviors of selected flows may then be shown in annotation windows in
which they can be interactively explored and compared.

The contents of this chapter have in part previously appeared in [170].
A video on the contents of this chapter can be found at: https://youtu.be/tfRV2bhmQsY.

https://youtu.be/tfRV2bhmQsY
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3.1 Introduction

Moving objects such as cars, vessels, aircraft, or pedestrians do not move at ran-
dom, but collectively form patterns. These collective patterns, or dynamic collec-
tive behavior [9], may be formed in two ways [54]: By groups that share some
functional relationship, such as groups of animals travelling together, or by co-
horts, which have some other factor in common, such as aircraft that have the
same destination, or vessels that use the same shipping lane. In this chapter, we
are interested in analyzing the latter patterns, which we call traffic flows. A traffic
flow is represented by a set of trajectories. This gives rise to a number of chal-
lenges: How to visualize an overview of all trajectories such that a user can easily
find traffic flows of interest; how to select these traffic flows; how to analyze their
dynamics, i.e., their behaviour over time; and how to compare multiple flows.

Analyzing trajectories of moving objects is of great interest to extract temporal
patterns and to understand past events. Air traffic management deals with mov-
ing objects, namely aircraft, which follow flight routes through sectors (volumes)
that subdivide the airspace under its control. For improved flight safety and flight
route optimization, flight routes and sectors may evolve over time. Defining these
optimizations properly is complex, and relies on a deep understanding of the dy-
namics of the air traffic. To facilitate this, we investigate how to increase the
understanding and aid the analysis of flow dynamics using an interactive visual
approach.

Recorded data may have poor semantics with only the location of the mov-
ing objects available at a given time, but additional information can be derived
with simple algorithms, for example: speed, acceleration, direction. After this ad-
ditional information processing, trajectories can be analyzed to extract relevant
insights. Interactive visualization systems can leverage human visual analytical
skills to get these insights. Since trajectories of moving objects are directed, the
direction information is highly relevant and important to display. Most existing
systems use arrows to show direction [3], leading to cluttered views that hinder
data exploration. Other solutions investigated the use of color gradients [100];
this requires specific visual mappings, and subsequent color blending gives is-
sues when gradients overlap. Some systems employ animated textures to show
direction [22], requiring a minimum trajectory width, which is not suitable for
large data sets with many entangled traffic flows. In this chapter, we propose the
use of particles. Particle systems are an under exploited visualization technique
that show the spatial extent and direction of a trajectory through moving parti-
cles and can provide strong cues with little clutter. Even if trajectories overlap,
particle movements remain visible and indicate trajectory directions. Moreover,
combined with particle density indicating trajectory densities, traffic flows be-
come visible. As a drawback, a particle system requires animation with a high
frame rate and interactive response time. The latter requirements are especially
challenging for large moving object data sets.

Our overall contribution is to provide an integrated set of visualization and
interaction techniques for investigating the dynamics of traffic flows. In our final
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design, we use a density map of the trajectories combined with moving particles.
We developed a new multi-dimensional selection widget for traffic flows. This
interaction technique allows geographical selection of traffic flows, possibly fil-
tered on direction and additional dimensions such as altitude or velocity. Such
interaction helps to better highlight subsets of the traffic flows and to perform
qualitative visual comparison in terms of direction and density. Furthermore,
we provide additional visualizations to show and compare selections and their
dynamics. The presented work illustrates how a particle system can be a great
asset to explore a multi-dimensional data set of moving objects and how we de-
veloped visualization and interaction techniques to take full advantage of them.
To support our claim, we present a number of case studies where our approach
helps to retrieve insight from different kinds of moving objects data sets: vessels
and aircraft.

In Section 3.2 we discuss related approaches. In Section 3.3 we explore our
problem description by discussing input data, the target users and their require-
ments, and in Section 3.4, we discuss a set of typical tasks. Following this, we dis-
cuss our approach in Sections 3.5 (Visualization), 3.6 (Selection), and 3.7 (Anal-
ysis). We demonstrate and validate our approach according to a number of use
cases using aircraft and vessel data in Section 3.8. And finally, we discuss our
work, draw conclusions and discuss future work in the final section.

3.2 Related Work

Much prior work already exists regarding spatio-temporal data exploration [14].
In the following, we focus on work related to moving object visualization and
exploration and outline our improvements.

Andrienko and Andrienko [2] investigate visualizing and comparing the vari-
ation in spatially distributed time-series data, which they call behavior. The dis-
tribution of these behaviors is displayed on a map using glyphs that show the
time graph of the time-varying attribute for each area. This technique is, how-
ever, based on time-varying data that is tied to a predefined area, whereas we
allow the user to dynamically select traffic flows.

FromDaDy [104] is a tool that allows the exploration of trajectory data through
brushing, and picking and dropping the selections into juxtaposed views. We im-
prove on this by introducing a novel selection widget that allows the user to
intuitively select traffic flows more precisely based on direction, and potentially
other attributes. Tominski et al. [193] visualize time varying attributes of trajec-
tories by stacking trajectory bands that encode attribute values by color in 3D
space.

Andrienko et al. [6] present a visual analytics approach to find places of inter-
est in movement data by clustering related movement events, such as low speed
events to find locations with traffic jams. The temporal patterns of the movement
data in these places of interest can then be studied using spatio-temporal aggre-
gation. In our case we do not use automated methods to find places of interest as
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our users already know where to look and instead offer a visual method to select
traffic flows of interest.

The exploration and visualization of Origin-Destination (OD) data is a grow-
ing research topic [220]. OD data is movement data for which only the origin
and destination points are stored with additional attributes of the trips. Ferreira
et al. [78] present a tool in which queries on OD data can be defined visually using
graphical widgets. The query results can be visually explored and further refined.
Guo et al. [84] automatically select and extract flow patterns from OD data, and
visualize these patterns using arrow glyphs on a map. Though improvements
have been proposed [30], resolving clutter in flow mapping remains a challeng-
ing problem. In OD exploration and visualization, however, the actual route and
directions of the trajectories are not important, whereas in our approach we look
at traffic flows where the origins and destinations of the individual trajectories
are of less importance.

Krüger et al. [121] present TrajectoryLenses, a system that uses lenses to sup-
port visual, set-based filter expressions to select trajectories. It supports three
types of lenses: origin, destination, and waypoint. These lenses can be grouped
with set operations to create more complex queries. We follow a similar Fo-
cus+Context [44] technique where we visualize our selections and their dynam-
ics within the context of all trajectories. Our selections can also be combined
using set operations. Our selection widget, however, is more flexible. The selec-
tion area is user-defined and the selection can be filtered on multiple attributes.

Selection of lines by their direction or angle is also relevant in other domains.
For example, Hauser et al. [90] introduce angular brushing in parallel coordinate
plots to select records by their slope, or the relation between axes.

Van den Elzen and van Wijk [200] present a method to explore both the struc-
ture and the attributes of multivariate networks by creating selections of interest
and combining a visualization of the selections in the network with a high level,
infographic-style overview, showing the structure and multivariate attributes of
the selections. We follow a similar approach, but we select traffic flows rather
than locations. In our method, we can also generate high level, infographic-style
visualizations based on user-made selections.

Muigg et al. [143] present a method to address clutter and overdraw in dense
line plots. First a tensor field is generated with a distribution of line orientations
for each pixel. Line orientations are then visualized by applying anisotropic dif-
fusion to a noise texture. We get a similar effect using our method, however,
animated particles perform better in areas where multiple directions overlap.

Willems et al. [217] visualize large numbers of moving object trajectories
using density maps. Scheepens et al. [179] extend this by using multivariate
filters. Density maps of subsets of the data can then be interactively generated.
These density maps can be aggregated or visually composed using a variety of
operators. An overview can be given of how traffic evolves over time, however,
it requires much interaction, and traffic flows cannot be selected or investigated
seperately. Neither can users see the direction of the traffic flows. In a further
extension to this work, Scheepens et al. [176] use a scripting language to define
more complex, composite density maps. This method can be used to extract and
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visualize dominant traffic flows in the data, but still cannot show direction. We
also use density maps, but only to show an overview of the spatial distribution
of the traffic flows.

Blaas et al. [22] use animated textures to display directionality in connected
graphs to explore time series of an extended state-graph. Our work differs in
many ways, but uses a similar visual technique to display flow direction.

Flow visualization is a large field of research in which many methods have
been developed to visualize properties of flow fields, such as streamlines, glyphs,
and textures [134]. However, such flows differ fundamentally from our data
in that they are fields with (time-varying) properties tied to location, whereas
our time-varying properties are tied to moving objects, whose trajectories may
overlap.

3.3 Problem description

In this section we describe our problem area inmore detail. We start by describing
our input data and the type of movement data we focus on. Following this, we
discuss our target users and their requirements.

3.3.1 Data

Data that can be explored using our approach consists of a large set of trajectories
of moving objects. We focus on movement data of objects that are free to move
around in space, but are constrained by some rules that encourage dynamic col-
lective behaviour, such as aircraft that follow flight routes, or vessels that follow
shipping lanes. We do not focus on moving objects that move around freely with-
out such rules, such as animal movements, or players in a football match. Our
approach may also work for objects that are not free to move around in space,
but follow a predefined track, such as trains on a railway track, but the highly
constrained nature of these movements allow for simpler selection methods, such
as brushing.

3.3.2 Requirements

Our approach is intended for analysts that want to investigate traffic flows. In our
design we are mainly inspired by air traffic analysts. These analysts perform traf-
fic flow analysis and are mostly air traffic controllers with extensive knowledge
of existing flight rules and the structure of the airspace. Traffic flow analysis is re-
quired to optimize flight routes and sectors in the airspace structure, but can also
provide important input for efficiently assigning the required number of air traf-
fic controllers during a day. Gaining deep understanding of flow locations and
their dynamics, enables the extraction of even more information. To facilitate
this, the user needs to see an overview of the flows and their departure/arrival
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locations; in addition, multidimensional filtering to focus on a specific flow in
space and time, information on the number of aircraft per hour in an area, and
traffic flow comparison should all be available .

Based on discussions with air traffic analysts, we have formulated the follow-
ing requirements for our approach:

R1 Visualization: The user should be enabled to see the direction of traffic
flows while looking at the overview of all trajectories.

R2 Selection: The user should be enabled to dynamically, and visually select
any, and multiple, traffic flows of interest using simple interaction tech-
niques.

R3 Analysis: The user should be enabled to investigate and compare the dy-
namics of the selected traffic flows, i.e., how the flows evolve over time.

3.4 Task Analysis

Initially, we tried to find and visualize potentially interesting areas using auto-
mated methods inspired by [6]. We automatically found areas with a high disper-
sion of trajectory directions by computing the entropy [99] in a fine grid of cells.
All points with a sufficiently high entropy are considered interesting and are clus-
tered. The resulting clusters are used to define a Voronoi space division and for
each Voronoi cell, relevant information is visualized, such as the distribution of
directions, and the traffic density over time. Our users, however, generally know
which areas they want to investigate, and preferred to define the areas of interest
themselves.

Using the requirements stated in Section 3.3.2, we now identify several user
tasks and describe these tasks according to the typology of visualization tasks
by Brehmer and Munzner [27]. To investigate the usage of space, such as flight
routes for aircraft, or shipping lanes for vessels, the user needs to be enabled to
investigate the dynamics of traffic flows, i.e., how the traffic flows behave over
time. We have identified the following tasks–see Figure 3.1.
Task 1: Selecting traffic flows.
A user must be enabled to visually discover traffic flows. The user does this by
searching for these traffic flows and identifying them. Traffic flows and their loca-
tions may or may not be known beforehand. To support the discovery process,
we encode the traffic flows and their flow directions using a density map and a
particle system, and allow the user to navigate the map. The user may then select
the traffic flow and filter the selection to identify the desired traffic flow.
Task 2: Exploring the dynamics.
In this discovery process, the user must be enabled to explore the dynamics of
a traffic flow selected by task 1, and summarize the dynamic attributes of all
trajectories in the traffic flow. We do this by aggregation and we annotate the



3

Task Analysis 33

Why

How Encode + Navigate + Select + Filter Aggregate + Annotate + Select

Discover Search Identify Discover Explore Summarize Discover Explore Compare

T
a

s
k
 1

: 
S

e
le

c
ti
n

g
 T

ra
ff
ic

 F
lo

w
s

Aggregate + Annotate +

Select + Arrange

T
a

s
k
 2

: 
E

x
p

lo
ri
n

g
 t
h

e
 D

y
n

a
m

ic
s

T
a

s
k
 3

: 
C

o
m

p
a

ri
n

g
 t
h

e
 D

y
n

a
m

ic
s

Figure 3.1: An overview of our tasks, based on the typology of visualization tasks of
Brehmer and Munzner [27]. In task 1 the user can discover, search for, and
identify traffic flows when navigating through a visualization of traffic flows en-
coded using a density map and a particle system. Traffic flows can be selected,
and the selections can be filtered. In task 2 the user can discover, explore, and
summarize the dynamics of a traffic flow selected by task 1. In task 3 the user
can compare multiple traffic flows by arranging multiple windows produced by
task 2 on top of each other.

dynamics of the selected traffic flow in a window that the user can arrange within
the visualization space. Furthermore, the user can browse through the aggregated
time bins in this window by selecting individual bins.
Task 3: Comparing the dynamics.
A user must also be enabled to discover the relationship between multiple traffic
flows selected by multiple instances of task 2. The user must explore and compare
the dynamics of these traffic flows. Similarly to task 2, we do this by aggregating
and annotating the dynamics of the selected traffic flows in windows. To enable
the comparison of selected traffic flows, the time bin selection in all windows
is linked. Additionally, the user can compare multiple traffic flows by arranging
their respective windows on top of each other, which automatically aggregates the
visualization of both windows.
Task 4: Infographic-style visualizations.
In the final task, the user may want to create an infographic-style visualization,
in which case a visualization is produced for a third party. For this task, any
combination of the previous tasks may serve as input. While this task does not
follow from the requirements, we find it interesting to explore, nonetheless.
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3.4.1 Overview

The user can visualize, select, and analyze traffic flows using our approach as
follows: we show the user an overview of the traffic flows in a user-defined time
window by combining a density map [179] with animated particles. The density
map shows the spatial overview of the trajectory data, while the particles show
the direction of the traffic flows. The user can then interactively select traffic
flows using a selection widget. We use the shading of the density map, and the
color channel is used to visualize trajectory selections in the animated particles.
To analyze the dynamics of the selected traffic flows and compare the dynamics
of multiple selected traffic flows, the user can pop up windows to gain insight in
the dynamics of the selected traffic flows.

3.5 Visualization: Particles

The user should be enabled to see the direction of traffic flows while looking
at the overview of all trajectories (R1). We have chosen to show these traffic
flows using an animated particle system. There are several different methods
to visualize the direction in an aggregated visualization of a large number of
trajectories, such as color maps [100], or glyphs such as arrows [3], which may be
animated [33]. By encoding direction using color maps, blending issues arise and
it is more difficult to use color to encode other attributes. By encoding direction
using glyphs, a large amount of clutter is introduced, making the visualization
harder to read, even if large traffic flows were bundled [100]. Instead, we have
opted for animation, using a particle system, as we have found this does not
interfere with other visual parameters, while it allows the user to clearly see and
separate dominant traffic flows in the data–see the supplemental video. We have
found that this does require a smooth animation at a high frame rate. We initially
feared having animated particles would distract the user, but we have found this
is not the case.

Having chosen for a particle system, we now derive the following new require-
ment from requirement R1: The particles should be visualized and animated such
that the user can observe and distinguish traffic flows, even in areas where traffic
flows intersect. Our particle system is produced as follows. First, we generate,
for each trajectory 𝜶𝐨(𝑡), a set of particles geographically equally spaced along
the trajectory. Their spacing needs to be such that the particle flows are dense
enough to be able to observe traffic flows at all times, and sparse enough to be
able to see particles moving along a traffic flow and to distinguish crossing traffic
flows. The particles are then cycled over the trajectories with some speed de-
fined in screen space. To avoid distracting regular patterns, some jitter in time
and space may be required, however, we have found that in our data sets this
was not needed. To render the particles themselves, we explored two possibili-
ties–see Figure 3.2. First, we can render the particles as part of the density maps,
i.e., as part of the shading similar to [179]. Second, we can render the particles as
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a b

Figure 3.2: (a) The particles rendered as part of the shading of the density map, and (b)
the particles rendered as Gaussian bells.

blended Gaussian bells with finite support. Rendering the particles in the shading
makes it harder to use color to visualize additional attributes. Moreover, it ap-
peared harder to interpret than the blended Guassian bells–see the supplemental
video. Therefore, the particles are rendered as black or colored Gaussian bells,
which are alpha blended using some weight 𝑝ᎎ. Both the particle spacing and the
weight are automatically estimated based on the number of trajectories per kmኼ
in the data set such that the particles reveal clear movement patterns without
dominating the view. For example, in the aircraft data set shown in Figures 3.3
and 3.2, a particle spacing of approximately 40 km is used.

Because particles are generated for each trajectory, the particle system also
naturally shows traffic density. We explicitly asked all domain experts we con-
sulted what they thought the particles represent. Even without any further expla-
nation, none of the domain experts confused a particle as representing a single
aircraft or vessel. We believe this to be due to the density of the particles, i.e.,
there are many more particles than the domain experts would expect there to
be actual aircraft. For larger time windows, such as a year, this distinction may
become less clear.

A slider can be used to change the particle weight 𝑝ᎎ of non-selected particles,
which also enables the user to hide non-selected particles by setting their weight
to 0. To support zooming, the radius of the particles is defined in world space.

The velocity of the particles can be used to encode attributes of the moving
objects they represent. We have experimented with attributes such as the actual
velocity of the moving objects, and other attributes such as altitude. Encoding the
actual velocity of the moving objects appears to distract the user and reduces the
visual strength of traffic flows as too many particles move in different velocities
in the same area. Mapping the altitude of aircraft to a limited number of discrete
bins with particle velocities, using the principle that objects that are closer, i.e.,
higher, to the camera, appear to move faster, seems to allow the user to separate
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traffic flows by altitude. The effect, however, is not pre-attentive and makes
separating traffic flows in general slightly harder–see the supplemental video.
We therefore use a constant particle speed, which can be changed by the user
if needed. Additionally, we tried applying the semantic depth of field technique
[117], by allowing the user to focus on a specific attribute value or range of
values, such as a range of aircraft altitudes. The particles with attribute values
within the focus range were rendered as normal, while particles with attribute
values outside the focus range were blurred. The effect, however, was too subtle
and does not allow the user to properly focus on the traffic flows in range, while
maintaining an overview of the general traffic flow–see the supplemental video.

Since moving objects can have multiple dynamic or static attributes, we have
chosen to map these attributes to additional dimensions, such that the user can
change axes (by rotating the view [104]), to explore these attributes in a similar
way as ScatterDice [66]. Another way to map these additional attributes would
be by coloring particles, however, we already use color to mark selections of
traffic flows. By dragging the sliders shown in Figure 3.4a, the user can control
the rotation over the attributes. Lastly, while in the rotated view, the user can
also rotate over the spatial z-axis to view the particles from different angles.

3.6 Selection

The user should be enabled to dynamically and visually select any, and multi-
ple, traffic flows of interest using simple interaction techniques (R2). We enable
the user to create a selection 𝑆, a set of trajectories representing traffic flows of
interest, using novel selection widgets. The user can draw a polygonal selection
area by clicking at least three points on the screen. All trajectories that visit this
area are now selected. We have chosen a polygonal area as opposed to a circular
area or brushing a line to give the user the flexibility to define their own areas
of interest, which may be later used to analyze traffic flows as described in Sec-
tion 3.7. The selected area can be modified interactively, by dragging one of the
vertices of the polygon or by moving the polygon in its entirety. The selection
𝑆 can be further refined by filtering a range of directions, such that only trajec-
tories within the filtered direction range in the selection area are selected. In
Figure 3.3 such a selection 𝑆 is shown, with our selection widget that allows the
user to intuitively filter a range of directions. The user can change the direction
filter by moving the anchor point, rotating it around the area to rotate the direc-
tion filter and dragging the anchor point closer to or further from the selection
area to, respectively, widen or narrow the range of the filter–see the supplemen-
tal video. The selection is updated immediately after the user releases the mouse
button. To reduce the amount of user interaction required, we divide the trajec-
tories in the selected area into segments of equal length. We then apply Principal
Component Analysis (PCA) to the set of displacement vectors of these segments
to find the principle direction of the trajectories. Finally, we align the widget
direction range to this principal direction. This allows us to define a sensible
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Direction

Direction Range

Anchor Point

Selection Ranges

Figure 3.3: The user can create a selection area by clicking a polygonal area on the map.
An initial direction range selection is estimated, which can be changed by the
user in an intuitive way, by dragging the anchor point. The glyph in the center
of the selection area shows the current selection ranges of the direction; and
also the additional ranges using blue rectangles.

direction range filter immediately after the selection area has been created. This
approach works well for normal distributions of directions, i.e., in areas with one
dominant traffic flow, but may give unsatisfactory results for multimodal distri-
butions which can generally be found at intersections of two or more traffic flows
of comparable density. We do not, however, consider this a problem as from the
selection of an intersection area alone it is not obvious in which of the multiple
intersecting traffic flows the user is interested. In this case the user can explore
intersecting traffic flows and select the most interesting one by manipulating the
selection widget.

Ranges from additional attributes can be filtered using range selectors to the
left or at the bottom of the screen–see Figure 3.4b, or by rotating the view and
changing the selection area there. These selection ranges are also visualized using
small, blue rectangles in the selection glyph–see Figure 3.4. In Figure 3.10 we
see an example of aircraft traffic rotated into the altitude view. In this view,
the user can interact with the selection areas to change their altitude filters–see
supplemental video.
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To enable the user to create more complicated selections, we support a com-
pound selection 𝑆, i.e., a selection created using multiple selections 𝑆።–see Fig-
ure 3.4 and the supplemental video. Additionally, we support inverse selections
𝑅። to remove trajectories from the compound selection 𝑆. A compound selection
𝑆 is then defined by

𝑆 =⨁𝑆። ⧵⋃𝑅። (3.1)

where ⨁ can be configured to be ⋂ or ⋃. This allows the user for instance to
define selections where all trajectories going through a selected area 𝑆 are selected
except those that go through another selected area 𝑅 (Figure 3.4b), or where all
trajectories that go through selection area 𝑆 and through selection area 𝑆ᖣ are
selected (Figure 3.4c).

The user can also create multiple, independent compound selections. These
selections are colored using a qualitative ColorBrewer color map [89]. Selected
trajectories are visualized by coloring their particles using their associated selec-
tion color. To improve visibility, selected particles are rendered on top and with
a higher particle weight 𝑝ᎎ. The user can choose to only render the selected tra-
jectories in the density map by selecting the “render only selected trajectories”
option. Additionally, the user can choose to hide the selection widgets of all
colors, or just of one color.

3.7 Traffic Flow Analysis

The user should be enabled to investigate the dynamics of the selected traffic
flows, i.e., how the traffic flows evolve over time (R3). Specifically, the usage of
an area over time by objects moving through the selected areas, and the change
of the directions of these objects over time should be presented. Also, the user
should be enabled to compare the dynamics of multiple selections (R3).

We realized this by showing windows on demand for any selection area, that
serve as annotations to the selected areas. These windows show the number
of trajectories within the selection area over time using a histogram, a density
map showing the trajectories within the selected area, and a polar area diagram
showing the distribution of directions similar to a wind rose plot [184]–see Fig-
ure 3.5a. By hovering the mouse over bars of the histograms, the user can inves-
tigate specific time intervals. Both the density map and the direction diagrams
show the density and direction, respectively, of the highlighted time interval–see
Figure 3.5b and the supplemental video. To aid comparisons, all windows are
linked, that is, the same time interval is highlighted in all windows.

The windows visualize the information of all tracks visible within the selec-
tion areas. The user can deselect individual selection colors by clicking the color
buttons at the bottom of the window–see Figure 3.5c. Selection areas may also
serve as selections of areas of interest, instead of selections of traffic flows, for
instance, to investigate the dynamics of selected traffic flows in a specific area.
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Figure 3.5: Three different sets of traffic flows have been selected: Purple (ፏ), orange (ፎ),
and blue (ፁ). Also, a green (ፆ) area has been created that does not select any
traffic flow, but represents an area of interest. (a) A window has been opened
showing the dynamics of the traffic in the green area, e.g., distribution of traffic
over time, and the distribution of directions. (b) By hovering the mouse over
the time histogram, different time instances can be explored. (c) The color
buttons in the bottom of the window show which traffic flows are visualized in
the window. Here, the blue traffic flow has been deselected.
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a b

Figure 3.6: (a) The user can compare multiple (in this case, three) traffic flows by stacking
multiple windows, which results in stacked visualizations. (b) Additionally, the
user can investigate the difference between two traffic flows.

The green selection in Figure 3.5a is an example of such an area of interest selec-
tion, which does not select any traffic flows as can be seen by the direction range
in its glyph, i.e., the range is a line, which means the direction range is empty.

Traffic flows can be compared in multiple ways [113]. The user can juxtapose
multiple windows, but the user can also superimpose the movable windows by
dragging these on top of each other–see the supplemental video. The stack of
floating windows is then displayed as a single window containing all density maps
in the stack. Both the polar area diagrams and the histograms are stacked by, for
each bin, depth sorting the values, from large (back) to small (front) similar to
the braided graphs of Javed et al. [114]–see Figure 3.6a. We allow the user to
choose between juxtaposition and superimposition because both approaches have
their unique strengths [114]. While superimposition (space sharing) is better for
comparing local maxima, juxtaposition is better for dispersed comparison.

Apart from stacking, the user can also investigate the difference between traf-
fic flows by dragging a line between two selection areas while holding the shift
key. A new floating window appears with density maps for the selected areas.
In this window, the difference between the traffic flows is shown in both the
direction diagrams and the histogram. In the direction diagrams we show, per
direction bin, the absolute difference between the traffic flows by the color of
the area using the color of the largest traffic flow. In the histograms we show,
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per time bin, the difference between the two traffic flows where bars are drawn
above the line if the bottom traffic flow is larger, and below the line if the top
traffic flow is larger–see Figure 3.6b.

3.8 Evaluation & Use Cases

In this section we discuss expert feedback and a number of use cases using a set of
aircraft trajectories over France of a single day, and a data set of vessel trajectories
near the Dutch coast. The aircraft data set contains 17 841 flights with a total of
424546 sample points. The vessel data set contains 16 421 vessels with a total of
420335 sample points.

Since we used a user centered design process, we conducted several evaluation
sessions with air traffic controllers. This section reports the latest evaluation
in which two air traffic controllers, that have not been involved in the design
process, used our system and gave feedback. The two air traffic controllers have
10 years of experience in the Paris area: Roissy Charles de Gaulle and Orly, the
two biggest airports in France. During the evaluation, we first presented the goal
of the tools with its available features. Then we asked them to freely use the
software while thinking aloud to better understand their reasoning.

The two air traffic controllers followed the same sequence of investigations:
they first tried to validate what they already knew and then, they tried to un-
derstand the rationale of a number of outliers. They both first investigated the
traffic flows of the airport they were most familiar with. What they found out
about these traffic flows was consistent with what they already knew apart from
two outliers. They investigated these outliers: unexpected traffic at 5am at Orly
and a peak at 8pm at Roissy–see Figure 3.7. At 5am, Orly airport is closed, but
a number of aircraft appear to have landed anyway. After some investigation,
these aircraft appear to have landed at Villacoublay airport, a military air field
very close to Orly. These aircraft are most likely medical evacuation services.
Regarding the 8pm peak of traffic at Roissy Charles de Gaulle, the air traffic con-
troller figured out that this corresponds to numerous Air France aircraft which
fly back to Paris to spend the night at the airport before leaving again on the next
morning.

Both controllers saw the main strengths of our tool in an educational setting,
more specifically for air traffic controllers and analysts in training. To the best of
their knowledge, no previous tool is available to display the recorded traffic flow
with their directions. They reported that this tool provides a perfect visualization
system to better understand the structure of the air space and how traffic flows
tangle. Furthermore, the flow evolution is of a great interest to better grasp the
temporal traffic density. Additionally, they said this tool can also be used for
communication purposes, to show to a general audience how traffic is distributed
over France. The displayed density map is really helpful to correctly grasp the
actual flow density. Combined with the particle density, it creates a background
image which better emphasize the local density.
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Roissy Charles de Gaulle

Orly

a b

Figure 3.7: Selections of a traffic flow coming intoRoissy Charles deGaulle from the south-
west (purple) and a traffic flow landing at Orly (orange) with the outliers identi-
fied by the air traffic controllers: A peak of traffic around 8pm in the purple flow
(a), and landing aircraft at Orly while the airport is not yet open (b).

The experts also saw many more operational usages: This tool can be comple-
mentary to existing ones to perform statistics. This can be a great asset in order to
modify, forecast and assess air space structure and evolution. The few available
tools do not display visual information but only textual and graphical statistics.

Our air traffic experts were regularly consulted during the design of our tool
and the effectiveness of our design choices were regularly validated with the
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experts. They especially appreciated our selection widget to filter flows. The
multidimensional filtering technique (rotation to a different data dimension) was
also qualified as appealing to better understand how trajectories tangle in 3D.

We have chosen not to overlay our visualization of the aircraft data on top
of a map because our domain experts know the region very well and consider
a map unnecessary clutter. If our visualization is to be used for educational or
communication purposes, however, a map would be advisable. In the vessel use
case of Section 3.8.5, our visualization has been overlaid on top of a map.

In the following sections, we describe more use cases for our tool in both the
air traffic domain and the Maritime domain.

3.8.1 Comparing Flows

Aircraft follow flight routes, ordered sequences of geographically referenced lo-
cations. Actual aircraft trajectories do not always follow the exact location of the
flight route. Air traffic controllers can dynamically alter the route for reasons of
safety and optimization. Investigation of such flight routes, or, traffic flows, is
valuable to better understand airspace congestions and to improve flight regula-
tion and safety. In this use case, we investigate two traffic flows crossing France in
opposite directions. These flows correspond to flight transits between cities from
the south-west to cities in the north-east, and vice versa: Geneva, Lyon, Toulouse,
and Madrid. To avoid colliding aircraft, these parallel flows are geographically
separated. Using our approach, we can select each flow with our selection wid-
get, and define the altitude range corresponding to the desired flight routes–see
Figure 3.8 where the altitude ranges are visualized using the small blue bars.
The dynamics of these flows can be investigated separately, or can be directly
compared by stacking their windows. As we can see, the traffic flow heading
south-west is denser in the morning, while the traffic flow heading north-east is
denser in the afternoon. According to our experts, this can be explained by pas-
sengers preferring to arrive in the morning in the south of Europe and wanting
to return at the end of the day.

3.8.2 Landing and Take-off

In this scenario, we investigate landing and takeoff events at Roissy Charles de
Gaulle, the main airport in France–see Figure 3.9. To do so, we create two differ-
ent selection boxes located before and after the runways. Next, we rotate to the
altitude view to display the altitude and change the altitude range of the selec-
tions to only select aircraft that are landing or taking off, respectively, i.e., aircraft
with low altitude. In Figure 3.9, blue traffic flows correspond to take-offs, while
green traffic flows to landings. Both traffic flows are similar with around 850
aircraft each. The visualizations of the traffic flow dynamics show the specific
departure and arrival sequences. Our experts explained the patterns as follows:
In the time line of the departing aircraft (blue in Figure 3.9), we can see (1) postal
aircraft taking off between 0am and 5am, (2) two big departure sequences, called
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(1) (3)(2)

(4)

Figure 3.9: Aircraft traffic flows over the airport ofRoissy Charles de Gaulle, France. Take-
off (blue) and landing (green) sequences have been selected and their dynam-
ics can be compared using the windows. According to our experts we can see
postal aircraft taking off (1), several large departure (2) and landing (3) se-
quences, and a peak in both landing and take-off at the same time.
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hubs, at 10am and 12am. In the time line of the landing aircraft (green in Fig-
ure 3.9) we can see (3) several peaks in landing aircraft starting after 5am. The
aircraft landing in the evening stay at the airport during the night. The peaks in
landing and take-off generally do not coincide except for a peak between 10am
and 11am (4). This information can be used to optimize aircraft scheduling.

3.8.3 Altitude

In this scenario, we investigate the aircraft distribution over different altitudes.
In order to optimize fuel consumption, aircraft remain at the same altitude, also
called Flight Level (FL) as much as possible. FLs are expressed in feet; for instance
an aircraft flying at 30000 feet (approximately 10 km high), has a Flight Level of
300. Stabilized aircraft heading east (with a direction between 0 and 179 degrees)
have an odd FL (i.e., 310, 330, 350, 370, etc.). Aircraft heading west (with a
direction between 180 and 359 degrees) have an even FL (i.e., 300, 320, 340, 360,
etc.). This mandatory rule helps to better separate aircraft traffic flows. When
selecting flows by altitude, we can see the opposite aircraft direction between
odd and even FL–see Figure 3.10. Since only powerful aircraft can reach high
altitudes, the flow density decreases with higher FL.

3.8.4 Traffic over Paris

In this use case, we investigate the traffic flow over Roissy Charles de Gaulle.
When zooming into the Paris area, the flows appear entangled and spread out
(see Figure 3.11a). A common approach, however, to deal with such clutter is to
apply a visual simplification technique such as edge bundling [102]. Since flows
are oriented, we use an extended version of the edge bundling technique which
bundles trajectories with compatible directions [103]. This technique reduces
visual clutter by aggregating edges into bundled flows. Edge Bundling provides
a trade-off between empty spaces and overdrawing [100, 103]. As a drawback,
the trajectories are distorted and thus not geographically accurate compared to
the original trails. As shown in Figure 3.11b, we can still easily select the desired
flows using our approach. Figure 3.11b shows the double cross flow system (four
incoming flows and four outgoing), which can be investigated and compared. We
can see some flows operate more in the morning, such as flow (1) heading east,
while other flows operate mainly after midday, such as flow (2) coming from the
south-east. Peaks correspond to hubs, i.e., when more aircraft arrive at the same
time to maximize efficiency.

3.8.5 Harbor Infographic

In this use case we use vessel trajectory data of a single day near the Dutch coast
based on AIS [111] tracks–see Figure 3.12a. We show how our approach can
be used to quickly construct an infographic-like visualization to compare the
outgoing traffic of three harbors along the Dutch and Belgian coast: IJmuiden,
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Figure 3.10: The view has been rotated to aircraft altitude where we can see aircraft flying
east and aircraft flying west fly at alternating flight levels.
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Rotterdam
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Antwerp
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Figure 3.12: (a) An overview of vessel traffic flows near the Dutch coast. (b) Vessels leav-
ing the port of Rotterdam have been selected. (c) A visualization of the out-
going traffic of three harbors along the Dutch and Belgian coast: IJmuiden
(blue), Rotterdam (green), and Antwerp (orange). The wave pattern in the
histogram of the port of Antwerp is caused by the access to the port, the river
Scheldt, being subject to the tides.
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Rotterdam, and Antwerp–see Figure 3.12c and the supplemental video. For each
of the three harbors, we use a different selection color to select an area around
the harbor mouth using a heading range of vessels moving away from the har-
bor–see Figure 3.12b. We increase the minimum of the velocity range so that we
only select moving vessels, and open a window for each selection. By selecting
the “render only selected trajectories” option, hiding unselected particles, and
hiding the selection widgets, we get the visualization of Figure 3.12c.

Due to the colored particles, we can now see where vessels leaving the respec-
tive harbors typically go. The floating windows now serve as annotations for each
harbor that show the dynamics of traffic leaving their respective harbors. We can
see here that the port of Rotterdam is by far the largest of the three. Also, we can
see a wave pattern in the histogram of the port of Antwerp. This is because the
access to the port of Antwerp, the river Scheldt, is subject to the tides.

3.9 Conclusions & Future Work

In this chapter, we explored the design space to visualize and interactively explore
traffic flows in moving object data sets. Traffic flows have intrinsic properties that
can be displayed and analyzed even in dense visualizations: location, direction,
and intensity. In addition, traffic flows can have other dimensions, such as alti-
tude, speed, type of moving object, etc., which can evolve over time. The user
can discover and identify traffic flows using a visualization which is a combi-
nation of a density map and a particle system. Then, using our novel selection
widget, these traffic flows can be selected. When selected, the user can explore
traffic flow dynamics using annotation windows, which can be dragged on top of
each other to compare multiple traffic flows. We demonstrated our work using a
number of use cases, which have been validated by air traffic analysts.

As future development, we plan to extend this software together with air traf-
fic control practitioners to provide “a what if” system that enables the user to
remove, change, or simulate trajectories. This will help the user to understand
the impact of traffic flow modifications: What if this traffic flow is redirected in
that direction? What is the impact on the other traffic flows? This can, however,
also be used for other data sets. For example, to study what the effect on shipping
lane usage is if more vessels leave the harbor in the morning.

We would also like to investigate the scalability of our approach by using
larger data sets. Currently, we estimate parameters for the particle system, such
as particle spacing and particle weight 𝑃ᎎ, automatically for the data sets dis-
cussed in the use cases. These parameters are based on the average density of the
data set. We would like to generalize this estimation so that we can automatically
generate suitable parameters for any input data set. Additionally, we would like
to improve this parameter estimation to take into account other relevant data
characteristics such as the spread of the trajectories.

And finally, we would like to investigate generating infographic-style visu-
alizations further using our approach. For example, the arrows shown in Fig-
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ure 3.11b and similar annotations can be generated automatically, but currently
are not.
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How can we help an operator in perceiving a situation?

The operator needs to be enabled to perceive the status, attributes, and dynamics of
relevant elements in the environment. In moving object visualization, such as in the
maritime operational picture, objects and their attributes are commonly represented
by glyphs on a geographic map. In areas on the map densely populated by these ob-
jects, visual clutter and occlusion of glyphs occur, which is very harmful to obtaining
situational awareness. We propose a method to solve this problem by partitioning the
set of all objects into subsets that are each visualized using an aggregated multivariate
glyph which shows the distribution of several attributes of its objects, such as heading,
type and velocity. We choose the combination of subsets and glyph design such that
the glyphs do not overlap and the number of subsets is approximately maximal. The
partition is maintained and updated while the objects move.

The contents of this chapter have in part previously appeared in [175].
A video on the contents of this chapter can be found at: https://youtu.be/kUxqFd3F7xM.

https://youtu.be/kUxqFd3F7xM
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4.1 Introduction

Plotting glyphs on a 2-D area is a common operation in many domains. Visual
clutter is a classic visualization problem, especially for mobile devices with a
limited display size and resolution or very large data sets. When a large number
of glyphs are plotted, they may overlap, possibly resulting in complete occlusion
of some items. So, in general, only a subset of all data items is visible on the
screen. Based only on what is visible, erroneous assumptions may be made [165]
or important information may be missed [64]. This type of visual clutter can
occur in any type of visualization of a large number of data items, ranging from
scatter plots to cartography. Rosenholtz et al. [165] define clutter as “the state in
which excess items, or their representation or organization, lead to a degradation
of performance at some task”. The clutter problem typically occurs in geographic
applications where many glyphs or labels [16] are used to mark the location of
items of interest on a map.

The clutter problem can be tackled in a variety of ways, often depending on the
type of data and the application domain. In the case of glyphs, a common solution
is to displace them to eliminate overlap [17, 61, 196] or to simplify the data set by
leaving out a subset of the data elements [20, 61], or a combination of both [21].
Reducing the number of displayed data items or changing their position may
be undesirable in some domains. This is especially so in the maritime domain
where the situational awareness of an operator is based on the presence and actual
position of vessels. If the positions of individual vessels are changed or some
vessels are not visible due to sampling, the operator may get a false impression of
the situation. Another common solution to cluttering is to aggregate data items
and visualizing aggregate information in a density map [179] or using multi-
variate glyphs [210]. Additionally, user interaction can be applied for zooming
or for using a lens that simplifies [65], deforms or clusters [101] the underlying
data.

Clutter is also a problem when plotting dynamic data such as trajectories of
moving objects on a 2D surface. Two general solutions to reduce this clutter
problem are clustering the trajectories [7, 12], or aggregating the trajectories in
a density map [124, 217].

In this chapter we focus on time instances of time-series data. This data can
range from moving objects in geographic space to time-series data displayed in
a scatter plot. We focus, in particular, on the maritime domain and design our
visualization with that in mind. Our visualization, however, can be generalized
to other domains with moving objects or time-series data in general, such as in
traffic management and congestion control, crowd monitoring for public safety
and animal movement [55].

We start with multivariate time-series data, which is a set 𝑂 that contains
a number of objects 𝑜. Each object has a set of attributes 𝜶፨(𝑡) that contains
both constant and dynamic attributes. We assume that at any time 𝑡 we can only
retrieve the attributes of the objects at a time smaller than or equal to 𝑡.

A visualization is required that allows a user to recognize the density distri-
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Rotterdam Harbor

Rotterdam Harbor

Figure 4.1: Single moving objects are grouped into larger visual representations to reduce
visual clutter and overlap. On the left we show individual vessels in a harbor
visualized using vessel glyphs, while on the right we show them grouped and
visualized using aggregated multivariate glyphs.

bution and global patterns of the data set despite the clutter problem, for static
as well as dynamic cases. We propose an aggregation method that maintains
a dynamic partition of the objects as they move over time. Each subset of the
partition is visualized using a circular, multivariate glyph designed to show the
distribution of a select number of attributes–see Figure 4.1. These glyphs are
scaled based on the number of moving objects in the subset. The moving objects
are partitioned such that the following requirements hold:
R1 There should be no overlap or occlusion between visual representations of

the subsets;
R2 The subsets should be as small as possible;
R3 The user should be enabled to estimate the point density of areas;
R4 The user should be enabled to recognize patterns in the attributes of the

data;
R5 The user should be enabled to see more detail by zooming in.
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In a user study we compare our method to two alternatives. We investigate tasks
such as comparing groups of objects and maintaining situational awareness. We
find that our method does not perform significantly worse than competitive visu-
alizations with respect to correctness and performs significantly better for density
comparison tasks in high density data sets. From the results of a questionnaire,
we find that the participants of our user study find our method significantly better
than its competitors for all tasks combined.

4.2 Related Work

We first discuss a number of techniques related to clustering and clutter reduction
in both an algorithmic and visualization context in Section 4.2.1 Following this,
we discuss some related work on multivariate glyphs in Section 4.2.2.

4.2.1 Clutter Reduction

A common approach to reducing or eliminating overlap is to simplify or sam-
ple [52] the data. De Berg et al. [47] present an efficient algorithm that simplifies
a set of points on a map. A subset of the original point set is chosen such that the
distribution of the subset approximates that of the original set. Ellis et al. [63]
propose a sampling lens that allows a user to interactively reduce the plotting
density in scatter plots and PCPs under the lens. This enables a user to investi-
gate saturated areas in the visualization. Similarly, Hurter et al. [101] use a lens
to interactively cluster or push aside edges in a dense graph. Bertini and Santucci
[20] use non-uniform sampling to simplify the representation of a scatterplot. In
a later paper [21] they combine sampling with displacement to get a simplified
representation of a scatterplot that preserves the observable density differences
of the original. Trutschl et al. [196] use an algorithm based on Self Organizing
Maps (SOM) to displace records in a 𝑘-dimensional visualization. The resulting
spatial reordering of overlapping records eliminates their overlap and empha-
sizes the relationships between neighboring records. Since our main focus is the
maritime domain, no individual object can be displaced (i.e., a false presentation
of position) or have its presence hidden. Hence, we do not use simplification or
displacement.

Our solution for the overlap problem is related to clustering. Methods already
exist to cluster moving objects over time using a static clustering. Har-Peled [88]
proposes a clustering method that provides a static clustering for a set of moving
points in ℝ፝. This assumes that all movement data is known beforehand and
gives a single clustering. We, however, consider an operational real-time view in
which only the current and possibly historical positions of the moving objects are
known, but nothing is known about their future positions. Gao et al. [80] propose
a randomized algorithm that maintains a set of clusters of points moving over the
plane. Each moving point has a fixed region defined by an axis aligned square.
The clustering is achieved by finding a minimal subset of points called centers,
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such that each point in the data set is within range of at least one center. Whereas
Gao et al. cluster for more efficient communication between collaborating mobile
devices, we group points to overcome the problem of visual overlap.

Aggregation is another common approach to visualize large data sets. Scheep-
ens et al. [179] use convolution to visualize large sets of vessel trajectories in a
density map. The authors split the data set on attributes into multiple density
maps, which can be visualized using multivariate visualization techniques. The
main difference is that their method is intended for finding and analyzing trends
of movement, while here our method is intended for a real-time view of the data.
Andrienko and Andrienko [3] propose methods for visualizing spatio-temporal
trajectories for the interactive, visual analysis of large trajectory data, such that
it can be investigated from the point of view of trajectories or from the point of
view of the traffic. In the traffic-oriented view, attributes of traffic, such as ve-
locity or direction, are shown using aggregated glyphs. In the trajectory-oriented
view, entire trajectories are aggregated based on origins and destinations and
visualized using arrow-like glyphs. In another paper, Andrienko et al. [10] use
spatial generalization and aggregation of large movement data. Based on signifi-
cant points extracted from the data a partition of the underlying space is created.
The trajectories are then visualized as aggregated flows between these areas. We
use an aggregation represented by a multivariate glyph.

4.2.2 Multivariate Glyphs

A common approach in cartography for the visualization of point sets is to replace
a set of overlapping or crowded glyphs by a larger glyph of the same type [61] or
a composite glyph. In their traffic-oriented view, Andrienko and Andrienko [3]
draw glyphs with directional bar diagrams that show movement data aggregated
by compass directions and circles that show the proportion of slow-moving or
stationary objects.

In a geo-referenced information visualization system intended for mobile de-
vices, Carmo et al. [36] propose to divide the map space into a regular grid. The
number of elements in each cell is counted and if it exceeds a pre-defined amount,
an aggregated glyph is shown with up to four symbols depending on the symbols
associated with the elements in the aggregation. This aggregated glyph is visual-
ized as a stack of multiple glyphs, giving a user the intuitive idea that the glyph
represents more than one element.

Chlan and Rheingans [41] propose an aggregated glyph to visualize the dis-
tribution of large quantities using a 2D or 3D glyph. In the 2D case the glyph is
rendered using three shells. The outer shell is an ellipse showing the maximum
extents of the data range in both the 𝑋 and the 𝑌 attribute, the middle shell is
an ellipse showing the variability of the data in the 𝑋 and 𝑌 range, and the inner
shell shows both the average and the standard deviation in the 𝑋 and 𝑌 range.
The colors of the shells are used to visualize a third attribute.

Scheepens et al. [179] use a pie chart glyph to enhance their visualization of
multiple density maps. These glyphs are placed at peaks of aggregate density and
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Figure 4.2: The areas of influence of subsets ፒ and ፓ overlap with the area of overlap Ꭶᑠ
(a) or the penetration depth Ꭶ (b).

show the distribution of the underlying density maps. These glyphs are spread
out as evenly as possible over the density map to give an overview of the density
distributions over the entire map without overlap.

4.3 Approach

We divide our object set 𝑂 into a partition {𝑆ኻ, ..., 𝑆፦} of non-empty disjoint subsets
𝑆። that together span 𝑂. Each subset 𝑆 has a circular area of influence defined by
its centroid 𝐜ፒ and a radius 𝑟ፒ = 𝑟(|𝑆|), where 𝑟 is a function of the number of
elements of subset 𝑆. We now define two additional requirements:
R6 The areas of influence of different subsets do not overlap;
R7 Small changes in object positions have small effects on the partition.

Since we are interested in solving overlap of glyphs on the screen, we project our
positions onto screen space and give the radii 𝑟ፒ in pixels. This also allows the
partition to adapt to changes in zoom level, satisfying requirement R5.

For reasons of symmetry we chose a circular area of influence. Figure 4.2
illustrates two measures of overlap of two areas of influence: Figure 4.2a uses
the area of overlap 𝜔፨, Figure 4.2b the penetration depth 𝜔. The latter is easier
to compute and used here:

𝜔(𝑆, 𝑇) = 𝑟ፒ + 𝑟ፓ − ||𝐜ፒ − 𝐜ፓ||. (4.1)
If 𝜔(𝑆, 𝑇) > 0, we say that the visual representations of subsets 𝑆 and 𝑇 over-
lap–see Figure 4.2b.

4.3.1 Constructing the Partition

We use a greedy algorithm to construct the partition. We construct an initial
partition 𝐾 containing a singleton {𝑜} for each 𝑜 ∈ 𝑂 (see function Init in Algo-
rithm 1) and continue with function Merge: While there are pairs of subsets 𝑆
and 𝑇 in 𝐾 for which the overlap 𝜔(𝑆, 𝑇) is larger than zero, we merge a pair with
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maximal overlap into a single subset. This loop ends, because the size of the finite
set 𝐾 reduces each step. Furthermore, since only overlapping subsets are merged
and since the loop terminates when no more subsets overlap, requirements R2
and R6 are satisfied.

The positions of the objects are periodically updated. To satisfy require-
ment R7, instead of constructing a new partition from scratch, we update the
existing partition to again satisfy the requirements R2 and R6. In a greedy ap-
proach, a new local optimum based on the current partition with updated posi-
tions (see function Update) is found by performing a splitting step on all subsets,
followed by a merging step on them. In the splitting step, each subset 𝑆 is parti-
tioned by applying an Init to the objects it contains. In the subsequent merging
step, the resulting partition𝐾 is cleared of overlapping subsets by applyingMerge.

For performance improvement of Algorithm 1, a binary Search Tree (BST)
sorted on the overlap measure 𝜔 of pairs (𝑆, 𝑁(𝑆)) is maintained, where 𝑁(𝑆) is a
nearest neighbour of 𝑆 in the sense that for no other subset 𝑇 𝜔(𝑆, 𝑇) is larger than
𝜔(𝑇,𝑁(𝑆)). Whenever such a pair or its overlap measure changes, its position
within the tree is updated. The pair with the largest overlap is now simply the
right-most node in the tree. To find the nearest neighbor of a subset efficiently,
the subsets are stored in a 𝑘-d tree [48] based on the position of their centroids.
Whenever two subsets are merged, the 𝑘-d tree is incrementally updated.

4.3.2 Analysis

We show the running time of the initialization and update parts of our algorithm
by taking the average running time of 100 runs. There are two critical factors in
the object data that determine the running time of our algorithm: the total num-
ber of objects and the degree of overlap of the representations of the objects. We
represent the degree of overlap by the number of objects per pixel. Figure 4.3a
and Figure 4.3b show the running time of Init and Update, respectively, for var-
ious combinations of object numbers and density. For reference, Figure 4.4 has

Algorithm 1 Partition Construction
function Init(𝑂)

𝐾 ← {{𝑜} | 𝑜 ∈ 𝑂}; return Merge(𝐾)
function Merge(𝐾)
while ∃(ፒ,ፓ)∈ፊ×ፊ 𝜔(𝑆, 𝑇) > 0 do

(𝑆, 𝑇) ← pair with maximal overlap 𝜔(𝑆, 𝑇)
𝐾 ← (𝐾 ⧵ {𝑆, 𝑇}) ∪ {𝑆 ∪ 𝑇}

return 𝐾
function Update(𝐾)
for all 𝑆 ∈ 𝐾 do // split subsets

𝐾 ← (𝐾 ⧵ {𝑆})∪ Init(𝑆)
return Merge(𝐾) // merge subsets
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Figure 4.3: The running time in milliseconds for a number of different densities for the
partition construction algorithm Init (a) and partition update algorithm Update
given in Algorithm 1 (b).

an object density of .002 with 400 objects.
From the graphs we can see that both functions have similar running times,

which is not surprising as the update function depends heavily on the initial-
ization function. During updating, however, we need to record and compute
additional information required for interpolating and animating between states
as explained in section 4.4.2. This would explain the slightly higher running time
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Figure 4.4: Left: A set of overlapping objects. Right: The same set of objects partitioned.

for the update algorithm; even so, it appears to be a constant factor.
We ran our tests on a PC with an Intel Core i7 2.8Ghz processor, 6GB of RAM

and a NVidia GeForce 285 videocard. The algorithm is implemented on the CPU.
To speed up our algorithm, we could construct the KD-tree on the GPU [223] and
parallelize our algorithm as much as possible.

4.4 Visualization

We visualize each subset using a multivariate glyph showing a number of at-
tributes of the moving objects. As a basis we use the position time series of the
objects given in ℝኼ, as (𝑥(𝑡), 𝑦(𝑡)) pairs. The heading ℎ(𝑡), an angle, may then
be derived from the displacement vector in this pair over time. While designing
our glyphs, we focus on the maritime domain and have the following additional
attributes: Vessel type 𝜏 and velocity 𝑣.

We want to visualize the heading and an abstraction of the velocity of the
objects as well as the distribution of object types over these attributes. Accord-
ing to Tufte [197], the surface area of a graphical element should be directly
proportional to the numerical quantity it represents. Therefore, to enable visual
comparison between subsets, we consistently keep the area of visual elements
proportional to the number of objects it represents.

In the following sections, we discuss howwe visualize the above attributes in a
single multivariate glyph and how we visualize the transition between partitions
over time.
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Figure 4.5: Our subset glyph (d) is composed of a Type Pie (a) showing the distribution of
object types, a heading ring (b) showing the types and number of objects mov-
ing in a limited number of direction ranges, and a Stationary Disc (c) showing
the proportion of stationary objects. A number of design alternatives for the
stationary ring: A translucent disc (e), a solid disc (f), and a ring (g).

4.4.1 Subset Glyph

We require a simple, scalable and compact visual element to visualize the distri-
bution of the object types in a subset. Candidates are a divided bar chart and a pie
chart. Other candidates such as a star glyph can give the unwanted impression
of directionality or orientation when the distribution is heavily skewed. We have
chosen for a simple shape, instead of, e.g., a shape that follows a river, to keep
the type distribution visualization clear and consistent and the glyphs simple. We
also prefer the visual element to be radially symmetric in order to enable encod-
ing the heading around it. So, the natural choice is the pie chart. Furthermore, a
pie chart performs better than a divided bar chart for comparisons, if they come
in various sizes [96]. In Figure 4.5a, we show the distribution of the vessel types
that occur in a subset with a standard pie-chart using a domain prescribed color
coding. Due to the limited amount of categories that can be displayed using col-
ors or using a pie chart, we suggest aggregating types using some hierarchy, or a
selection of types considered interesting by the user, when necessary.

Replacing a number of visually conflicting glyphs by a single larger glyph is
a common operation in cartography [61]. We use the size of the type pie chart
to visually encode the number of objects in the corresponding subset 𝑆. We get
the radius 𝑟(|𝑆|) of the area of influence from the equation

𝜋𝑟ኼ = |𝑆|𝑐ኺ, (4.2)

where 𝑐ኺ is a scaling constant. An alternative could be to use a set of discrete sizes
to represent ranges of |𝑆| using some optimal scale [127]. A disadvantage of using



4

Visualization 63

size to represent the number of objects |𝑆| is that more geographic context may
be obscured by the glyph, however, we solve this using the interaction discussed
in Section 4.4.4.

The velocity attribute is reduced to a binary variable: A vessel is either moving
or it is stationary according to some velocity threshold. This gives us two attribute
sets: 𝑆፡,፦፨፯።፧፠ and 𝑆፡,፬፭ፚ፭።፨፧ፚ፫፲. The heading and type distribution of 𝑆፡,፦፨፯።፧፠
is shown in a ring outside the pie chart, similar to the directional rings of Guo
et al. [85]. A configurable number 𝑁 of segments is created, where each segment
𝑠። represents headings in the interval [𝑏(𝑖 − 1/2), 𝑏(𝑖 + 1/2)] with 𝑏 = 2𝜋/𝑁. The
intervals are shifted by 𝑏/2 such that the segments center around the standard
compass directions if 𝑁 = 4 or 𝑁 = 8. Each segment is then visualized as a part
of the heading ring showing the distribution of types, visualized using the angle,
and the number of objects in the segment both in total and per type using the
surface area–see Figure 4.5b. Since we use the angle to visualize the distribution
of the types over a segment, we determine the height ℎ። of a segment 𝑠። from

𝜋(𝑟 + ℎ።)ኼ − 𝜋𝑟ኼ = 4|𝑠።|𝑐ኻ/𝑁, (4.3)

where 𝑟 is the radius of the type pie, |𝑠።| is the number of objects in 𝑠።, and
𝑐ኻ is a weight representing the intended number of pixels per object. To visually
separate the segments, a small white space is rendered between each segment–See
Figure 4.5b. An alternative would be to use interaction, e.g., by showing a set
of weighted arrows on mouse over. Our maritime domain experts, however,
have indicated that the heading always needs to be visible for global movement
patterns to be recognized without the need for interaction.

The number of stationary objects 𝑛፬ = |𝑆፡,፬፭ፚ፭።፨፧ፚ፫፲| is visualized using a
semi-transparent disc on top of the type distribution–see Figure 4.5c– with the
radius of the disc set to 𝑟(𝑛፬). There are two alternatives for visualizing the
stationary disc: A ring and a solid disc–see Figure 4.5. For a ring it is not intuitive
whether 𝑛፬ is represented by the radius or the area contained within the ring. For
a solid disc, it seems intuitive that its area represents 𝑛፬, but the disc itself may
occlude large parts of the type distribution. An additional alternative would be
to visualize the number of stationary objects per type by changing the radius of
the stationary disc per slice accordingly. This makes the glyph, however, harder
to read and does not give a clear overview of the proportion of total stationary
objects.

4.4.2 Animation

The changing of the partition due to the movement of the objects may confuse
the user. Therefore, we propose to use a short animation to show that subsets
have split or merged such that the user can maintain a mental map. We identify
two basic cases: A subset 𝑆 is either merging into a new subset 𝑆ዄ with one or
more other subsets, or a subset 𝑆 has split off from a larger subset 𝑆ዄ. In both
cases we interpolate between the glyph of the original state and the glyph of the
new state. Since objects continue to move, it may, for instance, occur that a
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Figure 4.6: An application of our partition method in the maritime domain (a). Through
interaction the user can investigate point groups: By holding the mouse over a
glyph, the user can see the spatial distribution of the points in the subset, and
by clicking on a glyph the user can see statistics of the vessels in the subset
(b), such as the distribution of vessel types, vessel velocities or vessel states
(e.g., the vessel is stationary).

subset that is merging has to split again. Therefore, each animating subset 𝑆 has
a collection 𝐴ፒ of sets 𝑂። of objects; each 𝑂። is either merging into 𝑆 or splitting off
from it. Each set 𝑂። has a weight 𝑤። that decreases from one to zero for splitting
sets and increases from zero to one for merging sets. The attributes used during
visualization of 𝑆 are computed as a weighted sum of the attributes of 𝑆 and the
attributes of each 𝑂።. For example, the number of elements 𝑛 is given by ∑𝑤።|𝑂።|.
By changing the weights at every update step depending on a configurable, in
our case linear, function, the glyph of subset 𝑆 morphs into its new state.

Even though moving data elements may overlap visually, the human visual
system is still able to track the individual moving objects to some extent [148].
This means that an alternative to partitioning all points may be to partition only
stationary and slow-moving objects, while visualizing the fast movers as single
points. A user can then see global patterns within the slow-moving cluttered
objects and is still able to visually track the fast moving objects. In the maritime
domain, however, there are generally no vessels moving fast enough on screen
to warrant such an approach. We have therefore decided to partition over all
objects.

4.4.3 Real-world application

Our method is designed for the visualization of moving vessels. In harbor areas,
busy shipping lanes or anchorage areas, a large degree of overlap can occur.
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Figure 4.7: In our user study we show two red squares containing a distribution of points
each for the static tests (a), and for the dynamic test we split the screen into
four numbered quadrants (b). The visualizations used are ፌᑤᑚᑟᑘᑝᑖ (c), ፌᑡᑒᑣᑥ
(d), and ፌᑕᑖᑟᑤ (e).

An operator, whether working for the coast guard, a navy or a port authority,
may miss crucial information if glyphs representing vessels occlude each other.
We show the application of our method for an especially busy harbor area in
Figure 4.6a. We use a color coding for vessel types that is standard in themaritime
domain. In the video accompanying this chapter we show an application of our
method to the maritime domain.

4.4.4 Interaction

To enable a user to further investigate the data we offer several forms of inter-
action. A user can perform zooming and panning operations, resulting in auto-
matically updated grouping, due to the partitioning in screen space. When the
mouse hovers over a subset, the individual points in the group are visualized to
show their spatial distribution–see Figure 4.6b. Clicking on a subset results in an
enlarged view with details on its objects in a separate window–see Figure 4.6c.
The user can select parts of the subset to investigate further. The accompanying
video shows this interaction in practice.
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4.5 Evaluation

We evaluate our visualization by comparing our partition method 𝑀፩ፚ፫፭ to two
alternatives that are commonly used in the maritime domain: a KDE [182] based
method 𝑀፝፞፧፬ and a single point visualization 𝑀፬።፧፠፥፞. For each method we
use the five element color map as shown in Figure 4.7e. For 𝑀፝፞፧፬ we use the
visualization techniques proposed by Scheepens et al. [179]. For each object type,
the positions of the objects are convolved onto a density field. Each density field
is assigned its own color map where the saturation increases with the density.
The density fields are then combined using the block composition operation of
Scheepens et al. [179] and shaded–see Figure 4.7e. To avoid bias towards a
specific visualization and to allow testing of the aggregation method’s validity,
the single point visualization 𝑀፬።፧፠፥፞ as shown in Figure 4.7c is chosen similar to
the partition visualization for subsets of size 1.

We tested the ability of subjects to recognize density and patterns in a static
visualization and their ability to maintain situational awareness in a dynamic
one. We believe these tasks represent the process of basic understanding of the
situation in the maritime domain. In the user study we first explained the three
visualizations and the setup of the study to the subject (10 min). Then the sub-
ject performed three static tests (each 5 min) and one dynamic test (10 min)
and finally, filled out a questionnaire (5 min). The actual study took 30 to 45
minutes per subject. We tested with 13 males and 2 females with a computer
science background, on a single machine with a 1690 × 1050 screen, and with
the visualizations in 1200 × 800. To show our method can be generalized and
does not require specific maritime domain knowledge, we have chosen not to use
maritime domain experts.

4.5.1 Static tests

In our static tests we asked the subjects to perform three different tasks 𝑇። with
varying visualizations and data sets, such that each data set is tested for each
visualization in random order. For each task two red squares are displayed, one
on the left side and one on the right side–see Figure 4.7a. The subject is posed a
question about the objects in the squares and can answer the question by either
entering left or right using arrow keys on the keyboard. The questions differ per
task and are as follows:
T1 Which square contains more points? Left or Right?
T2 Which square contains more blue points? Left or Right?
T3 Which square contains more blue points heading approximately North-

East? Left or Right?
With these three tasks we test the abilities of the subjects to compare densities,
to compare the type distributions of Section 4.4.1, and to interpret the heading
ring of Section 4.4.1, respectively.
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Each task has a set of special points which the subject has to compare, e.g.,
for T1 all points, and for T2 all blue points. A dataset is parameterized by two
parameters (𝑛, 𝑝) for T1 and (𝑝፬, 𝑝) for T2 and T3. The number of points 𝑛 is set
to low density (50 points), medium density (500 points) and high density (1000
points) for task T1 and a random number in the range [50, 1000] for T2 and T3.
The total number of special points 𝑛፬ is determined by 𝑛፬ = 𝑝፬ ⋅ 𝑛, where 𝑝፬ is
set to 100% for T1 and to small (5%), medium (10%) and large (15%) for T2
and T3. And finally, the percentage difference 𝑝 between the number of special
points in the left square and those in the right square is set to small (5%), medium
(10%) and large (15%). We generated a data set for all combinations of each of
the parameters 𝑛, 𝑝 and 𝑝፬, leading to 9 unique configurations of parameters
per task. For each of these configurations we generated three variants leading
to a total of 27 unique data sets. For each subject all unique configurations of
parameters are used, but only one of the three variants is randomly selected.
Data Generation
We generated our test data by first placing 𝑛 objects within each square using
a normal distribution with a random variance. To prevent the objects in each
square from forming a circular shape, we randomly displaced their positions. We
next added 10% extra objects randomly placed on the 1200 by 800 area, outside
of the squares to represent random noise. Following this, we randomly assigned
types, headings and velocities to the objects. We made sure we had exactly the
right amount of special points as determined by parameters 𝑝፬ and 𝑝 by changing
the properties of the objects as needed.

For this test we took a random number of total points 𝑛 between 50 and 2000
(low and high density) and varied the total number of blue points 𝑛፛፥፮፞ as a
percentage of the total number of points by 5%, 10% and 15%. Additionally we
varied the percentage of difference between blue points in the left and in the right
square by 5%, 10% and 15%.

We varied the data sets for this task in the same way as the previous task
instead that for blue points, we took blue points heading approximately North-
East. Since the density visualization does not show direction we only compared
𝑀፩ፚ፫፭ and 𝑀፬።፧፠፥፞ in the last test. For each of the above test sets we added 10%
extra points as random noise. For each variation we generated three test sets
leading to a total of 3 ⋅ 3 ⋅ 3 = 27 unique data sets for each task which are tested
for each visualization: Three times for T1 and T2, and twice for T3.

4.5.2 Dynamic test

In our dynamic test we show the subject a dynamic data set running over 2 min-
utes. The screen is divided into numbered quadrants–see Figure 4.7b–containing
moving objects. Each quadrant contains a large number of green objects and a few
red and blue objects. We tell the subject that red objects represent ambulances
and blue objects represent police vehicles. For adequate emergency response,
each quadrant should contain at least one ambulance and one police vehicle. We
present the user with the following task:
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T4 When a quadrant no longer contains both blue and red objects, press its
number.

The response time is measured as the time difference between the key press and
the time the requirement was broken.

We generated three types of data sets, with the parameters (𝑛፠፫፞፞፧ , 𝑛፞፦፞፫፠፞፧፜፲)
∈ {(100, 1), (200, 2), (300, 4)}, to represent a calm situation, a medium situation
and a busy situation, respectively, where 𝑛፠፫፞፞፧ is the number of green objects
and 𝑛፞፦፞፫፠፞፧፜፲ is the number of ambulances and police vehicles per quadrant.
For each variation we generated three test sets leading to a total of 3 ⋅ 3 = 9
unique data sets which are tested for each visualization.
Data Generation
We generated our dynamic data sets by first simulating the green objects for
2 minutes. We simulated objects by changing their velocity and heading each
second using a normally distributed delta. The parameters are chosen such that
the simulated movements approximate realistic vessel movements, e.g., objects
will not suddenly change speed or direction. The initial positions, headings and
velocities of the objects were chosen at random. Whenever the green objects
encounter the edge of the screen they are given a new random direction heading
away from the edge. We then picked a time instance 𝜏 between 10 and 110
seconds and a quadrant in which our requirement must be broken. We next
simulated our blue and red objects such that the requirement is broken at 𝜏,
remains broken until the end of the simulation and is only broken in the chosen
quadrant, ensuring there is only one correct answer. The starting positions of
these objects were chosen at random such that each quadrant contains 𝑛፞፦፞፫፠፞፧፲
blue and red objects at the start.

4.5.3 Questionnaire

A questionnaire is presented to our subjects. Directly after the corresponding
task, they answer a question, using a five-point Likert scale, on the suitability of
each visualization type for each task Ti. At the end of the user study, we ask the
subjects to name a few pros and cons for each visualization, and finally, we ask
which visualization was their favorite and why.

4.5.4 Hypotheses

While density maps𝑀፝፞፧፬ have been shown to perform well for the visual extrac-
tion of vessel movement features in trajectories [218], we expect them to perform
worse than both 𝑀፬።፧፠፥፞ and 𝑀፩ፚ፫፭ on correctness for all four tasks. Also, 𝑀፝፞፧፬
cannot be used for T3, as even though there are methods to incorporate direction
in density [120, 179], it cannot be visualized clearly. Furthermore, we expect
𝑀፩ፚ፫፭ to perform better than 𝑀፬።፧፠፥፞ on correctness, due to the problem of over-
lap in 𝑀፬።፧፠፥፞, especially in large data sets. For low density data sets we expect
𝑀፩ፚ፫፭ to behave as 𝑀፬።፧፠፥፞, because the latter then also exhibits a low degree of
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overlap. Lastly, we do not expect any significant differences in response times
between the visualization methods. This leads to the following hypotheses:
H1: For T1, T2 and T3, 𝑀፩ፚ፫፭ performs (a) better than the other methods both in
correctness and response time for high density data sets, and (b) no worse than the
others in both correctness and response time for low and medium density data sets.
We expect that𝑀፩ፚ፫፭ performs better than the other visualization because𝑀፬።፧፠፥፞
suffers from overlap and 𝑀፝፞፧፬ may be hard to read due to the convolution. This
will be especially apparent for data sets with a higher density and thus more
overlap.
H2: For T4, 𝑀፩ፚ፫፭ performs no worse than 𝑀፬።፧፠፥፞ and 𝑀፝፞፧፬.
While we expect 𝑀፩ፚ፫፭ to perform better for the static data sets, we expect it
to perform no worse than the other visualizations for dynamic data sets. Since
humans are good at tracking moving objects despite overlap [148], we believe
𝑀፩ፚ፫፭ will not be significantly better than the other visualization methods.

4.5.5 Results and Discussion

In Figure 4.8 we show four scatter plots in which each dot represents a subject
and one of the three visualizations. The axes are mean correctness and mean
response time, computed over all relevant trials. We cannot immediately see
a trend between visualization methods, but we can see that tests T1 to T3 are
varying in difficulty, while for T4 there were few incorrect answers.

In order to determine whether differences in mean correctness or response
time between visualization methods are significant, we analyze our results using
the one-way ANOVA test and Tukey’s HSD post hoc test at a 5% significance level.
The latter test results in homogeneous subsets (HS) of visualization methods and
is only performed for the tasks where three visualization methods are compared.
Between methods in different subsets a significant difference exists, while within
a subset, no significant difference exists.

In Figure 4.10 we show the mean correctness with a confidence interval of
95% for the three static tests, separated by the data set size (𝑛) or relative data
set size (𝑝፬) at the top, and the percentage difference (𝑝) between the left and the
right hand side at the bottom. For the three static tests we can see that the mean
correctness often goes up as the percentage difference between the left and right
side 𝑝 increases, as is to be expected. We do not observe such a clear relation for
𝑛 and T1 in the top left of Figure 4.10 or 𝑝፬ and T2 in the top right of Figure 4.10.
For T3 we see that the mean correctness goes up if the percentage points 𝑝፬ goes
up. So, apparently this task is easier if the proportion of special points increases.
An explanation could be that a smaller proportion suffers relatively more from
overlap for 𝑀፬።፧፠፥፞, and is less visible due to smaller glyphs for 𝑀፩ፚ፫፭.

The top row tables of Figure 4.9 show the results of the analysis for all com-
binations (𝑝, 𝑛) for T1. For the response time we only see a significant dif-
ference for a large 𝑝 where 𝑀፩ፚ፫፭ is significantly faster than 𝑀፝፞፧፬. For cor-
rectness we do not see any significant difference between the three visualiza-
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Figure 4.8: A scatter plot of the mean response time versus the mean correctness for each
visualization for tasks Ti where each point represents a single subject. Each
test Ti has 9 unique configurations, resulting in 9 possible values for mean
correctness.

tion methods for data sets with a small or medium 𝑛. However, for datasets
with (𝑝, 𝑛) ∈ {(𝑠𝑚𝑎𝑙𝑙, 𝑙𝑎𝑟𝑔𝑒), (𝑚𝑒𝑑𝑖𝑢𝑚, 𝑙𝑎𝑟𝑔𝑒)} 𝑀፩ፚ፫፭ is significantly better than
𝑀፬።፧፠፥፞ and 𝑀፝፞፧፬, respectively. For (𝑝, 𝑛) = (𝑎𝑙𝑙, 𝑙𝑎𝑟𝑔𝑒) we disregard the per-
centage difference 𝑝 and 𝑀፩ፚ፫፭ is significantly better than both other visualiza-
tions.We can therefore not reject hypothesis H1 for correctness, but we must
reject H1a for response time.

For (𝑝, 𝑛) = (𝑎𝑙𝑙, 𝑎𝑙𝑙), we find that 𝑀፩ፚ፫፭ performs better than 𝑀፝፞፧፬. From
the column 𝑛 = 𝑙𝑎𝑟𝑔𝑒 in the top-left table in Figure 4.9 we can conclude that
𝑀፩ፚ፫፭ is overall the best choice. We also observe that 𝑀፩ፚ፫፭ performs signifi-
cantly better on correctness than 𝑀፝፞፧፬ for (𝑝, 𝑛) ∈ {(𝑚𝑒𝑑𝑖𝑢𝑚, 𝑎𝑙𝑙), (𝑙𝑎𝑟𝑔𝑒, 𝑎𝑙𝑙)}.
Finally, there does not appear to be any clear relationship between the response
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never significantly the worst.
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time and parameters 𝑝 or 𝑛–see the top right table in Figure 4.9.
For T2 we find that 𝑀፩ፚ፫፭ performs significantly better in correctness than

𝑀፬።፧፠፥፞ and 𝑀፝፞፧፬ for a medium 𝑝 as shown in Figure 4.9. In contrast, we can
also see that 𝑀፝፞፧፬ performs significantly better in correctness than 𝑀፩ፚ፫፭ for
large 𝑝፬ with small 𝑝. We believe this is in part due to the fact that the mean
correctness of 𝑀፝፞፧፬ for large 𝑝፬ decreases from large to medium 𝑝, but increases
again for small 𝑝, which is similar to what we observed in T1. As can been seen
in Figure 4.10, for small 𝑝 all visualization methods score around 50% correct-
ness for T2, which is the expected result for a random guess. We observe that
𝑀፝፞፧፬ performs significantly better in response time overall than the other two
visualization methods.

For T3 we find no significant difference between the visualization methods
for correctness or response time. So, we can conclude that our heading ring does
not have the intended effect and requires further research. We can reject H1a
and accept H1b for T3.

Since almost all trials for T4 were answered correctly, we can find no sig-
nificant difference in correctness between the visualization methods. Task T4
appears to have been easy. Also, we do not detect any significant difference in
response time between the methods. This means that 𝑀፩ፚ፫፭ does not perform
significantly worse than the other methods and we can therefore accept H2.

While 𝑀፩ፚ፫፭ does not perform significantly better across the board on the
static tests, we do find that it does perform significantly better under certain
circumstances. For comparing densities, 𝑀፩ፚ፫፭ seems to work especially well
for large data set sizes, i.e., in the presence of a lot of overlap. We believe this is
because𝑀፩ፚ፫፭ has less visual items to compare due to the partition. Additionally,
𝑀፝፞፧፬ does not work well for estimating the difference in number of vessels, and
𝑀፬።፧፠፥፞ suffers heavily from overlap andmay require more visual processing. This
does not, however, surface in the response time. For comparing the number of
objects of a certain type we can see that 𝑀፩ፚ፫፭ only performs significantly better
than the other visualization methods for medium 𝑝.
Questionnaire
In Table 4.1 we show the results of the questionnaire of Section 4.5.3. As before,
we use one-way ANOVA to determine whether our results are significant and use
Tukey’s HSD post hoc test to find HS of the visualization methods. The numerical
and statistical results for the questionnaire show that 𝑀፩ፚ፫፭ is a clear favorite
among the participants for all three static tasks, whereas for the dynamic task
there is no significant difference between 𝑀፬።፧፠፥፞ and 𝑀፩ፚ፫፭. Furthermore, the
favorite overall visualization method is 𝑀፩ፚ፫፭ for 9 participants, 𝑀፬።፧፠፥፞ for 4
participants, and 𝑀፝፞፧፬ for 1 participant. The remaining participant stated that
it depends heavily on the task.

Participants noted that𝑀፩ፚ፫፭ is intuitive, makes it easier to estimate the num-
ber of points, and offers less clutter and overlap. While participants said that the
heading of a group of objects can be more easily seen, some users also found
the heading ring complex to interpret. As largest disadvantage of 𝑀፩ፚ፫፭, some
participants wrote that the animation is too distracting and a small change in
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movement can lead to a large change in configuration. We believe this is largely
due to the speed of the moving objects during the study. The speed is high on
purpose to limit the amount of time our participants have to spend on the tests.
In, e.g., the maritime domain the objects generally move over the screen slowly
as is shown in the accompanying video. While multiple participants liked the
aggregation of all properties, others found it a disadvantage that there are no
exact positions, as these are also aggregated. We did not allow any of the inter-
action discussed in Section 4.4.4 during the user study. The mouse-over view that
shows the point distribution may help to see the exact positions of the objects in
the group. Furthermore, in some tasks it is more important to see the presence
of the object than its exact position, which we believe our method supports.

The most named advantage of 𝑀፬።፧፠፥፞ is the simple and intuitive representa-
tion for low densities with objects being countable. Furthermore, a number of
participants found moving points easier to follow using this representation. A dis-
advantage named by almost all participants (14 out of 15) is occlusion. Also, some
participants find it hard to compare different groups of objects using 𝑀፬።፧፠፥፞.

As an advantage of 𝑀፝፞፧፬, participants say that it gives an estimate of distri-
bution quickly, especially the distribution of different types. While we can see
that the response time of 𝑀፝፞፧፬ for T2 is generally lower, it is not significantly
so. Also, the reduction of clutter and overlap compared to 𝑀፬።፧፠፥፞ is mentioned.
On the other hand, participants find individual moving objects hard to follow
and they find it hard to estimate and compare densities. The lack of directional
information is also mentioned as a disadvantage.

Task Vis n -2 -1 0 +1 +2 Mean HS

T1
S 15 2 5 4 4 0 -0.33

{ፏ} ጻ {ፒ, ፃ}D 15 3 3 2 7 0 -0.13
P 15 0 0 4 10 1 0.8

T2
S 15 4 5 4 2 0 -0.73

{ፏ, ፃ} ጻ {ፒ, ፃ}D 15 2 4 5 4 0 -0.26
P 15 0 1 6 8 0 0.47

T3 S 15 2 4 5 4 0 -0.27 {ፏ} ጻ {ፒ}P 15 0 1 2 11 1 0.8

T4
S 15 0 2 3 8 2 0.67

{ፏ, ፒ} ጻ {ፃ}D 15 0 10 2 3 0 -0.47
P 15 1 0 4 9 1 0.60
S 60 8 16 16 18 2 -0.02

{ፏ} ጻ {ፒ, ፃ}Total D 45 4 19 11 11 0 -0.36
P 60 1 2 16 38 3 0.67

Table 4.1: The answers to the questionnaire with ‘Strongly Disagree’ is -2, ‘Disagree’ is
-1, ‘Neutral’ is 0, ‘Agree’ is 1, and ‘Strongly Agree’ is 2 with their frequency and
mean for each test ፓᑚ and for each visualization method. S isፌᑤᑚᑟᑘᑝᑖ, P isፌᑡᑒᑣᑥ,
and D is ፌᑕᑖᑟᑤ.
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4.6 Conclusion & Future Work

We have presented a method to remove visual overlap of the glyph representa-
tions of moving objects. The set of all objects is partitioned into subsets, which
are visualized with visually non-overlapping aggregated multivariate glyphs that
show the distribution of attributes such as heading, type and velocity. The size of
the glyph represents the size of the subset. The partition is updated as the objects
move such that the change in subset configuration is approximately minimized.
Changes in subsets in between frames are smoothly animated. We use examples
from the maritime domain, but our method is applicable to any dynamic data
with high and non-uniform density. As glyph position, we use a projection of
geographic coordinates on the screen, but this can be generalized to any pair of
attributes for any time-series data.

We can conclude from our user study that our method is competitive overall,
and better than its competitors for density comparison tasks in the presence of a
lot of overlap. Additionally, the participants of the user study have a preference
overall for our method.

Based on the results of the user study involving direction and the comments
in the questionnaire, we feel that the heading ring needs further research. Addi-
tionally, in real-world maritime data sets, especially in harbors, the heading ring
becomes hard to read due to the proportionally large number of stationary ves-
sels. Possible solutions could be to increase the overall size of the heading ring,
or to only show the heading information after user interaction using a clearer
and bigger visualization. Another limitation of our method is that comparing
individual items is harder due to the aggregation. This can, however, be solved
by introducing additional interaction and multiple selection. The animation also
requires additional research. We believe it works for slow moving objects such as
in the maritime domain, but users do not seem to like it for fast moving objects.
One approach is to investigate a different, less distracting form of animation.
Another approach is to introduce conditional overlap: for example, only points
moving below a certain velocity threshold are considered overlapping, or, ob-
jects moving in opposite direction at a relative high speed are not considered
overlapping. Additionally, we would like to test our methods on maritime do-
main experts using real-world maritime scenarios, especially dynamic scenarios.
We would also like to apply our method to dynamic data sets from different do-
mains, especially those without a geographic context. And finally, to be able to
interactively handle larger sets of moving objects we intend to implement and
parallelize our algorithm on the GPU.
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How can we help an operator in perceiving a situation?

The operator needs to be enabled to perceive the status, attributes, and dynamics of
relevant elements in the environment. Through a case study we show how to design a
specialized multi-variate glyph in cooperation with domain experts. This glyph shows
the attributes and dynamics of elements in the environment and attracts the attention
of the operator for elements that are relevant. From a problem definition and require-
ments derived with domain experts, a design process is started in which a number of
design parameters and feasible choices for them are determined. We then go through
these options with domain experts to determine the best choices and, finally, we eval-
uate the chosen glyph with other domain experts.

The contents of this chapter have in part previously appeared in [174].
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5.1 Introduction

In the maritime safety and security domain it is important to maintain situational
awareness, which means an operator must comprehend the current situation and
the projection of the current situation into the future [72]. In current operational
systems, situational awareness is establishedmainly through kinematic properties
of vessels and the behavioral models distilled from these properties. Additional
information about vessels is obtained through sensors and human observation
in increasing quantity [204]. On the, mainly kinematic, information retrieved
about vessels, reasoning can be applied that aids in comprehending the current
situation [23]. The goal now is to improve the operator’s understanding of the
situation and confidence in the identity and intents of vessels through visualizing
the quality of information using a glyph that represents both the most important
attributes including their uncertainty, and the interest of the vessel to an operator.
Information is now not only gathered by trusted sensors on board of a vessel, but
is also retrieved from external sources with varying trustworthiness. Much of
the information required to understand a situation can be gathered from such
sources [93]. These sources can vary from trusted databases such as IHS Fairplay
[76], to less trusted online databases containing observations by enthusiasts, to
news posts or even Twitter messages. The information from these sources is fused
and reasoned with [139], resulting in uncertain distributions of possible attribute
values, a number of intent hypotheses, and an aggregated attention value [146].

In this chapter we present the design process, in cooperation with domain
experts, for a new glyph to represent individual vessels. To determine which
attributes are relevant for an operator, and especially, which are relevant for
visualization in a glyph, we consulted three maritime domain experts with op-
erational experience. Some of these attributes, however, are currently not avail-
able to operators and it is therefore hard to determine, even for domain experts,
which attributes should be directly visualized in a glyph. After discussing with
our domain experts, we have determined that the following attributes should be
conveyed by a glyph representing a vessel for any mission:

• Kinematic attributes: position 𝐏, heading ℎ, velocity 𝑣.
• Vessel type 𝜏 for which our domain experts would like to see both the vessel
type 𝜏ፚ , what the vessel claims to be according to the Automatic Identi-
fication System (AIS) [111] and the vessel type according to reasoning 𝜏፬,
what the system thinks the vessel is, in the form of a distribution of values
with probabilities. This allows an operator to quickly see whether a vessel
is trying to hide its identity.

• Operator attention value 𝐴 according to reasoning, which states how much
attention an operator should pay to a vessel on a scale of 0 (not important)
to 1 (very important).

Currently, vessels are visualized using ship-shaped icons in a geographic infor-
mation system based on information gathered from AIS. The icons are oriented
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along the heading of the represented vessel and are colored according to its AIS
type using some standardized color map. We propose to extend this by replacing
the standard icons by a parameterizable glyph that can visualize more attributes,
including uncertain attributes. First, we explore the visualization design space,
and based on visualization and maritime domain knowledge from domain ex-
perts, we can dismiss a number of design choices, leaving us with a number of
feasible options. Next, we discuss these with several groups of domain experts
to arrive at a single design. In this chapter we focus on the design process and
the lessons learned during this process that are applicable to a wider range of
problems.

5.2 Related Work

Matthews et al. [133] designed and evaluated a glyph, to accompany the standard
symbology, to represent uncertainty of sensed attributes. These attributes are,
however, limited to the uncertainty of identity and spatial location, and to the
timeliness of the information.

Maguire et al. [131] propose a systematic method to design a glyph by drawing
a parallel between categorical hierarchies in the data and the ordering of visual
channels. In a similar fashion, we systematically design our glyph based on the
structure and semantics of the data.

5.3 Design & Evaluation

With the problem defined, we now have the following requirements for the glyph
design after discussion with our domain experts. The glyph should be:

• Expressive: Convey the right degree of information;
• Legible: Easy to understand and unambiguous;
• Separable: Visually separable from both the background and other glyphs;
• Pop-Out: Glyphs with a higher operator attention value should be easier
to notice for an operator [25];

• Compact: Not take up more space than necessary;
• Consistent: Have a consistent appearance.

Based on these requirements, we have identified the following visual parameters
in the glyph design related to the requirements and the attributes:

• Glyph Shape;
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Figure 5.1: The final glyph design in a sandbox environment.

• Background Separation: How to make glyphs separable to the back-
ground and each other;

• Direction Indicator: How to visualize direction;
• Operator Attention: How to attract operator attention to glyphs that re-
quire extra attention;

• Uncertainty Visualization: How to visualize uncertain attributes.
We evaluated our glyph design parameters with three pairs of domain experts,
with backgrounds varying from development and research in the naval domain to
navy operator service. The evaluations had the following structure. At the start of
the session the subjects filled out a short questionnaire about their expectations
of the glyph before having seen the actual glyph design. Afterwards, the sub-
jects were shown a small presentation to explain the structure of the evaluation
sessions, the glyph choices and the glyph parameters that we would be evaluat-
ing. The subjects were allowed to ask questions if anything was unclear to them.
Following this we showed the glyphs in action in a sandbox environment, see Fig-
ure 5.1, where the parameters of the glyph design can be interactively changed.
Using this, we systematically went through the glyph parameters. For each pa-
rameter we asked the subjects what they believed was the best choice and to
thoroughly motivate their answer. The subjects were encouraged to discuss their
answers with each other, which we considered might lead to extra insight. When
all glyph parameters had been reviewed and the subjects were confident about
their answers, the subjects were given another questionnaire with questions about
their opinion on the glyph and were asked for additional comments.
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In the following, we discuss the design parameters, how we selected the most
suitable options, and how our domain experts made their final choices.

5.3.1 Glyph Shape and Direction

We place the vessel type 𝜏፬ centrally in the glyph and came up with the designs
shown in Figure 5.2a. We eliminate three of them: Sunburst chart for its implicit
directional bias; bar chart for its lack of compactness; and autoglyph because it
cannot be easily oriented. As shown in Figure 5.2b, we visualize 𝜏ፚ separately
so the two attributes can be visually compared. On the pie-chart based glyph, 𝜏ፚ
is visualized as a smaller, but sufficiently large [186], circle inside the pie-chart,
while in the bar chart 𝜏ፚ can be visualized as an external element or inside the bar
chart. Some of our domain experts initially had a strong preference for the stacked
bar chart, as it can be oriented and is familiar as an abstract representation of a
vessel. After seeing a circular implementation in action, however, all domain
experts agreed that the pie chart is preferable due to its rotational invariance
which makes it easier to interpret, even though direction is more clearly visible
using the oriented bar chart. Another argument given against the ship-analogy
is that the colors inside the vessel may be interpreted as an indication of cargo
type, whereas an abstract shape does not have this implication.

Displaying the direction on the two chosen representations can be done as
shown in Figure 5.2b. The velocity 𝑣 of a vessel is divided into four classes, which
are encoded as shown in Figure 5.2c. With the pie-chart-based glyph already
chosen as base shape, all domain experts preferred using the arrow on the outside
of the circle to visualize direction and velocity as it gives the most clear and
familiar indication of direction.

5.3.2 Uncertain Distribution

The uncertain distribution of 𝜏፬ can be visualized in the four ways as shown in
Figure 5.2d; (1) by showing all possibilities, which is considered an information
overload as low probabilities are considered not relevant; (2) by showing all pos-
sibilities above a given probability threshold, which is the preferred method; by
showing only the most likely value, in which case the probability can either be
visualized as (3) a proportion, or, (4) by reducing the saturation of the visualiza-
tion, which is considered too subtle, especially considering possible heavy use of
color in the background.

The experts preferred to use a to be determined threshold to display the un-
certain distribution of 𝜏፬. Only showing the most likely value is considered unde-
sirable as other possibilities may exist that have a probability close to that of the
most likely possibility. The option using saturation was considered too subtle,
especially considering possible heavy use of color in the background.



5

82 Design of Glyphs for Uncertain Maritime Data

Passenger Ship Tanker
Cargo Vessel High Speed Craft
Tugboat or Pilot Vessel Fishing Ship
Pleasure Craft Unknown Type

Pie-chart Stacked bar chart Autoglyph Bar chart Sunburst chart

a

b

Labelbel Labelbelbel Label

Ship TaPassenger Sh

Label

Low attention

High attention

Stationary Slow moving Normal speed Fast moving

c d

e f

All Threshold Most likely     Most likely

(with saturation)

No separation Drop shadow Halo Shading

Glyph Shape

Direction

Velocity Uncertainty

Background Separation Attention

Arrow Dot outer cirle Dot inner circle τ  in arrow heada τ  in charta

Discarded during design process
Final choice by domain experts

Figure 5.2: A number of ways to visualize direction: On the pie-chart based glyph, with Ꭱᑒ
visualized as a smaller circle inside the pie-chart, as an arrow on the outside
of the glyph (a), as a dot on the edge of the inner (b) or outer circle (c), or
as orientation for the stacked bar chart where the direction is indicated either
using a triangle colored with Ꭱᑒ (d), or with a black triangle where part of the
stacked bar chart is used to indicate Ꭱᐸ (e).
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5.3.3 Background Separation

Since the background may consist of a detailed sea chart and additional col-
orful and detailed layers, it is important that we separate the glyphs from the
background such that they remain distinguishable and legible. As shown in Fig-
ure 5.2e, we can introduce a drop shadow combined with a black ring, which
according to the domain experts makes determining the position of the vessel
ambiguous; a white halo [13] combined with a black ring to separate from both
light and dark background colors; or by using shading, which is considered un-
desirable by our domain experts. For the background separation most domain
experts had a strong preference for the halo, while one expert preferred not using
any background separation to keep the screen area of the glyph minimal. This
expert, however, did agree after seeing the glyph in action that some background
separation is necessary. The color of the halo can be any color that contrasts with
the black ring, but the experts indicated they preferred a white halo.

5.3.4 Operator Attention

Glyphs of vessels that require more attention from operators, defined by the op-
erator attention value 𝐴, should pop out more and should be easy to spot for an
operator. The geographic context may already contain color, we use color to vi-
sualize vessel type, and we cannot use orientation as a visual channel. Hence, the
most suitable visual channels to attract attention to a glyph are size and shape
[131, 25]. Since changing the shape of the glyph will distort the information pre-
sented within the glyph, we have chosen to use size. Attribute 𝐴 can be mapped
to glyph size linearly, mapped to a small number of different sizes, or a set with
the highest 𝐴 can be shown as large glyphs based on a number or a percentage.
Another option is to show a simpler glyph for vessels that do not require atten-
tion and a more detailed glyph for vessels that do require attention using size
and saliency [77] (Figure 5.2f) to attract attention. The latter is preferred. Argu-
ments against using just size are that the size of the glyphs may be understood to
be related to the physical size of the vessel, or to positional uncertainty. When
using saliency as well as size, however, these are no longer seen as issues. Addi-
tionally, using a single threshold to separate vessels that require attention from
vessels that do not require attention is preferred.

5.4 Evaluation

In a later session with a group of other domain experts and operators with active
operational experience, we presented the same evaluation. These experts arrived
to the same conclusions as the previous domain experts with some additional
remarks. Operator trust in the validity of automated reasoning is not considered
an issue. While operators of older generations may not readily accept automated
methods, younger generations will. Since automated reasoning technologies are
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only just emerging in the naval domain, current operators do not know what they
want to see, making it hard to define what information needs to be visualized.
Also, overlap is considered a problem, especially if larger glyphs are used to
visualize vessels that require attention. Finally, the experts miss the information
on whether an object is a sea-, land- or aircraft. Currently, we only target seacraft,
however, in the future we may solve this issue by using the shape of the glyph.

5.5 Discussion

Real-world data often has various attributes of different types with different mean-
ings. These attributes need to be treated independently and differently, depend-
ing on their type, semantics, and relative importance. To prevent information
overload, continuous attributes, such as in our example velocity or operator at-
tention value, need to be descretized. We took inspiration for the design of the
visualizations of individual attributes from existing information visualization so-
lutions. The resulting design choices are, however, not independent, and the
effectiveness of each individual design choice is influenced by the other design
choices. It is therefore important to be able to visualize and change the design
parameters in a real-world environment such that expert users can see the effect
of the design choices in all combinations. It is also very important to involve
actual end-users, not only in evaluating the design choices, but in making the de-
sign choices themselves. We have found that showing our design in a real-world
context, allowed our expert users to look beyond traditions and conventions, en-
abling them to look at the merits of the design. Familiarity is important for
domain experts, and it requires visual evidence for these experts to accept new
or different ideas. Showing static images of our design did not have this effect.

5.6 Conclusions & Future Work

We have demonstrated the design and evaluation process of a multivariate glyph
with uncertainty using a case from the maritime domain. The pitfalls and lessons
learned from such a process are discussed. In future work we would like to ex-
pand the glyphs to be able to represent additional, mission-specific information.
Additionally, we would like to apply our design techniques to a problem in an-
other domain.
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How can we help an operator in comprehending a situation?

The maritime environment can contain a large number of vessels. Due to the num-
ber of vessels and the amount of information that can be found on these vessels, it is
not feasible for the operator to reason on each of these vessels to determine whether
they are relevant and require attention. This is where automated methods, such as
automated reasoning, can help the operator. These automated reasoners, however,
typically only output a conclusion and this conclusion alone does not help the operator
in comprehending the situation. In this chapter we present a method to visually explain
the rationale of a reasoning engine that raises an alarm if a certain situation is reached.
Based both on evidence from heterogeneous and possibly unreliable sources, and on a
domain specific reasoning structure, this engine concludes with a certain probability
that, e.g., the vessel is suspected of smuggling. To support decision making, we visual-
ize the rationale, an abstraction of the complicated reasoning structure. The evidence
is displayed in a color-coded matrix that easily reveals if and where observations con-
tradict.

The contents of this chapter have in part previously appeared in [171, 172].
A video on the contents of this chapter can be found at: https://youtu.be/8LlJ_er-1LU.

https://youtu.be/8LlJ_er-1LU
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6.1 Introduction

Safety and security tasks, such as law enforcement or emergency management, re-
quire continuous monitoring of objects of interest (OOI). Examples of such objects
are people, vessels, and transactions. In a decision support system, a reasoning
engine may reason about these OOIs and their context, using information gath-
ered from multiple, heterogeneous, and possibly unreliable sources [98]. These
sources may vary from trusted databases to unreliable news articles and twit-
ter messages, and from automated sensors to human observations. Based on a
specific domain model, the information is fused [137] and reasoned with. The
system will raise an alarm whenever the reasoning engine decides certain condi-
tions have been met, i.e., the probability that some task-related hypothesis is true
is above a set threshold. As data becomes increasingly available and complex,
the need for such automated methods, and especially, automated reasoning rises.
Automated reasoning methods, however, are often monolithic black boxes, where
data goes in and a hypothesis with a probability for its validity comes out, leaving
the user to draw conclusions while guessing the rationale behind the reasoning.
Especially when these conclusions are required for high-cost decision-making,
this poses a problem. Trust in the system, an understanding of the situation, and
also acceptance of the results are essential to decision making [29, 130, 164].
Explaining the reasoning process has been shown to be beneficial for decision-
making [57, 188, 164]. Therefore, we propose to visualize the rationale of a
reasoning engine. Our visualization shows why an alarm was raised or not, and
based on what evidence the reasoning engine came to its conclusion. This can
then be used to confidently take appropriate action–see Figure 6.1.

Our reasoning engine is based on a first-order probabilistic logic model, which
allows to define joint probability distributions, modeling the uncertain relations
between the objects in the domain of interest. The structure of the model ex-
presses the domain knowledge in a natural way [98]. A model can be used to
compute probabilities of arbitrary statements, given information known in the
current situation, called evidence. Such a reasoning approach is similar to widely
used Bayesian Networks [150], but more general due to the first-order nature of
the used language. The increased expressive power is necessary for safety and se-
curity tasks, as they involve a dynamic number of objects and dynamic amounts
of information. A more detailed description of this model as used in the Maritime
Safety and Security Domain (MSSD) is given by Michels et al. [138].

Our contribution is as follows: we introduce a novel way to visualize agree-
ment and contradiction between sources in heterogeneous, multivariate data. By
combining this with a graph representation of the reasoning structure, we visual-
ize the rationale of a reasoning engine based on first-order logic for the (maritime)
safety and security domain. To explain our visualization method, we use a hypo-
thetical problem scenario that is easy to understand. Further on in this chapter
we discuss case studies from the MSSD and evaluate with experts from that do-
main. During the design process, these domain experts have been continuously
involved and consulted. However, we expect our method also to be applicable to
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other domains that use decision-support systems, such as law enforcement, medi-
cal diagnosis, machine diagnostics, and financial and identity fraud investigation.

6.1.1 Background

In the MSSD, whether on board of a vessel or in land-based stations, operators
are monitoring vessels. The operators are monitoring for suspicious behavior,
which is defined by the mission they are on in an area of interest that may con-
tain hundreds of vessels. Threats the operator is looking for may include illegal
activities such as smuggling, environmental degradation, illegal fishing, human
trafficking, piracy, and terrorism [180, 45]. As a response to such threats, oper-
ators may need to deploy resources that are sparse or costly with potential risk
of life, such as sending a vessel to intercept or search the vessel [45]. Vessels are
monitored using the Automated Identification System (AIS) [111] augmented by
radar.

Traditionally, automated reasoning or analysis is performed mostly on kine-
matic attributes of the vessels [173]. Decisions and reasoning on the intents of
the vessels are based on intuition and operational experience [45]. The trend,
however, is that more and more additional information from additional sources
is being used [93]. Our system works as a part of a broader safety and security
system [93, 98] intended to support law enforcement agencies on their missions.
For each vessel, large amounts of information can be gathered from distributed
and homogeneous sources, from trusted sources such as official databases, ana-
lyzers that detect suspicious behavior in kinematic attributes such as rendezvous
[180] or loitering in a forbidden area, or less trusted sources such as unstructured
news sources [93, 206], or even Twitter messages. In general, knowledgeable
users can do the reasoning themselves, but for large amounts of information and
large numbers of OOIs this becomes infeasible and impractical and it is best to
automate the process. This, however, requires presentation of an automated rea-
soning process to enable the user to understand the process [142, 164]. Using
resource management and reconfiguration [146], the reasoning engine reasons
on the intents of all vessels present and raises an alarm to the operator whenever
a particular vessel requires attention in the context of the current mission. To
spare resources and minimize risk, operators need to be confident in their deci-
sion before taking action [164]. The operator can use our visualization to gain
understanding of the situation and the conclusions of the automated reasoning,
and take better informed decisions with confidence–see Figure 6.1.

After discussions with potential users and domain experts, mainly from the
MSSD, and reasoning experts, we formulated the following requirements:

R1 The user should be enabled to see anomalies;
R2 Hypotheses requiring attention should pop out visually;
R3 Only hypotheses relevant for the current situation should be shown;
R4 The visualization layout should be stable;
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R5 The user should be enabled to see and identify agreeing or conflicting ob-
servations quickly;

R6 If this information is available, the user should be able to see the timing of
the observations.

A user will generally see the rationale visualization of many different OOIs. The
user has to be enabled to quickly see what is important in the current situation
(R1, R2), and not be distracted by irrelevant information (R3). Furthermore, to
preserve the mental map [59] of the user, we require the layout of the visualiza-
tion to remain stable (R4), enabling faster visual processing. For example, in the
MSSD, each mission has a single main hypothesis, therefore the reasoning struc-
ture will remain highly similar for all OOIs. Lastly, to understand the source of
possible conflicts or uncertainty, the user has to be enabled to find and identify
these conflicts (R5, R6). For example, an observation, 10 years ago, relating a
vessel of interest to criminal activity may be of less value than one of only several
months old.

The reasoning engine works based on a domain model created by domain
experts [98]. This model can be validated using our visualization. Doing so has
proven valuable, e.g., for the models used in this chapter. Note that the decision-
maker, i.e., the operator, is a user of the reasoning engine, but is not expected to
modify the domain model.

6.2 Related Work

Visual representation of both evidence and reasoning used by an expert system
may be used to enhance trust in its rationale and as such can improve decision
making of the decision support system it is in.

Evidence consists of a set of agreeing or conflicting observations, i.e., multivari-
ate tuples of attributes with heterogeneous, including nominal, data and possibly
missing values. Multivariate data visualization is a heavily researched subject in
Information Visualization [185], especially for large numbers of tuples, which
we do not have in our situation. Here we relate our work to some key visualiza-
tions. Scatterplot matrices [43] may be used to do cluster analysis to show the
degree of conflict between tuples; the plots, however, suffer from data overlap,
and are, even for small numbers of attributes, not compact. Using parallel co-
ordinates [106] instead is also not compact and missing values are problematic.
Aggregated views of data, like in (stacked) histograms and heat maps, are also
unwanted, since both individual tuples and attributes are of interest. Diversity
maps [151] do visualize the diversity in a set of tuples, but not between tuples
since they also use aggregation. Multidimensional icons like Chernoff faces [40]
and Star glyphs [213] explicitly map attribute values, which results in an unnec-
essary cognitive and perceptual load when checking only for conflict and agree-
ment. The same problem holds for matrix visualizations [221], however, less so
if they are properly sorted. Furthermore, they can handle missing values, are
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realtively compact and do not aggregate values. Our visualization for evidence
extends them by more explicitly showing conflict and agreement.

A reasoning typically forms a directed acyclic graph (DAG) which may be di-
rectly visualized. Argument mapping, for instance, is a visual aid to show how
the premises and the structure of an argument are used to reach a conclusion
in which both opposing and supporting premises are shown; see, for instance,
[202]. In contrast to our explanation graphs, uncertainty plays no role in argu-
ment mapping. In the reasoning diagrams of Pike et al.[152] uncertainty plays a
role. In these diagrams the emerging knowledge of users during interactive ses-
sions is stored as nodes with data, visualizations, and confidence levels; the nodes
are connected with directed edges containing evidence and a support level. Con-
fidence levels and support levels are editable by the user, and after propagation
give confidence levels for alternative hypotheses. Given a mission our system uses
a static graph with a single main hypothesis, confidence levels in the nodes, and
support levels on the edges; these levels are all computed based on the available
evidence, which in our case is attached to nodes.

Visual explanation of the reasoning of expert systems is not unique to our
system. Madigan et al.[130] already present such explanations modeled by, so-
called, belief networks. Similarly to our explanation graphs, these networks
are also DAGs. Unlike our networks these networks are complete (large) mod-
els and as such not useful for a clear and compact explanation. Šutovsky̌ and
Cooper [208] present a hierarchical explanation method for a Bayesian network
with a large number of agents, sources of observations. Their approach is similar
to ours in the sense that they have a hierarchy with hypotheses, which are con-
nected to the relevant observations. In their case all observations have the same
single attribute; hence, they have no need to show the level of conflict between
observations and simply group agents with the same attribute value.

6.3 Rationale

The actual reasoning structure is a complicated structure of interdependent hy-
potheses and too complex for a normal user to understand. For example, the rea-
soning structure behind Figure 6.7 consists of over 300 nodes, fully connected,
and may grow depending, in part, on the amount of input information used.
Therefore, to make it comprehensible we create an abstraction (see Figure 6.1) by
extracting the most important hypotheses and connections. Selecting important
nodes and grouping nodes into hypotheses is done manually by domain experts
as the abstraction depends on the domain’s needs and expectations. The connec-
tions and their weights can then be computed automatically. According to our
experts, we can assume that working with an abstraction is fine, since an opera-
tor of a decision-support system is considered knowledgeable in the domain. This
abstraction contributes to the rationale, which consists of the following:

• A directed acyclic graph (DAG), the explanation graph, in which each node
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represents a hypothesis, and each edge the dynamic influence one hypoth-
esis has on another;

• The evidence, a set of observations, where each observation is a tuple of
attribute values that are, by definition, about the same object;

• Relations between the hypotheses and the observation attributes they de-
pend on.

To explain our method, we use a simple example scenario. In Section 6.5 we
demonstrate our visualizations using a more sophisticated, real world scenario in
the MSSD. In our example scenario we look at a fictitious customs office where the
OOIs are individuals crossing a border. The customs officer is using a reasoning
system that, based on a set of observations, raises an alarm if the individual
may be involved in criminal activity. The officer can then use our visualization
to understand why and take further action if needed. The observations in this
scenario come from the following sources:

• Direct observation by the officer;

• A passport check;

• An eye witness report (tip) that someone is involved in a criminal activity;

• A database containing criminal convictions.

The observations may contain one or more of the following attributes:

• Height;

• Sex;

• Individual is a child;

• Passport ID;

• Name;

• Individual has been seen involved in criminal activity by an eye witness;

• Individual has a criminal record.

The explanation graph for this scenario is shown in Figure 6.2. The main hypoth-
esis, criminal activity (ℎኺ), depends on whether the individual is trying to hide
their identity (ℎኻ), and whether there is past criminal activity (ℎኼ). If the indi-
vidual is an adult (ℎኽ), it is considered more likely they are involved in criminal
activity than if the individual is a child.
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h0: Criminal Activity

h1: Hiding ID

h2: Past Criminal Activity

h3: Is Adult

e10

e20

e30

Figure 6.2: A schematic representation of the reasoning abstraction of our toy problem.
The main hypothesis, ፡Ꮂ: Criminal Activity, states that the person crossing a
border at a customs office is involved in criminal activity. This is based on
whether the individual is trying to hide their identity (፡Ꮃ), has past criminal
activity (፡Ꮄ), and is an adult (፡Ꮅ).

6.3.1 Explanation Graph

Each node ℎ። in the graph represents a hypothesis which can be supported by ob-
servations and/or other hypotheses, for example Criminal Activity ℎኺ is supported
by Hiding ID ℎኻ: If individuals are trying to hide their identity, it is more likely
they may be involved in criminal activity. Each hypothesis is formulated to either
represent a situation that requires attention or to support another hypothesis that
does. In the example scenario in Figure 6.2, reasoning about, e.g., the hypothesis
hiding ID involves a complex reasoning process, comparing the ID the person pre-
tends to have with the other known information about the ID, of which a dynamic
amount with varying reliability is available. This complex process is abstracted
to a hypothesis that can be understood by the user. The nodes are connected by
directed edges 𝑒።፣ from node ℎ። (child) to node ℎ፣ (parent), where the hypothesis
of node ℎ። is understood to support that of node ℎ፣. The explanation graph has
a single root ℎኺ, which is the main hypothesis; in our example scenario, the in-
dividual is involved in criminal activity, or as in the example in Figure 6.7, the
vessel is behaving recklessly.

For each node ℎ።, the probability 𝑝፞። that the hypothesis is valid given the evi-
dence currently available is computed. The prior probability 𝑝፩፫።፨፫። is also given,
which is the probability of the statement without any evidence. For example,
the prior probability of hypothesis ℎኽ in Figure 6.2 is the chance that any given
person crossing the border is an adult. Furthermore, each node has a short de-
scriptive label. Each edge 𝑒።፣ has a dynamic weight 𝑤።፣ ∈ [−1, 1] that signifies
the influence, based on the dependencies, a hypothesis has on the validity of its
parent hypothesis. The influence of one hypothesis on a parent does not only
depend on how likely the hypothesis is, but also depends on the probabilities
of other hypotheses. Therefore, the weights are dynamically computed to reflect
that. For example in Figure 6.2, in general a high probability that an individual is
trying to hide their id (ℎኻ) increases the probability that the individual is involved
in criminal activity (ℎኺ). However, in case the individual is not an adult (ℎኼ), it
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is less likely they are involved in criminal activity, which means the influence of
ℎኻ becomes lower.

6.3.2 Evidence

The evidence consists of a set of observations. An observation is a tuple consisting
of a number of attributes, which are used to support hypotheses. These attributes
can be of varying types, e.g., a name, a number, a classification, etc. Multiple
observations can contain the same attribute, but their actual values may differ
or may be absent. Attributes may have completely different domains, e.g., from
strings to categorical values to continuous numerical values, and these domains
are considered independent. Each attribute value has a probability that it is the
actual value. Each observation 𝑜 has a probability 𝑝ፎፎፈ፨ which is the confidence
of the reasoning engine that the observation is related to the OOI. Also, each
observation 𝑜 may have a date and time when it was recorded. Typically, the
size of the evidence is in the order of 10 observations by 10 attributes.

6.4 Visualization

We aim to visualize the rationale such that the operator can understand and fol-
low the reasoning that leads to the conclusion drawn by the reasoning engine.
We show the explanation graph in a structured layout, which allows the user
to quickly identify which hypotheses are relevant and which paths in the ex-
planation graph lead to the main hypothesis. The hypotheses are connected to
attributes that are visualized in an evidence visualization that allows the user to
quickly find and identify agreement or contradiction between different observa-
tions.

We enable the user to explore the structure of the graph and evidence interac-
tively (see the supplemental video) through highlighting as shown in Figure 6.7.
The user can also change the order of the observations by clicking on one of the
arrows above the matrix–see Figure 6.4. To return to the initial ordering, based
on 𝑝ፎፎፈ, the user can press the arrow button above the attribute labels.

We have chosen a horizontal reading direction as it is more natural for our
users and more space efficient. Our visualization can be seen as an explanation
of the reasoning behind a conclusion, and as such would be read from the root
hypothesis to the evidence visualization. It can also, however, be seen as a rea-
soning aid to help the user reach the conclusion, and as such would be read from
the evidence matrix to the root hypothesis. We have chosen to use a horizontal
left to right direction, from hypotheses to evidence.

6.4.1 Explanation Graph

We visualize the explanation graph by drawing boxes for nodes and curved lines
with arrow heads for the directed edges. To layout the graph, we use a variation
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Edges from supporting hypotheses

Hypothesis label

Hypothesis likelihood ∆p

a b

c Some alternatives

1. 2. 3.

(1)

(2)

Figure 6.3: (a) A rationale visualization of a scenario in which there is a rise in probability
that the OOI is involved in criminal activity. Because edge (1) is thick and red,
we can see this is mainly due to a history of criminal activity. (b) There is a
lowered probability of criminal activity. Because edge (2) is thick and blue, we
can see this is mainly because the OOI is not an adult. In our toy model, we
have made the assumption that a child is less likely to be involved in criminal
activity. (c) A close-up of a hypothesis node, with some of the alternatives we
considered for the probability indicator.

of the Sugiyama layout [189], where nodes are layered based on the shortest path
to the root node. Within a layer, the nodes are ordered vertically to minimize edge
crossings and to group nodes with the same parent–see Figure 6.7.

In an explanation of the main hypothesis for a given OOI, not all hypotheses
are relevant. To make the explanation graph easier to understand (R3), we show
only the sub hypotheses that are relevant for explaining the main hypothesis. For
example, in Figure 6.3b the Past Criminal Activity hypothesis is not relevant since
there is no evidence to support or refute it. We say a hypothesis ℎ፤ is not required
to explain the main hypothesis ℎኺ if all paths from ℎ፤ to ℎኺ contain at least one
edge 𝑒።፣ with |𝑤።፣| < 𝜖, where 𝜖 is some threshold. To preserve the mental map
of the user and to satisfy R4, we use a fixed layout for the whole graph and for
readability (R3) suppress irrelevant nodes to the background–see Figure 6.3a.

We assume that a user has domain knowledge and therefore restrict ourselves
to showing the deviation from normal situations by using the difference of prob-
abilities Δ𝑝። = 𝑝፞። − 𝑝

፩፫።፨፫
። . This allows us to more easily show anomalies, i.e.,

situations that are different from normal and may require attention (R1). For ex-
ample, a probability of 10% that someone is a criminal might require attention,
since for the average person the probability may be less than 1%. The hypotheses
are formulated such that Δ𝑝። > 0 means that more attention is required, while
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Δ𝑝። < 0 means no special attention is required in the context of the main hypoth-
esis. Each node 𝑖 is visualized as a box containing its label. If |Δ𝑝።| is above a
threshold 𝜙, its probability Δ𝑝። is visualized in the left side of the box using an
indicator with colored rectangular marks as shown in Figure 6.3c. The marks are
filled to show the magnitude of 𝑝። with unused marks shown in gray. For Δ𝑝። > 0,
we color the marks from bottom to top with red, and draw a line below the marks
to indicate the zero line. The marks are stretched towards the top such that the
higher Δ𝑝።, the more visual impact the indicator has (R2)–see Figure 6.3c. For
Δ𝑝። < 0, we reverse the direction and color the rectangles blue. Initially, we tried
using an arrow to point towards the direction of change, but our users found
it too hard to read (Figure 6.3c). Therefore, we tried to use boxes similar to a
bidirectional volume indicator (Figure 6.3c). The unused boxes, however, take
up too much space, therefore, we decided to visualize a single direction with
the zero line to emphasize directionality. We use a color scheme red (hot) and
blue (cold) to, respectively, signify elements requiring attention (a dangerous or
anomalous situation) and elements that do not. As a double encoding, hypothe-
ses that require more attention, i.e., Δ𝑝። > 𝜙, are visualized with a thicker border
proportional to Δ𝑝። (R2).

The edges between hypotheses are visualized as colored, curved lines. Here
we use the same color scheme as before, where red signifies a strengthening in-
fluence, and blue signifies a suppressing influence. The thickness of the edge is
determined by |𝑤።፣| (see Figure 6.3a) (R2). An edge from a suppressed hypoth-
esis is also suppressed–see Figure 6.3a (R3). We draw an arrow head at the end
of the edges to emphasize the direction of the edges. Faded edges are rendered
below the arrow heads, while active edges are rendered above.

Once the user is familiar with the structure of the explanation graph, the labels
of the hypotheses can be deactivated by clicking on the contract/expand button
above each layer, as shown in Figure 6.5. To support scalability, nodes may need
to be contracted by default, or may need an even more compact representation
for larger explanation graphs.

6.4.2 Evidence

We visualize the evidence in a matrix, where each column represents an obser-
vation 𝑜, and each row a unique attribute 𝑎–see Figure 6.4a. The confidence that
an observation 𝑜 is about the OOI, 𝑝ፎፎፈ፨ , is visualized as a header at the top of
the evidence matrix and labeled “Relevance”. We use a gray indicator with rect-
angles to visualize the confidence 𝑝ፎፎፈ፨ for each observation 𝑜. The observations
are initially ordered based on this confidence from high (left) to low (right).

When hovering over a cell (𝑎, 𝑜) in the evidence matrix, all attribute values of
observation 𝑜 are shown to the right of the matrix. At the same time, all unique
values for attribute 𝑎 are shown below the matrix, as shown in Figure 6.4b. Next
to the attribute values, the confidence in the attribute value is visualized using
an indicator with filled rectangular marks.

Since the evidence may contain many attribute values, from possibly con-



6

96 Rationale Visualization for Safety and Security

Observations

a
tt
ri
b

u
te

s

Relevance of

observations

Confidence

Highlighted

observation

Highlighted

attribute

A
tt
ri
b

u
te

 v
a

lu
e

s
 o

f

h
ig

h
lig

h
te

d
 o

b
s
e

rv
a

ti
o

n

Values of

highlighted

attribute

a b

Observation sort

buttons

Figure 6.4: (a) The evidence matrix where attribute values are colored-coded to show
contradiction or agreement between observations. (b) A user can investigate
the evidence by hovering the mouse over the matrix.

tradicting observations, simply displaying the values using text in a table of at-
tributes versus observations will not enable the user to quickly see the degree
of agreement or contradiction between observations [136]. Also, since each at-
tribute represents an independent and possibly completely different domain, we
cannot map a pre-defined color map to attribute domains. Therefore, we have
chosen to use color to emphasize agreement and disagreement in the evidence.

The cells (𝑎, 𝑜) in each row are colored such that each attribute value receives
a unique coloring. This allows the user to quickly see on which attributes obser-
vations agree and for which attributes there is a conflict (R5). Boolean attributes
are visualized with a green T or a red F. Continuous attributes may be clustered
or mapped to a discrete set of values by the reasoning engine based on some pre-
defined domain-based rules. In Figure 6.4a we show an evidence matrix in which
all observations agree on the passport ID and sex of the OOI, but disagree on the
name and height. Cells are colored according to the following requirements:

• The total number of different colors 𝐾 is minimal;
• For each row, two cells have the same color if and only if they have the
same value;

• Cells with no value have no color;
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Contract/Expand buttons

Time line

Highlighted Observation

Past Criminal Activity

Figure 6.5: We have a slightly risen probability that the OOI is involved in criminal activity.
This appears to be mainly due to past criminal activity, and an eye witness
report with the OOI’s descriptions. In the time line, however, the tip appears to
be old, and even predates the criminal record. This is reflected by the lowered
relevance of the eye witness report, and the only slight rise in probability of
Criminal Activity.

• For each column, the number of colors should be minimal.

We minimize the number of different colors in a column to reduce visual clutter
and to make it easier for the user to see contradictions between observations as
color differences in the horizontal direction. From the requirements it follows
that 𝐾 is exactly equal to the maximum number of different attribute values on
any attribute. We use a greedy heuristic to color the matrix. For each row 𝑎, we
call cells with identical attribute values a group. For each column 𝑜, we maintain
a set 𝑈፨ with colors already used in the column. Given a coloring where group
𝑔 is not yet assigned a color, we define the total cost 𝐶(𝑔, 𝑘) for all cells (𝑎, 𝑜) in
group 𝑔 with color 𝑘 as

𝐶(𝑔, 𝑘) = ∑
(ፚ,፨)∈፠

[𝑘∉𝑈፨], (6.1)

where [𝑋] is {1, 0} if 𝑋 is {True, False} respectively.
Initially, we can already color one of the rows with the highest number of

groups. Since 𝑈፨, for each column 𝑜, is still empty, the cost of coloring the initial
row is 0. Until all groups are colored, we keep on finding a group 𝑔 and a color
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𝑘 for which the cost 𝐶(𝑔, 𝑘) is minimal and coloring 𝑔 with 𝑘. The sets 𝑈፨ are
updated where necessary. See Algorithm 2.

We use a ColorBrewer [89] color map to color the cells. We have removed
the red color from the color map, since our users interpreted the combination
of red and green as bad and good, which attracted undue attention to red cells.
Without red, no additional meaning appears to be given to the colors themselves.
We abstained from using blue as default color, as our users confused a fully blue
evidence matrix with the blue hypothesis indicators. To make it clear that the
colors are related in the horizontal direction and not in the vertical direction, we
separate the rows using black lines and separate the columns using gray lines.

6.4.3 Time line

The relevance of information may depend on its age, e.g., an eyewitness report
of criminal activity of 20 years ago is less relevant than an eyewitness report of
one week ago. Therefore, we also visualize a time line of the observations if such
information is available (R6). In Figure 6.5, we see that the eye witness report
is almost 5 years old and predates the criminal record from the police database.
Hence, the relevance of the eye witness report is lower.

We visualize a time line simply as a line, with diamond shaped markers for
each observation. If an attribute is highlighted, each observation indicator in the
time line is colored according to the attribute value of the respective observation
(see Figure 6.5).

6.4.4 Attribute connections

Attributes (rows in the matrix) are connected to the hypotheses they influence
with curved, gray lines. We have chosen to layout the attributes on the rows
instead of on the columns such that they can be more easily linked visually to
the hypotheses using lines. These lines are faded if they connect to a suppressed
hypothesis. To avoid visual clutter, they are bundled and routed around nodes
where needed–see Figure 6.7. The lines are sorted to minimize overlap and a gap
is left between bundled lines such that individual lines can still be distinguished

Algorithm 2 Matrix Coloring
Let 𝑟 be a row with 𝐾 groups
Color row 𝑟 using 𝐾 colors
while Exists uncolored group do

Find uncolored group 𝑔 and color 𝑘,
such that 𝐶(𝑔, 𝑘) is minimal

Color 𝑔 with 𝑘
for all (𝑎, 𝑜) ∈ 𝑔 do

𝑈፨ ← 𝑈፨ ⋃{𝑘}
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and followed. To separate attribute lines from edges between hypotheses, the
attribute lines are connected to the bottom right of the hypothesis boxes as shown
in Figure 6.7.

6.5 Results

In this section we demonstrate our method using some realistic use cases from the
MSSD based on real data. The data is replayed in a functioning monitoring and
decision support system and interesting cases have been selected for evaluation
with domain experts.

6.5.1 Evaluation

We demonstrated our method at a convention, where the main attendees were
potential users such as law enforcement agencies, harbor agencies, cities, and
banking analysts, using example use cases from the MSSD, including the use cases
discussed below. We were happily surprised that we did not have to explain the
visualization before the attendees could tell us what they (correctly) thought was
going on by looking at our visualizations.

Additionally, we consulted two independent groups of four domain experts
and operational experts to evaluate how well our visualizations are understood
by potential users. These groups did not include the domain experts we con-
sulted while developing our visualization method. In these two sessions we gave
a small introduction on our methods and visualization. Following this, we pre-
sented four use cases using real data that would require operator attention and
asked the experts why an alarm was raised given our visualization. We describe
these scenarios and the results and comments from the experts in the following
subsections, and we further discuss our results in Section 6.6. All sources and all
vessel information have been anonymized.

6.5.2 Use Case 1: Environmental Hazard

In this use case, the operator is looking out for vessels that may pose an envi-
ronmental hazard. A vessel in a particular area has triggered an alarm due to a
rise in the probability that it poses an environmental hazard. The operator is in-
vestigating why the alarm has been triggered, and whether action is required–see
Figure 6.6. A group of hypotheses at the bottom requiring attention is what jumps
out immediately for the experts. The root hypothesis, Environmental Hazard, has
a rise in probability. We can see this is mainly due to Restricted Area Violation, as
shown by edge (1). The rise in Restricted Area Violation is supported by the hy-
potheses that the vessel is a tanker, is above 10, 000 tons, and is inside a restricted
area (2). Due to the red coloring and thick borders we can immediately see that
this rule is being violated. This is related to an environmental protection rule
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(1)

(2)

Agreement,

so likely not trying

to spoof its identity

(3)

Figure 6.6: We see a vessel with a raised probability that it poses an environmental haz-
ard. We can see this is mainly due to Restricted Area Violation, as shown by
the thick red line in between these nodes. This node’s probability is in turn
raised due to a set of three nodes that together constitute a domain rule that
tankers above 10,000 tons are not allowed to be in certain restricted areas.
Because of the red coloring and the thick borders we can immediately see that
this rule is being violated. We can also see that there is no contradiction in the
evidence matrix because all cells have the same color. This leads to a lower
probability for Spoofed AIS ID, which in turn leads to lower probability of Hides
Identity. We also see a blue line from Hides Identity to Environmental Hazard,
which is due to the assumption that vessels that do not hide their identity, are
less likely to pollute.

that forbids tankers above a certain size to be in environmentally sensitive areas.
This is assumed to be part of the operator’s domain knowledge, and was indeed
immediately recognized by the experts as such. In the evidence matrix we can
see all observations agree on the identity of the vessel; it is therefore less likely
to be spoofing its AIS ID and therefore also less likely to be hiding its identity.

6.5.3 Use Case 2: Reckless Behavior

In this use case, the operator is looking at vessels that are behaving recklessly–see
Figure 6.7. Experts could immediately see that the root hypothesis, Reckless, has
a rise in probability mainly due to the vessel’s possible history of collisions, and
that there is a small chance it is a smuggler due to its identity being unclear.
The experts could quickly see through the evidence matrix that the latter is be-
cause what the vessel claims to be through AIS, cannot be supported by any other
database records. As we can see in the evidence matrix, the green AIS attributes
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Smugglers will not want

to attract attention by poluting

Figure 6.8: Here we see a vessel with a risen probability that it poses an environment
hazard. We can see this is because the vessel is trying to hide its identity by
spoofing its AIS ID, and because it already has polluted in the past. It can be
immediately seen through the evidence matrix that the vessel is likely trying
to hide its identity, because the information broadcasted by its AIS cannot be
confirmed by other sources.

cannot be seen in any other observation. Also, it was clear to the experts that the
additional records were found only by name, which is reflected by the lowered
relevance 𝑝ፎፎፈ of the observations, which in turn is reflected in the low proba-
bility for Collision In The Past. According to the evidence, the vessel is less likely
to be a pilot vessel or tug, both of which are expected to make more seemingly
reckless maneuvers. This makes reckless behavior more likely.

6.5.4 Use Case 3: Environmental Hazard

In this use case, the operator is again looking out for vessels that may pose an
environmental hazard–see Figure 6.8. A vessel in a particular area has triggered
an alarm due to a rise in the probability that it poses an environmental hazard.
Our experts could immediately see that the root hypothesis, Environmental Haz-
ard, has a rise in probability because the vessel is trying to hide its identity by
spoofing its AIS ID and because it has a possible history of polluting. It can be
immediately seen through the evidence matrix that the vessel is likely trying to
hide its identity, because the information broadcasted by its AIS cannot be con-
firmed by other sources. We can see this because the green AIS attributes cannot
be seen in any other observation. Also, in the time line, we can see the publi-
cations on pollution events are separate events. Both groups of domain experts
independently gave the same likely explanation based on the patterns in the evi-
dence matrix: The vessel has changed some of its AIS attributes to hide its identity
while it is illegally dumping waste, which is a common occurrence according to
our experts. The MMSI and IMO identifiers, unique vessel identifiers, are harder
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to change and using that, its real identity can be found through other sources.
According to our experts, the differing name in the oldest observation Database
B1 means the ship has been renamed, but the database has not been updated yet.

In our explanation graph we see there is a rise in probability that the vessel
is a smuggler, but this has a suppressing effect on Environmental Hazard. This is
due to the assumption, as defined in the reasoning model, that a smuggler avoids
attracting attention and therefore will less likely be polluting.

6.5.5 Use Case 4: Smuggling

In this use case, the operator is looking out for vessels that may be smuggling–see
Figure 6.9. Our experts could see that the root hypothesis, Is Smuggling, has a rise
in probability because the vessel is trying to hide its identity and, mainly, is inside
a forbidden area. As before it can be seen through the evidence matrix, due to
the variation in colors, that the vessel appears to be deliberately trying to hide
its identity. The main hypothesis, however, seems to be mainly supported by
the fact that the vessel is inside a forbidden area. Our experts agreed that this
specific scenario is not cause for much alarm, which is supported by the low rise
in probability of the root hypothesis.

We also see a slight decrease in the probability that the vessel is posing envi-
ronmental hazard, because it is not violating the restriction area violation rule.
We can see, due to the red edge (1), that this has a slightly raising effect on the
main hypothesis. This is again due to the assumption that smugglers avoid at-
tracting attention and therefore a vessel that does not pollute is slightly more
likely to be smuggling.

6.6 Discussion

Our domain experts could easily follow the reasoning steps in the explanation
graph, and found that by emphasizing relevant hypotheses and supressing irrel-
evant hypotheses it is easy to get a quick understanding of why and how the
reasoning engine came to its conclusions. We also found that they, both in the
evaluation sessions discussed above and in earlier discussions, could very quickly
recognize and understand patterns relating to real world situations in the colors
of the evidence matrix. An example of such patterns can be found in use cases two
and three, where the vessel has deliberately tried to hide its identity by chang-
ing its AIS attributes. Another example is a pattern that occurs when the vessel
has been recently sold, but not all databases have been updated yet. According
to our experts, operators should have no problem understanding the rationale
visualization.

While automated reasoning is required to filter the uninteresting cases from
cases that warrant an alarm, the experts in both sessions found that they could
easily reproduce some of the reasoning visualized by the explanation graph by
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looking only at the evidence matrix. The explanation graph was used only to,
successfully, confirm their own reasoning.

In that light, the domain experts would prefer a reading direction from the
evidence matrix to the root hypothesis. Additionally, the experts suggested using
the evidence matrix as a compact glyph to show an overview of the degree of
agreement for each vessel, while showing the explanation graph when the user
drills down to gain a better understanding of why an alarm is raised and what
the degree of agreement for a particular vessel means.

6.7 Conclusions & Future Work

We have presented a method that uses an abstraction of an automated reason-
ing engine model to visualize the rationale behind its reasoning, enabling the
user to understand the reasoning process and confidently take appropriate action.
The rationale is visualized by showing a directed graph of connected hypotheses,
which are in turn connected to observed attributes visualized in an evidence ma-
trix. Despite their widely varying heterogeneous attribute values, we show the
observations in the evidence in a compact and quick to read matrix. The visu-
alization has been designed in close cooperation with both automated reasoning
and MSSD experts.

While the visualization of the rationale is intended for end-users, it has also
proven its value in developing the reasoning engine. Several flaws in the reason-
ing engine’s model have been detected, which before remained undetected, using
the visualization.

In future work we would like to visualize how the rationale changes over time
when more observations become available. Additionally, we would like to allow
the user to interact with the reasoning engine [187]. This can be done on the
observation level by allowing the user to make their own judgments on the reli-
ability of the observations, and to allow the user to add their own observations,
e.g., what operators on board of a vessel can see with their own eyes. This can
also be done at the attribute level where the user can decide, for example, that
two seemingly different names of the vessel refer in fact to the same name. Ad-
ditionally, we would like to allow the user to turn observations off and on, so
that the user can gain an even better understanding of what the effect of these
observations are on the reasoning result. We would also like to add functional-
ity to directly manipulate the domain model, such that domain experts can use
our visualization as a toolset to create or adapt domain models [68]. While our
domain experts have assured us that the abstractions of operational reasoning
models will not be much larger than the ones used in the use cases, we would
like to explore other domains with potentially larger reasoning models to investi-
gate the scalability of our visualizations. Finally, our visualization of the evidence
enables users to quickly see similarities and differences between objects with het-
erogeneous attributes, and we would like to study if this approach is useful for
multivariate data visualization in general.
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of Vessel Movement
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Analysis Perception Comprehension Projection

Situational Awareness

Analysis Situational Awareness

Analysis Perception Comprehension

Analysis Situational Awareness

How can we help an operator in projecting a current situation into the future?

Once relevant vessels have been identified, the operator must be enabled to project
the situation into the future, i.e., what will or can the relevant vessels do next. We
present a visualization method for the interactive exploration of predicted positions
of moving objects, in particular, ocean-faring vessels. The prediction models generate
temporal probability density fields starting from a known situation. We use contours
to visualize spatiotemporal zones of these density fields. Predictions are split into a
configurable number of segments for which we render one or more contours. Users,
investigating and exploring the possible development of a situation, can see where a
vessel will be in the near future according to a given prediction model.

The contents of this chapter have in part previously appeared in [173].
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7.1 Introduction

In the maritime domain, moving object analysis is concerned with large volumes
of (fused) movement data. These data are gathered from multiple sensors with
different properties, such as radar systems and the Automatic Identification Sys-
tem (AIS) [111], and can be enriched using additional sources or reasoning [219].
Sensors have uncertainty by nature due to measurement errors, and different sen-
sors may give a different readout. This introduces a degree of uncertainty. Addi-
tional uncertainty is introduced when attributes such as position are predicted.

In this chapter we focus on uncertainty and prediction of kinematic proper-
ties of vessels, especially position, but also course and velocity. In particular,
we focus on interactive, visual investigation of position predictions and the in-
teraction between predictions for multiple vessels. Two types of predictions are
relevant: one that extrapolates a given position report into the future, and one
that interpolates between two given position reports that are geographically and
temporally relatively far apart. When the time period of a prediction is relatively
long, we are interested in uncertain areas where a vessel may be within a time
period of interest. Our aim is to visualize temporal probability distributions pro-
duced by prediction models. We define a temporal probability distribution as
a positional probability distribution that changes over time. In this chapter we
focus on predictions based on extrapolation.

We apply our method to support operators in the maritime domain that use a
cooperative system for public safety [93], and, we also show that our method is
applicable to other domains such as urban law enforcement. Operators can have
a large number of responsibilities and objectives such as managing emergency
situations, enforcing the law, protecting economic interests (e.g., oil and gas plat-
forms), and controlling the border (e.g., against smuggling). All these objectives
are related to situational awareness [72], which is defined as the perception and
comprehension of the current situation and the projection of the current situation
into the future. Our goal is to provide operators with a visualization that allows
them to have a better understanding of the evolution of a situation. We define
prediction models to demonstrate our visualization and show its effectiveness in
some maritime use cases and, to show generality, in a pedestrian use case. We
argue that our method supports the operator in objectives that warrant predic-
tion of future vessel positions such as collision avoidance, catching smugglers
and protecting commercial vessels against piracy. In all these cases the operator
is an external observer and may have limited to no information on the vessels
involved, which in turn introduces uncertainty. To support an operator in such
tasks, we need both a model to predict future positions and a visualization to
communicate this prediction to the operator in a visual analytics setting.

Visualization is a powerful tool for increasing situational awareness and re-
ducing information overload [163, 126]. An operator may want to know where
a vessel of interest is likely to be during some time interval, whether two vessels
are at risk of colliding, or whether two vessels, suspected of being involved in
smuggling operations, will have the chance to transfer illegal goods. An operator
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may also want to see where a vessel with engine problems may drift to. A drifting
vessel is at risk of colliding with other vessels or stationary objects, such as oil
platforms. Our visualizations can also be used for predictions of environmental
calamities, i.e., the predicted spread of an oil spill.

We make a distinction between two types of behavioral classes for maritime
data. First is normal behavior, which is defined by the average behavior of vessels
in historical movement data sets, or what is expected of a vessel based on its
type. Second is complete potential movement behavior, or unusual behavior, often
using the maximal capabilities of a vessel to circumvent law enforcement. We
also distinguish between two user types. Apart from the operator, introduced
above, we have the modeling expert, who is interested in the average behavior of
the prediction models for all vessels, for example, to visually compare different
models when developing or improving prediction models.

7.2 Related Work

Existing navigation systems, such as automatic radar plotting aids (ARPA) [209],
provide some functionality for collision-avoidance such as plotting the closest
point of approach (CPA) between two vessels, and a predicted area of danger
(PAD). These systems, however, assume both vessels maintain course and veloc-
ity, whereas we assume vessels follow non-linear prediction models. Addition-
ally, we display likelihood of interaction.

Bomberger et al. [23] and Rhodes et al. [157] present vessel position predic-
tion based on the current position and velocity of a vessel by using algorithms
that learn vessel motion patterns from movement events. Their work, however,
focuses purely on the learning algorithms while paying no attention on how to
visualize the results to be able to present them to an operator.

A popular way to model object movement, especially with uncertain positions,
is the space-time prism [122]. It can be used to estimate movement between
two known points or a future prediction from a known starting point. Kuijpers
et al. [123] extend this by constraining the space-time prism by kinematic prop-
erties.

Animal movements are studied by estimating movement paths of animals us-
ing the Brownian Bridge Movement Model (BBMM). The animal’s mobility is
modeled using Brownian variance [32]. Horne et al. [97] show how to esti-
mate Brownian variance using a maximum likelihood approach. Kranstauber
et al. [119] extend this further by changing the characteristics of the BBMM based
on likely behavior. We also use random movement for one of our prediction
models. Our movement is, however, constrained in acceleration and turn rate to
better model the characteristics of vessels. Also, the BBMM is used for estimating
area usage of animals between sparsely sampled points, while we predict future
positions. Furthermore, animal movement tends to be more unpredictable, while
vessels are more inclined to follow maritime rules.

Clustering trajectories is a technique that is often used to analyze large quan-
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tities of movement data [8, 6]. Etienne et al. [74] cluster trajectories by itinerary.
Through statistical analysis, spatiotemporal patterns are extracted that are used
to find unusual behavior such as veering off course or being late. We use tech-
niques used to cluster trajectories to find similar trajectories for our prediction
models.

An overview of a large amount of trajectory data can be visualized by convolv-
ing them onto a density map [217]. Scheepens et al. [179] extend this by allowing
interactive, visual exploration of attributes, such as time, in the aggregated data,
allowing a user to investigate temporal patterns. In a further extension [176],
they propose a method to interactively define computational networks that gen-
erate specific task-oriented density maps. A use case shows how this method can
be used to find vessel interaction. Since the density maps are aggregated over
time, it can be seen where these interactions occur, but how many vessels are
involved or when interactions occur is not shown. Demšar and Virrantaus [51]
use the space-time cube to visualize space-time density. We agree that the use of
the third dimension for time can be effective, but also, space-time cubes can be
difficult to interpret for non-expert users. We use a 2.5D approach here [212]:
we use depth cues, like occlusion and fading, to show order in time.

Kosara et al. [117] use a technique called semantic depth of field, in which
objects of interest are displayed sharp, while objects of less interest are blurred.
We use a similar technique to give more visual importance to predictions closer
to the current time.

Santiago et al. [168] present a tool to investigate the accuracy of flight pre-
diction models using bubble plots. This also allows the comparison of multiple
different prediction models. Sanyal et al. [169] propose a method to visualize
uncertainties caused by the use of multiple numerical weather models. They use
two methods: First, using glyphs that show the mean and the deviation of values
over the different simulations, and second, using uncertainty ribbons to convey
the uncertainty of contours where the width of the ribbon is based on the uncer-
tainty.

Matthews et al. [133] incorporate uncertainty in a maritime operational pic-
ture to enhance situational awareness. The authors propose two types of glyphs to
show the uncertainty in location, identity and the timeliness of the information.

7.3 Visual Prediction System

We are interested in a GIS-application that allows an operator to explore an opera-
tional view of traffic. The operator should be enabled to interactively investigate
the development of the current situation by selecting one or more vessels and
generating predictions for future positions. Using the interactive visualization
techniques described in this chapter, the operator can investigate where a vessel
may be within a certain time period or a certain time interval in the future, what
the chance is two or more vessels will collide in the near future, or whether two
or more vessels may have the opportunity to interact.
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Data

Prediction Model

Modeling Expert Operator

Visualization

Temporal PDF Image

Figure 7.1: The architecture of our prediction system is divided into three major compo-
nents: The data component is a large database containing historical trajec-
tories and other information such as weather data; the prediction model is a
model that produces a temporal distribution; and the visualization component
composes one or more temporal distributions into a single visualization. The
operator can adjust the visualization, while the modeling expert can adjust both
the visualization and the prediction model.

Our prediction visualization has three parts: the data, the prediction model
and the visualization component (see Figure 7.1). The data part is a database con-
taining a large volume of historical trajectories and other data such as weather
information. The prediction model provides a temporal Probability Density Field
(PDF) to the visualization component. In the visualization component, tempo-
ral distributions are composed into a picture that allows a user to interactively
and intuitively investigate these distributions over time. Operators may want to
change parameters of the visualization in their investigation, while a modeling
expert may also want to change parameters of the underlying models to inves-
tigate the performance or sensitivity of a prediction model. In this chapter we
mainly focus on the visualization part, but to be able to show results we also
define prediction models for demonstrating our visualization methods.

7.3.1 Data

We use a large data set 𝐻 containing vessel trajectories on the Dutch continen-
tal shelf for four non-consecutive days. Each day contains around 2000 unique
vessels, 4000 trajectories, and over 7 million position measurements simplified
to approximately 210000points using segmentation [219]. The measurements
in our data are obtained using AIS, but can also be obtained using conventional
radar systems. The attributes of our trajectories are sampled over time, typically
in intervals of several seconds. We assume vessels move from a positional sam-
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ple to the next using a constant course. In the case of sparse sampling, this may
give erroneous results, however, our study area has an excellent coverage. To
model the movement between consecutive samples, we use the movement model
defined by Willems et al. [217].

7.4 Models

A prediction model produces a positional prediction over time as a temporal dis-
tribution. The model may or may not be data-driven. It may be a task-driven
model, for example, a model that describes the drift of a vessel. A model to pre-
dict the drift of a vessel can be based on other data, such as current and wind.
Any model that produces a temporal distribution can be plugged into the system.

Our prediction models produce, for a reference object 𝑜, a probability density
𝑃፨(𝐱, 𝑡) with position 𝐱, such that the chance that the object is in area 𝐴 at time
𝑡, is given by:

𝑃፨(𝐩፨ ∈ 𝐴, 𝑡) = ∫
𝐱∈ፀ

𝑃፨(𝐱, 𝑡)𝑑𝐱. (7.1)

Besides the probability for a certain time 𝑡, also the integrated probability 𝑃ᖤ፨ (𝐱),
i.e., the chance that an object has been at a certain position 𝐱 in the time interval
[0, 𝑇] can be interesting and useful. This can be obtained by integration of 𝑃፨(𝐱, 𝑡):

𝑃ᖤ፨ (𝐱) =
1
𝑇 ∫

ፓ

ኺ
𝑃፨(𝐱, 𝑡)𝑑𝑡, (7.2)

where the current time is considered to be 𝑡 = 0 and 𝑇 is the length of the
prediction period.

We define two general prediction models below, which we apply both for
ocean-faring vessels, and pedestrians. Our terminology, however, is inspired by
the maritime domain. The first model is based on finding similar trajectories in
a large historical data set and is more suited to describe normal behavior. The
secondmodel estimates kinematic properties of the reference vessel and simulates
a large number of trajectories. It is more suited to describe complete potential
movement behavior.

For both models we use, for vessel 𝑜, trajectory convolution 𝐶፨(𝐱, 𝑟) at point
𝐱, and radius 𝑟, as described by Willems et al. [217]:

𝐶፨(𝐱, 𝑟) =
1
𝑇 ∫

ፓ

ኺ
𝑘፫(𝐱 − 𝐩(𝑡))𝑑𝑡, (7.3)

where 𝐩(𝑡) is the position of 𝑜 at time 𝑡, and 𝑘፫ is a kernel with radius 𝑟.
For our models we describe the confidence in the resulting temporal PDF, by

the number of trajectories used to obtain the result and the average of a similarity
measure that is defined later.



7

Models 113

a b
vessel o vessel o

Shipping lanes

Figure 7.2: An aggregated probability distribution of vessel position over 30 minutes of a
selected reference vessel ፨, using (a) the history based model, and (b) the
simulation based model. In the history based model the underlying structure
of the shipping lanes is visible.

7.4.1 History Based Model

We use a data set 𝐻 as a base for our history based model. To get insight into
possible future positions of a reference vessel 𝑜, we scan 𝐻 for ships that have
been close to the position of vessel 𝑜 and had similar characteristics. Next, we
construct the PDF 𝑃፨(𝐱, 𝑡) by convolving and aggregating similar trajectories using
Equation (7.3). Equation (7.2) then gives 𝑃ᖤ፨ (𝐱).

First, we construct a list of similar trajectories over some time period of length
𝑇with, for each trajectory 𝑠, a trajectory similarity measure𝜙፬ ∈ [0, 1], describing
how similar a trajectory is to the reference trajectory of 𝑜. To determine the
trajectory similarity measure 𝜙, we require a similarity measure between two
vessel states 𝛼 and 𝛽. In this section, we define such a similarity measure 𝜎, such
that 𝜎(𝛼, 𝛽) is in [0, 1], equal to 1 if the states are highly alike, and equal to 0 if
the states are not alike at all. Furthermore, two states 𝛼 and 𝛽 are called similar
if 𝜎(𝛼, 𝛽) > 0. We assume a trajectory is similar to the reference trajectory if its
first state is similar to the current state of reference vessel 𝑜. In other words, the
similarity measures to what extent a trajectory is relevant for predictions about
the future path of the reference vessel. Let 𝑆 be the set of sub-trajectories of
the historical trajectories 𝐻 that have duration 𝑇 and are similar to the reference
trajectory, i.e., 𝜙፬ > 0 for all 𝑠 ∈ 𝑆. From here on we assume every trajectory in
𝑆 is shifted into the time interval [0, 𝑇].

The less similar a trajectory is to the trajectory of the reference vessel 𝑜, the
less certain we are that the reference vessel 𝑜 may behave according to this tra-
jectory. Hence the uncertainty that the reference vessel 𝑜 behaves as a given
historical trajectory 𝑠 in 𝑆 increases as the trajectory similarity measure 𝜙፬ de-
creases. We use this uncertainty in our model by scaling both the kernel radius
and the density value itself to convey the uncertainty due to the similarity into
both the area of influence and the total contribution to the probability of the
vessel, respectively. The probability 𝑃፨ (see Equation (7.1)) is then defined as
follows:
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𝑃፨(𝐱, 𝑡) =
1
∑𝜙፬

∑
፬∈ፒ
𝜙፬𝑘፫(Ꭻᑤ)(𝐱 − 𝐩(𝑡)), (7.4)

where 𝑃ᖤ፨ follows from Section 7.4.
The definition of the kernel radius function is left up to expert modelers, such

that they can decide how important the impact of uncertainty is. In this chapter
we choose a logarithmic kernel size: −ኻኼ log𝜙, however, this can be any decreas-
ing function. Figure 7.2a shows a probability distribution generated using this
model.

The confidence in the prediction using this model is described by the number
of similar trajectories |𝑆| and the average similarity measure ∑፬∈ፒ 𝜙፬/|𝑆|.
Similarity Measure
The similarity measure 𝜎 of two vessel states 𝜶 and𝜷 at time 𝑡 and 𝑡ᖤ , respectively,
is determined with a user-configurable function:

𝜎(𝜶(𝑡), 𝜷(𝑡ᖤ)) =∏
ፚ∈ፀ

1 − 𝑤(𝑎) ⋅ 𝑑𝑖𝑠𝑡ፚ(𝑎𝜶, 𝑎𝜷), (7.5)

where 𝐴 is the set of all available attributes in a state, 𝑤(𝑎) is a user definable
weight in the range [0, 1] for attribute 𝑎, and 𝑑𝑖𝑠𝑡ፚ is a user-definable function
that determines the normalized distance in [0, 1] between two values of attribute
𝑎. For example, if a modeling expert considers only vessels with approximately
the same velocity as similar, the distance function for velocity can be described
as follows:

𝑑𝑖𝑠𝑡፯(𝑣𝜶, 𝑣𝜷) = max(0, 1 −
|𝑣𝜶 − 𝑣𝜷|
Δ𝑉 ), (7.6)

where Δ𝑉 is a velocity difference within which vessels are considered similar. To
get a realistic prediction we also define a distance function for position:

𝑑𝑖𝑠𝑡𝐩(𝐩𝜶, 𝐩𝜷) = max(0, 1 −
||𝐩𝜶(𝑡) − 𝐩𝜷(𝑡

ᖤ)||
Δ𝐷 ), (7.7)

where Δ𝐷 is the maximum distance at which states are considered similar. Fur-
thermore, a similarity function can be defined on time that relates vessels from
the same time of day or in the same season. The modeling expert can define a
set of similarity functions and attribute weights in [0, 1]. The operators then only
have to select the appropriate set for their task. For the predictions visualized in
this chapter we use an estimate of 200m for Δ𝐷 and 10kn for Δ𝑉. These estimates
have been derived in cooperation with our domain experts.

We currently find similar trajectories by only considering the current state
𝜶፨(0) of the reference vessel 𝑜. To get better results, the model can be extended
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to consider more states of the historical trajectory by applying distance measures
between trajectories, such as time warping distance [18, 207] and the least com-
mon sub-sequence measure [1], or by a technique called lifting [39], which is
used for comparing and smoothing trajectories. This should give a better simi-
larity and may help to even out possible errors in measurements in the current
state of reference vessel 𝑜, such as velocity spikes caused by measurement or
transmission errors. Furthermore, similarity can also be determined by using ge-
ographical domain knowledge [50] such as information about shipping lanes, or
by using geographic context such as obstacles or weather [31].

7.4.2 Simulation Based Model

In our second prediction model, we simulate vessel movements based on vessel
characteristics such as maximum acceleration and turning speed. Using a Monte
Carlo approach, we simulate a large number of trajectories, apply convolution
described by Equation (7.3) for all these trajectories and sum them into a density
field as described by Willems et al. [217]. To get a probability distribution, we
divide by the number of simulated trajectories.

Characteristics of a vessel may be obtained in three different ways. First,
by prior knowledge of the capabilities of the reference vessel 𝑜, however, we
expect this information to be unavailable as it is not present in AIS or radar
data. Second, by estimating the capabilities of the reference vessel by looking
at its type and size. And, lastly, by extracting movement characteristics from
trajectories of similar vessels [53]. In this chapter we have chosen to go for
the third approach by deriving a probability distribution from vessel behavior of
vessels similar to the reference vessel 𝑜 in our historical data set 𝐻. We find a set
of vessels 𝑆 in the historical data set 𝐻 that are comparable to the reference vessel
𝑜. We say two vessels are comparable if they have the same type and similar size,
according to a user-definable function. We have chosen this method because the
information available on a target vessel may be very limited, i.e., AIS data may
not be available. The type and size can be estimated through other sensors, such
as human observation or radar, if required.

Since vessels tend to maintain both their course and velocity, we derive rates of
change 𝑃፜ and 𝑃፯, respectively, that describe the chance a vessel changes its course
or velocity in a time step Δ𝑡. We determine the proportion 𝑃፜ of the samples at
all time stamps 𝑖Δ𝑡 at which the similar trajectories change course. The amount
of change of the course is computed using a normal distribution 𝒩(𝜇፜ , 𝜎ኼ፜) and
𝒩(𝜇፯ , 𝜎ኼ፯)with average 𝜇፜ = 𝜇፯ = 0 and 𝜎ኼ፜ and 𝜎ኼ፯ as found in the historical tracks
for the course and velocity, respectively. A single trajectory is then modeled as
follows. We assume that at time 𝑡 a vessel may choose to randomly change its
course and velocity based on the above probability distributions and rates of
change. The state 𝜶፨(𝑡 + Δ𝑡) of the vessel at 𝑡 + Δ𝑡 is determined using a simple
Eulerian scheme:
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𝐩(𝑡 + Δ𝑡) = 𝐩(𝑡) + Δ𝐩, (7.8)
Δ𝐩 = 𝑣(𝑡)(sin (𝑐(𝑡)), cos (𝑐(𝑡)))Δ𝑡, (7.9)

𝑣(𝑡 + Δ𝑡) = 𝑣(𝑡) + Δ𝑣, (7.10)
𝑐(𝑡 + Δ𝑡) = 𝑐(𝑡) + Δ𝑐, (7.11)

where Δ𝑣 and Δ𝑐 are a random velocity or course change, respectively, based on
the derived probability distributions and defined by:

Δ𝑐 = { 0 if rand𝒰(1) > 𝑃፜;
rand𝒩(𝜎ኼ፜) otherwise, (7.12)

Δ𝑣 = { 0 if rand𝒰(1) > 𝑃፯;
rand𝒩(𝜎ኼ፯) otherwise, (7.13)

where rand𝒰(𝑥) is a random uniform sample taken from the range [0, 𝑥] and
rand𝒩(𝜎ኼ) is a random sample taken from𝒩(0, 𝜎ኼ). An example of a probability
distribution generated using the simulation based model is shown in Figure 7.2b.

In the model described above, we derive statistics based on vessel type and
vessel size. This model can, however, be extended to simulate actual vessel be-
havior more closely by deriving location-based statistics from vessels that are
within a certain radius of the reference vessel 𝑜. This can be further extended by
also taking velocity and heading into account. These statistics have to be derived
again for every step, as the current location, heading and velocity may change.
More in general, the similarity measure introduced in Section 7.4.1 can be used
to find similar vessel states. If additional data, e.g., from AIS, is available, it can
be used to more accurately find similar vessels.

The confidence in the prediction using this model is described by the number
of similar trajectories |𝑆| and an average similarity measure based on the vessels
in 𝑆.

7.4.3 Model Comparison and Discussion

The two prediction models described above have their own strengths and weak-
nesses. The history based model gives a realistic positional probability distribu-
tion, implicitly using shipping lanes and other popular routes. Since the model is
based purely on averaging historical movements, the resulting distributions can
only describe normal behavior, which may not be what an operator is looking for.
The simulation based model, on the other hand, can describe complete potential
movement behavior. It does not, however, describe any structures such as ship-
ping lanes. This can be solved by extending the model such that location-based
statistics that also take course and velocity into account, are used. Both models
can suffer from a lack of similar trajectories. This can be solved by widening the
range of what is considered similar if such a case arises. This results, however,
in a lower confidence.
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Since we mainly focus on visualization, we have kept our models, and espe-
cially the simulation model, fairly generic. For a real world system, specialized,
mission-specific models can be developed, e.g., a model that specifically deals
with the behavior of a vessel engaged in pirate activity. Reasoning on the intent
of vessels, as discussed in Chapter 6, may then serve as a guide in selecting an
appropriate vessel movement model.

Mobility patterns generally depend on the spatiotemporal context of move-
ment [5], such as the relationship between the vessel and the tides, currents,
weather conditions, and physical barriers such as other vessels, platforms, and
the coast. Both our models, especially the simulation model, ignore this context
to a large degree. The history based model does indirectly deal with fixed phys-
ical barriers such as the coast or platforms, and spatial context such as shipping
lanes because this information is in the mobility patterns of the historic trajec-
tories themselves. It does not, however, deal with any spatiotemporal context
directly.

The required spatial context such as barriers can be retrieved from charts,
while spatiotemporal context can be retrieved from weather services, radar, and
other sensors. Additionally, spatiotemporal context can also be extracted directly
from the historical (AIS) trajectories using visual analytic methods [6, 11], e.g.,
finding anchorage or fishing zones [179], extracting shipping lanes [176], un-
derstanding the dynamics of shipping lanes (see Chapter 3), or even extracting
currents [99]. Developing models that take all relevant spatial temporal context
into account is, however, not within the scope of this thesis.

7.5 Visualization

Now that we have models to predict vessel position over time, we require a vi-
sualization technique to allow users to intuitively recognize patterns in the pre-
dictions, enabling them not only to see where a vessel may be, but also when the
vessel may be there. There are several methods to visualize a temporal distri-
bution, such as small multiples or volume rendering techniques. Since our users
are familiar with maps, however, we have chosen to visualize temporal PDFs in
a 2.5D visualization that reveals both the space and the time component.

We use the visualizations described in this section in a prototype mimicking an
operational environment (see Figure 7.3). We present the geographical context
to the user with land mass shown in grey and the ocean shown in white. The
current position of each vessel is marked using a colored arrow shape. The color
of the arrow represents the type of the vessel. The direction of the arrow is based
on the heading of the vessel. A small faded trail is used to show the position of
the vessel during the last 10 minutes.
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Figure 7.3: The Rotterdam harbor, a busy area near the Dutch coast (green) with many
vessels docked in the harbor area. The current vessel positions are shown
using a colored shape. Their color is based on vessel type. An arrow shape is
used for moving vessels and a diamond-like shape is used for stationary ves-
sels, where the orientation of the shapes shows the orientation of the vessel.
Using a fading trail, the positions of each vessel during the last 10 minutes is
shown.

7.5.1 Temporal Probability Density Fields

The PDF 𝑃ᖤ፨ (𝐱) can be visualized using the techniques described by Scheepens
et al. [179]. This, however, means aggregating probability over time, and, while
this gives a good overview of the area utilization distribution, the influence of
time is not or only slightly visible. Since we work with prediction models, typ-
ically for a relatively short period of time, such as one or two hours, the rela-
tionship between time and area utilization distribution becomes important. An
operator does not only need an estimate of where a vessel 𝑜 may be within the
time range [0, 𝑇], but also when the vessel may be in that area.

To visually maintain the relationship between time and space, we propose to
divide our PDFs into a number 𝑛 of time segments. This can be done in three ways:
For 𝑡። = 𝑖𝑇/𝑛 with 0 < 𝑖 ≤ 𝑛, we have time intervals [𝑡።ዅኻ, 𝑡።], time instances 𝑡።,
and increasing time intervals [0, 𝑡።] (see Figure 7.4a, b and c, respectively). We
find that intervals are best suited for investigating the development of area usage
over time, while instances are best suited for estimating the position of vessel
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Figure 7.4: A visualization of a thirty minute prediction using the simulation based model
with (a) three time intervals, (b) three time instances, and (c) three increasing
time intervals.

𝑜 changing over time. The advantage of the increasing time intervals is that
subsequent segments are visually-geometrically linked.

7.5.2 Contours

We have 𝑛, potentially overlapping, PDFs for which we want to visualize the
probability distributions, the order in time, and the confidence in the prediction
model. Visualizing these PDFs as a density map may lead to an information
overload and to overlap problems. Another common method to visualize PDFs is
by showing contours. Given a percentile 𝐸, a contour encloses a spatiotemporal
zone, such that the chance that the vessel is inside the area in the given time
segment is 𝐸 and the value of the PDF at the boundary is constant.

To easily identify the inside of the spatiotemporal zones, we mark the inside
of the contours with a thin, colored edge (see Figure 7.5a). Furthermore, to help
the user to recognize overlapping contours we add a white halo [13, 75] around
the contours such that contours seem to stop when they cross other contours (see
Figure 7.5a). We render our contours ordered from later in time to earlier in
time such that spatiotemporal zones closer to the current time are on top and
later spatiotemporal zones may be occluded. For each time segment, we draw
the white haloes for all contours first, followed by the colored inner lining and
the contour lines themselves. This means haloes only interrupt the contours of
predictions further in time, which puts contours that belong to the same time
segment visually closer together.

The spatiotemporal zones will have increasing uncertainty as the vessel posi-
tion is predicted further into the future. We visually convey more importance and
thus more confidence in predictions closer to the current time by the ordering of
the contours described above, and also by fading the contour lines to white and
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Figure 7.5: (a) A visualization of three time intervals of a vessel prediction over ኻ኿minutes
using contours at the ኻ኿%, ኼ኿%, and ዃ኿% percentiles. The further into the
future an interval is, the more faded the contour appears. And, (b) thirty minute
predictions of the simulation based model, divided into three time intervals.
Four vessels are selected: a pleasure craft lined in green (1), a cargo vessel
lined in orange (2), another cargo vessel lined in purple (3), and a special craft
that is just departing from its harbor lined in teal (4).

reducing the saturation of the contour linings further in time (see Figure 7.5a).
For each time segment of the prediction, one or more of the above described
contours are rendered for a selected set of percentiles.

Since multiple vessels may be selected at once, it is possible that contours of
different vessels overlap and confuse the user. We therefore encode the identity
of the selected vessels by the hue of the contour lining, see Figure 7.5b. We use
the iso-luminant color map used by Scheepens et al. [179] for our color coding.

7.5.3 Interaction

We say two vessels 𝑜 and 𝑜̄ have a chance to interact in their predictions 𝑝፨(𝐱, 𝑡)
and 𝑝፨̄(𝐱, 𝑡), at some position 𝐱 and at time 𝑡 if the interaction chance 𝐼(𝐱, 𝑡) =
𝑝፨(𝐱, 𝑡)𝑝፨̄(𝐱, 𝑡) is non-zero. We render the potential interaction per pair of con-
tours sharing the same time segment using a blue to red color map. For a pair
of contours, we show the interaction chance only where the individual areas
overlap. The interaction probability is rendered after the haloes, but before the
colored inner linings, per time segment. This visually links the potential inter-
action area to the contours of its time segments (see Figure 7.6a). In Figure 7.6
we show an example interaction prediction between two tanker vessels. For both
vessels we predict 12 minutes, divided into two time intervals, using the history
based model. We see an area of potential interaction during the second time in-
terval. The interaction probability 𝐼(𝐱, 𝑡) can also be treated as a separate PDF,
visualized in a similar way to the PDFs of the individual vessel prediction. We
found, however, that this introduces more visual overload.
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Figure 7.6: The interaction between predictions of two vessels. Both predictions are over
12minutes, divided into two time intervals. The interaction chance is shown us-
ing a discrete color map ranging from blue (low chance), to red (high chance).
We see a large area of potential interaction in the second time interval. The
range of the color map can be changed to suppress low probabilities (b). In
(c) we show a table showing the confidence of the predictions.

If the user is not interested in low probabilities, the start range of the color
map can be increased. All probabilities below the start of the color map range are
faded away. This allows a user to focus only on probabilities that are considered
significant (see Figure 7.6b). This may, however, break the visual link between
the potential interaction area and its contours, making it harder to interpret.

7.5.4 Confidence

For each selected vessel in Figure 7.6 the confidence measures of Section 7.4 are
displayed in a table widget (Figure 7.6c) such that the operator can determine
the relative reliability of the displayed positional predictions. The confidence of
the predictions may be used to support the decision of the operator. For example,
the prediction of Vessel 1 in Figure 7.6 is computed using a smaller number of
similar tracks than Vessel 2, however, Vessel 1 has a higher average similarity.
This may lead the operator to conclude that the prediction of Vessel 1 is more
reliable than that of Vessel 2.
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7.6 Implementation

We find similar trajectories for the history based model and simulate the trajec-
tories for the simulation based model using the CPU. The PDFs are computed and
visualized using a Graphics Processing Unit (GPU), using a grid of cells of equal
area and stored as textures in video memory. We use image-based techniques
to render our contours and make heavy use of shaders on the GPU. The PDFs
are computed only when required in approximately 200 ms for a resolution of
approximately 1000 by 1000 cells on an Intel Core i7 CPU with 6GB of RAM and
an Nvidia GeForce GTX 285. The fields are stored and visualized in real-time.

7.7 Use Cases

In the following sections we demonstrate our visualization methods with real-
world use cases in the maritime domain taken from Hendriks and van de Laar
[93]. Our visualizations are intended for operators in the maritime domain, but
are also applicable to other domains concerned with moving objects, such as air
traffic control, ecology, or urban law enforcement. We show how our visualiza-
tions can aid an operator in collision avoidance, and how smuggling operations
and pirate activity can be investigated. Additionally, we show how our method
can be applied to a different domain, namely urban law enforcement.

Manymore use cases exist for our visualizationmethod. For example, the visu-
alization of a normal behavior model can help a user to visually detect anomalies
[162].

7.7.1 Collision Avoidance

Ocean faring vessels are often large vessels with low maneuverability. A collision
between two vessels can lead to considerable economic damage or loss of life.
Therefore, even if the risk of collision is low, the potential impact may be great.

An operator, whether on board of one of the vessels involved in the possible
collision, or on board of some law enforcement vessel monitoring traffic, may
be notified of a possible collision by an alarm or notification powered by some
collision avoidance algorithm. Our method can help by showing how likely a
collision is and also where and when this collision may occur.

We look at a real situation in which a collision has occurred between two
cargo vessels. We visualize a prediction of the situation approximately 10minutes
before the collision in Figure 7.7a. Using the simulation based model we generate
a prediction for 30 minutes, divided into two time intervals. A large chance of
interaction is shown in a relatively small area within the first 15 minutes. In
Figure 7.7a, the location where the two vessels actually collided is marked.

Based on this visualization, an operator may decide to instruct one of the
vessels to change course, avoiding a collision. In Figure 7.7b we show a search
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Figure 7.7: (a) A real situation approximately 10 minutes before a collision between vessel
1 and 2. Using our prediction visualization we can predict the area in which
the vessels may collide. We predict the vessel positions using the simulation
based model with two time intervals of 15 minutes each. (b) A search and
rescue vessel intercepts vessel 1 after the accident, visualized using the same
settings as (a).

and rescue vessel intercepting Vessel 1, which has gone adrift due to the damage
caused by the collision. This has been visualized using the same settings as above.

7.7.2 Smuggling

Criminals may use vessels to smuggle illegal goods such as drugs or weapons
[93]. These goods are often transferred between vessels in an attempt to avoid
detection. Such transfers can be done without the vessels stopping or significantly
slowing down. Operators investigate individual vessels or pairs of vessel based
on intelligence. A law enforcement vessel may be sent to intercept the vessels
to catch the criminals in the act. However, sending out a vessel to intercept
is costly and multiple objectives may simultaneously require interception which
leads to a conflict in resources. Therefore, using our visualization, the operator
can investigate whether the suspect vessels may actually meet and where they are
most likely to do so, and can take an informed decision on whether to dispatch a
law enforcement vessel.

An operator looks at a situation in Figure 7.8 in which two selected vessels (1
and 2) are suspected of being involved in a smuggling operation. The operator
wants to know if and when the two suspect vessels may meet to transfer illegal
goods. Since smugglers will try not to be noticed, we use the history based model
to represent normal behavior. We show two time intervals in a total period of
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Figure 7.8: Two vessels suspected of smuggling. We predict the vessel positions using
the history based model with two time intervals of 6 minutes each.

12 minutes. As we can see, vessel 3 is expected to continue moving in an eastern
direction, while vessel 4 is expected to either head south into the harbor area of
Rotterdam or keep moving in a north-western direction. We can now see an area
during the second 6minutes, where illegal goods may be exchanged. Based on the
visualization, the operator can decide to monitor the area of potential interaction
during the given time period, or send a law enforcement vessel to intercept.

7.7.3 Piracy

Our visualization method can also be used to investigate the possible future move-
ments of a vessel suspected of piracy. For instance in the gulf of Aden, pirates
attack and hold merchant vessels for ransom. There are only a limited number of
navy vessels in the area to prevent this. This lack of resources as in Section 7.7.2
means that a certain level of confidence is required before a vessel is dispatched,
which can be attained by using our method.

Where the merchant vessels follow their usual shipping routes, pirate vessel
will generally try to move fast and unexpectedly. We look at a situation in which
a vessel suspected of being involved in piracy is heading towards a tanker. To
decide whether or not to take action, an operator may use our visualization. We
use the simulation based model to describe the complete potential movement
behavior of the pirate vessel trying to attack a merchant vessel and the history
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Figure 7.9: Prediction of the interaction between a tanker and a vessel suspected of piracy.
The prediction is divided into three time instances, 6 minutes apart. There are
two areas where the pirate vessel may strike; around 12 minutes and around
18 minutes.

based model to describe the normal behavior of a tanker, which appears to be
likely to choose one of two routes. It can be argued that once the crew of the
tanker realizes it is at risk, it will no longer follow normal behavior, however,
in this example we assume the tanker is unaware. We set 𝑇 to 18 minutes and
select three time instances, the 6th minute, the 12th minute and the 18th minute.
In Figure 7.9 we show the possible interaction between the tanker (teal) and the
pirate vessel (brown). There appear to be two areas where the pirate vessel may
strike. This may prompt the operator to decide to send in a law enforcement
vessel.

7.7.4 Pedestrians

We show our method can be used for law enforcement in an urban environment,
in this case the Dutch city of Delft. We look at a situation in which a law enforce-
ment official is provided with a sighting at a certain point in time in the center
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Figure 7.10: The possible future positions of a person suspected of pick-pocketing over
three growing time intervals of ኻኺ minutes each. The latest sighting of the
suspect is marked by a red dot. We can see that the suspect will either move
in a north-western direction, or in a south-eastern direction. Law enforce-
ment officials can use this visualization to determine where to deploy scarce
resources to apprehend the suspect.

of Delft of a person suspected of pick-pocketing. The assumption is made that
the suspect maintains a low profile and moves around like a normal pedestrian.
Using a large set of historical pedestrian trajectories the future positions of the
suspect can be predicted with our method using the model based on history. This
allows the law enforcement officials to deploy their scarce resources at the right
place at the right time to increase the chance that the suspect is caught. For our
historical data set 𝐻 we use a large number of pedestrian trajectories in the city
center of Delft [201].

In Figure 7.10 we show where the suspect may go in three growing time inter-
vals of 10 minutes each. As can be seen in the visualization, the suspect is likely
to either move in a north-western or in a South-Eastern direction.



7

Discussion 127

7.8 Discussion

Our method is designed for the interaction of pairs of vessels as, according to our
domain experts, this is the standard scenario. For interaction between three or
more vessels visual clutter becomes a problem, and a more involved interaction
model is required.

We presented our method for vessel position prediction and interaction to a
group of six domain experts with naval backgrounds. They greeted the presenta-
tion with enthusiasm and ideas, which sparked an interesting discussion on the
practical applications of our method. A number of experts suggested that the spa-
tiotemporal zones visualized by the contours could directly be used as operational
zones for surveillance using Unmanned Aerial Vehicles (UAVs), or search and res-
cue areas. We found that the domain experts find the concept of time instances
the most intuitive of the three alternatives discussed in Section 7.5.1. The time
intervals and growing time intervals appear to be interpreted as a description of
movement through time instead of area usage within the time interval.

Additionally, we presented and discussed our method with a group of six naval
operators and system developers. The experts were positive on the operational
usefulness of our proposed method. The piracy case was of special interest to this
group. The experts viewed our visualization as a rationale that not only shows
when and where a pirate vessel may strike, but also why it may strike at that
point and at that time. However, in an operational environment, the experts
prefer that only the interaction zones are visualized and the entire visualization
is only shown when an operator wants to see why the pirate vessel may strike
there.

We also discussed our method with two ecologists, one interested in the mi-
gratory patterns of birds, and the other interested in the interaction of groups of
primates. Due to both unpredictable movement of the animals and the precision
of the tracking instruments used, animal movement models such as the BBMM
generally contain a large degree of uncertainty. While the former ecologist was
interested in the time aspect of the visualization, the latter was interested in the
interaction visualization as applied to probabilistic movement models used to
estimate the movement of groups of primates. The ecologist studying the inter-
action of groups of primates was interested in the probability, area and approx-
imate time of interaction between groups and found our visualization method
very suitable for this task.

7.9 Conclusion and Future Work

We have introduced a contour based visualizationmethod to visualize models that
predict future positions of selected moving objects. The prediction time period is
divided into a number of time segments. For each of these segments, contours for
one or more percentiles are rendered. These contours have an internal colored
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lining to help identify the selected vessel and haloes to avoid confusion in the case
of overlap. The saturation of the colored lining is reduced and the lightness of the
contour is increased for spatiotemporal zones later in time to both help distinguish
between time segments, and to convey the notion of increasing uncertainty for
predictions further in time. We add an additional, color-mapped cue to highlight
interaction between the predictions of multiple selected vessels. This interaction
is shown per pair of contours for each time segment.

We have described two models that predict future vessel positions of some
reference vessel within a given prediction period: A model based on comparing
the current state of the reference vessel with a large set of historical trajectories
and building a PDF from these trajectories, and another model based on simu-
lating a large number of trajectories based on movement statistics derived from
vessels similar to the reference in a large set of historical trajectories.

We presented the results of a discussion with domain experts and demon-
strated the use of our method with a number of real-world maritime use cases:
avoiding collision, and investigating smuggling and piracy. By application in the
urban law enforcement domain, we demonstrated that our models and visualiza-
tions are not restricted to the maritime domain.

In future work we would like to apply our visualizations to additional domains
with more uncertainty, such as animal movement. Another important topic is
the scalability of our visualization method. Currently we have been looking at
a selection of two vessels, but have not studied yet how it performs for a larger
group of vessels. Lastly, we would like to do a user study with expert users to test
which of the visualizations introduced in this chapter perform best under which
conditions, and how they compare to similar visualizations. As an example, we
would not only like to test which of the time segmentation methods defined in
Section 7.5.1 performs best, but also like to find optimal visualization parameters
for operators in the maritime domain.
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In the previous chapters of this thesis we have attempted to answer our research ques-
tion: “How can operators be supported in attaining situational awareness using inter-
active visualization?” In this chapter we look back at how we answered this question
and we look forward towards what still needs to be done.
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8.1 Contributions

The main contributions of this thesis are visualization techniques for analyzing
and summarizing patterns to enable analysts to build and verify models of normal
and anomalous behavior, and to aid in the three levels of Situational Awareness
(perception, comprehension, and projection) as discussed in Chapter 1–see Fig-
ure 8.1. All visualization techniques in this thesis have been validated, either
in close cooperation with domain experts or by performing a quantitative user
study.
Traffic Flow Analysis
In Chapter 3 we have presented our approach to visualize traffic flows and provide
interaction tools to support their exploration. We show an overview of the traffic
using a density map. The user can discover and identify traffic flows using a
visualization that is a combination of a density map and a particle system. Next,
using a selection widget, these traffic flows can be selected. When selected, the
user can explore the dynamics of traffic flows using annotation windows, which
can be dragged on top of each other to compare multiple traffic flows.
Glyphs
In Chapter 4 we have presented a method to remove visual overlap of the glyph
representations of moving objects. The set of all objects is partitioned into sub-
sets, which are visualized with visually non-overlapping aggregated multivariate
glyphs that show the distribution of attributes such as heading, type and velocity.
The size of the glyph represents the size of the subset. The partition is updated as
the objects move such that the change in subset configuration is approximately
minimized. Changes in subsets in between frames are smoothly animated. A
quantitative user study has been performed to compare the effectiveness of our
method compared to alternative methods. We can conclude from this study that
our method is competitive overall, and better than its competitors for density
comparison tasks in the presence of a lot of overlap. Additionally, the partici-
pants of the user study have a preference overall for our method.

In Chapter 5 we have demonstrated the design and evaluation process of a
new multivariate glyph to visualize vessel information with uncertainty. The

Analysis Perception Comprehension Projection

Situational Awareness

Chapter 4 and 5:Chapter 3: Chapter 6: Chapter 7:

Analysis

GlyphsTraffic Flow Analysis Rationale Prediction

Figure 8.1: An overview of the contents of this thesis and their relationships.
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glyph has been designed and evaluated in close cooperation with domain experts
and potential users. It visualizes the uncertain distribution of the vessel type
according to an automated reasoning and attracts attention from the user when
required.
Rationale
In Chapter 6 we have presented a method to visually explain how an automated
reasoner came to its conclusion. The visualization uses an abstraction of an au-
tomated reasoning engine model to visualize the rationale behind its reasoning,
enabling the user to understand the reasoning process and confidently take ap-
propriate action. The rationale is visualized by showing a directed graph of con-
nected hypotheses, which are in turn connected to observed attributes visualized
in an evidence matrix. Despite their widely varying heterogeneous attribute val-
ues, we show the observations in the evidence in a compact and quick to read
matrix. The visualization has been designed in close cooperation with both au-
tomated reasoning and MSSD experts.
Prediction
Finally, in Chapter 7 we have introduced a contour based visualization method
to visualize models that predict future positions of selected moving objects. The
prediction time period is divided into a number of time segments. For each of
these segments, contours for one or more percentiles are rendered. These con-
tours have an internal colored lining to help identify the selected vessel and haloes
to avoid confusion in the case of overlap. The saturation of the colored lining is
reduced and the lightness of the contour is increased for spatio-temporal zones
later in time to both help distinguish between time segments, and to convey the
notion of increasing uncertainty for predictions further in time. We add an ad-
ditional, color-mapped cue to highlight interaction between the predictions of
multiple selected vessels. This interaction is shown per pair of contours for each
time segment. We presented the results of a discussion with domain experts and
demonstrated the use of our method with a number of real-world maritime use
cases: avoiding collision, and investigating smuggling and piracy.

8.1.1 Research Question

In this section we discuss how the above methods have contributed to answer-
ing our research question. In Chapter 1 we divided our research question into
four parts–see Figure 8.1. In the following we discuss how the presented vi-
sualization methods answer our research question and how these methods are
interconnected:

i Analysis: How can we provide tools to analyze and summarize patterns, en-
abling domain experts to find critical areas and to verify what normal or anoma-
lous behavior is?

The way vessels typically behave depends, among other things, on the
environment and other traffic. To be able to build some model of nor-
mal behavior an analyst needs to understand patterns in traffic and their
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relation to certain areas of interest. An analyst can do this using the vi-
sualization and interaction tools discussed in Chapter 3. The analyst can
extract traffic flows of interests and study how their behaviour evolves over
time to understand how vessels normally behave.

ii Perception: How can we help the operator in perceiving a situation?
Being able to perceive elements and their dynamics in the environment,

especially those that are relevant, is the first level of situational awareness.
In the maritime domain, the operational picture can contain hundreds of
vessels. These vessels may be in close proximity, especially in busy har-
bor areas, leading to a clutter of their visual representations in this oper-
ational picture. This clutter is very harmful to acquiring and maintaining
situational awareness as the operator may miss relevant elements due to
overlap in visual representations. We discuss in Chapter 4 how we parti-
tion the vessels in view into subsets and visualize these using aggregated
glyphs. We have shown that using this method, we can reduce the clutter
problem in an operational picture even with moving objects. This enables
the operator to perceive the situation better, especially in a busy area of
interest.

To further improve perception and to enable the operator to more eas-
ily find and recognize elements that are relevant, we have designed a spe-
cialized glyph for the maritime domain as discussed in Chapter 5. This
glyph also displays the status, attributes, and dynamics of the vessels. This
information is fused from multiple, heterogeneous sources which leads to
uncertain distributions [137]. Additionally, the glyph is designed to attract
attention from the operator when required, according to an automated rea-
soning, by increasing both size and salience.

iii Comprehension: How can we help the operator in comprehending a situation?
The maritime environment can contain a large number of vessels. Due

to the number of vessels and the amount of information that can be found
about these vessels, it is not feasible for the operator to reason on each
of these vessels to determine whether they are relevant and require atten-
tion. This is where automated methods, such as automated reasoning, can
help the operator [139]. These automated reasoners, however, typically
only output a conclusion and this conclusion alone does not help the op-
erator in comprehending the situation. Therefore, we have presented a
way to visually explain how the automated reasoner comes to its conclu-
sion in Chapter 6. The automated reasoner now acts as a sort of filter that
alerts the operator when a vessel requires attention, i.e., using the glyphs
of Chapter 5. For vessels requiring attention, the operator can then com-
prehend why the reasoning believes the vessel requires attention using our
rationale visualization, leading to a better understanding of the situation.

iv Projection: How can we help the operator in projecting a current situation into
the future?

Once relevant vessels have been identified, the operator must be en-
abled to project the situation into the future, i.e., what will or can the
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relevant vessels do next. This can be done using the prediction visualiza-
tion of Chapter 7, which allows the operator to see what the potential next
positions are of some vessel of interest. For example, the operator can as-
sess the threat level of a suspected pirate by seeing whether the pirate can
potentially strike nearby vessels and how likely these potential strikes are.

8.2 Discussion

As in many application domains, the amount of available information in the Mar-
itime Safety and Security Domain is growing rapidly. Especially in situational
awareness applications, where real-time processing of information on all actors
in the environment is vital, this poses an enormous challenge. We have shown
in this thesis that visualization is uniquely suited to help the operator or analyst
to more easily process large quantities of information and find what is relevant
(see Chapters 3, 4, and 5). Visualization alone, however, is not enough. The cur-
rent trend, running counter to the rapid growth of the quantity of information,
is to reduce ship’s complements and their education and training time [204].
Therefore, automated methods are required to fill in the widening gap between
available information and available human resources. These automated methods
are required to support the operators in their tasks by filtering and making sense
of the vast quantity of information from sensors and other sources, e.g., by reason-
ing on the information as shown in Chapter 6, or by making sense of a situation,
e.g., by projecting it into the future as shown in Chapter 7. Visualization is then
the means by which the operator can interpret and understand the reasoning and
projection and to put new knowledge back into the system. Visualization remains
essential as the link between the operator and the automated systems, keeping
the operator in the loop.

To give an idea of how the visualization methods described in this thesis can
be used in practice, we envision the following hypothetical future situation:

Using the visualization and interaction tools of Chapter 3, a domain an-
alyst has defined and verified a normal model for vessel behavior. An
operator is monitoring a maritime environment for potential pirates.
Using the aggregated glyphs of Chapter 4, the operator can perceive all
merchant vessels and fishing vessels in close proximity in the area. An
automated reasoning engine that reasons on the intent of vessels and on
whether vessels are involved in piracy raises an alarm to the operator,
which the operator can quickly perceive due to the glyphs of Chapter 5.
This reasoning engine uses, among other things, a model of normal be-
havior as defined by the domain analyst to decide the suspect vessel
is behaving anomalously. The operator now knows which vessel is a
potential threat and where it is. To understand why it is a potential
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threat the operator uses our rationale visualization of Chapter 6. Hav-
ing verified the vessel is indeed likely a pirate using said visualization,
the operator wants to know how big the threat is by investigating what
the vessel might do next. To this end, the operator uses the prediction
visualization discussed in Chapter 7. The prediction model is based on
behavioral models whose design and verification have been aided by
the visualization and interaction tools discussed in Chapter 3. Through
the prediction visualization, the operator can see that the suspected pi-
rate can potentially strike a merchant vessel in about 30 minutes. The
operator has now perceived and comprehended the situation and has
projected it into the future. As a response, the operator sends in a pa-
trol vessel to prevent the pirate attack.

8.2.1 Applicability

Despite the emphasis on the Maritime safety security domain, we have shown
most of our visualization solutions are also applicable to other domains.

We have shown that our visualization and interaction tools for traffic analysis
as discussed in Chapter 3 are also applicable to air traffic. Moreover, we argue
that said tools are applicable to any kind of moving object data and most suitable
for moving objects that have factors in common, such as destination or rules
governing traffic, but do not have a functional relationship.

The non-overlapping aggregated multivariate glyphs of Chapter 4 can be ap-
plied to any moving objects visualization that does not aggregate over time, such
as in an operational view where moving objects are being tracked in real-time,
or in a scatter plot where the user can browse through a timeline. The glyph de-
sign of Chapter 5 is specific to the maritime safety and security domain. Lessons
learned can, however, be applied to any glyph design in any domain.

The rationale visualization discussed in Chapter 6 is mainly intended for safety
and security systems, such as the Maritime safety and security domain this the-
sis focusses on, and other law enforcement domains. We argue, however, that
the rationale visualization can be used to explain the rationale of any automated
reasoner in a decision-support system in various contexts, such as machine di-
agnostics or medical diagnostics. The main requirement is that an automated
reasoning system is available that can reason on evidence from heterogeneous
and possibly conflicting sources. Additionally, the evidence is expected to con-
tain attributes with varying domains.

Finally, we have shown that the prediction visualization of Chapter 7 is appli-
cable to other law enforcement domains as well, for example where the possible
future positions of a suspect individual are predicted. We further argue that this
method is applicable to any prediction of movement or interaction of moving ob-
jects in other domains such as ecology. The only requirement is that a movement
model is available to model the mobility of the objects of interest.



8

Discussion 135

We can conclude that the work in this thesis is applicable to a broader context
of safety and security systems and in some cases to an even broader context of
moving object analysis and visualization in general. The work in this thesis, espe-
cially Chapters 5, 6, and 7, has partly been integrated into an existing maritime
safety and security product as a technology demonstrator and was received well
by domain experts and potential users.

8.2.2 Scalability

In general, scalability is a major factor in visualization [222]. In this section we
discuss the scalability of the research discussed in this thesis in some more detail
with respect to the following factors [62]–see Figure 8.2:

• Human perception: the way the human user processes the visualization;
• Display constraints, such as the size or resolution of the screen;
• The visual metaphor: the way information is mapped to the visual dis-
play, e.g., the visual design choices;

• Computational Complexity and efficiency of algorithms, data structures
and other computational infrastructure.

As can be seen in Figure 8.2, the scalability issues vary as we approach situa-
tional awareness from different angles across the different chapters. Each unique
challenge requires its own unique solution and therefore has no scalability issues
in common with the other solutions.
Traffic Flow Analysis
For the traffic flow analysis of Chapter 3, the number of particles forms the major
limiting factor in scalability and does so in both a computational and perceptual
sense. We find that, on modern hardware, the particle system runs smoothly
for both the vessel and the aircraft data set we studied. When the number of
trajectories in the data set increases, the number of particles per trajectory may
need to be reduced to avoid traffic flows becoming invisible due to clutter in
particles. This means the computational complexity does not relate to the number
of trajectories in a straightforward way. The effect of the number of trajectories
on scalability may need further investigation.
Glyphs
For the aggregated glyphs of Chapter 4, the number of moving objects is not
so much a limiting factor in computational complexity as is the density, or the
degree of overlap between the visual representations of the moving objects. The
glyphs designed in Chapter 5 may suffer under visual clutter as the number of
moving objects visualized on screen increases. This can, however, be solved by
partitioning the moving objects into subsets as in Chapter 4. For both glyphs,
scalability issues in the visual metaphor may arise if additional attributes need
to be visualized. There are a limited number of visual parameters and viable
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combinations of these parameters that can be used to clearly convey attributes,
especially aggregated attributes, in a single glyph.
Rationale
The major scalability factor for our rationale visualization of Chapter 6 is the
display. The visualization scales with both the number of hypotheses and the
number of sources and attributes in the evidence matrix. The size of the evidence
matrix can be reduced significantly by reducing the size of the cells, however, the
color differences need to remain perceivable [186]. We have already shown that
the visual representation of the hypotheses can be reduced in size. For larger
graphs these can be reduced further in size. There is, however, a limit to the size
of the rationale that our visualization can handle in one display. In these cases
hierarchical visualization methods or semantic zoom may prove beneficial. The
scalability of the number of conflicts in the evidence matrix is limited by human
perception, as the number of different colors that can be distinguished is limited
[62].
Prediction
The computational complexity of the prediction visualization discussed in Chap-
ter 7 depends on the complexity of the underlying movement model. The major
scalability issue of this method, however, is in the visual metaphor. While the
interaction of two predictions is already not straightforward to interpret, the in-
teraction of three or more predictions becomes problematic and may require al-
ternative methods. We have not found any practical case in the maritime domain
in which the interaction between three or more objects is of interest. This may,
however, be more common in other domains, such as ecology.

8.3 Looking Forward

Even though we have gone a long way in answering our research question, there
is still much to be done. Suggestions for future work for each of the discussed
methods individually can be found at the end of their respective chapters. In this
section we describe a number of opportunities for future work to further aid the
operator in acquiring and maintaining situational awareness in general.
Combining Glyphs
We have shown a method for dealing with clutter and overlap of glyphs and a
glyph especially designed for the maritime domain to display uncertain distribu-
tions and attract attention when required. The next step is to combine these two
methods into a single approach. For example, the visual representations of glyphs
that do not require attention could be partitioned and visualized according to the
approach described in Chapter 4, while the vessels that require attention could
be visualized using the attention attracting glyph of Chapter 5. This makes sense
as the basic, non-attention attracting glyph of our specialized maritime glyph of
Chapter 5 strongly resembles the basic glyphs of Chapter 4. However, the more
salient and larger glyph intended to attract attention may no longer have the de-
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sired effect as the aggregated glyphs also become larger and more salient as they
represent more vessels. This requires additional research.
Extracting Domain Knowledge
One of the main challenges for designing visualizations for situational awareness
is extracting domain knowledge from operators and domain experts [144]. This
is also a major challenge for the ongoing development of rule-based automated
methods aimed at supporting situational awareness. This is referred to as the
knowledge acquisition bottleneck [112]. Visualization could be used as a tool to
discover this domain knowledge and communicate it to others. An option could
be to let domain experts visually explore large volumes of data of real maritime
situations and mark what is important and what is not. This would require a
significant amount of research.
Growing volume of Information
The growing gap between available information and the available human re-
sources gives rise to a number of challenges. Not all information is pushed by
sensors, but a lot of relevant information is available elsewhere, waiting to be
found. This information needs to be found, retrieved, and processed in a reason-
able amount of time. Additionally, to make sense of the information, and mostly
to filter what is relevant for the operator, automated reasoning has to be applied
to this information. As the available information grows in number and volume,
this costs an increasing amount of resources. A major research challenge remains
in integrating information retrieval and reasoning into a situational awareness
system such that it remains functional and responsive.
Scalability
The scalability issues discussed in Section 8.2.2 do not present a problem in the
Maritime Safety and Security Domain. When our visualizations are applied to
other domains, however, these scalability issues may become problematic. Ad-
ditional research is required to find where and how the individual scalability is-
sues may become problematic in other domains and what can be done to resolve
them.
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Summary

Visualization for Maritime Situational Awareness
In the maritime safety and security domain, operators are monitoring the mar-
itime situation for threats to the safety and security of the maritime environment.
To be able to do this, the operators require a state of situational awareness, which
is defined as: “The perception and comprehension of the current situation and
the projection of the current situation into the future.” In this thesis, we have
attempted to answer the following research question:

How can operators be supported in attaining situational awareness using
interactive visualization?

Visualization plays an essential role in aiding operators to acquire and maintain
Situational Awareness. We have answered our research question in the following
four parts.
Analysis: How can we provide tools to analyze and summarize patterns, en-

abling domain experts to find critical areas and to verify what normal or anoma-
lous behavior is? We have presented a way to gain more domain knowledge by
analyzing movement patterns. We do this by visualizing traffic flows and pro-
vide interaction tools to support their exploration. The user can intuitively select
and filter traffic flows from an overview visualization. The dynamic behaviors of
selected flows may then be shown in annotation windows in which they can be
interactively explored and compared. We have demonstrated the effectiveness
of our method through a number of use cases in the air traffic domain and the
maritime safety and security domain.
Perception: How can we help the operator in perceiving a situation? We have

shown how to support perception in situational awareness by reducing the cog-
nitive overload and visual overlap caused by dense populations in the maritime
picture. In moving object visualization in general, objects and their attributes
are commonly represented by glyphs on a geographic map. In areas on the map
densely populated by these objects, visual clutter and occlusion of glyphs oc-
cur. We have proposed a method to solve this problem and through a user study
we found that, for a set of representative tasks, our method does not perform
significantly worse than competitive visualizations with respect to correctness.
Furthermore, it performs significantly better for density comparison tasks in high
density data sets. We also found that the participants of the user study have a
preference for our method. Additionally, we have shown how to support percep-
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tion in situational awareness using a specialized multi-variate glyph designed in
cooperation with domain experts. The glyph is designed to help the operator to
perceive quickly which vessels are relevant and require more attention. Starting
from maritime domain requirements, a number of design parameters and fea-
sible design choices for them have been determined. We have determined the
best choices by showing the glyphs in a sandbox environment and allowing the
domain experts to vary the parameters.
Comprehension: How can we help the operator in comprehending a situa-

tion? We have shown how to support comprehension in situational awareness
by visually explaining conclusions of a reasoning engine that raises an alarm if a
certain situation is reached. We offer an improvement over current visualization
methods, where only a list of evidence is shown. Two groups of domain and oper-
ational experts have been used to evaluate our system by testing a number of use
cases in the maritime domain based on real data. Experts could easily follow the
reasoning structure, and could quickly understand and find complicated patterns
in an evidence matrix and relate these to real-world situations.
Projection: How can we help the operator in projecting a current situation

into the future? We have shown how to support projection into the future of a
current situation using a visualization method for the interactive exploration of
predicted positions of moving objects, in particular, ocean-faring vessels. Users,
investigating and exploring the possible development of a situation, can see where
a vessel will be in the near future according to a given prediction model. Through
a number of real-world use cases and a discussion with users, we have shown our
methods can be used in monitoring traffic for collision avoidance, and detecting
illegal activities, like piracy or smuggling. By applying our methods to pedestrian
movements, we have shown that our methods can also be applied to a different
domain.
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Visualisatie voor maritiem situatiebewustzijn
In het maritiem veiligheidsdomein monitoren operators de maritieme situatie op
bedreigingen voor de veiligheid van de maritieme omgeving. Om dit te kunnen
doen hebben operators een situatiebewustzijn nodig, wat gedefinieerd is als: “De
perceptie en het begrip van de huidige situatie en de projectie van de huidige
situatie tot in de toekomst.” In dit proefschrift hebbenwij geprobeerd de volgende
onderzoeksvraag te beantwoorden:

Hoe kan een operator ondersteund worden in het verwerven van situa-
tioneel bewustzijn met behulp van interactieve visualisatie?

Visualisatie speelt een essentiële rol in het ondersteunen van operators in het
verwerven en in stand houden van situatiebewustzijn. We hebben nze onder-
zoeksvraag in de volgende vier delen beantwoord.
Analyse: Hoe kunnen we het analyseren en samenvatten van patronen zo-

danig instrumenteren dat domeinexperts belangrijke gebieden kunnen vinden en
kunnen verifiëren wat normaal of afwijkend gedrag is? We hebben een manier
besproken om meer domein kennis te verkrijgen door het analyseren van beweg-
ingspatronen. We doen dit door verkeersstromen te visualiseren en interactief
te verkennen. De gebruiker kan op intuïtieve wijze verkeersstromen selecteren
en filteren vanuit een overzichtsvisualisatie. Het dynamische gedrag van ges-
electeerde stromen kan weergegeven worden in annotatievensters waarin deze
interactief verkend en vergeleken kunnen worden. We hebben de effectiviteit
van onze methode aangetoond middels een aantal gebruiksvoorbeelden uit de
luchtvaart en het maritieme veiligheidsdomein.
Perceptie: Hoe kunnen we de operator ondersteunen in het waarnemen van

een situatie? We hebben laten zien hoe we perceptie kunnen ondersteunen voor
situatiebewustzijn door het terugdringen van cognitieve overbelasting en visuele
overlap veroorzaakt in een overbevolkte maritieme presentatie. In bewegende
object visualisatie in het algemeen worden objecten en hun attributen gewoon-
lijk gerepresenteerd middels gliefen op een geografische kaart. Dichtbevolkte
delen van de kaart zijn niet alleen rommelig, maar lijden ook onder occlusie van
gliefen. We hebben een methode gepresenteerd om dit probleem op te lossen
en hebben via een gebruikersexperiment bevonden dat, voor een set represen-
tatieve taken, onze methode niet significant slechter presteert dan concurrerende
visualisaties met betrekking tot correctheid. Bovendien presteert de methode
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significant beter in dichtheidsvergelijkingstaken in dichtbevolkte gegevensverza-
melingen. We hebben ook bevonden dat de deelnemers van het experiment een
voorkeur hebben voor onze methode. Daarnaast hebben we laten zien hoe we
perceptie kunnen ondersteunen in situatiebewustzijn door het gebruik van een
multivariate glief te gebruiken die in samenwerking met domeinexperts is ont-
worpen. Deze glief is ontworpen om de operator te ondersteunen in het snel
waar te nemen welke schepen relevant zijn en meer aandacht vereisen. Vanuit
maritieme domeinvereisten zijn een aantal ontwerpparameters en levensvatbare
invullinge hiervan vastgesteld. We hebben de beste ontwerpkeuzes vastgesteld
door de gliefs in een zandbakomgeving aan domeinexperts te laten zien en aan
de ontwerpparameters te laten sleutelen.
Begrip: Hoe kunnen we de operator ondersteunen in het begrijpen van een

situatie? We hebben laten zien hoe we het begrip kunnen ondersteunen in situ-
atiebewustzijn door visueel de conclusies uit te leggen van een automatische re-
deneerder die alarm slaat als aan een bepaalde situatie wordt voldaan. We bieden
een verbetering aan boven huidige visualisatiemethoden waar alleen een lijst van
bewijzen wordt getoond. Twee groepen met domein en operationele experts zijn
ingeschakeld om ons system te evalueren door een aantal gebruiksgevallen in het
maritieme domein gebaseerd op echte gegevens te testen. De experts konden de
structuur van de redenering eenvoudig volgen en konden snel gecompliceerde
patronen begrijpen en vinden in de bewijsmatrix en deze relateren aan echte sit-
uaties.
Projectie: Hoe kunnen we de operator ondersteunen in het projecteren van een

huidige situatie in de toekomst? We hebben laten zien hoe we het projecteren in
de toekomst van een huidige situatie kunnen ondersteunen door middel van een
visualisatiemethode voor het interactief verkennen van voorspelde posities van
bewegende objecten, in het bijzonder van schepen. Gebruikers, die de mogelijke
ontwikkeling van een situatie onderzoeken en verkennen, kunnen zien waar een
schip kan zijn in de nabije toekomst volgens een gegeven voorspellingsmodel.
Door middel van een aantal gebruiksvoorbeelden uit de echte wereld hebben wij
laten zien dat onze methode gebruikt kan worden voor het monitoren van verkeer
voor het vermijden van aanvaringen en het detecteren van illegale activiteiten
zoals piraterij en smokkel. Door onze methode toe te passen op voetgangersbe-
wegingen hebben wij laten zien dat onze methode ook toegepast kan worden op
een ander domein.
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Visualização para consciência de situação marítima
Na área de segurança marítima, os operadores monitorizam a situação marítima
em relação às ameaças ao ambiente marítimo. Para serem capazes de o fazer,
os operadores precisam de ter um estado de consciência de situação, o qual é
definido como: “A percepção e compreensão da situação actual e da projecção
da situação actual no futuro.” Nesta tese, tentou-se responder à seguinte questão
de pesquisa.

Como podem os operadores ser apoiados em alcançar a consciência de
situação recorrendo a uma visualização interativa?

A visualização desempenha um papel importante na ajuda aos operadores para
adquirirem e manterem uma consciência de situação. Respondeu-se à questão da
pesquisa nas seguintes quatro partes.
Análise: Como é que se pode fornecer ferramentas para analisar e resumir

padrões, permitindo a especialistas encontrar áreas críticas e verificar o que é
um comportamento normal ou anómalo? Discutiu-se uma forma de obter mais
conhecimento da área através da análise dos padrões de movimento de obje-
tos em movimento. Fez-se isto por meio da visualização de fluxos de tráfego e
fornecendo ferramentas de interação para apoiar a sua exploração. O utilizador
pode seleccionar e filtrar de forma intuitiva os fluxos de tráfego a partir de uma
visualização geral. Os comportamentos dinâmicos de fluxos seleccionados po-
dem então ser mostrados em janelas de anotação em que os mesmos podem ser
exploradas e comparados de forma interactiva. Demonstrou-se a eficácia deste
método através de uma série de estudos de caso nas áreas do tráfego aéreo e da
área da segurança marítima.
Percepção: Como é que se pode ajudar o operador a tomar consciência de

uma situação? Demonstrou-se como apoiar a percepção da consciência de situ-
ação, reduzindo a sobrecarga cognitiva e a sobreposição visual causadas por pop-
ulações densas na imagemmarítima. Na visualização dos objectos emmovimento
em geral, os objetos e seus atributos são comummente representados por glifos
num mapa geográfico. Em áreas do mapa, densamente povoadas por estes ob-
jetos ocorrem a confução visual e oclusão de glifos. Propôs-se um método para
resolver este problema e, através de um estudo com utilizadores, descobriu-se
que, para algumas tarefas representativas, este método não tem um desempenho
significativamente pior do que as visualizações competitivas no que respeita a
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exatidão. Além disso, tem um desempenho significativamente melhor nas tarefas
de comparação de densidade em conjuntos de dados de alta densidade. Tam-
bém se descobriu que os participantes neste estudo têm uma preferência por este
método. Além disso, demonstrou-se como apoiar a percepção da consciência de
situação usando um glifo multivariado especializado, concebido em colaboração
com especialistas da área. O glifo é criado para ajudar o operador a tomar rap-
idamente consciência de quais os navios são relevantes e que precisam de mais
atenção. A partir de requisitos da área marítimo, determinou-se um número de
parâmetros para a criação e opções de desenho viáveis. determinou-se quais as
melhores escolhas, mostrando os glifos num ambiente sandbox e permitindo aos
especialistas da área variar os parâmetros.
Compreensão: Como é que se pode ajudar o operador a compreender a situ-

ação? Demonstrou-se como apoiar a compreensão da consciência de situação ex-
plicando visualmente as conclusões de um sistema informático de raciocínio que
dispara um alarme se uma situação determinada situação é atingido. Oferece-se
uma melhoria sobre métodos de visualização actuais, onde apenas uma lista de
evidências é mostrada. Foram utilizados dois grupos de especialistas da área e
operacionais para avaliar este sistema testando uma série de estudos de caso na
área marítimo com base em dados reais. Os especialistas podiam seguir facil-
mente a estrutura do raciocínio, e podiam compreender e encontrar rapidamente
padrões complicados e relacioná-los com situações no mundo real numa matriz
de evidência.
Projecção: Como é que se pode ajudar o operador a projectar uma situação

actual para o futuro? Demonstrou-se como apoiar uma projecção para o futuro
de uma situação actual, usando um método de visualização para a exploração in-
terativa de posições previstas de objetos em movimento, em particular, os navios.
Os utilizadores, ao investigarem e explorarem a desenvolvimento possível de uma
situação, podem ver onde um navio estará num futuro próximo de acordo com
um modelo determinado de previsão. Através de uma série de estudos de caso do
mundo real e uma discussão com os utilizadores, demonstrou-se que este método
podem ser utilizados no monitorização do tráfego para evitar colisões, e detectar
atividades ilegais, como a pirataria ou contrabando. Através da aplicação deste
método a movimentos de pedestres, demonstrou-se que o mesmo pode também
ser aplicado a uma área diferente.
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