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Summary

A class of robust switched-mode power amplifiers with highly linear
transfer characteristics

On the elimination of zero-crossing distortion in switching converters

When looking at the trends of the technology road map in the semiconductor
industry, it can be recognized that the high-power switching amplifiers used in
lithographic equipment are rapidly becoming a limiting factor. In order to satisfy
the requirements for the next decade, the generated noise and other disturbances
are required to decrease by at least one order of magnitude. A further compli-
cating factor is that due to the increasing complexity the number of amplifiers
in such systems is growing. As a result, the reliability of power amplifier sys-
tems should also improve. Similar trends are visible in medical imaging, where
improved accuracy is needed for higher resolution images, and in high-power
studio-quality audio amplification, where high efficiency switched-mode power
amplifiers have to compete with less efficient linear amplifiers that do not suffer
from distortion due to switched-mode operation.

Switched-mode amplifiers process electrical power efficiently by controlling the
energy flow between intermediate storage components. Modern switched-mode
amplifiers are mostly based on the conventional switching leg, which, in turn,
consists of two stacked semiconductor switches that are operated complementar-
ily. Several sources of distortion can be attributed to the pulse-width-modulated
switching leg, the most significant being blanking time. This blanking time, also
referred to as dead time, is essential to avoid fatal cross conduction and results
in a current-dependent voltage error, typically several percent of the input power
supply voltage.

v



vi SUMMARY

Extensive studies can be found in the literature on blanking time in pulse-width-
modulated (PWM) converters, aiming at elimination, minimization, and compen-
sation of its effects. The proposed techniques achieve mitigation of the problem
but are not capable of completely eliminating it. Alternative topologies have been
proposed that do not suffer from blanking-time effects. However, the proposed
solutions have either a nonlinear relation between input and output, or are not
robust for shoot-through currents.

The conventional switching leg can be transformed to a topology that does not
suffer from distortion due to blanking time, is robust for shoot-through current,
and has a linear relation between input and output. This topology is based on
parallel-complementary unidirectional switching legs, and is known as the dual-
buck (DB) converter. The DB exhibits a linear relation between input and output
only for continuous inductor currents, which is accomplished with a bias current.

Compared to a conventional switching leg the DB requires additional inductive
components, potentially resulting in a larger volume. The combination of inter-
leaved voltages and coupled inductors is investigated, aiming to integrate the
functionality of the filter and bias current inductor in a single magnetic device,
with reduced total volume. It is shown that using coupled inductors with non-
interleaved voltages results in a significant reduction of the inductor volume.
However, the power density of the DB remains slightly lower than that of its con-
ventional equivalent.

The DB topology does not suffer from blanking-time-related effects. However,
other sources of distortion also affect switched-mode amplifiers. The impact of
semiconductor switch and diode parameters on the output quality of the DB is
investigated. It is shown that the forward voltages of the diodes and switches
have no effect on the output quality.

The switching nature of power amplifiers comes with a substantial amount of dis-
tortion and electromagnetic interference. The effect of the modulation strategy on
the output voltage quality under open-loop conditions, including the effect of the
bias voltage, is investigated. It is shown that by selecting the appropriate inter-
leaving strategy it is possible to achieve 3-level switching waveforms with dou-
bled output ripple frequency, and a constant common-mode voltage at the output
of the converter. This reduces distortion and results in reduced electromagnetic
interference.

A linear state-space model is deduced which accurately captures the switching-
cycle averaged dynamic behavior of the DB converter. Two different output cur-
rent feedback control strategies are proposed. The first strategy applies decou-
pled single-input single-output control of output and bias current. The second
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approach is based on full state-feedback with dynamics chosen such that a con-
stant group delay is obtained over a wide frequency range.

A prototype of the selected topology with its proposed control has been realized
in order to validate the methods described in this thesis. The effectiveness of the
converter system is verified by experiments. Compared to conventional switch-
ing amplifiers, more than 40 dB improvement of the open-loop spurious-free dy-
namic range has been demonstrated. The experiments identify the DB topology as
a valuable candidate for the next generation of power-amplifiers for applications
that require high-quality output.
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Chapter1
Introduction

“A whole is that which has beginning, middle, and end.”
(Aristotle)

3



4 CHAPTER 1: INTRODUCTION

An electronic amplifier is a device for increasing the amplitude of electrical sig-
nals. However, the term amplifier appears also in many other disciplines, such as
optical amplifiers to amplify laser light, or torque amplifiers to amplify the torque
of a rotating shaft without affecting its rotational speed. All amplifiers share the
fact that the output is generated by modulating an external source of energy. In
case of an optical amplifier the external source of energy can be a pump laser, in
case of a torque amplifier an internal combustion engine. For electronic amplifiers
the external power source is commonly a DC power supply.

The information-carrying quantities of electronic amplifiers can be voltage, cur-
rent, or power. However, the same quantities can also be dependent quantities.
That is, for a given load circuit, when the output quantity of the amplifier is volt-
age, the current and power depend on the load circuit, and are, thus, dependent
quantities. Figure 1.1 shows a schematic representation of an amplifier circuit
where the amplifier is indicated with a triangle. The external source, designated
supply, is indicated with a circle.

In analog circuit theory the type of an amplifier is defined by its transmittance A,
which is its input-to-output relation. Nine types of transmittance can be classi-
fied for the output quantities, i.e. voltage, current, and power [75, page 4]. The
most commonly used are voltage gain (uout/uin), current gain (iout/iin), tran-
simpedance (uout/iin), and transadmittance (iout/uin). Power can also be used
as an input or output quantity but is considered a dependent quantity in the re-
mainder of this section.

Other important design aspects are input impedance (uin/iin), output impedance
(uout/iout), linearity, gain- and phase-error as a function of frequency, bandwidth,
offset, spurious signals, and noise. The loading of the driving circuit is deter-
mined by the input impedance of the amplifier. This can cause undesired dis-
tortion of the input quantity that propagates to the output. Similarly, the output
impedance determines the effect of the loading of the amplifier on its output, and
can also be a source of distortion. An electronic amplifier ideally has a linear
relation between input and output. Any nonlinear behavior causes undesired
harmonics at the output1. Gain error, phase error, and offset result in deviation
from the intended output but do not cause harmonic distortion. The combination
of spurious signals and noise, which is often random in nature, is the remaining
unwanted power that is transferred to the load.

The term power amplifier is often associated with the last circuit in a signal chain
(the end-stage). This stage transfers the actual power to the load, thus making

1Some amplifier types are made deliberately nonlinear, such as frequency multipliers which am-
plify a specific harmonic of the input quantity.
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Input Output

Aus

isSupply

uin
iin

uout
iout

Figure 1.1: Schematic diagram of an amplifier with transmittance A and its exter-
nal energy source (Supply). The electrical quantities are indicated, where u repre-
sents voltage and i represents current.

losses and efficiency, especially for this stage, important additional design re-
quirements [75, chapter 1].

Power amplifiers have found their way in many daily applications, to drive loud-
speakers in audio systems, to drive the electric machines in electrically propelled
vehicles, and in electric power-steering systems. But they are also used in indus-
trial servo systems, radio transmitters, medical imaging systems, and many other
applications.

1.1 A brief history of power amplification

Power amplifiers can be grouped into two distinct kinds: linear power amplifiers,
and switched-mode power amplifiers (SMPAs). Figure 1.2a depicts a schematic di-
agram of a linear power amplifier with a symmetrical voltage source as external
power supply, and a push-pull configuration as output stage. The output quan-
tity is generated by modulating the variable resistances (T1 & T2) based on the
input quantity. There are many realizations of this basic concept. The most com-
mon are known as amplifier classes A, B, AB, and C, and are detailed in many
works [99].

Switched mode power amplifiers generate the output quantity by switching be-
tween two or more voltage or current levels. Figure 1.2b depicts a schematic
diagram of an SMPA which switches between the two voltage levels of the sym-
metrical external power supply. The switching, or gating, signals are generated
by the modulator (M) based on the input quantity. A low-pass demodulation fil-
ter is required to recover the desired output quantity from the modulated supply.
There are many kinds of SMPAs, most of which are based on a switching leg, i.e.
two complementary operated switches, as depicted in Figure 1.2b.

In both linear and switched-mode amplifiers, the devices that are used to mod-
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Figure 1.2: Schematic diagram of (a) a voltage-source linear power amplifier, and
(b) a voltage-source switched-mode power amplifier with output filter.

ulate the external power supply changed over time from vacuum tubes to mod-
ern semiconductor transistors such as bipolar junction transistors, metal-oxide
semiconductor field-effect transistors, and insulated-gate bipolar-transistors. De-
pending on how they are used these devices basically behave as controlled cur-
rent sources, resistances, or switches.

Figure 1.3 shows the waveforms of the linear and switched-mode amplifier de-
picted in Figure 1.2, for UDC = 100 V, a resistive load of 8 Ω, and the output
modulated to 80 % of the maximum voltage range. In the linear case, as shown
in Figures 1.2a and 1.3a, the positive half of the output current waveform is sup-
plied through controlled resistance T1, and the bottom half is supplied through
T2. This is commonly referred to as a push-pull amplifier stage. In this example,
an additional current is flowing through both T1 and T2, as can be seen from the
current waveforms in the bottom graph of Figure 1.3a. This constant current is
commonly referred to as bias current, and is sometimes added to improve the
zero-crossing behavior in linear push-pull amplifier stages.

The push-pull configuration, as depicted in Figure 1.2a, is often used in linear
power amplifiers, and is referred to as class B, or class AB when used without
or with bias current, respectively. The instantaneous power dissipation of linear
amplifiers is determined by the current flowing through the controlled resistances
times the voltage across them. In case of a class B amplifier the efficiency can
reach a theoretical maximum of π/4 (78.5 %), for a resistive load, and sinusoidal
output voltage with maximum amplitude. However, the efficiency becomes even
less for smaller output voltages and when a bias current is flowing.

Figure 1.3b depicts the voltage and current waveforms of the SMPA from Fig-
ure 1.2b. The switches (S1 & S2) are conducting complementarily at a constant
frequency, and the output voltage is determined by the relative on-time of the
switches. The switch-node voltage usn is thus pulse-width-modulated (PWM).
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Figure 1.3: Voltage and current waveforms of (a) a voltage-source linear power
amplifier, and (b) a voltage-source SMPA, as illustrated in Figure 1.2.

Many other fixed and variable frequency modulation techniques exist for SMPAs,
all of which share the characteristic that the output is generated by switching
between different voltage or current levels. In all cases filtering is required to
recover the output quantity from the switched voltage or current. However, the
undesired switching harmonics are not removed completely by the filter and ap-
pear attenuated at the output. This is a disadvantage of SMPAs compared to their
linear counterparts. After filtering the distortion due to switching is usually small
and is barely visible on uout and iout in Figure 1.3b.

A switched-mode power amplifier theoretically has 100 % efficiency when con-
sidering lossless switches and lossless passive components. The advances in
semiconductor switches achieved over the past decades have resulted in signifi-
cantly better efficiencies and power densities of SMPAs. Recently, in renewable en-
ergy applications, switched-mode converter efficiencies up to 98 %, and higher,
have been reported in literature [51, 124]. As a result of this trend high-power
amplifiers are almost always switched mode. One reason is that the cost of own-
ership of linear amplifiers, for the same power rating, is higher than for SMPAs.
Linear amplifiers are less efficient, resulting in higher energy costs, and requiring
bulkier, more expensive cooling systems. Nowadays, environmental legislation
starts to force manufacturers to consider energy efficiency in new products, and
as a result switched-mode amplifiers are used in a growing range of applications.
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1.2 Trends in SMPCs for high-precision applications

The increasing availability of low-cost processing power, driven by Moore’s law2,
has led to almost full digitization of information processing and transport in both
industrial and consumer applications. More recently, this trend has also spread
to power amplifiers, which are nowadays often implemented fully digital, i.e.
with both digital control and modulation. As a result, the term “amplifier” might
not be appropriate anymore. The term “converter” more accurately describes
modern SMPAs. Therefore, a better name for a modern SMPA is switched-mode
power converter (SMPC), or power digital-to-analog converter.

The photo-lithographic equipment used in the IC production process relies on
SMPCs in combination with linear or planar actuators to position the wafers on
which the circuits are printed with significantly higher accuracy than the feature
size3 [14, 86]. As a result, the accuracy of SMPCs in lithography is required to
increase with the same trend as the decrease of the smallest feature size. From
Moore’s law it can be deduced that the feature size in lithography shrinks by a
factor of four every two years.

Simultaneously the throughput of lithographic equipment, i.e. the number of
wafers processed per unit time, is increasing over time. As a result the power
requirements of the SMPCs increase over time too4. Furthermore, due to the in-
creasing complexity and cost of ownership of lithographic machines the reliabil-
ity of high-power SMPCs starts to become a serious issue. Especially the effects
of single-event burn-out (SEB) [33, 121], and thermal cycling [70] pose significant
problems. Similar trends can be observed in medical imaging, e.g. magnetic res-
onance imaging (MRI) and computer tomography (CT), where the resolution and
frame rates increase over time, thus requiring increased accuracy and dynamic
range of the SMPCs.

The accuracy and dynamic range of an SMPC with its control and modulation
is limited by the noise and distortion added by the measurements required for
feedback. However, it also depends on the distortion and noise added by the end
stage, on the modulation technique, and on the distortion and noise added by the
external power supply of the converter. The power capability is limited by the
losses of the converter, which in turn depend on the chosen topology, modulation,

2In 1970, Gordon Moore, co-founder of Intel Corporation, predicted that the number of transistors
on integrated-circuits (ICs) will double every two years. This has become known as Moore’s law,
which has been used in semiconductor industry to set research and development targets.

3The feature size is the smallest feature that can be printed on a wafer.
4The required peak mechanical power in wafer scanners increases with the third power of the

throughput.
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semiconductors, and passive components. The reliability is mainly determined
by the used components, the topology, and the modulation.

1.3 Research objectives and thesis outline

Conventional switched-mode converters suffer from disturbances caused by the
modulation, end stage, and external power supply. The most commonly applied
remedy is to reject such disturbances using feedback control. Although, the use
of control algorithms reduces the effect of disturbances by a certain amount, they
cannot be eliminated completely. A better first step is to eliminate the sources
of distortion as much as possible, before trying to mask them using advanced
control.

This thesis focuses on the elimination of zero-crossing distortion caused by the
end stage. The effects of the measurements, control algorithms, and external
power supply on the output quality are not detailed in this thesis.

The first part of this thesis treats SMPC modeling techniques and sources of dis-
tortion in state-of-the-art SMPCs. In the second part a new class of switched-mode
power amplifiers with high-quality output is proposed. The proposed topology
and modulation completely eliminate the zero-crossing distortion that is nor-
mally present in SMPCs. Moreover, the proposed topology is robust for shoot-
through current, i.e. short circuiting caused by accidental turn-on of semicon-
ductor switches, thereby improving the reliability of the converter. The theory
developed in the second part is verified by measurements performed on a pro-
totype converter. In the final part conclusions are drawn, recommendations are
given, and the thesis contributions are summarized.

Towards high-quality power amplification

In Chapter 2, modeling of switched-mode converters using state-space averaging
is treated. Furthermore, a method is proposed to remove superfluous states from
circuits with state dependencies.

Chapter 3 treats various sources of distortion in SMPCs and identifies switching
blanking time as the main source of disturbances in PWM converters. Lastly, in
Section 3.6, existing methods to suppress the effects of blanking time in PWM

converters are discussed. Furthermore, existing alternative topologies are high-
lighted that do not suffer from blanking-time-related distortion and/or are ro-
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bust for shoot-through currents. The dual-buck (DB) topology is identified to not
suffer from blanking-time-related distortion and to be robust for shoot-through
currents.

A robust power converter with high signal-quality

The second part contains the main contributions of this thesis. First, in Chap-
ter 4 a class of converters based on the DB end stage is treated. Linear operation
of a converter is essential for low output distortion. Therefore, boundaries are
given for the linear operation of the DB converter. It is shown that to ensure linear
behavior a bias current has to be imposed. Furthermore, the variable transforma-
tions are given that are used in the remainder of Part II.

The bias current that is required for linear operation results in increased losses
and volume with respect to conventional PWM converters. In Chapter 5 it is
shown that the volumetric footprint of the DB can be reduced by employing cou-
pling of the inductive components in combination with a proper modulation
strategy. Different combinations of coupling and modulation strategies are veri-
fied with measurements on prototype converters.

The DB topology does not suffer from blanking-time-related distortion. In Chap-
ter 6 it is shown that the DB also does not suffer from distortion caused by the
forward voltage drops across the semiconductor devices. Using a detailed ana-
lytical model it is shown that the input-output relation of the DB is perfectly linear
when the end-stage components are properly selected. The harmonic distortion
under various conditions is investigated through a simulation study that includes
the switching transients.

In Chapter 7 different modulation strategies are compared for the full-bridge
equivalent of the DB using simulation and measurement results.

Chapter 8 proposes two feedback control schemes for the DB converter. One relies
on industrial standard single-input single-output (SISO) controllers to separately
control the output and bias current by applying decoupling. The second is a
full-state feedback control, where the closed-loop poles are placed according to
a Bessel prototype system. As a result, the output of the DB becomes a delayed
version of the reference signal without overshoot.

Chapter 9 contains experimental results obtained from a prototype DB converter.
The measured harmonic performance is compared to the analytical and simula-
tion results of Chapter 6, and to measurements obtained from a prototype of the
conventional counterpart of the DB.
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Chapter 10 summarizes the conclusions. The thesis contributions are listed, and
recommendations for future research are given.





Part I

Towards high-quality power
amplification





Chapter2
Modeling of power electronic

converters

“Understanding is, after all, what science is all about – and science is a great
deal more than mindless computation.”

(Roger Penrose)

Abstract — Most techniques for frequency response analysis and control system
design rely on the existence of linear models for the system under test or control.
Cyclically switched converters are nonlinear but can be considered piecewise lin-
ear when assuming that switching between the linear circuits occurs instanta-
neously. Several methods exist to obtain linear approximate models for piecewise
linear systems. However, in some cases it can be difficult to obtain linear mod-
els without constraints. This chapter introduces a systematic approach based on
state-space averaging to obtain linear time-invariant state-space models without
constraints from cyclically switched electrical circuits. Next, an efficient method
is given to eliminate superfluous states from a state-space description with con-
straints.

15
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2.1 Introduction

Switched-mode power converters are nonlinear due to the intrinsic switching na-
ture. Power processing occurs by routing the energy flow between intermediate
storage components, usually by periodically changing the circuit between a finite
number of configurations. Switching converters can be considered piecewise lin-
ear when assuming that the switching transient between configurations occurs
instantaneously, and that the electrical components used in each configuration
are linear.

Frequency response analysis is a well-established method to characterize the be-
havior of power converters, servo systems, audio amplifiers, power supplies, and
many other applications. Both frequency response analysis and controller design
rely mostly on the existence of linear time-invariant (LTI) models for the system
under test or control.

Two well-established methods to obtain LTI models for switched-mode power
converters (SMPCs) are state-space averaging [65] and sampled-data modeling
[26, 43]. Both methods result in operating-point dependent LTI models. The
sampled-data modeling method results in discrete models with a very high accu-
racy at the chosen sample instances, and unlike the state-space averaging method
it can be used for all classes of converters. However, the resulting discrete mod-
els are not as insightful as the analytical continuous-time models that can be ob-
tained by state-space averaging. Even though bold assumptions are made when
applying state-space averaging, in many cases sufficiently accurate models can
be obtained.

2.2 State-space averaging applied to piecewise linear
models

Piecewise linear systems can be described using a state-space representation by
selecting the matrices and inputs from a finite set K ⊂N, as given by

ẋ(t) = Fkx(t) + gk (2.1a)

y(t) = Mkx(t) + nk (2.1b)

where F is the state-matrix, g is the input vector, M is the output matrix, n is the
direct feed-through vector. The index k ∈ K, indicates which matrices and/or
vectors are active from set K. In (2.1) it is assumed that the input vectors gk, and
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nk are only dependent on k and are consequently assumed constant in each linear
interval.

In the case of switching converters, k represents the switching state, and therefore
it changes cyclically over time. It should be noted that the sequence of switching
states that are covered during a cycle might depend on the operating point of the
converter. State-space averaging requires a fixed sequence, therefore, care should
be taken when averaging models that have no fixed sequence.

2.2.1 Determining the moving-average of the model

State-space averaging results in approximately linear models that are not depen-
dent on k. The procedure involves two steps: determining the moving-average
model, and linearization in an operating point. The moving average is given by

〈Λ〉(t) = 1
Tsw

t+Tsw∫

t

Λ(τ)dτ (2.2)

where Λ is a matrix or vector that depends on time (t). For the special case that
Λ is only dependent on the switching state k, (2.2) simplifies to

〈Λ〉 = 1
Tsw

∑
k∈K

ΛkTk, with (2.3a)

Tsw = ∑
k∈K

Tk (2.3b)

where in turn, Λk is a matrix or vector that is cyclically switched, Tsw is the
switching cycle time of the converter, and Tk is the time that each switching state
is active. For clarity, from here on the time dependency (t) will be omitted from
the notation.

For pulse-width-modulated (PWM) converters most, and in some cases even all,
of the time intervals (Tk) can be expressed in terms of the desired inputs (u) of the
system, e.g. duty-cycles or modulation indices. In that case, by using (2.2) and
(2.3a) on (2.1), the following average model can be obtained:

〈ẋ〉 = 〈F(u)x〉 + 〈g(u)〉 (2.4a)

〈y〉 = 〈M(u)x〉 + 〈n(u)〉 (2.4b)

where u is a vector with desired inputs, which typically contains duty ratios (δ)
that are relative conduction times of semiconductors, modulation indices (m), and
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desired voltages, but might also include additional disturbance inputs.

When assuming

〈F(u)x〉 ≈ 〈F(u)〉〈x〉, and (2.5a)

〈M(u)x〉 ≈ 〈M(u)〉〈x〉 (2.5b)

equation (2.4) can be approximated by

〈ẋ〉 ≈ f(〈x〉, u) = 〈F(u)〉〈x〉 + 〈g(u)〉 (2.6a)

〈y〉 ≈ g(〈x〉, u) = 〈M(u)〉〈x〉 + 〈n(u)〉 (2.6b)

where f, and g depend on the moving average of the state vector (〈x〉) and the
input vector (u).

There are many works on the accuracy of the state-space averaging procedure,
starting with [64] and more recent [7]. However, only the assumption given in
(2.5) leads to an error from the moving-average behavior of (2.1), as briefly ex-
plained in [43, page 307]. In other words, (2.6) becomes an equality when x is
constant over one switching cycle, or when F and M do not depend on the switch-
ing state of the converter; that is, when x or F and M are time-invariant.

When 〈y〉 is a linear combination of 〈x〉, which is mostly the case, the output ma-
trix M is time-invariant. However, that is not generally true for the state matrix F
due to the switching nature of a converter. The state vector x is in practice never
constant, since it would imply a zero time derivative of the state vector (ẋ = 0).
Still, the state-space averaging procedure can be a very powerful tool, since in
many cases time-invariant state matrices can be obtained. Moreover, even when
it is not possible to obtain time-invariant state matrices the error introduced by
(2.5) is in many cases small enough to obtain reasonably accurate small-signal
models.

2.2.2 Linearization in an operating point

The state-space average model, given by (2.6), is nonlinear since its matrices and
vectors depend on the operating point of the converter. A linear model can be
obtained by linearizion in an operating point using the Taylor expansion of (2.6)
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and truncating the result beyond the first order terms, resulting in

〈ẋ〉 ≈ f(xo, uo) +
∂f(〈x〉, u)

∂〈x〉

∣∣∣∣
uo

(〈x〉 − xo) +
∂f(〈x〉, u)

∂u

∣∣∣∣
(xo ,uo)

(u− uo) (2.7a)

〈y〉 ≈ g(xo, uo) +
∂g(〈x〉, u)

∂〈y〉

∣∣∣∣
uo

(〈x〉 − xo) +
∂g(〈x〉, u)

∂u

∣∣∣∣
(xouo)

(u− uo) (2.7b)

where in turn xo and uo represent the steady-state operating-point for which the
switched-mode converter is linearized.

When expressing perturbations from steady state as x̃ = 〈x〉 − xo, ũ = 〈u〉 − uo,
and acknowledging that in the steady-state ẋo = 0, (2.7) simplifies to

˙̃x ≈ A(uo)x̃ + B(xo, uo)ũ + wo(xo, uo) (2.8a)

ỹ ≈ C(uo)x̃ + D(xo, uo)ũ + vo(xo, uo) (2.8b)

where the state and input matrices equal

A(uo) =
∂f(〈x〉, u)

∂〈x〉

∣∣∣∣
uo

(2.8c)

B(xo, uo) =
∂f(〈x〉, u)

∂u

∣∣∣∣
(xo ,uo)

(2.8d)

the output and direct feed-through matrices become

C(uo) =
∂g(〈x〉, u)

∂〈x〉

∣∣∣∣
uo

(2.8e)

D(xo, uo) =
∂g(〈x〉, u)

∂u

∣∣∣∣
(xo ,uo)

(2.8f)

and the operating-point-dependent disturbance terms are given by

wo(xo, uo) = f(xo, uo) (2.8g)

vo(xo, uo) = g(xo, uo). (2.8h)

The state-space averaging method as explained in this section assumes that the
moving averages of the state variables approximate the circuit’s dynamical be-
havior. This is not generally true. In many resonant converter topologies dy-
namics are captured in the switching frequency component, or harmonics of the
switching frequency, instead of the moving average of the state variables. In that
case one can use the generalized average, instead of the moving average, as pro-
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posed in [88]. The so-called Floquet theory is in fact the underlying averaging
principle applied [106]. Of course, methods based on sampled data, as presented
in [26,43], also result in very accurate models in the sample points and can, there-
fore, be used for all classes of converters.

2.3 Removing superfluous states

The previous section describes the state-space averaging procedure that is used
to determine an operating-point-dependent linear approximate model of a piece-
wise linear system, as given in (2.1). For the averaging procedure the state-space
matrices and vectors of all switching states, k ∈ K, should be known.

Determining state-space matrices for switching states is in many cases straight-
forward. It is sufficient to choose the state vector to include all the inductor cur-
rents and capacitor voltages and to determine the corresponding state equations.
However, when state dependencies are present, difficulties occur. Determining a
state-space model without constraints can be a labor-intensive task. In such cases
it is often easier to add algebraic constraints, resulting in a so-called semi-explicit
differential algebraic equations (DAEs) or ordinary differential equations (ODEs)
with algebraic constraints. However, such constraints might not be allowed for
the methods that need to be applied to the model.

Electronic circuit simulation software typically relies on methods as proposed
by Gear [31] or Runge and Kutta [127] for solving DAEs. There are also many
works on index reduction of DAEs [32, 60, 110], where the strangeness index is a
measure for the distance of a DAE to its related ODE. However, most approaches
rely on differentiation, adding dummy variables, substitution, or a combination
of those, and often add complexity to the model. In [35, chapter 3] a method
to remove superfluous states based on the generic system matrix is introduced.
The proposed method is especially suited for automatic generation of state-space
models from net lists. The result of the procedure still contains the superfluous
state equations. However, the corresponding outputs and the superfluous state
equations are correctly expressed in terms of the real states of the circuit.

The remainder of this section presents an alternative approach to remove super-
fluous states from a circuit with state dependencies. The method effectively trans-
forms a semi-explicit DAE or ODE with Kirchhoff’s voltage and current law con-
straints to an ODE without constraints. The resulting state-space representation
has the lowest possible order, while fully describing all the dynamics of the sys-
tem. A disadvantage of the proposed procedure is that it only can be used in
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combination with state-space averaging when the state-space matrices are time-
invariant.

2.3.1 The procedure

A system with superfluous states can be written in the state-space form as

ẋd = Adxd + Bdud (2.9a)

0 = Kxd (2.9b)

y = Cdxd + Ddud (2.9c)

with

xd =

(
xs
xr

)
(2.9d)

ud =

(
us
u

)
(2.9e)

and

Bd =
(
Bs Br

)
(2.9f)

Dd =
(
Ds Dr

)
(2.9g)

where xs ∈ Rn refers to the states of the superfluous storage elements that need
to be removed from xd ∈ Rm, and where us ∈ Rn refers to the artificial in-
puts/sources, which are added to the system nodes and meshes with state depen-
dencies. The matrix K ∈ Rn×m contains the Kirchhoff voltage- and current-law
equations that apply to the dependent states.

For such a system an ODE exists, given by

ẋ = Ax + Bu (2.10)

y = Cx + Du (2.11)

with x ∈ Rm−n and where the system matrices of (2.10) can be expressed in terms
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of the matrices of (2.9) as

A = TAdG (2.12)

B = TBr (2.13)

C = (Cd −DsSAd)G (2.14)

D = Dr −DsSBr (2.15)

with

S = (KBs)
−1 K (2.16)

T = G+ (Im − BsS) (2.17)

and where G+ is the Moore-Penrose pseudo inverse of G for linearly indepen-
dent columns, that is,

G+ = (GᵀG)−1 Gᵀ. (2.18)

The obtained state vector x is related to xd by

xd = Gx (2.19)

where G is a matrix whose columns are a basis of the null space of K,

G = null (K) . (2.20)

Any basis of the null space can be used, however, the rational basis obtained
through Gaussian elimination preserves xr of the DAE, that is x = xr.

2.3.2 Proof

The above results can be proven by first combining (2.19) with (2.9), which results
in

Gẋ = AdGx + Bsus + Bru (2.21a)

y = CdGx + Dsus + Dru (2.21b)

where Bd, Dd, and ud are expanded as in (2.9e) to (2.9g).
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Multiplying (2.21a) with K, yields

0 = KAdGx + KBsus + KBru (2.22)

since KGẋ = 0. Furthermore, because x ∈ Rm−n, the matrix multiplication KG
should equal an m× (m− n) zero matrix, and consequently the columns of G are
zero vectors of K. Moreover, the columns of G are linearly independent, making
G a basis for the null-space of K, and the number of columns in G the nullity of
K.

Using (2.22) the artificial input vector (us) can be expressed in terms of x and u as

us = − (KBs)
−1 K (AdGx + Bru) (2.23)

where KBs is square and invertible.

When assuming that the columns of G are linearly independent, that is G+G =

Im−n, and substituting us with (2.23), (2.21) can be rewritten to

ẋ = G+AdGx + G+Bru−G+Bs (KBs)
−1 K (AdGx + Bru) (2.24a)

y = CdGx + Dru−Ds (KBs)
−1 K (AdGx + Bru) . (2.24b)

Finally, the result of (2.24) can be simplified to

ẋ = G+
(

Im − Bs (KBs)
−1 K

)
(AdGx + Bru) (2.25a)

y =
(

Cd −Ds (KBs)
−1 KAd

)
Gx +

(
Dr −Ds (KBs)

−1 KBr

)
u (2.25b)

which is equal to (2.10).

Two practical examples of the proposed method are given in Appendix B.

2.4 Discretization

Models obtained through state-space averaging are time-continuous and might
need discretization when applying discrete control. When assuming zero-order
holds for the inputs, that is the inputs remain constant over a sampling time in-
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terval, the resulting discrete system may be denoted as

x[k + 1] = Φx[k] + Γu[k] (2.26a)

y[k] = Cx[k] (2.26b)

where the matrices Φ, and Γ are obtained from the time-continuous model [120,
chapter 4] by

Φ = eATs (2.27a)

Γ =




Ts∫

0

eAτdτ


B = A−1 (Φ− I)B (2.27b)

where in turn I is an identity matrix of the same size as Φ and Ts is the sampling
time of the discrete model. It should be noted that the last equality of (2.27b) is
only valid for non-singular A. For singular A Van Loan’s method [120, 122] can
be used. First construct matrix M as

M =

(
A B
0 0

)
(2.28)

where the zero matrices are chosen such that M is square. Then the Φ and Γ can
be determined as

eMTs =

(
Φ Γ

0 I

)
. (2.29)

For PWM converters the sampling time, Ts, and switching time, Tsw = 1/ fsw, are
often integer multiples of each other. Moreover, to prevent offsets between the
discrete model and sampled data of the real system, the measured variables need
to be sampled at their periodic average value. This is explained in more detail in
Chapter 8.

2.5 Summary

This chapter treats state-space averaging together with a procedure to remove su-
perfluous states from a circuit. The effectiveness of both approaches is illustrated
with examples in appendices B and C. Both methods are used later in this thesis
to obtain linear time-invariant state-space models without constraints.



Chapter3
Sources of distortion in PWM

converters

“All progress is precarious, and the solution of one problem brings us face to
face with another problem.”

(Martin Luther King Jr.)

Abstract — Switched-mode converters process electrical energy efficiently by
switching power flows between sources and outputs through intermediate stor-
age elements, i.e. inductors and capacitors. Switched-mode converters generally
have higher efficiencies than linear amplifiers but at the cost of switching har-
monics. However, harmonics due to switching are not the only source of output
waveform distortion. This chapter focuses on PWM switching legs with output fil-
ter. The impact of different sources of distortion is explored. The blanking time,
required to prevent short-circuit during switching transitions, is identified as the
most significant contribution. Different methods and topologies that eliminate
blanking-time effects are explored and the dual buck topology is identified as a
robust converter with high output quality.
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3.1 Introduction

Most switched-mode converters with bidirectional power flow rely on conven-
tional switching legs. They can be operated with a current or voltage source as
an external power-supply, and with or without demodulation or output filters.
Figure 3.1 depicts such a bidirectional switching leg, including its output filter
(LHB & C f ), and a voltage-source external supply. By modulating the switches,
the power of the external supply is processed to the desired output quantity (uout

or iout). This configuration is often referred to as the half-bridge (HB) converter.

Although this type of converter is bidirectional, the external power supply (UDC)
is often called the input. This is different from linear amplifiers, as discussed in
Chapter 1, where the input is the signal that controls the modulation. The input
that controls the modulator in SMPCs is often called reference or set point. The
outputs of the modulator control the states of the switches, and are called gating
signals.

To prevent short circuiting, the switches (S1 & S2) should be operated comple-
mentary. Since in practice a switch needs a finite time to make a transition, an-
tiparallel diodes (D1 & D2) are added to create a free-wheeling path when both
switches are off, i.e. not conducting. Depending on the applied semiconductor
switch, these diodes have to be added explicitly when they are not intrinsically
present in the device.

This chapter highlights the main sources of distortion in PWM converters. These
origin from the modulator, the external supply, and the switching leg. Next, the
importance of the various types of distortion is determined. Finally, methods and
topologies are explored that eliminate blanking-time-related distortion.

LHB

usn

1
2UDC

1
2UDC C f

iout
S1

D1

D2

S2

uout

iLHB

Figure 3.1: Conventional half-bridge converter, with voltage-source input and
output filter.



3.2: THE MODULATOR 27

3.2 The modulator

Many fixed- and variable-frequency modulation techniques can be found in the
literature [38, 67]. Fixed-frequency PWM is one of the most widely used schemes.
PWM can be implemented using analog circuits, or in a digital way using pro-
grammable logic or dedicated integrated-circuits (ICs). Digitally implemented
PWM is often referred to as digital pulse-width modulation (DPWM). In both the
analog and digital methods the reference, i.e. duty cycle (δ) or modulation index
(m), is compared to a triangular (double edge), or sawtooth (single edge) wave-
form.

The best baseband signal quality can be obtained applying either double-edge
natural-sampled PWM, or asymmetrical regular-sampled PWM, as explained in
[38, chapter 3]. Figure 3.2a depicts double-edge natural-sampled PWM. Both the
carrier and the modulation index (m) are time-continuous. Ideally this type of
modulation generates no baseband harmonics [38, chapter 3], i.e. harmonics of
the reference waveform. The signal quality is, therefore, only determined by the
carrier side-band harmonics (switching harmonics) that enter the baseband fre-
quency range. As a consequence, the output quality can be set arbitrarily high by
choosing the ratio between the switching and the reference frequency fsw/fo, and
by proper selection of the cut-off frequency of the output filter.

In practice the carrier ratio is often chosen as fsw/f̂o > 20 [13, chapter 3], where
f̂o is the maximum reference frequency that needs to be generated. However,
depending on the application higher carrier ratios might be required, or lower
ratios can be allowed.

Natural-sampled PWM relies on analog circuits. The quality of the carrier is es-
sential as any deviation from an ideal triangular waveform introduces harmonic
distortion into the output [111]. Also the analog comparator used for the refer-
ence carrier comparison has to be selected carefully, as explained in [74, chapter
4].

Figure 3.2b depicts digitally generated double-edge-carrier asymmetrical regular-
sampled modulation. The carrier is time-discretized with frequency fclk and
the modulation index (m) is sampled two times per switching cycle (Tsw). Fig-
ure 3.3a depicts the resulting spectrum for fclk � fsw. The regular sampling pro-
cess causes baseband harmonics [38, chapter 3], as can be seen from Figure 3.3a.
These baseband harmonics can be made arbitrarily small by increasing the ratio
between the switching and reference frequency ( fsw/fo). Given that the clock is
sufficiently stable, carrier waveform distortion is not an issue when PWM is gen-
erated digitally [126]. The carrier signal is indeed represented with exact (digital)
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Figure 3.2: Double-edge (triangular) carrier PWM generation, (a) natural sampled
with time-continuous carrier, and (b) asymmetrical regular-sampled with time-
discrete carrier and 4 bits resolution.

integer values. However, the time discretization of the carrier has the same effect
as amplitude quantization of the modulation index. The resulting quantization
noise depends on the ratio between the clock frequency of the discrete carrier
( fclk) and fsw [13, chapter 3]. Quantization noise is in practice the most dominant
source of baseband distortion.

Figure 3.3b depicts the spectrum of discrete double-edge-carrier asymmetrical-
sampled modulation with 8 bits resolution, i.e. fclk = 512 fsw. The total harmonic
distortion (THD) indicated in the graphs only includes (baseband) harmonics up
to harmonic number N = 20 and is determined as

THDN =

√
N
∑

n=2
(Usn(n fo))

2

Usn( fo)
(3.1)

where Usn is the (root mean square (RMS)) magnitude spectrum of usn, and n the
harmonic number.

Quantization noise can be reduced by increasing the resolution of the modulator.
This can be done in various ways. The most straightforward method is to increase
the clock frequency. However, this is not as simple as it might seem. Take for
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Figure 3.3: Magnitude spectrum of usn for double-edge regular-sampled mod-
ulation, with fsw/fo = 40, and m̂ = 0.9. Plot (a) shows a time-continuous car-
rier (infinite precision), (b) illustrates a time-discrete carrier with 8 bits resolution
( fclk = 512 fsw).

instance digital class-D audio amplifiers. These are normally operated using a
double-edge carrier with frequencies close to 400 kHz. A typical signal-to-noise
ratio (SNR) of 80 dB requires about 13 bits resolution, and consequently a carrier
clock frequency of fclk = 213+1 fsw ≈ 6.5 GHz. At the time of writing this thesis
this is not possible with commercially available hardware.

Other methods to improve DPWM resolution include use of multiple phase-shifted
clocks, multiple counters and/or programmable delay lines [36,69,73,115]. Some
of these techniques achieve picosecond resolution on currently existing hard-
ware. Feedback control, and/or noise shaping are commonly applied to improve
the output signal quality of SMPCs, as detailed in [74,76,89]. Still another approach
to improve the baseband signal quality of DPWM is to emulate naturally sampled
PWM digitally using interpolation or extrapolation [62].

3.2.1 Blanking time

Semiconductor switches have finite switching transition times1 that depend on
the operating point. Usually a blanking time Tbt is added to the gating signals
of the switches in a leg (S1 & S2) to prevent short-circuit of the DC bus during

1The gate drive circuit and other electrical circuits that are involved in the switching process also
contribute to the response time of the switch.
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Figure 3.4: Double-edge (triangular) carrier PWM generation with blanking time
(Tbt) for, (a) time-continuous natural sampled, and (b) discrete-time asymmetrical
regular-sampled modulation.

switching. During the blanking time both switches of a switching leg are in the
off state. This blanking time can be generated in various ways. Probably the most
common method is to turn off a switch immediately, and delay the turn on of the
complementary switch, as explained in [67, chapter 8] and [96]. Another, less
common, method is to offset the modulation index (m) with a fixed negative and
positive value for S1 and S2, respectively. This is depicted in Figure 3.4 for both
natural and time-discrete asymmetrical regular-sampled PWM.

The blanking-time generation method depicted in Figure 3.4 results in a switch-
node voltage (usn) that is center-aligned with the PWM signals for distinct positive
or negative inductor current (iLHB ), i.e., when iLHB does not cross zero during a
switching cycle. However, when zero crossings of iLHB occur during a switching
cycle, usn will be time shifted by − 1

2 Tbt, as illustrated in Figure 3.5.

For the first method, as treated in [67, chapter 8], no time shift occurs when iLHB

crosses zero within a switching cycle and a time shift of 1
2 Tbt occurs for either

a continuous positive or negative current. Which method is best depends on
the application, and will not be detailed further in this thesis. Both methods,
however, result in the same voltage error, as explained later in this chapter.
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Figure 3.5: Switch-node voltage (usn) for double-edge (triangular)-carrier PWM
generation with blanking time (Tbt), in case of distinct positive, zero average, and
distinct negative inductor current.

3.3 The external power supply

SMPCs generate output quantities by switching between voltage levels. As a re-
sult, the output quality depends on the stability of the external power supplies.
When assuming ideal switches and power supply, without blanking time, as illus-
trated in Figure 3.1, it is straightforward to show that the moving-average switch-
node voltage (〈usn〉) of a switching leg is given by

〈usn〉 = 1
2 UDCm (3.2)

where UDC is the constant supply voltage, and m the modulation index.

From (3.2) it can be seen that there is a linear relation between modulation index
(m) and 〈usn〉. In case of a perturbed supply voltage, as shown in Figure 3.6 with
Rw = 0, the moving-average switch-node voltage becomes

〈usn〉 = 1
2 (UDC + ũDC)m = 1

2 UDCm + 1
2 ũDCm (3.3)

where ũDC represents the perturbation present on the supply voltage.

From (3.3) it can be seen that the power-supply perturbation results in an additive
error term. In case of sinusoidal modulation and sinusoidal perturbation of the
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Figure 3.6: Schematic diagram of a switching leg with resistive load and symmet-
rical power supply with output resistance Rw.

power supply, that is, with

m = m̂ sin (2π fot + φo) (3.4)

and
ũDC = ûDC sin (2π fdt + φd) (3.5)

the resulting distortion present on 〈usn〉 in (3.3) becomes

〈ũsn〉 = 1
2 ûDCm̂ cos (2π ( fd ± fo) t + φd ± φo) (3.6)

where fo is the frequency of the reference waveform, and fd is the frequency of the
power-supply perturbation. The corresponding phase shifts are given by φo and
φd, respectively. The amplitudes of the reference and power supply perturbation
are given by m̂ and ûDC, respectively.

From (3.6) it can be seen that intermodulation products will appear for every
sinusoidal disturbance component present on the DC power supply.

Another source of distortion is due to the output impedance of a power sup-
ply. For steady-state, and assuming a resistive load and power supply output
impedance, as depicted in Figure 3.6 with ũDC = 0, the distorted moving-average
switch-node voltage becomes [84]

〈usn〉 =
R

R + 1
2 Rw (1 + m2)

1
2 UDCm (3.7)

where Rw represents the power supply output resistance and wire resistance.

From (3.7) it can be seen that Rw results in a multiplicative error term, which
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becomes unity when Rw equals zero. The error due to Rw is a function of the
squared modulation-index, and can be made arbitrarily small by increasing the
ratio R/Rw. The resistance in the return path is not considered because it is in
series with the load resistance R and does not add to the harmonic distortion.
It should be noted that (3.7) is only valid under the assumption that up and un,
in Figure 3.6, are constant over one switching cycle. The capacitance CDC and
inductor LHB in Figure 3.6 should, therefore, be sufficiently large. When CDC is
omitted, the effect of Rw becomes equivalent to the on-resistance of the switches,
which is treated later in this chapter.

Figure 3.7a illustrates the magnitude spectrum of usn for a power supply per-
turbed with sinusoidal ũDC signal with ûDC = 0.1UDC, fd = 10 fo, Rw = 0 Ω,
and m̂ = 0.9, as given in (3.5). Intermodulation products appear at fd ± fo with
amplitude 1

2 ûDCm̂, as given in (3.6), and the first harmonic ( fo) is not affected by
the perturbed power supply. Power-supply perturbation also leads to additional
sideband harmonics of the switching frequency ( fsw), as can be seen from Fig-
ure 3.7a. Natural-sampled PWM with fsw = 40 fo has been used for these results.
As a consequence no other baseband harmonics appear in Figure 3.7a.

The influence of the output resistance of the power supply on the magnitude
spectrum of usn is illustrated in Figure 3.7b, for Rw = 0.1R, and ûDC = 0 V. The
distortion appears as an amplitude error of the first harmonic ( fo) that in practice
can be regarded as an increased output resistance of the end stage. The higher
harmonics due to Rw fall off very fast. In practice only the first two or three (odd)
harmonics are significant. It should once more be noted that (3.7) is only valid for
steady-state, therefore, the effects of the reactive components are neglected for
harmonics of the reference waveform.

Figure 3.8 depicts the moving-average output current (〈iout〉) and power-supply
currents (〈ip〉 & 〈in〉) for a symmetrical power supply, as depicted in Figure 3.6,
which are, when assuming steady-state, given by

〈ip〉 = 1
4 UDCR−1 (1 + m)m (3.8)

〈in〉 = − 1
4 UDCR−1 (1−m)m (3.9)

and
〈iout〉 = 〈ip〉 − 〈in〉. (3.10)

From Figure 3.8 it can be seen that for both positive and negative output current
one of the supplies needs to sink power/current. This effect might cause consid-
erable perturbation of the power supply voltage UDC and is commonly referred
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Figure 3.7: Magnitude spectrum of usn for double-edge natural-sampled modu-
lation, with fsw/fo = 40, and m̂ = 0.9. Plot (a) shows the effect of a perturbed
power-supply, as given in (3.3), for ûDC = 0.1UDC, and fd = 10 fo. Plot (b) il-
lustrates the effect of power-supply output resistance, as shown in Figure 3.6, for
Rw = 0.1R.

to as power supply pumping. Supply pumping is a common cause of distortion
in HB converters with symmetrical power supplies and output filters or inductive
loads. Supply pumping can be eliminated by applying a full-bridge (FB) config-
uration with single supply [39]. This configuration is also used for the experi-
mental results in this thesis. For generality, however, most theory in this thesis
is based on a single switching leg with symmetrical supplies. Note that, due to
the steady-state assumption the effects of the reactive components are again ne-
glected for harmonics of the reference waveform.

3.3.1 Modulator gain compensation

It has been shown in Section 3.3 that both perturbation of the power supply and
finite output resistance result in significant distortion of the output of an SMPC. It
can be shown relatively easily that power-supply-related distortion is eliminated
by compensation of the modulation index with

m =
2

ůDC
u∗sn (3.11)
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(〈ip〉 & 〈in〉), for a symmetrical power supply, as depicted in Figure 3.6.

where u∗sn is the desired average switch-node voltage, and ůDC is the estimated
or measured power supply voltage. Substituting (3.11) into (3.3) results in

〈usn〉 =
UDC + ũDC

ůDC
u∗sn. (3.12)

From (3.12) it can be seen that 〈usn〉 becomes equal to its desired value (u∗sn) when
ůDC equals the perturbed power supply voltage (UDC + ũDC).

The same also applies for the distortion caused by the output resistance of the
power supply, as given in (3.7). By combining (3.7) with (3.11) using ůDC =

〈up〉 − 〈un〉, of which in turn 〈up〉 and 〈un〉 can be expressed in terms of ůDC, it
can be shown that the moving-average switch-node voltage after compensation
of the modulation index is given by

〈usn〉 =
R

R + 1
2 Rw

u∗sn. (3.13)

From equation (3.13) it can be seen that the nonlinearity that is present in (3.7) is
eliminated by the compensation, leaving only an increased output resistance of
the power stage.

Ideally the baseband harmonics due to the perturbed power supply can be elimi-
nated using the correction given in (3.11). However, in practice it is not possible to
fully eliminate the distortion due to the power-supply nonlinearities. Figure 3.9a
and Figure 3.9b depict the same cases as Figure 3.7 but with correction of the
modulator gain, as described in Figure 3.10. The compensation is updated only
twice per switching cycle (Tsw), which is usual practice in DPWM converters.
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Figure 3.9: Magnitude spectrum of usn for double-edge natural-sampled modu-
lation, as depicted in Figure 3.7, but with correction of the modulator gain, as de-
picted in Figure 3.10, to compensate for power supply perturbation. Plot (a) shows
the effect of a perturbed power-supply, for ûDC = 0.1UDC, and fd = 10 fo, after
compensation, and (b) illustrates the effect of power-supply output resistance, for
Rw = 0.1R, after compensation. Note that the THD in (a) is higher than in Fig-
ure 3.7a. Plots (c) and (d) depict the spectra under the same conditions as in (a)
and (b) respectively. However, here fsw and consequently the update frequency of
the compensation is doubled.
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Figure 3.10: Schematic diagram of the modulator gain compensation used to cor-
rect for perturbation of the power supply voltage.

When comparing Figure 3.9a with Figure 3.7a it can be seen that the modula-
tor gain correction results in more distortion. This is not the case for the effect
of the power supply resistance. Figure 3.9b and Figure 3.7b show the effect of
Rw with and without gain compensation, respectively. The first spurious spec-
tral component is reduced by 12 dB compared to the uncompensated case. The
imperfections of the compensation, and the increased distortion in the first case,
are caused by the delay between measurement and compensation action due to
the sampling process. The ratio between the cycle time of the disturbances (1/fd)
and the delay in the gain compensation ( 1

2 Tsw) should, therefore, be chosen suffi-
ciently large to keep the error of the gain compensation within desired bounds.

Figure 3.9c and Figure 3.9d depict the same results with gain compensation, how-
ever, now with two times higher switching frequency, and consequently two
times lower Tsw. The dominant spurious harmonic components are approxi-
mately 6 dB lower compared to the results in Figure 3.9a and Figure 3.9b. More-
over, when comparing Figure 3.9d with Figure 3.7b it can be seen that even the
effects of the power supply perturbation are reduced due to the gain compensa-
tion.

Other methods exist to compensate for the power supply intermodulation effects,
e.g. in [117] the analog-generated carrier is augmented using the supply voltage.
This method is especially suited for low-voltage amplifiers with analog carrier
generation.

The effectiveness of modulator gain compensation highly depends on the accu-
racy of the measurements and delay between measurement and compensation
action. Therefore, compensation of the power supply is rarely implemented in
practice for the purpose of distortion reduction.
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3.4 The end stage

The end stage consists of the semiconductor switches and diodes in the switch-
ing legs, the associated gate driver circuits, and the input and output filters. All
components in the end-stage effect the output quality of an SMPC. Nonlinearity of
the passive components in the filters leads to harmonic distortion, as pointed out
in [84], and further detailed in [46]. Jitter of the gating signals leads to noise and
distortion. Furthermore, in order to prevent aliasing effects, clocked digital gate-
drivers should be synchronized with the PWM carrier clock, and the PWM clock
should be synchronized to the clock of the incoming reference signal.

The effects of nonlinearities of the filter components, distortion due to the gate
drivers, and switching delay is not further investigated in this section. This sec-
tion only treats the distortion effects caused by blanking time and the forward
voltages and on resistances of the semiconductor devices, excluding the effects of
the switching transients2.

3.4.1 Blanking time

For a switching leg with ideal switches, as depicted in Figure 3.1, seven operating
modes can be identified. These operating modes are discussed in detail in [6]. The
seven operating modes can be classified as:

1. strictly positive inductor current
2. positive average discontinuous inductor current, with commutation to D1

3. positive average discontinuous inductor current, with commutation to D2

4. zero-voltage-switching region
5. negative average discontinuous inductor current, with commutation to D1

6. negative average discontinuous inductor current, with commutation to D2

7. strictly negative inductor current

This section draws on the analysis presented in [6], but uses the notation applied
in this thesis. The following analysis of the seven operating modes is only valid
for steady-state and Tbt/Tsw < 0.25.

2For reference, an analysis of the first-order effects of switching transients is presented in [109].
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Continuous inductor current

Figure 3.11a depicts the gating signals, inductor current (iLHB ), and switch-node
voltage (usn) for strictly positive inductor current, that is

〈iLHB〉 > ∆iLHB1
(3.14)

where ∆iLHB1
represents the inductor current ripple amplitude for strictly positive

current, as given from

∆iLHB1
= ∆̂iLHB

(
1−

(
m− 2Tbt

Tsw

)2
)

(3.15)

with
∆̂iLHB =

UDC

8LHB fsw
(3.16)

which represents the maximum inductor current ripple amplitude.

From Figure 3.11a it can be seen that the inductor current commutates to the
low-side diode (D1) during the blanking times. As a result, the moving-average
output voltage (〈uout〉) is lower than expected from the set modulation index, and
is calculated to be

〈uout1〉 = 1
2 UDC

(
m− 2Tbt

Tsw

)
(3.17)

being a factor TbtUDC/Tsw lower than expected when the effect of blanking time is
neglected.

The switching waveforms for strictly negative inductor current are depicted in
Figure 3.11b. Strictly negative inductor current occurs when

〈iLHB〉 < −∆iLHB7
(3.18)

where ∆iLHB7
is the inductor current ripple amplitude for strictly negative current,

which in turn is given by

∆iLHB7
= ∆̂iLHB

(
1−

(
m +

2Tbt
Tsw

)2
)

. (3.19)

For strictly negative inductor current, commutation to the high-side diode (D2)
occurs during the blanking times. As a result, the moving-average output voltage
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is determined by

〈uout7〉 = 1
2 UDC

(
m +

2Tbt
Tsw

)
(3.20)

being Tbt/TswUDC higher than expected.

Figure 3.11c depicts the case when iLHB is positive when switch S1 is turned off,
and negative when S2 is turned off. As a result, during the blanking times, the
current commutates to the diode in parallel with the switch that is going to be
turned on. This leads to zero voltage across a switch when it is turned on under
the condition that the diode remains conducting during the blanking time. This
mode of operation is called zero-voltage switching (ZVS).

Since the inductor current always commutates to the diode in parallel to the
switch that is going to be turned on, no voltage is lost or gained, resulting in
the following expression for the moving-average output voltage

〈uout4〉 = 1
2 UDCm. (3.21)

This operating mode requires the moving-average inductor current to be within
the interval

− a + 2b (1 + m) < 〈iLHB〉 < a− 2b (1−m) (3.22)

with

a = ∆̂iLHB

(
1−m2

)

b = ∆̂iLHB

2Tbt
Tsw

.

Discontinuous inductor current

Figure 3.12 depicts the operating modes with discontinuous inductor currents,
which occur during the transitions between the three operating modes with con-
tinuous inductor currents. From Figure 3.12 it can be seen that the switch-node
voltage is equal to the periodic average output voltage (〈uout〉) when iLHB clamps
to zero.

Figure 3.12a depicts the switching waveforms for operating mode 2. In mode 2
S2 is turned off when iLHB > 0, and as a result the inductor current commutates
to D1 before discontinuous conduction mode (DCM) occurs. For this operating
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Figure 3.11: Switching waveforms for the conventional HB converter, as illustrated
in Figure 3.1, operated with blanking time. Plots (a) and (b) are for strictly positive
and negative current, respectively, and (c) is for ZVS, involving natural commuta-
tion to a diode after turn-off of a switch.
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mode the moving-average inductor current is within

a− b (1−m) < 〈iLHB〉 ≤ ∆iLHB1
(3.23)

and the moving-average output voltage for this operating mode is given by

〈uout2〉 = 1
2 UDC

(
m− 2Tbt

Tsw

)2
+ 2m− 4Tbt

Tsw
+ 1− 〈iLHB 〉

∆̂iLHB(
m− 2Tbt

Tsw

)2
+ 2m− 4Tbt

Tsw
+ 1 +

〈iLHB 〉
∆̂iLHB

. (3.24)

The switching waveforms for operating mode 3 are shown in Figure 3.12b. At
the moment that S2 is turned off, iLHB is smaller than zero. As a result the current
commutates to D2, whereafter DCM occurs. The moving-average inductor current
for this operating mode is within

a− 2b (1−m) ≤ 〈iLHB〉 ≤ a− b (1−m) (3.25)

and the moving-average output voltage for this operating mode is given by

〈uout3〉 = 1
2 UDC

3m2 − 2m− 1 + 4Tbt
Tsw

(1−m) +
〈iLHB 〉
∆̂iLHB

m2 + 2m− 3 + 4Tbt
Tsw

(1−m) +
〈iLHB 〉
∆̂iLHB

. (3.26)

Figure 3.12c and Figure 3.12d illustrate the DCM operating modes for negative
〈iLHB〉. Operating mode 5 occurs when the inductor current is within the interval

− a + b (1 + m) ≤ 〈iLHB〉 ≤ −a + 2b (1 + m) (3.27)

and the moving-average output voltage for operating mode 5 is given by

〈uout5〉 = − 1
2 UDC

3m2 + 2m− 1 + 4Tbt
Tsw

(1 + m)− 〈iLHB 〉
∆̂iLHB

m2 − 2m− 3 + 4Tbt
Tsw

(1 + m)− 〈iLHB 〉
∆̂iLHB

. (3.28)

Operating mode 6 occurs when 〈iLHB〉 is within

∆iLHB7
≤ 〈iLHB〉 < −a + b (1 + m) (3.29)

http://www.google.com/search?q=the+answer+to+life+the+universe+and+everything
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and the corresponding moving-average output voltage is given by

〈uout6〉 = − 1
2 UDC

(
m + 2Tbt

Tsw

)2
− 2m− 4Tbt

Tsw
+ 1 +

〈iLHB 〉
∆̂iLHB(

m + 2Tbt
Tsw

)2
− 2m− 4Tbt

Tsw
+ 1− 〈iLHB 〉

∆̂iLHB

. (3.30)

The effect of blanking time on the output voltage quality

Figure 3.13a depicts the normalized output voltage as function of the normalized
current for different modulation indices, and illustrates the voltage loss and gain
that occurs during the transitions between the operating modes for 8 % blanking
time. The moving-average output voltage for the transitions between the operat-
ing modes with continuous inductor current, as given by equations (3.24), (3.26),
(3.28), and (3.30) depends nonlinearly on the modulation index. The output volt-
age does not depend on the inductor current for the operating modes with con-
tinuous current, i.e. modes 1, 4, and 7. The maximum and minimum modulation
indices are limited by the points where the current required to transit from op-
erating mode 4 to 3 equals the current required to go from mode 4 to 5, and are
calculated to be

m̂ =

√
1− 4Tbt

Tsw
(3.31a)

m̌ = −
√

1− 4Tbt
Tsw

(3.31b)

where m̂ and m̌ respectively represent the maximum and minimum modulation
index.

Figure 3.13b depicts the normalized voltage error due to blanking time as func-
tion of the normalized current, for multiple modulation indices. The transitions
between the operating modes are indicated by thin black lines. From Figure 3.13b,
and equations (3.17) and (3.20), it can be seen that the moving-average output
voltage differs ∓UDCTbt/Tsw from the expected value for strictly positive and neg-
ative current, respectively. For ZVS no voltage error occurs, as can also be seen
from Figure 3.13b, and (3.21). The moving-average voltage error due to blanking
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Figure 3.12: Switching waveforms for the conventional HB with blanking time.
This figure illustrates the different cases of DCM that can occur during (a & b) the
transition from strictly positive current to the ZVS region and vice versa, and (c &
d) strictly negative current to the ZVS region and vice versa.
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Figure 3.13: The normalized moving-average output voltage (〈uout〉/1
2 UDC) (a), and

voltage error due to blanking time (b), as function of the normalized moving-
average filter inductor current (〈iLHB 〉/∆̂iLHB ) for varying modulation index (m) with
8 % blanking time. The transitions between the operating modes are indicated with
thin lines.

time for the operating modes with continuous inductor current is given by

〈ubt〉 =





− Tbt
Tsw

UDC, for (3.14)

0, for (3.22)

Tbt
Tsw

UDC, for (3.18)

(3.32)

where ubt is the voltage error due to blanking time.

The voltage error as function of the inductor current for the discontinuous op-
erating modes, as given in equations (3.24), (3.26), (3.28), and (3.30), appears al-
most linear instead of second order. Therefore, when assuming instantaneous
switching, the voltage error due to blanking time can be approximated piece-
wise linearly with relatively small errors. This was also shown in [90], in which
a piecewise linear feed forward compensation was suggested to compensate the
voltage error due to blanking time.
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3.4.2 Semiconductor device parameters

The previous analysis of voltage error due to blanking time does not include the
effect of the forward voltages and on resistances of the switches and diodes. Fig-
ure 3.14 depicts the model used to analyze the impact of forward voltages (Von

& Vf ) and on resistances (Ron & R f ) of the switches and diodes, respectively.
Nonlinear effects and the parasitic switch-node capacitances are neglected. As
indicated with the arrowheads in the switch symbols, the model is only valid for
unipolar current switches. Examples are insulated-gate bipolar-transistors (IGBTs)
or metal-oxide semiconductor field-effect transistors (MOSFETs) from which the
integrated antiparallel diodes are blocked and bypassed with additional discrete
diodes3.

Figure 3.15 depicts the switching waveforms for strictly positive and negative
inductor current, including the effects of the voltages and resistances indicated in
Figure 3.14. The resulting voltage error, for strictly positive and negative current,
is given by

〈uerr〉 = Vbm−
(

RLHB + Ra
)
〈iLHB〉 −

2Tbt
Tsw

Rb〈iLHB〉 + . . .
{
−Va + Rb〈iLHB〉m−

Tbt
Tsw

(UDC + 2Vb) , for strictly positive iLHB

Va − Rb〈iLHB〉m + Tbt
Tsw

(UDC + 2Vb) , for strictly negative iLHB

(3.33)

with

Va =
1
2

(
Vf + Von

)

Vb = 1
2

(
Vf −Von

)

Ra =
1
2

(
R f + Ron

)

Rb = 1
2

(
R f − Ron

)

and where RLHB represents the series resistance of the filter inductor LHB.

From (3.33) it can be seen that only the last two terms, which depend on the
sign of the current, are nonlinear and lead to harmonic distortion. The voltage
error due to the sum of the forward voltages of the switches and diodes (Va) has
the same effect as the error due to blanking time. The voltage error of the other

3This configuration is commonly applied in high-power MOSFET converters to reduce diode re-
verse recovery losses [29, page 68].
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Figure 3.14: Schematic diagram of a conventional switching leg with unipolar
current switches with forward voltage and on resistance (Von & Ron), diodes with
forward voltage and on resistance (Vf & R f ), and series resistances of the filter
inductor and capacitor (RLHB & RC f ).
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Figure 3.15: Switching waveforms for the conventional HB with blanking time for
strictly positive (a) and strictly negative current (b), respectively.
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operating modes cannot be expressed analytically.

Figure 3.16a depicts simulated waveforms of the filter inductor current (iLHB ),
output current (iout), and the output voltage (uout) for a conventional switching
leg, as depicted in Figure 3.14. The output is modulated sinusoidally to 75 % of
the output voltage range with frequency fsw/1000, without feedback. The forward
voltages of the switches and diodes are set to 1.5 V. Because Vf and Von are as-
sumed to have the same values, the combined effect is identical to the distortion
introduced by blanking time. The blanking time is set such that the combined
voltage error is 3 % of UDC, which is typical in high-power converters.

The transitions between the modes with continuous iLHB result in small time in-
tervals with relatively stable iout during the zero crossings of iLHB . This effect
is known as zero-current clamping and is described extensively in the litera-
ture [19, 118, 119]. Basically the filter inductor current clamps to zero until the
modulation index is increased to compensate for the voltage loss which occurs
due to the nonlinear term of (3.33).

Figure 3.16b depicts the resulting magnitude spectrum of the switch-node voltage
(usn). From Figure 3.16b it can be seen that the combination of blanking time and
forward voltage results in significant distortion. The spectrum contains only odd
harmonics and the resulting THD is in the range of several percent. The THD is
defined as in (3.1).

In practice the blanking time is several percent of Tsw, and can in some appli-
cations reach up to 5 % [67, chapter 8]. The simulation results depicted in Fig-
ure 3.16, with 1.5 % blanking time, illustrate what can be expected when using
conventional PWM switching legs.

The output spectrum in Figure 3.16b is obtained by means of simulation. There
are many literature references on analytical expressions for the output spectrum
or THD due to blanking time. Most of these techniques rely on Fourier analy-
sis, and do not include the effects of the inductor current ripple amplitude, nor
the resulting zero-current clamping effect [47, 68, 129]. In [74, chapter 4] and [71]
a method is proposed to analytically determine the THD due to blanking time,
including the effect of the inductor current ripple amplitude. However, these
methods are only valid for resistive loads. Analytical expressions for the distor-
tion due to blanking time are not treated further in this thesis.
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Figure 3.16: Output waveforms for the conventional HB with 1.5 % blanking time
and 1.5 V forward voltage for the semiconductor switch and diode (a) and the cor-
responding magnitude spectrum of usn (b).

3.5 Ranking of the various error contributions

The previous sections highlighted the most dominant sources of voltage errors in
PWM converters. These originate from the modulation strategy, external power
supply, and the switching leg itself.

In Section 3.2 it was explained that the error due to PWM modulation can be made
arbitrarily small by increasing the ratio between the switching and output fre-
quency ( fsw/fo), and the ratio between the PWM clock and switching frequency
( fclk/fsw). At the cost of more high-frequency noise, noise shaping can be used to
improve the baseband performance of the PWM modulator [89]. In practice more
than 8 bits resolution can be obtained relatively easily, resulting in less than 0.5 %
error.

The external power supply is one of the most dominant sources of distortion in
PWM converters. However, this kind of distortion is also present in linear ampli-
fiers. The impact on the output voltage quality is dependent on the power supply
and its output impedance. In Section 3.3 it is shown that the voltage error due to
the power supply can be compensated using the measured supply voltage when
the measurement delay is significantly smaller than the output cycle time (To).

Several sources of distortion that originate in the switching leg have been high-
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lighted in Section 3.4. Blanking time is, in practice, the most dominant source of
switching-leg induced distortion, typically producing voltage errors in the order
of several percent of the output voltage range. Furthermore, in case of unipolar-
current switches, as given in (3.33), the forward voltages and on resistances of
the switches and diodes also cause significant distortion. However, this effect is
usually smaller than the distortion due to blanking time, and typically less than
one percent.

Blanking time is identified as the most dominant source of output signal dis-
tortion in SMPCs, followed by PWM resolution, and, in case of unipolar current
switches, the forward voltages of the semiconductor devices. Distortion due to
the power supply is not PWM-converter specific, and not detailed further in this
thesis. The remainder of this thesis focuses on the elimination of zero-crossing
distortion due to blanking time and forward voltages.

3.6 Eliminating blanking-time-related distortion

Blanking time is one of the most dominant sources of output voltage distortion for
PWM amplifiers. Especially, high-precision applications, which require accurate
input current, like short-stroke linear mechanical actuators for wafer steppers,
gradient coils for magnetic resonance imaging (MRI) systems, and studio-quality
audio suffer from the blanking-time effect.

Feedback is normally applied in SMPCs to reject disturbances. The impact of
blanking time can indeed be reduced by feedback. However, due to the extremely
fast change of the output voltage as a function of current and modulation index,
it is not practical to eliminate the distortion due to blanking time with feedback
only.

Extensive studies have been done on the elimination [133], minimization [3], and
compensation [40, 49, 56, 78, 90, 118, 119, 130] of blanking time in PWM convert-
ers. Most of these techniques rely on the detection of the polarity of the sampled
inductor current of the converter. This can be done by:

• Directly measuring the current
• Reconstruction of the current, using an observer
• Feedforward of the setpoint current
• External circuits to detect switch-node commutation

Most methods assume instantaneous switching and neglect the switching tran-
sients. A more complete model including switch-node commutation is treated



3.6: ELIMINATING BLANKING-TIME-RELATED DISTORTION 51

in [118], however, the method is designed for 3-phase machines and requires sig-
nificant computation time. The inductor current ripple is often neglected in the
compensation. Especially for converters with relatively large inductor current
ripple, it is essential to include this ripple in the compensation scheme.

In [90] a compensation scheme was suggested that includes the inductor current
ripple, and in [56] a more advanced model of the switch-node commutation is
added. All techniques mentioned above achieve a reduction of the distortion.
However, due to errors in the detection of current polarity and DCM during zero
crossings, they are not capable of completely removing it.

Different modulation techniques have been suggested which do not suffer from
blanking time effects [3, 18, 49, 133], however, these methods also rely on the po-
larity of the current and do not completely remove all the effects of blanking time.
In [5, 55, 85, 134] the amount of blanking time is reduced (adaptively or actively)
to the absolute minimum at the cost of increased losses.

In [57] hysteresis current control is proposed as a solution for all types of distor-
tion in switching converters. However, hysteresis current control does not com-
pletely eliminate blanking-time-related distortion, unless the hysteresis levels are
chosen such that the high-side switch is turned off when the inductor current
is positive, and the low-side switch is turned off when the inductor current is
negative. This hysteresis current control scheme is known as the resonant-pole
inverter (RPI) and has been the subject of many papers, which include [17, 22, 24].

The RPI features ZVS, i.e. a switch is turned on and off when the voltage across the
device is nearly zero, and therefore does not suffer from blanking-time-related
distortion. However, to achieve ZVS the RPI requires considerable circulating cur-
rent. In [80] the modulation method of the RPI was adapted to reduce the amount
of circulating current, and, consequently, the conduction losses. Later in [95], a
method was proposed to ensure ZVS when the output clamps to the supply volt-
age.

To achieve zero-voltage turn-off in RPIs the slew rate of the switch-node voltage
is limited by adding capacitance in parallel with the switches4. The resulting
lower slew rate during commutation leads to reduced electromagnetic interfer-
ence (EMI). The result is that a well designed RPI does not require additional EMI

filtering, as is normally required in conventional PWM converters. The slew rate of
the switching transients, however, is strongly dependent on the operating point
of the converter and adds significant distortion.

4Practical switching devices have parasitic capacitance. However, in many practical implementa-
tions the parasitic capacitance of the switches is not sufficient to ensure zero-voltage turn-off. There-
fore, additional discrete capacitors are used.
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Figure 3.17: Practical implementation of a dual-buck switching leg.

In practice, the output-voltage quality of RPIs is better than that of conventional
PWM converters, but not sufficient for many high-precision applications. Fur-
thermore, the hysteresis control scheme of an RPI results in variable switching
frequency and is hard to implement digitally. The RPI is, therefore, rarely used in
industry.

The RPI is based on a conventional switching leg with two stacked switches, and
even though it does not suffer from blanking-time-related distortion, it still re-
quires blanking time to prevent short-circuits of the DC bus when switching. As
a result the RPI is not robust for shoot-through current, i.e. accidental turn-on of a
switch, and does not solve the reliability issue in high-precision equipment that
is highlighted in Chapter 1.

Topologies like the current-source inverter (CSI) are robust for shoot-through but
fail when a switch accidentally opens. Circuits like the Z-source converter [79],
the switched boost converter [66], the series-resonant buck-boost inverter [125],
and the Ćuk converter [64] are robust for shoot-through, but have a nonlinear
relation between input and output. This in turn leads to harmonic distortion in
the output stage.

In [137] a circuit consisting of two parallel-connected down converters, one for
positive current and one for negative current, is presented as a high-performance
converter that is robust for shoot-through, does not suffer from blanking-time-
related distortion, and has a linear relation between input and output. The re-
mainder of this thesis will focus on this so-called dual-buck (DB) topology, as
shown in Figure 3.17.
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A robust power converter with
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Chapter4
Robust topologies

“In all things success depends on previous preparation, and without such
previous preparation there is sure to be failure.”

(Confucius)

Abstract — In Part I it is shown that blanking time is one of the most signifi-
cant sources of distortion in pulse-width-modulated switched-mode power am-
plifiers. Over time different topologies have been proposed that do not suffer
from this effect. However, all have either a nonlinear relation between input and
output, or are not robust for shoot-through current. This chapter starts with the
basic canonical cell and extends it to a topology that does not suffer from distor-
tion due to blanking time, is robust for shoot-through current, and has a linear
relation between input and output.

Contributions of this chapter are published in:

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Elimination of zero-
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ceedings of the 15th European Conference on Power Electronics and Applications (EPE), 2013, pp.
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− E. Lemmen, J. M. Schellekens, C. G. E. Wijnands, and J. L. Duarte, “The extra L opposed cur-
rent converter,” in Proceedings of the 29th Annual IEEE Applied Power Electronics Conference and
Exposition (APEC), 2014, pp. 1304–1311.
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4.1 Introduction

The conventional switching leg or canonical cell [48], as depicted in Figure 4.1a is
the basic building block of many converter topologies. When only one canonical
cell is considered, four unique configurations exist, where it should be noted that
the Ćuk and buck-boost converter, and the boost and buck converter are dual
forms of each other [20]. These converters, when built from the canonical cell,
share the fact that they support bidirectional power flow. It can be shown that
the canonical cell is self-dual and is, therefore, invariant to the duality transform
in terms of its behavior [20].

Many converters only allow unidirectional power flow as they are not built from
the canonical cell pur sang. In [45], two alternative basic switching cells are pro-
posed, both based on a combination of an active switch and a diode. These cells,
which are depicted in Figure 4.1b and Figure 4.1c, are known as the P-cell and N-
cell. Both cells share the fact that they allow only unidirectional power flow and
that they are each other’s dual form. The presented cells result in eight unique
unidirectional converters [45].

Nowadays when implementing a canonical cell, semiconductor switches, such as
MOSFETs and IGBTs are preferred. These switching devices have a finite turn-on
and turn-off time, requiring a blanking time between the gating signals to pre-
vent short circuit when switching. In practice, antiparallel diodes are present, as
depicted in Figure 4.1d, to offer a so-called freewheeling path for the inductor cur-
rent during the blanking time. This works satisfactory under normal operating
conditions. However, accidental turn-on of a switch can result in a short circuit.
When a voltage source is present at the input of the cell, a large ”shoot-through”
current occurs, which results in increased losses and/or device failure.

In Part I it is shown that the blanking time is one of the dominant sources of dis-
tortion for PWM SMPCs. Different topologies and modulation strategies that solve
the blanking time issue were identified [17,22,24]. Some of the presented topolo-
gies were shown to be robust for shoot-through current [64,66,79,125]. However,
none of the converters share the four features required for a high-efficiency, high-
precision, robust power amplifier:

• no distortion due to blanking time,
• robust for accidental turn-on of switching devices,
• a linear relation between input and output,
• bidirectional power flow capability.

There are two candidates in Figure 4.1 that satisfy three of these features, being
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Figure 4.1: Basic switching cells with, (a) canonical cell, (b) P-cell, (c) N-cell, and
(d) practical canonical cell.

the P-cell, and the N-cell. These both do not require blanking time due to the fact
that there is always a blocking diode in the possible shoot-through path, being
therefore also robust for accidental switch turn-on. Furthermore, they share a
linear relation between switch duty ratio and output voltage when operating in
continuous conduction mode, as will be shown later in this chapter. However,
the topologies allow only unidirectional power flow, i.e. positive power flow for
the P-cell, and negative power flow for the N-cell. Combining two unidirectional
complementary switching legs (i.e. the P-cell and the N-cell) by means of parallel
connection, as depicted in Figure 4.2a, results in a topology with bidirectional
power flow capability [116].

The resulting cell in Figure 4.2a is basically a split version of the fundamental
canonical cell as it is depicted in Figure 4.1d. Due to the diode in each leg, only
positive current can flow through inductor L f1 , and only negative current through
L f2 .

Usually, in parallel-connected switching cells the output current iout is equally
distributed over the inductors in order to evenly distribute losses [10]. This is of
course not possible in case of the parallel-connected P-cell and N-cell, since each
leg will only be able to process current of one polarity.

The most basic use of the circuit shown in Figure 4.2a would be to use the P-leg for
positive current and the N-leg for negative current. However, severe distortion is
produced at near-zero current levels, because each leg will eventually operate in
DCM.

In order to avoid discontinuous-current operation, and consequently distortion,
a bias current should be added to each leg as depicted in Figure 4.2b. This bias
current should be chosen such that the currents supplied by the P-cell and the N-
cell do not become discontinuous. The resulting topology has two independent
auxiliary bias current sources.
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Figure 4.2: Parallel connection of a P-cell and an N-cell (a), with independent
auxiliary bias (b), with differential bias (c), and with integrated bias (d).

By applying the dual form of the Blakesley transformation, as presented in [8]
and [23, chapter 10], the two auxiliary current sources, depicted in Figure 4.2b,
can be connected in series and combined, as depicted in Figure 4.2c. The resulting
circuit has a differentially connected bias source.

Alternatively, the dual form of the Blakesley transformation can also be applied to
Figure 4.2b by connecting the common node of the current sources to the output
terminal of the parallel connected P- and N-cell, as depicted in Figure 4.2d. Now
the parallel-connected P- and N-cell are integrated with the bias sources, which
is basically the same as the circuit shown in Figure 4.2a, with

iL f1
= 1

2 iout + ibias (4.1a)

iL f2
= 1

2 iout − ibias (4.1b)

where iout is output current of the converter, and ibias is the circulating current
required to prevent DCM.

The current sources in Figure 4.2 can be realized using inductors, as depicted in
Figure 4.3. Figure 4.3c has two parallel current paths that cannot be regulated
independently. It is, therefore, not possible to concentrate the bias current to one
of these parallel paths. The distribution of the current over the parallel paths can
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Figure 4.3: Practical realizations of the parallel-connected P- and N-cell, with inte-
grated bias inductors (a), auxiliary bias inductors (b), and differentially connected
bias inductor (c).

be set by proper selection of the inductance values of the three inductors as shown
in [50]. Of course it is possible to eliminate the parallel paths by application of
the ∆-Y transform to the three inductors, resulting in an additional node voltage.
However, both the ∆- and Y-connected options are functionally equivalent to the
circuit of Figure 4.2a with coupled inductors. This will be treated in more detail
in Chapter 5.

The normalized waveforms for the split-leg topologies, when assuming infinite
switching frequency, are shown in Figure 4.4, where îout represents the peak value
of the output current, and where To is the cycle time of the sinusoidal reference.
The bias current ibias is given by

ibias =
1
2 |iout|+ ith (4.2)

where ith is a non-negative offset current. Figure 4.4 illustrates the relation be-
tween the inductor currents, ibias, and iout, where ibias is required to guarantee
continuous conduction mode (CCM) for each leg.

The configuration with a parallel-connected P- and N-cell has some advantages
over the conventional switching cell. Firstly, the diodes and switches can be op-
timized separately. This can result in reduced losses and even in a decreased
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Figure 4.4: Normalized ideal waveforms with minimal losses for the DB topology.

number of discrete diodes compared to a conventional switching leg since no ex-
tra diode is required to block a low-performance MOSFET body diode. Secondly,
it has an additional degree of freedom with respect to its switching waveforms
compared to the canonical cell because the gating signals do not need to be com-
plementary. On the other hand, it requires at least one additional inductor.

The filter inductors make the split-leg attractive for applications that require fil-
tering of the PWM waveforms, in combination with the necessity of eliminating
blanking-time-related distortion. These applications include

(a) high-performance positioning systems with strict electromagnetic interfer-
ence requirements, where the use of stiff shielded-cables to the moving ac-
tuator is precluded due to the resulting mechanical disturbance forces, the
original trigger of this work,

(b) high-precision magnetic fields, as in MRI and scanning-electron-microscope
(SEM) imaging, where there are strict requirements on the variations of the
generated fields due to switching,

(c) studio-quality audio amplifiers, which require filtering of the PWM voltage
to suppress audible inter-modulation products due to the switching [105],

(d) grid-connected applications with high voltage- or current-quality require-
ments [108].
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It should be noted the DB switching leg is a standard building block that can be
used to replace a conventional switching leg in many topologies, as in parallel-
and series-connected half- and full-bridge converters [105, 108], and other multi-
level topologies, like the flying-capacitor and neutral-point-clamped converter
[30, 53, 107, 112, 113].

4.2 Integrated bias

The circuit featuring parallel-connected P- and N-cells was first suggested in
[136], and later in [137], as a high-performance current-regulated DC to AC con-
verter with no shoot-through paths. It was shown that with proper control, low
distortion can be achieved, even when non-linear loads are connected. Later
in [105] the circuit was introduced as a buck-converter-derived PWM power stage
with reduced shoot-through current, allowing zero blanking-time operation, and
was baptized opposed-current converter (OCC). Operation of multiple paral-
lel OCC stages was proposed, and it was shown that the topology is suitable
for studio-quality audio reproduction and high-precision positioning systems.
In [52] hysteresis current control was proposed for the OCC, and it was renamed
to dual-buck (DB) converter. Later the same topology started to appear as split-
phase dual-buck [139], and split-phase inverter [34]. More recently the DB got re-
newed attention for grid-connected renewable-energy applications [108,132,138].
In the remainder of this thesis the parallel-connected P- and N-cell will be referred
to as DB.

Figure 4.5 depicts a practical implementation of the DB switching leg with filter-
ing of the PWM voltage waveforms. The P-cell components are indicated with
subscript 1, and the N-cell components with subscript 2. Furthermore, the fil-
ter inductors have equal values, L f , and all voltages are referenced to the center
terminal of the symmetrical DC supply.

Both legs are effectively operated in parallel and can be analyzed separately when
assuming uC f constant over one switching cycle (Tsw). This is approximately
valid because in practice the series resistance of C f can be neglected, and C f is
chosen large enough that the output voltage is smooth. Figures 4.6a and 4.6b
show the CCM waveforms. Under CCM operation, the steady-state inductor cur-
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rent ripple amplitude (∆iL f ) becomes

∆iL fx
= ∆̂iL f

(
1−mx

2
)

, with (4.3a)

∆̂iL f =
UDC

8L f
Tsw (4.3b)

where the subscripts x indicate the corresponding switching leg, mx is the mod-
ulation index, which is limited to the interval [−1 . . . 1], UDC is the DC supply
voltage of the DB switching leg, Tsw is the switching cycle time of the PWM, and
L f is the filter inductance. The amplitude of the inductor current ripple is given
by

∆iL f = îL f − 〈iL f 〉
= 〈iL f 〉 − ǐL f

where îL f , ǐL f , and 〈iL f 〉 represent the steady-state maximum, minimum and av-
erage inductor current, respectively.

The modulation index (mx) is related to the duty-ratio (δx) of the switching leg as

δx = 1
2 (1 + mx) (4.4)

with the duty ratio defined as

δx =
Tp

x
Tsw

(4.5)

where Tsw = fsw
−1 is the switching cycle time, and Tp

x is the time interval that a
switch node is connected to the positive DC supply.

The periodic average switch-node voltage 〈usnx 〉 can be determined by apply-
ing the state-space averaging method as presented in Chapter 2 and [65]. When
disregarding losses and assuming CCM operation it becomes

〈usnx 〉 = 1
2 UDCmx. (4.6)

4.2.1 Bounds for linear behavior

For CCM there is, ideally, a linear relation between m and 〈usn〉 for both the P- and
N-cells. However, this is not the case for DCM, in which the node voltage does
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Figure 4.5: Practical implementation of a DB switching leg with integrated bias
inductors.

not clamp to the DC rails during the whole switching cycle time. Figures 4.6c and
4.6d depict the voltage and current waveforms of the P- and N-cell during DCM.
It is shown that the switch-node voltage usn ideally1 becomes equal to uC f when
the diode stops conducting, during (t′. . . t1) for the P-cell and during (t′. . . t2) for
the N-cell. As a result, for DCM the steady-state switch-node voltages are found
to be

〈usn1〉 =
(m1 + 1)2 − 〈iL f1

〉/∆̂iL f1

(m1 + 1)2 + 〈iL f1
〉/∆̂iL f1

1
2 UDC (4.7)

〈usn2〉 = −
(m2 − 1)2 + 〈iL f2

〉/∆̂iL f2

(m2 − 1)2 − 〈iL f2
〉/∆̂iL f2

1
2 UDC (4.8)

where m1 and m2 are the modulation indices of the P- and N-cell, respectively.
The inductor currents of the P- and N-cell are represented by iL f1

and iL f2
, and the

corresponding maximum inductor current ripple amplitudes are given by ∆̂iL f1

and ∆̂iL f2
.

From (4.7) and (4.8) it can be deduced that, for DCM, the switch-node voltages
have a quadratic relation with respect to the modulation index, and are addi-
tionally dependent on the ratio between the average inductor current and the
maximum inductor current ripple amplitude. As a result, a nonlinear distortion
is introduced in the output voltage.

Figure 4.7 shows the resulting normalized average switch-node voltage as func-
tion of the normalized average inductor current (〈iL f 〉), where ∆̂iL f denotes the
maximum inductor current ripple amplitude. Figure 4.7 illustrates the nonlin-
ear relation between m and the average switch-node voltage in case of DCM.

1In practice, high-frequency oscillations will occur, which might result in considerable electromag-
netic interference.
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Figure 4.6: Normalized voltage and current waveforms for the P-cell (left), and
the N-cell (right). From top to bottom the graphs represent: CCM, DCM, and BCM.
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Figure 4.7: Normalized steady-state moving-average switch-node voltage as func-
tion of the normalized steady-state moving-average inductor current, for the P-cell
(a), and the N-cell (b).

The transition between CCM and DCM, often referred to as boundary conduction
mode (BCM) or critical conduction mode, is indicated by a dotted line and is de-
termined by ∆iL f /∆̂iL f .

When examining Figure 4.7 more closely it can be deduced that, when no losses
are present, the resulting switch-node voltage as imposed by a cell in DCM will
force its current to enter BCM. However, in practice some losses are present pre-
venting convergence to BCM, thus resulting in distorted output power. In that
case a bias voltage can be applied to overcome these losses. Also an offset can
exist between switch-node voltages which, when 〈usn1〉 > 〈usn2〉, results in ad-
ditional circulating current that is only limited by the losses in the circuit. Since
efficiencies are generally high in SMPCs, a small offset voltage can lead to signif-
icantly more bias current than strictly required and, consequently, more losses.
This again can be compensated by applying a negative bias voltage.

4.2.2 Decoupling through variable transformation

It is convenient to separate the bias voltage and current from the voltage and
current that drive the output. Doing so leads to decoupled control of the output
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power and the current necessary to maintain CCM. The following transformation
can be used for that purpose:

uavg = 1
2 (usn1 + usn2) (4.9a)

ubias = usn1 − usn2 (4.9b)

where uavg is the average switch-node voltage of the P- and N-cell, and ubias is
the difference between the switch-node voltages which drives the bias current. A
similar transformation for the currents is given by

isum = iL f1
+ iL f2

(4.10a)

ibias =
1
2

(
iL f1
− iL f2

)
(4.10b)

where isum is the combined current of the output filter inductors, and ibias is the
current required to prevent DCM.

When high-quality open-loop output power is required, a nonlinear relation be-
tween the control inputs (m1 & m2) and the corresponding outputs (usn1 & usn2 )
should be avoided. It is thus essential that CCM is maintained under all input
and output conditions. This can be achieved by ensuring that the moving aver-
age inductor currents are larger than the corresponding inductor current ripple
amplitudes, 〈iL f1

〉 ≥ ∆iL f1
and 〈iL f2

〉 ≤ ∆iL f2
, basically meaning that

〈ibias〉 ≥ 1
2 |〈isum〉|+ ith (4.11)

with

ith ≥





∆iL f2
, 〈isum〉 ≥ 0

∆iL f1
, 〈isum〉 < 0.

(4.12)

In practice, the periodic average reactive filter capacitor current (〈iC f 〉) is often
small compared to iout and can therefore be disregarded in many cases. As a
consequence, 〈isum〉 can be assumed equal to 〈iout〉, making (4.11) virtually equal
to (4.2).

A similar transformation can be used for the controlling inputs, leading to

mavg = 1
2 (m1 + m2) (4.13a)

mbias = m1 −m2 (4.13b)

where mavg is the controlling modulation index for 〈uavg〉, and mbias for 〈ubias〉.
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Finally, by again combining (4.6) and (4.13) it follows that

〈uavg〉 = 1
2 UDCmavg (4.14a)

〈ubias〉 = 1
2 UDCmbias (4.14b)

which is valid when assuming no losses and CCM conditions.

It should be noted that the output voltage range of the DB converter is limited
by the amount of bias voltage that is required, since the absolute value of the
modulation indices (mx) cannot exceed one, which leads to the following bound
on the modulation indexes

|mavg|+ 1
2 mbias ≤ 1. (4.15)

The inductances (L f ) can also be expressed in terms of Lsum and Lbias, which for
uncoupled inductors simplifies to

Lsum = 1
2 L f (4.16a)

Lbias = 2L f . (4.16b)

The variable transformation presented in this section decouples the bias and out-
put related voltages and currents and will be applied to the DB converter from
hereon.

4.2.3 PWM generation

Because the rate of current change is limited by the inductors that couple the
switching-leg voltages, the gating signals for a DB switching leg do not need to be
complementary and may even overlap. This adds an additional degree of free-
dom to the PWM patterns of the DB switching leg. In the ideal case only two pos-
sible PWM methods make sense; to switch both legs either simultaneously (non-
interleaved) or time shifted by 1

2 Tsw (interleaved).

Figure 4.8 depicts the switching waveforms for the DB switching leg with inte-
grated bias inductors for both non-interleaved and interleaved ( 1

2 Tsw shifted)
switch-node voltage (usn) with and without variable transformation. A small
shift has been added to the voltage traces to make the waveforms clearer. Fur-
thermore, losses are included. This results in ubias = 0.04UDC, which is realistic
in a practical set-up. The bias voltage is especially visible in Figure 4.8a where it
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Figure 4.8: Switching waveforms of the DB switching leg, for (a) non-interleaved
usn, and (b) interleaved usn.
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appears in the form of narrow voltage peaks. In Figure 4.8b the bias voltage ap-
pears as slightly wider positive ubias pulses compared to the negative ubias pulses.

The inductor current ripples of the DB switching leg with integrated bias induc-
tors can be expressed in terms of the current ripple amplitudes of isum and ibias
when neglecting ubias, which has only a small effect in practice. This results in

∆iL f1
= ∆iL f2

= 1
2 ∆isum + ∆ibias (4.17)

where, ∆isum and ∆ibias are given by

∆isum =





UDC
8Lsum

Tsw

(
1−m2

avg

)
, non-interleaved usn

UDC
8Lsum

Tsw

(∣∣mavg
∣∣−m2

avg

)
, interleaved usn

(4.18)

∆ibias =





0, non-interleaved usn

UDC
4Lbias

Tsw
(
1−

∣∣mavg
∣∣) , interleaved usn.

(4.19)

When 〈ubias〉 = 0, in case of non-interleaved voltages, as depicted in Figure 4.8a,
ibias and ubias have no ripple, and isum and uavg have ripple with frequency equal
to the switching frequency. For interleaved voltages, as in Figure 4.8b, the fre-
quency of the ripples of isum and uavg doubles and the ripple amplitudes halve.
However, a non-zero ripple with fundamental frequency equal to the switching
frequency appears on ibias and ubias. Consequently, there is a trade-off between
the effective frequency and the amplitude of the ripple of uavg and isum on one
hand, and the ripple of ubias and ibias on the other hand.

4.2.4 Losses

Ideally, the DB switching leg with integrated bias inductors, as depicted in Fig-
ure 4.5, is lossless. In practice this is not the case. When evaluating losses of a
converter, it is important to know the conditions for which the losses are deter-
mined. This is especially true for the DB since it requires a bias current that can be
chosen with arbitrary value as long as it satisfies (4.11).

Two different methods for bias current generation are considered from hereon.
The first method concerns constant bias current, for which

〈ibias〉 = 1
2 îsum + ith. (4.20)
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The second method is related to modulated bias current, and is given by

〈ibias〉 = 1
2 |isum|+ ith (4.21)

where îsum represents the maximum expected isum. When 〈iC f 〉 is small compared
to iout, which is often true in practice, isum can be assumed equal to iout. When
the variation of ∆iL f is small compared to îL f , ith can be chosen equal to

ith = λth ∆̂iL f (4.22)

without adding significant losses, where λth is a constant greater than or equal to
one resulting in an additional offset current to prevent DCM during transients.

The two modulation methods, together with the possibility of non-interleaved
and interleaved voltages, lead to four methods to drive the DB converter. Figures
4.9 and 4.10 depict the DB waveforms for non-interleaved and interleaved switch-
node voltages with both constant and modulated bias current for sinusoidal ex-
citation with cycle time (To). The maximum modulation index (m̂x) is 0.75 and
the level of the offset current is indicated by ith. The switching frequency is cho-
sen high compared to the excitation frequency, resulting in very dense switching
waveforms, which appear as bands in the figure. The dependency of ∆iL fx

on the
modulation index can be clearly seen in the figure. The bias voltage is chosen 4 %
of UDC, which is realistic, and is multiplied by a factor five in the graph to make
it more clear. Also notice that the output voltage (uC f ) and output current (iout)
show no visible distortion as it would be the case with a practical switching cell
with blanking time.

For non-modulated bias, as shown in Figures 4.9a and 4.10a, the level of the bias
current depends on îsum and can potentially result in high losses for arbitrary
waveforms. However, for arbitrary waveforms, where maximum expected cur-
rent is known a-priori, it is possible to limit losses by adapting the level of the
bias current to particular situations. For instance, in audio applications the bias
current can be made dependent on the selected volume, or for MRI the level of ibias
can be set according to the signal that is going to be applied to the gradient coil
at that moment2. Non-modulated bias current requires only very low bandwidth
control because the bias voltage is constant for a given ibias.

For modulated bias, as illustrated in Figures 4.9b and 4.10b, the level of ibias is
dependent on the absolute value of isum. Therefore, the modulation results in bias
voltage steps at the zero crossings of iout. These steps require more demanding
control, possibly in combination with feed-forward. However, it leads to less bias

2Such prior knowledge is, in principle, available in an MRI system.
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current and, consequently, less losses.

Both Figures 4.9 and 4.10 show the difference between the non-interleaved and
interleaved switch-node voltages. Both inductor currents have equal envelopes,
but are phase shifted for the interleaved case, as depicted in Figure 4.8b. Inter-
leaved switch-node voltages, however, lead to a factor two reduction of ∆̂isum, at
the cost of a significant increase of the bias current ripple.

Both the P-cell and the N-cell of the DB switching-leg support only unidirectional
current. Consequently, the (parasitic) antiparallel diodes of the switches never
conduct current. For this reason it is possible to describe the conduction losses for
uni- and bidirectional current semiconductor devices, such as IGBTs and MOSFETs,
in a single model.

Figure 4.11 depicts the model used to determine the conduction losses. The ideal
diodes and switches are extended with a forward voltage (Vf & Von) and an on-
resistance (R f & Ron), which is a linear approximation of underlying exponential
behavior. However, for power diodes and IGBTs the voltage drop due to the on-
resistance is dominant, which masks the exponential behavior [67, page 525]. As
a consequence the voltage/resistor representation is in practice a good model for
power diodes and IGBTs. Power MOSFETs behave resistive when conducting, as
a consequence Von = 0 for MOSFET switches. It should be noted that semicon-
ductor parameters vary significantly as function of temperature. The effects of
temperature are neglected in this thesis.

The conduction losses of the passive components are taken into account by series
resistances. For determining losses, the switching currents are assumed ideal
triangular shaped, and any amplitude, frequency or temperature dependencies
are neglected. Furthermore, it is assumed that the DB converter is operating in
CCM.

Losses in passive components

The losses of the output filter can be expressed as follows:

PRL f
= RL f

1
T



∫

T

(
iL f1

(t)
)2

dt +
∫

T

(
iL f2

(t)
)2

dt


 . (4.23)

It is illustrative to compare these losses to the situation in conventional switching
cells. This can be achieved by expressing iL fx

in (4.23) in terms of isum and ibias,
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−îout

0
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Figure 4.9: Simulated waveforms of the DB converter, (a) without, and (b) with
modulated bias voltage for non-interleaved switch-node voltages.
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Figure 4.10: Simulated waveforms of the DB converter, (a) without, and (b) with
modulated bias voltage for interleaved switch-node voltages.
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Figure 4.11: Split-leg with integrated bias and lossy components.

as in (4.10), which leads to

PRL f
= RL f

1
To

∫

To

(
1
2 isum(t)± ibias(t)

)2
dt (4.24)

where in turn equation (4.24) can be rewritten to

PRL f
= RL f

2
To

∫

To

(
1
4 (isum(t))2 + (ibias(t))

2
)

dt. (4.25)

Analogous with (4.16), RL f can be expressed in terms of RLsum and RLbias , with

RLsum = 1
2 RL f (4.26a)

RLbias = 2RL f . (4.26b)

By combining (4.26) and (4.25) the expression for the losses in the inductors for
the DB switching leg becomes

PRL f
= RLsum I2

sum + RLbias I2
bias (4.27)

where RMS values are represented by capitals. Equation (4.27) shows that the
proposed variable transformations are invariant for loss power. When comparing
the losses in the filter inductors of teh DB to its equivalent conventional switching
cell, that is when RLsum is equal to the filter inductor resistance of the conventional
cell, it can be seen that the inductive losses increase with the square of the RMS

bias current times RLbias . It is, therefore, essential to keep the bias current as small
as possible.
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When assuming sinusoidal output current and neglecting the effect of the switch-
ing current ripple the ratio PRL f /PRLHB

between the losses of the DB and its conven-
tional equivalent HB can be approximated by

PRL f

PRLHB

≈





3 + 8 ith
îout

, constant bias

2 + 16
π

ith
îout

, modulated bias
(4.28)

which is definitely significant. In practice, when assuming ith/îout = 0.2, the con-
duction losses in the inductive components will increase with a factor 4.6 for con-
stant bias and approximately with a factor three for modulated bias, compared
to a conventional switching leg. From (4.28) it can also be seen that the inductive
losses for modulated bias current improve by at factor 2/3 to 2/π compared to the
losses for constant bias current. It should be noted that (4.28) assumes that the
filter inductor of the equivalent HB is assumed equal to Lsum, thus the individual
DB inductors are valued two times larger than the filter inductor of its equivalent
HB.

The conduction losses of the filter capacitor of the DB are equal to its conventional
switching, and can be expressed as

PRC f
= RC f

1
To

∫

To

(
iC f (t)

)2
dt (4.29)

where iC f = isum− iout, and RC f is the parasitic equivalent series resistance of the
filter capacitor (C f ). For constant (DC) 〈uC f 〉, (4.29) simplifies to

PRC f
= RC f

1
3 (∆isum)2 . (4.30)

For the non-interleaved case, the DB is equivalent to the conventional switching
leg with filter inductor resistance and current equal to RLsum and isum, respec-
tively. The additional inductor conduction losses of the DB with respect to the
conventional switching leg can therefore be simply expressed as RLbias I2

bias. It
should be noted that, when scaled to the conventional switching leg, RLbias is four
times bigger than the corresponding resistance in the conventional switching cell,
resulting in at least twice as much losses. It is therefore important to keep Ibias as
small as possible, and the DB should be properly designed to minimize conduc-
tion losses.
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Losses in switching devices

A similar analysis can be done for the switching devices. The steady-state con-
duction losses of the switching devices (Pcon

S ) and diodes (Pcon
D ) for one switching

cycle are given by

Pcon
S =

1
Tsw

Tsw∫

0

(
Von

(
iS1(t) + iS2(t)

)
+ Ron

((
iS1(t)

)2
+
(
iS2(t)

)2
))

dt (4.31a)

Pcon
D =

1
Tsw

Tsw∫

0

(
Vf
(
iD1(t) + iD2(t)

)
+ R f

((
iD1(t)

)2
+
(
iD2(t)

)2
))

dt (4.31b)

where iSx and iDx are the currents flowing through the corresponding switches
and diodes, and Von and Ron, and Vf and R f are the forward voltage and on-
resistance of the switches and diodes, respectively.

Equation (4.31b) can be rewritten in terms of the inductor currents by changing
the integration interval, because the current flowing through the switching de-
vices is zero when they are not conducting

Pcon
S =

1
Tsw

∫

Tp
1

(
Ron

(
iL f1

(t)
)2

+ VoniL f1
(t)
)

dt+

1
Tsw

∫

Tn
2

(
Ron

(
iL f2

(t)
)2
−VoniL f2

(t)
)

dt (4.32a)

Pcon
D =

1
Tsw

∫

Tn
1

(
R f

(
iL f1

(t)
)2

+ Vf iL f1
(t)
)

dt+

1
Tsw

∫

Tp
2

(
R f

(
iL f2

(t)
)2
−Vf iL f2

(t)
)

dt (4.32b)

where Tp
x and Tn

x are the time intervals that the corresponding switch node is con-
nected to the positive or negative DC supply, as represented by the time intervals
(t1 . . . t2) and (t2 . . . t1), respectively in Figures 4.6a and 4.6b.

When assuming ideal triangular switching currents and applying the proposed
variable transformations, the total steady-state instantaneous conduction losses
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of the switching leg become

Pcon =
(

Von + Vf

)
〈ibias〉 + 1

2

(
Von −Vf

) (
〈isum〉 mavg + 〈ibias〉 mbias

)
+

(
Ron + R f

) (
1
4 I2

sum + I2
bias

)
+ 1

2

(
Ron − R f

) (
1
4 I2

sum + I2
bias

)
mbias+

(
Ron − R f

)
〈ibias〉 〈isum〉 mavg (4.33)

where, in turn, the switching time intervals are expressed in terms of mavg and
mbias, 〈·〉 represents a periodic average value, and the capitalized currents repre-
sent cycle RMS values, respectively. From (4.33) it can be seen that the losses of a
DB switching leg become independent of the modulation index when Von = Vf
and Ron = R f . Furthermore, when Von = Vf the losses due to forward volt-
age only depend on the average bias current and not on 〈isum〉. The effects of
the forward voltage and resistive losses on output quality are treated in detail in
Chapter 6.

The conduction losses in a conventional switching leg can be calculated similarly
as for the DB. When neglecting blanking time and assuming unipolar current
devices, i.e. IGBTs and ideal triangular switching currents, the steady state con-
duction losses are given by

Pcon
HB =





1
2

(
Von + Vf

)
〈iLHB〉 + 1

2

(
Ron + R f

)
I2
LHB

+

1
2

(
Von −Vf

)
〈iLHB〉m + 1

2

(
Ron − R f

)
I2
LHB

m, ǐLHB > 0

− 1
2

(
Von + Vf

)
〈iLHB〉 + 1

2

(
Ron + R f

)
I2
LHB

+

1
2

(
Von −Vf

)
〈iLHB〉m− 1

2

(
Ron − R f

)
I2
LHB

m, îLHB < 0

(4.34)

where 〈iLHB〉 and ILHB are the periodic average and cycle RMS inductor currents
of the equivalent conventional HB, and m represents the modulation index of the
HB. It should be noted that (4.34) is only valid for distinct positive or negative
steady-state inductor current.

When assuming m = mavg = mbias = 0, i.e. the losses are equally distributed over
the switching devices, and neglecting the effects of the switching current ripple,
the instantaneous losses due to Von and Vf , and Ron and R f of the DB increase ap-
proximately by a factor 1 + 2ith/îout and 2.5 + 4ith/îout, respectively, compared to the
conventional HB. In practice, when again assuming ith/îout = 0.2, the conduction
losses due to Von and Vf , and Ron and R f of the DB, increase by factor 1.4 and 3.3,
respectively.
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The switching losses of the DB are not detailed in this thesis. However, the DB has
the same number of switching devices as the HB, two switches and two diodes,
and therefore both legs of the DB suffer from diode reverse-recovery losses when
the corresponding semiconductor switch is turned on, which is not the case for
the conventional HB. The HB has only one occurrence of diode reverse-recovery
losses per switching cycle.

When a semiconductor switch is turned off, soft commutation to the correspond-
ing discrete diode occurs in a DB leg, and, consequently, the inherit antiparal-
lel diodes of the semiconductor switches do not conduct during normal opera-
tion. Power MOSFETs have an integrated parasitic bipolar junction transistor (BJT),
which can turn-on unintendedly when too-fast transients of the drain-source volt-
age (uDS) occur due to reverse recovery of the internal antiparallel diode of the
MOSFET [67, page 590]. Therefore, in case that MOSFETs are used in a DB, this ac-
cidental turn-on cannot occur. Moreover, the mostly poor integrated antiparallel
diodes of the semiconductor switches do not need to be blocked and bypassed,
as might be required for convention switching legs [67, page 592].

It should be noted that it is possible to optimize the diode and switch separately
for the DB, since the antiparallel diodes of the switches are never conducting.
Therefore, less concessions have to be made when selecting the semiconductor
devices. Losses can be reduced by selecting diodes with low reverse-recovery
charge and switches with very low on-state voltage. The loss analysis made in
this section assumed use of the same switches and diodes in the DB and the HB,
which most likely does not result in the lowest possible losses.

Both the losses in the inductors and switching devices increase significantly com-
pared to the conventional PWM switching leg, this is the price to pay for signal
quality.

4.3 Auxiliary bias

Figure 4.12 shows the DB with the auxiliary bias circuit. Since the polarity of iLax

is always the same, only unipolar current capability is required for the auxiliary
switching legs. Therefore, additional P- and N-cells with auxiliary bias inductors
are incorporated in the DB converter, resulting in a topology that is still robust for
shoot-through current and will be referred to as auxiliary-bias dual-buck (ABDB)
converter from here on.

The moving average inductor currents required to guarantee CCM are found to be
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Figure 4.12: Practical implementation of a dual-buck with auxiliary bias inductors.

〈iL f1
〉 = 1

2 〈isum〉 (4.35a)

〈iL f2
〉 = 1

2 〈isum〉 (4.35b)

〈iLa1
〉 = − 1

2 |〈isum〉| − i′th (4.35c)

〈iLa2
〉 = 1

2 |〈isum〉|+ i′th (4.35d)

with, for positive power flow (active power flowing from the source to the load),

i′th ≥





∆iL f2
+ ∆iLa2

, 〈isum〉 ≥ 0∧mavg ≥ 0

∆iL f1
+ ∆iLa1

, 〈isum〉 < 0∧mavg < 0
(4.36)

where ∆iL fx
and ∆iLax

are the current ripple amplitudes of the corresponding
inductors. For negative power flow, i′th as given in (4.36) is slightly conservative.

The inductor current ripple amplitudes ∆iL f1
and ∆iL f2

are ideally equal, and
given by

∆iL f = ∆̂iL f

(
1−m2

avg

)
, with (4.37a)

ˆ∆iL f =
UDC

8L f
Tsw (4.37b)

where Tsw is the PWM switching cycle time, and mavg represents the modulation
index that corresponds to the output voltage. The modulation index mavg is con-
fined to the interval [−1 . . . 1] and is, as for the DB, given by

mavg =
2

UDC

〈
uavg

〉
. (4.38)

For mbias1 ≤ 0, and mbias2 ≥ 0, the inductor current ripple of the auxiliary induc-
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tors can be determined from

∆iLa1
= ∆̂iLa1

·max
(

1
2
(
1 + mavg

)
+ mbias1 , 1

2
(
1−mavg

))
(4.39a)

∆iLa2
= ∆̂iLa2

·max
(

1
2
(
1−mavg

)
−mbias2 , 1

2
(
1 + mavg

))
(4.39b)

∆̂iLax
=

UDC

2La
Tsw

∣∣mbiasx

∣∣ (4.39c)

where max (·, ·) represents the maximum of both elements. The modulation in-
dices for the bias voltages of the corresponding switching legs are given by mbias1

and mbias2 , which are also limited within the interval [−1 . . . 1], and are given by

mbiasx =
1

UDC

〈
ubiasx

〉
, with (4.40a)

ubiasx = uax − usnx . (4.40b)

For completeness, the offset current i′th for negative power is determined from

i′th ≥





∆iL f2
+ ∆̂iLa2

·min
(

1
2
(
1−mavg

)
−mbias2 , 1

2
(
1 + mavg

) )
,

〈isum〉 ≥ 0∧mavg < 0

∆iL f1
+ ∆̂iLa1

·min
(

1
2
(
1 + mavg

)
+ mbias1 , 1

2
(
1−mavg

) )
,

〈isum〉 < 0∧mavg ≥ 0
(4.41)

which is equal to (4.36) for mbiasx = 0, and where min (·, ·) represents the mini-
mum of both elements.

As with interleaved converters, the phase shift between the individual switch-
node voltages (usnx ) should be chosen φ = 360°/N, with N = 2, or according to
[15] when component variation needs to be included. To minimize the auxiliary
inductor current ripple ∆iLax

, the phase shifts of uax should be chosen equal to the
corresponding usnx , as suggested with the left-hand waveforms in Figure 4.13a.

Figure 4.13b shows the ABDB waveforms with phase-shifted uax , a scheme which
results in significant ∆iLax

ripple. Applying a different switching frequency for
the auxiliary legs is in most cases not beneficial for either losses or auxiliary in-
ductor (La) volume. This is due to the small ubiasx that is normally required for
the ABDB.

The amount of circulating current through the filter inductors (L f ) should be min-
imized to keep the losses as low as possible. At the same time, DCM has to be pre-
vented to ensure a high-quality output voltage. Therefore, iLa1

and iLa2
need to
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Figure 4.13: Simulated voltage and current waveforms for the ABDB, with equal
phase shift usnx and uax (a), and with 180° phase shift (b).
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be set according to (4.35). A convenient transformation for the output quantities
is

isum = iL f1
+ iL f2

(4.42a)

idiff =
1
2

(
iL f1
− iL f2

)
(4.42b)

where isum is the combined output filter current, and idiff is the unwanted circu-
lating current in the filter inductors. The corresponding transformation for the
input quantities is given by

uavg = 1
2 (usn1 + usn2) (4.43a)

udiff = usn1 − usn2 (4.43b)

ubias1 = ua1 − usn1 (4.43c)

ubias2 = ua2 − usn2 . (4.43d)

The waveforms after variable transformation are shown in the right-hand graphs
of Figure 4.13. From Figure 4.13a, it can be seen that a low current ripple of iLa is
obtained when applying the proposed modulation on the ABDB converter. Both
inductors L fx carry approximately half the current compared to the conventional
DB with interleaved voltages, see Figure 4.8b. Furthermore, the inductors Lax

can be designed much smaller than the filter inductors L fx . This is because the
proposed PWM scheme in combination with the small bias voltage that is required
to overcome the losses in the switches, diodes and auxiliary inductors, results in
a very small volt-second product. Both , a three-level uavg with double frequency.

The value of La that produces the smallest total inductor volume may not be
immediately clear, since decreasing of Lax results in a higher ∆iLax

, which in turn
needs to be compensated by increasing i′th as will be shown in Chapter 5.

4.4 Summary

This chapter introduces the DB and two derived topologies, and shows their re-
lation to the conventional canonical cell. Furthermore, the notation and variable
transformations that will be used in the remainder of this thesis are given. The DB

and its derivatives do not suffer from distortion due to the blanking time that is
normally needed for converters based on conventional switching legs. Further-
more, the DB is robust for shoot-through, making it more reliable. Both the DB and
ABDB are treated in detail in this chapter.
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It is shown that high output quality requires that the DB switching legs operate
in CCM by allowing a bias current, and that the DB legs allow overlapping gating
signals, resulting in additional degrees of freedom for PWM generation. Moreover,
different PWM and bias current modulation strategies are proposed.

The DB converter has more losses than its conventional equivalent switching leg.
However, since the integrated antiparallel diodes of the switches are not used,
the DB allows separate optimization of the discrete diodes and switches, which is,
in case of MOSFET switches, not possible in the conventional switching leg.

It should again be noted the DB switching leg is a standard building block that
can be used to replace a conventional switching leg in many topologies, as in
parallel- and series-connected half- and full-bridge converters, and other multi-
level topologies like the flying-capacitor or neutral-point-clamped converter.





Chapter5
Volume reduction of the

inductive components

“Beauty depends on size as well as symmetry.”
(Aristotle)

Abstract — This chapter focuses on the selection of the inductive components.
The combination of interleaved voltages and coupled inductors is investigated,
with the aim to integrate the functionality of both the filter and bias-current in-
ductors in a single coupled device, while reducing the total volume of the in-
ductive components. It is shown that combining coupled inductors with non-
interleaved voltages results in a significant reduction of the inductor volume.
However, the power density of the DB converter remains lower than its conven-
tional equivalent HB. The total inductor volume of the ABDB is investigated as
well, showing that the total inductor volume for this circuit is similar to that of
the DB.

Contributions of this chapter are published in:

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Volume reduction of
opposed current converters through coupling of inductors and interleaved switching,” in Pro-
ceedings of the 38th Annual Conference of the IEEE Industrial Electronics Society (IECON), 2012, pp.
852–857.

− J. M. Schellekens, M. L. A. Caris, J. L. Duarte, H. Huisman, M. A. M. Hendrix, and E. A.
Lomonova, “High precision switched-mode amplifier with an auxiliary bias circuit,” in Pro-
ceedings of the 15th European Conference on Power Electronics and Applications (EPE), 2013, pp.
1–10.
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5.1 Introduction

In Chapter 4 two topologies were introduced that do not suffer from the effects of
blanking time, and which are robust for shoot-through current. These converters
consist of parallel-connected sets of P- and N-cells [116]. Each cell consists of
one diode and switch and allows, therefore, only unidirectional power flow. The
combination of a P- and N-cell, which became known as OCC, and DB in [105]
and [52] respectively, supports bi-directional power flow. Each DB leg has the
same number of diodes and switches as a conventional half-bridge leg (HB), as
shown in Figure 4.1d, however, it requires one additional inductor resulting in a
possibly increased volume.

Attempts have already been made to reduce the volume of the DB by means of
coupling of inductors. In [16, 87] and [131] tight coupling is suggested to reduce
the volume of the passive components of the DB switching leg. In [82] the full-
bridge equivalent DB is considered, and crosswise coupling between two DB legs
is suggested by means of common-mode chokes. Both proposed methods con-
sider only the inductance required to prevent shoot-through currents and, there-
fore, require an additional filter inductor to achieve a high-quality, smooth, out-
put voltage.

It should be mentioned that the method proposed in [82] is limited to full-bridge
equivalent circuits DB, due to the crosswise coupling between DB legs. In this
chapter only a single DB leg is considered, therefore, the method discussed in [82]
will not be investigated further.

In this chapter, the selection of the inductive components based on the area-
product method is treated. The combination of interleaved voltages and coupled
DB filter inductors is explored with the aim to reduce the volume of the passive
components while integrating the inductance required to prevent shoot-through
current and filtering in a single device. Furthermore, the total inductor volume
of the ABDB is determined and compared to that of the DB.

5.2 Selecting the passive components

Selection of the passive component values in power converters is all but straight-
forward. Different design approaches exist, such as methods based on load step
behavior for power supplies [9, chapter 1], power bandwidth, losses, and volume.
Most approaches focus on the inductive components, which can be categorized in
two groups; namely, methods that include optimization processes, as in [72], and
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Figure 5.1: Area product geometric parameters.

methods that rely on closed-form equations like the power-bandwidth approach
as in [123].

In this section the area-product method is used to determine the volume of the
filter inductors. The area product (AP) treated in [21] and [61] results in a closed-
form expression that can be used to analyze the inductor volume. The AP is the
product of the effective core area (AC) and the winding area (WA), as illustrated
in Figures 5.1a and 5.1b, and is given by

AP =
L

B̂JKu
î I (5.1)

where L is the inductance, B̂ is the peak magnetic flux density, J is the RMS current
density in the wire of the inductor, and Ku is the window utilization, which is
the ratio of the winding area and the number of windings times the wire cross-
sectional area ACu, as indicated in Figure 5.1c. The peak and RMS current are
represented by î and I, respectively. The inductor volume can be estimated from
the AP by

VL ≈ Kvol A
3/4
P (5.2)

where Kvol represents the core’s geometric constant.

As can be seen from (5.1), the area product takes only the peak flux density and
copper losses into account. Core losses, eddy-current losses, skin effect, proxim-
ity effect and leakage flux are neglected in the area product pur sang. Moreover,
a homogeneous magnetic flux distribution in the core is assumed. Still the area
product can be a useful tool to compare inductor volumes or to make an initial
design that can be further optimized [63, page 146 to 157]. A derivation of the
area product is included in Appendix D.1.
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5.3 Integrated-bias dual-buck converter

To determine the area product of the filter inductors (L f ) of the conventional DB,
as depicted in Figure 4.5, first, the peak and RMS currents need to be expressed
in terms of a-priori known design parameters. The inductor current of switching
converters can typically be expressed in a sum of the periodic average 〈iL f 〉 and
a high-frequency ripple (ĩ) due to switching.

To simplify the analysis, from here on iout is assumed sinusoidal, and the induc-
tor current ripples are assumed triangular. Furthermore, the inductor current
ripple is assumed to be eliminated completely from iout by the output filter (L fx ,
C f ). With these assumptions the maximum filter inductor current can be approx-
imated by

îL f ≈ îout + (1 + λth) ∆̂iL f (5.3)

where îout is the maximum expected output, ∆̂iL f the maximum inductor current
ripple amplitude, and λth = ith/∆̂iL f . The parameter λth adds the offset current nec-
essary to prevent DCM, as explained in Section 4.2, and is equal to or greater than
one. It should be noted that it is assumed here that the peak output current co-
incides with the peak inductor current ripple, which is worst-case and only valid
for purely inductive loads. Therefore, a higher penalty than absolutely necessary
is applied to the inductor current ripple in case of resistive loading.

Using the same notation as in (5.3), the RMS inductor current becomes

IL f ≈





√
3
8 î2out +

(
1
3 + λ2

th

) (
∆̂iL f

)2
+ îoutλth ∆̂iL f , constant bias

√
1
4 î2out +

(
1
3 + λ2

th

) (
∆̂iL f

)2
+ 2

π îoutλth ∆̂iL f , modulated bias

(5.4)

where it is supposed that the inductor current ripple amplitude is at its maxi-
mum.

In practice, the inductor current ripple amplitude varies as function of the oper-
ating point. Therefore, also in the RMS term a higher penalty on inductor current
ripple is applied. The conservativeness of the AP for large ∆̂iL f partly compen-
sates for the frequency-dependent losses that are neglected in the area product.
The derivation of the peak and RMS currents is included in Appendix D.2.

In view of (4.3b) L f can be expressed in terms of ∆̂iL f , which in turn can be written
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in terms of îout as

∆̂iL f = λL f îout. (5.5)

Finally, by combining the results of (5.1), (5.3), (5.4), and (5.5) the area product of
the DB filter inductor becomes

APconst =
UDC îoutTsw

8B̂JKu

(
λ−1

L f
+ λth + 1

)√
3
8 + λ2

th λ2
L f

+ RR
1
3 λ2

L f
+ λth λL f (5.6)

for a constant bias current, and

APmod =
UDC îoutTsw

8B̂JKu

(
λ−1

L f
+ λth + 1

)√
1
4 + λ2

th λ2
L f

+ RR
1
3 λ2

L f
+ 2

π λth λL f (5.7)

for modulated bias current. Similarly, without further details, the area product
for the filter inductor of a conventional HB [63, page 146] can be determined to be

APHB =
UDC îoutTsw

8B̂JKu

(
λ−1

LHB
+ 1
)√

1
2 + RR

1
3 λ2

LHB
(5.8)

where λLHB is the inductor ripple ratio of the HB filter inductor, which in turn is
given by λLHB = ∆̂iLHB/îout.

A resistance ratio RR = RAC/RDC is added to the area products given in (5.6), (5.7),
and (5.8) to incorporate the skin and proximity effects as proposed in [63, page
149]. Inclusion of the core losses is challenging since the loss models heavily
depend on the material used, and is, therefore, omitted. The area products pre-
sented above are, therefore, only valid for saturation-limited designs.

The area products given in (5.6) to (5.8) can be minimized as function of λL f or
λLHB . The other parameters are constants that depend on the converter specifi-
cations and on the magnetic core, bobbin, and wire used, and can be assumed
constant when comparing the area products given in (5.6) to (5.8).

The optimal inductor current ripple ratio, that is the λLx that minimizes the area
product, can be determined by solving

0 =
dAPx (λLx )

dλLx

(5.9)

which, for the HB, leads to λLHB = 3
√

3RDC/2RAC. For the DB, however, the corre-
sponding results are lengthy, not insightful, and, therefore, not included in this
thesis. Instead the results are visualized in Figure 5.2, which depicts the relative
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core volumes as a function of λL f , for both RR = 2 and RR = 10 and λth = 1.5,
which are practical values. The volumes are determined using (5.2), assuming
equal magnetic core geometric constants. Furthermore, for the DB, inductor vol-
umes are multiplied by a factor of two and all inductor volumes are normalized
to the volume for the conventional HB, as illustrated in Figure 4.1d without filter
capacitor, with λLHB = 0.25, which is again a practical value.

From Figure 5.2 it can be seen that the minimum magnetic volume for the HB

occurs at λLHB = 0.91 with RR = 2, which is almost in the ZVS region [95], and
λLHB = 0.53 with RR = 10. Furthermore, the core volume changes only slightly
over a broad range of λLHB .

The previous results are valid for saturation-limited magnetic designs. Designs
that are limited by core losses require a larger penalty on high current ripple, and
consequently magnetic flux ripple. In [63, page 150] an example is given how
to include core losses in the area product. However, also in designs limited by
saturation it is beneficial to prevent large inductor current ripple because of the
associated increased losses in the semiconductor switches and filter capacitors.
Therefore, λLx should be chosen to minimize the volume of the complete con-
verter, and not only to minimize the inductor volume.

From (5.6) to (5.8) it can be seen that λLx impacts the RMS current, which in turn
determines the conduction losses in various other components in a converter. In
case of the HB, when λLHB > 1, i.e. operation at ZVS, the RMS contribution of the
switching ripple becomes larger than the RMS contribution of the output current if
RR < 3/2. However, it results in nearly zero switching losses. On the other hand,
if λLHB < 1 switching losses occur, and any additional inductor current ripple
will add to the losses in the semiconductor switches, diodes and other passive
components. For hard-switched converters λLHB should be chosen such that the
overall volume is minimized. In practice, for hard-switched converters, λLHB is
chosen between 0.1 and 0.3.

The DB has a smaller range over which λL f can be varied without significantly
changing the total inductor volume. This is due to the offset current (ith) that
is required to guarantee CCM. From Figure 5.2 it can be seen that a DB requires
approximately 3 times more inductor volume than its equivalent conventional
HB. The relative core volumes for the DB depicted in Figure 5.2 are valid for
both non-interleaved and interleaved operation since the area products are de-
termined based on the current in one DB filter inductor.
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Figure 5.2: Relative inductor volume of a DB as a function of λL f with λth = 1.5,
and for (a) RR = 2 and (b) RR = 10.

usn1

iL f1usn2

iL f2

L f1

L f2

uC f

(a)

usn1

iL f1usn2

iL f2

L f1

L f2

uC f

(b)

Figure 5.3: Coupled DB filter inductor with (a) positive coupling, and (b) negative
coupling.

5.3.1 Coupled inductors

Coupled inductors are often used in parallel-connected converters with inter-
leaved switching patterns in order to reduce the volume of the inductive compo-
nents, to reduce losses, and improve dynamic behavior [9, 16, 82, 87, 140]. In [16]
and [87] tight magnetic coupling is applied to the DB leg to reduce the total vol-
ume of inductive components. In [82] coupling is applied between inductors L f1p

and L f2n , and L f2p and L f1n , where p and n denote the positive and negative side of
a full-bridge equivalent DB. Both proposed methods only consider the inductance
required to prevent shoot-through currents and, therefore, still require an addi-
tional filter inductor (L f ) when high-quality smooth output voltage is required.
In this section weak magnetic coupling is exploited to achieve filtering and lim-
itation of the shoot-through current in a single integrated inductive component.
This can be realized by applying partly coupled DB filter inductors, as depicted in
Figure 5.3.
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The relation between the voltages and currents of the coupled inductor shown in
Figure 5.3 are given by

(
usn1 − uC f

usn2 − uC f

)
=

(
L ±M

±M L

)
d
dt

(
iL f1

iL f2

)
(5.10)

where equal number of turns is assumed, L and M represent the inductance and
mutual inductance, and the polarities ± indicate positive or negative coupling,
respectively. The mutual inductance (M) equals k f L where k f is the coupling
coefficient, which lies in the range 0 ≤ k f ≤ 1.

When applying the variable transformations given in (4.9) and (4.10), (5.10) be-
comes

(
uavg − uC f

ubias

)
=

(
Lsum 0

0 Lbias

)
d
dt

(
isum

ibias

)
(5.11)

with

Lsum = 1
2

(
1 + κ f

)
L (5.12)

Lbias = 2
(

1− κ f

)
L (5.13)

and where κ f represents the coupling coefficient including the sign of the cou-
pling (κ f = ±k f ).

From the diagonal matrix form in (5.11) it can be seen that the suggested coupled
inductors have no effect on the proposed decoupling given in (4.9) and (4.10).
Moreover, by adjusting the coupling coefficient (κ f ), the ratio between Lsum and
Lbias can be set arbitrarily.

5.3.2 Area product for coupled inductors

In this section the required volume of the inductive component for a DB switch-
ing leg using a single coupled inductor with variable coupling coefficient (κ f ) is
compared to the volume of the inductive component required for a HB. Figure 5.4
depicts such a coupled inductor and its corresponding reluctance model. Due to
the gap in all three legs, the coupling coefficient can be set arbitrarily by varying
the gap lengths in the outer legs with respect to the gap length in the center leg,
and the sign of the coupling is set by the changing the direction of the turns in
one of the inductors. Notice that κ f = 0 and |κ f | = 1, are not possible in practice
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Figure 5.4: DB coupled inductor (a) and corresponding reluctance model (b), n is
the number of windings.

due to the finite permeability of the core material.

When assuming a homogeneous magnetic field distribution the fluxes in the
outer legs of the coupled inductor are given by

(
Φ1
Φ2

)
=

n
Ro (Ro+2Rc)

(
Rc +Ro ±Rc
±Rc Rc+Ro

)(
iL f1

iL f2

)
(5.14)

where Φx are the magnetic fluxes and Rx are the corresponding magnetic core
reluctances as depicted in Figure 5.4b. The flux in the center leg equals ΦC =

−Φ1 ±Φ2. Equation (5.14) can be expressed in terms of L and M as
(

Φ1
Φ2

)
=

1
n

(
L ±M

±M L

)(
iL f1

iL f2

)
(5.15)

and in turn by applying the proposed variable transformation (5.15) becomes
(

Φ1
Φ2

)
=

1
n

(
Lsum

1
2 Lbias

Lsum − 1
2 Lbias

)(
isum

ibias

)
. (5.16)

The maximum fluxes in both of the outer core legs are equal when assuming
sinusoidal excitation, thus only one outer leg needs to be considered. By using
(5.12), (5.13), and

Φ = BAC (5.17)

equation (5.16) can be rewritten in terms of L, κ f , B̂, and AC, resulting in the
following expression for the effective core area

AC =
L

B̂n
max

t

(
1
2

(
1 + κ f

)
isum(t) +

(
1− κ f

)
ibias(t)

)
. (5.18)
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The winding area for one of the inductors is determined by

KuWA = nACu (5.19)

where ACu is the wire cross-sectional area. When assuming again a sinusoidal
output waveform the RMS currents in both inductors become equal and (5.19) can
be rewritten as

WA =
n

JKu
IL f (5.20)

which, in turn, can be expressed in terms of isum and ibias as

WA =
n

JKu

√√√√√ 1
T

t+T∫

t

(
1
2 isum(τ) + ibias(τ)

)2
dτ (5.21)

by again applying the proposed variable transformation.

Finally, by using (5.12) the area product becomes

APDB =
2Lsum

B̂JKu

1
1 + κ

max
t

((
1 + κ f

) 1
2

isum(t) +
(

1− κ f

)
ibias(t)

)
×

√√√√√ 1
T

t+T∫

t

(
1
2 isum(τ) + ibias(τ)

)2
dτ. (5.22)

The parts representing the peak and RMS currents in (5.22) can be expressed in
terms of time-independent variables, as detailed in Appendix D.3, resulting in

APDB =
UDC îoutTsw

8B̂JKu

1
1 + κ

îDB IDB (5.23)

where the normalized peak and RMS currents (îDB & IDB) are given by

îDB = 2λ−1
sum +

(
1− κ f

)
λth +

(
1 + κ f

)
(5.24)
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and

IDB =





√
3
8 +

(
λ2

th +
1
3 RR

)
1
4 λ2

sum + 1
2 λth λsum, constant bias

√
1
4 +

(
λ2

th +
1
3 RR

)
1
4 λ2

sum + 1
π λth λsum, modulated bias

(5.25)

for non-interleaved switch-node voltages usn, and

îDB = 1
2 λ−1

sum +
(

1− κ f

)
max
mavg

((
1 + κ f

1− κ f
+ λth

)(
|mavg| −m2

avg

)
+ . . .

(1 + λth)
1 + κ f

1− κ f

(
1− |mavg|

)
)

(5.26)

and

IDB =





√
3
8 +

(
λ2

th +
1
3 RR

)
4λ2

∆λ2
sum + 2λth λ∆λsum, constant bias

√
1
4 +

(
λ2

th +
1
3 RR

)
4λ2

∆λ2
sum + 4

π λth λ∆λsum, modulated bias
(5.27)

for interleaved switch-node voltages usn. The ratio between λsum is given by

λsum =
∆̂isum

îout
(5.28)

and λ∆ for interleaved usn equals

λ∆ = max
mavg

(
1 + κ f

1− κ f
−

2κ f

1− κ f
|mavg| −m2

avg

)
. (5.29)

Finally, it should again be noted that îDB and IDB are normalized to îout, being
thus dimensionless.

Using (5.23) the total inductor volume of the DB with coupled inductors becomes

VDB = 2Kvol

(
APDB(λsum, κ f )

)3/4

. (5.30)

Figure 5.5 illustrates the inductor volume ratio between the DB with modulated
bias current and a conventional HB when assuming equal core volumetric con-
stants, λth = 1.5, RR = 6, and again it is assumed that λLHB = 0.25. The values
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of λth and RR are the same as in the experimental setup used to verify the results
later in this section.

For non-interleaved switch-node voltages, as depicted in Figure 5.5a, κ f should
be chosen close to 1. Negative coupling results in a larger volume because Lsum

decreases for smaller κ f , which, in turn, results in larger ∆̂isum, which, in turn,
has to be compensated by increasing ith. Furthermore, it should be noted that κ f
should always be smaller than one, to ensure sufficient Lbias to prevent discon-
tinuous current.

For interleaved switch-node voltages, as depicted in Figure 5.5b, the minimum
relative inductor volume occurs for κ f close to zero, thus for almost separate in-
ductors. The inductor volume becomes infinite for both κ f = ±1.

Figure 5.6a depicts the relative inductor volume for the value of λsum that mini-
mizes the inductor volume. For non-interleaved switch-node voltages and mod-
ulated bias current, the relative inductor volume approaches 1.5 for κ f just under
1. The minimum inductor volume for interleaved switch-node voltages occurs
for κ f ≈ −0.25.

Chapelsy et al. compared the total weight of the inductive components for a DB

switching leg with interleaved switching to the weight of the filter inductor of a
conventional HB in [16]. For the case studied there the weights were compara-
ble. Figure 5.6a also depicts the relative volume that can be obtained by using a
coupled inductor with κ f close to minus one for the bias inductance in combina-
tion with a separate filter inductor for the ripple component of isum, as proposed
in [16]. Those results are calculated using the area-product method as detailed in
Appendix D.4. The method proposed in [16] results in approximately 30 % less
inductor volume for interleaved switch-node voltages and approximately 10 %
less volume for non-interleaved switch-node voltages and is, therefore, definitely
the best method to reduce the volume of the inductive components in a DB. How-
ever, contrary to the claims of [16], volume and, therefore, also the weight of the
inductive components will increase compared to the HB.

It should be noted that the circuit proposed in [16] requires two components in-
stead of one, as in the coupled case for non-interleaved switch-node voltages de-
scribed in this chapter. Even though the total volume for [16] is slightly smaller,
the required board area for two discrete components might be larger than one
component.
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Figure 5.5: Relative coupled inductor volume for a DB with modulated bias current
as function of κ f and λsum with λth = 1.5 and RR = 6, for (a) non-interleaved, and
(b) interleaved usn. The black lines indicate the λsum that minimizes the relative
inductor volume for a given κ f .
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Figure 5.6: Relative coupled inductor volume for a DB as function of κ f for λth =
1.5 and RR = 6, with (a) the λsum that minimizes the inductor volume, where
Chapelsky refers to the results of Chapelsky et al. presented in [16], and (b) with
λsum = 0.3 for non-interleaved usn and λsum = 0.075 for interleaved usn. In the
legend ‘ni’ and ‘i’ represent non-interleaved and interleaved usn, respectively, and
‘const’ and ‘mod’ denote constant and modulated bias current, respectively.
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Table 5.1: Magnetic core material specifications.

Manufacturer Magnetics, Inc.
Type 0078737A7
Material XFlux
Relative permeability 60
Effective cross section 497 mm2

Effective length 184 mm
Nominal inductance 204 nH/Turns2

5.3.3 Results

A prototype DB was built using available power components with control and
PWM generation implemented on a dSPACE prototyping system. The control
hardware consists of a processor board and an analog capture board for the mea-
surement and control, and a field-programmable gate array (FPGA) module for
PWM generation. Two sets of inductors were constructed to compare the resulting
inductor volume in case of non-interleaved switch-node voltages with coupled
filter inductors and interleaved switch-node voltages with separate inductors.
For the interleaved case separate inductors were chosen because no significant
decrease of volume is expected when coupled inductors are used. Details about
the experimental DB setup are described in Appendix A.4.

The inductors were designed for a maximum current of 40 A and λL f = 0.15
for each inductor. This translates to λsum = 0.3 for non-interleaved switch-node
voltages and λsum = 0.075 for interleaved switch-node voltages, respectively.
The inductor volume ratios for that case are depicted in Figure 5.6b. It shows that
the volume ratio between the coupled and separate inductors is 0.64. Notice that
the DB inductor volumes are shown normalized to a HB with λLHB = 0.15.

Both inductors are based on the same toroidal core with distributed air gap,
wound with litz wire with 0.28 mm diameter and 100 strands. The separate and
coupled inductors have 32 and 23 turns, respectively, resulting in Lsum = 104 µH
for separate inductors, and Lsum = 108 µH and κ f = 0.75 for coupled inductors.
The coupling coefficient was set by partial winding of the toroidal core, as can be
seen in Figure 5.7. Details about the used magnetic core are given in Table 5.1,
and Table 5.2 contains a summary of the calculated and obtained parameters.

Figure 5.7 depicts the inductors which were used for the experimental verifica-
tion. The inductor shown on the right-hand side is the coupled filter inductor,
and the inductors depicted on the left-hand side are the separate inductors. The
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Table 5.2: Calculated and (measured) inductor parameters.

Turns κ f L f1 (µH) Lsum (µH) Lbias (µH)

Separate 32 - 208 (206) 104 (103) 416 (412)
Coupled 23 0.76 (0.71) 123 (129) 108 (111) 59 (74)

L f1

L f2

L f1

L f2

Coupled inductor

Separate inductors

Figure 5.7: Coupled inductors with κ f = 0.75, Lsum = 108 µH, and Lbias = 62 µH
designed for non-interleaved usn, and separate inductors with L f = 208 µH de-
signed for interleaved usn.

volume ratio of the coupled and separate inductors after correcting for B̂ is 0.57,
which is 11 % smaller than the 0.64 that can be read from Figure 5.6b. The mis-
match between the calculated and realized volume can be attributed to the differ-
ence in core volumetric constant, which in turn is caused by the different winding
method of the inductors. The separate inductors have one layer of turns dis-
tributed over the entire core and the coupled inductors have multiple layers of
windings distributed over part of the core to set κ f .

Simulation results were compared to measurements obtained from an experi-
mental DB setup based on IGBT switches, as described in Appendix A.4. Fig-
ure 5.8 shows simulation results for both coupled inductors with non-interleaved
switch-node voltages and separate inductors with interleaved switch-node volt-
ages, using the inductors described in Table 5.2, with UDC = 100 V, 10 kHz
switching frequency, and 10 A output current. Figure 5.8 shows the relations be-
tween voltages and currents before and after application of the variable transfor-
mations given in (4.9) and (4.10).

The simulated voltages and currents for non-interleaved switch-node voltages
are depicted in Figure 5.8a. It can be seen that there is a considerable current rip-
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ple present on ibias. The presence of this ripple component on ibias is due to the
required bias voltage that was assumed zero when determining the area prod-
ucts. In this case the bias voltage was 5 % of UDC, which is relatively high, and
κ f was 0.75. The bias current ripple leads to more losses than included in the
area product and should be small compared to the current ripple of isum for a fair
comparison of the inductor volume using the method presented in this chapter.
Therefore, when κ f is chosen close to one, care should be taken about the bias
voltage that is required to maintain CCM. In practice, κ f should be chosen smaller
than 0.8.

The results of the interleaved case, depicted in Figure 5.8b, are similar to the re-
sults depicted in Figure 4.8b and illustrate that interleaved switching results in
unipolar uavg with double effective switching frequency. Because of the inter-
leaved currents the ripple amplitude of isum is half that of the individual filter
inductor currents. Since the switch-node voltages are interleaved, the bias volt-
age is bipolar, resulting in considerable bias current ripple.

For separate inductors there is no significant interaction between the P-cell and
N-cell of the DB. For coupled inductors, as depicted in Figure 5.8a, there is sig-
nificant interaction between both cells. Figure 5.8a shows that the bias current
ripple adds to the ripple component of iL f1

and subtracts from iL f2
for mavg > 0.

The opposite occurs for mavg < 0. The offset current (ith) should be adjusted
for the bias current ripple such that CCM is guaranteed under all output condi-
tions. Furthermore, there is a trade-off between the voltage ripple of ubias and
uavg. Non-interleaved switch-node voltages result in a bipolar uavg and unipolar
ubias, and interleaved switch-node voltages result in unipolar uavg and bipolar
ubias. The effects of this trade-off on the output voltage spectrum will be treated
in Chapter 7.

Figure 5.9 depicts the corresponding measurement results obtained using the ex-
perimental DB setup described in Appendix A.4. The voltage and currents af-
ter variable transformation, illustrated right, were calculated from the measured
voltages and currents that are depicted left. From the voltage waveforms it can
be seen that the switching legs have higher resistive losses than expected from
the device specifications. This might be due to the connections, which were not
taken into account. Also spikes are present on the measured voltages and cur-
rents, which are induced by the edges of switching voltages, and sampling of the
analog-to-digital converters (ADCs) in the setup. Other than that the measured
waveforms agree very well with the simulation results depicted in Figure 5.8.
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Figure 5.8: Simulated voltage and current waveforms for the DB, for (a) non-
interleaved usn with κ f = 0.7 and L f , and (b) interleaved usn with κ f = 0.
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Figure 5.9: Measured voltage and current waveforms for the DB, for (a) non-
interleaved usn with κ f = 0.7 and L f , and (b) interleaved usn with κ f = 0.
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5.4 Auxiliary-bias dual-buck converter

The filter inductors (L f1 & L f2 ) of the ABDB ideally have equally shared inter-
leaved currents as explained in Chapter 4. Moreover, the number of semiconduc-
tor switches and diodes are also the same as in two parallel-connected conven-
tional HBs. Therefore, the increase in volume of the inductive components, in an
ABDB, with respect to a conventional two-leg interleaved converter, can be deter-
mined from the ratio of the volumes of La and L f , depicted in Figure 4.12. As in
the previous section, the volume of both inductors will be determined using the
area-product method.

5.4.1 Area products for the auxiliary bias DB inductors

When assuming steady-state operation and that the maximum output current
coincides with the maximum current ripple, the peak currents of both L f1 and
L f2 , and Lax can be written as

îL f =
1
2 îout + ∆̂iL f (5.31)

îLa2
= 1

2 îout + (1 + λth)∆̂iLa + λth ∆̂iL f (5.32)

where ǐLa1
= −îLa2

.

Furthermore, assuming sinusoidal output current and that the switching cycle
time (Tsw) is much smaller than the cycle time of the sinusoidal reference, the
RMS current becomes

IL f =
√

1
8 î2out +

1
3 (∆̂iL f )

2 (5.33)

ILa =
√

1
8 î2out +

1
3 (∆̂iLa)

2 + λ2
th(∆̂iLa + ∆̂iL f )

2 + 2
π îoutλth(∆̂iLa + ∆̂iL f ) (5.34)

as explained in detail in Appendix D.5.

As in the previous section the current ripple amplitudes can be expressed in terms
of maximum output current as

∆̂iL f = λL f îout (5.35)

∆̂iLa = λLa îout. (5.36)

Also the inductances La and L f can be expressed in terms of supply voltage,
Tsw, and maximum current ripple amplitude by using (4.37b), (4.39c), (5.35), and
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(5.36). As a result the area products for both inductors become

APL f
=

UDCTsw îout

8B̂JKu

(
1 + 1

2 λ−1
L f

)√
1
8 + RR

1
3 λ2

L f
(5.37)

APLa = m̂bias
UDCTsw îout

2B̂JKu

(
1 + 1

2 λ−1
La

+ λth(1 + λL f λLa
−1)
)
× . . .

√
1
8 + RR

1
3 λ2

La
+ λ2

th(λLa + λL f )
2 + 2

π λth(λLa + λL f ) (5.38)

where the resistance ratio RR has been added to incorporate the skin and proxim-
ity effects to the area-product, as proposed in [63, page 149]. The core losses are
not included, therefore, the area-products given in (5.37) and (5.38) are only valid
for saturation-limited designs.

From (5.38) it can be seen that, when no bias voltage is needed, the volume of
La can be made arbitrary small. This is because the modulation is chosen such
that the voltage across the auxiliary inductor (La) becomes zero when no bias
voltage is present. As a result, La can be chosen arbitrarily small when m̂bias = 0.
However, in practice bias voltages in the order of several percent of UDC can be
expected.

After some manipulation a compact analytical expression can be found for the
value of λL f that minimizes (5.37), which is given by

λL f opt
= 3

√
3
16

RDC

RAC
. (5.39)

The analytical result for the ripple ratio, λLa , that minimizes APLa is straightfor-
ward but lengthy and not detailed further here. More illustrating is Figure 5.10a,
which depicts the resulting normalized volume of both L f and La when assuming
the same core geometric constant (Kvol) for both cores, and by choosing λth = 1.5
together with RR = 2, which matches the parameters of the experimental ABDB

setup described Appendix A.4. From Figure 5.10a it can be seen that the auxiliary
bias inductor is potentially smaller than the filter inductors.

The relative volume increase of the ABDB with respect to a conventional inter-
leaved converter can be determined by combining the result of (5.39) with the
area products of (5.37) and (5.38), resulting in

VLa + VL f

min
(

VL f

) =

(
APL f

(λL f )
)3/4

+
(

APLa(λLa , λL f )
)3/4

(
APL f

(λL f opt
)
)3/4

(5.40)
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Figure 5.10: Normalized volume of the inductive components of the ABDB for
λth = 1.5, RR = 2, and λ = λL f = λLa .

where Kvol is again assumed the same for all inductors.

Figure 5.11 shows the relative volume increase of the inductive components of
the ABDB with respect to a conventional parallel-connected converter, again for
λth = 1.5 and RR = 2. The normalized inductor volume as function of both ripple
ratios for m̂bias = 0.01UDC is depicted in Figure 5.11a. The black line indicates the
value of λLa that minimizes the inductor volume.

Figure 5.11b shows the normalized volume as function of λL f for different m̂bias,
with the value of λLa that minimizes the volume. The crosses indicate the minima;
also the corresponding λLa is given. From Figure 5.11b it can be seen that the
expected volume increase of the inductive components is in the range of 1.5 to
2.5, which is comparable to the results obtained in Section 5.3, where the inductor
volume of the DB is compared to the conventional HB. Therefore, the total inductor
volume of two parallel-connected DB legs and the ABDB is comparable for practical
bias voltage values. The peak current in the main switches of the ABDB (S1 & S2) is
approximately two times higher than for two parallel-connected DB legs, which
in turn leads to increased losses in the semiconductor switches. However, the
ABDB separates the bias current from the main output current, which in some
designs might allow less-strict linearity demands for the auxiliary inductors, in
turn leading to a further reduction of total inductor volume.
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Figure 5.11: Relative volume increase of the inductive components of the ABDB for
λth = 1.5 and RR = 2, as function of (a) λLa and λL f with m̂bias = 0.01, and (b) λL f

for different m̂bias and the λLa that minimizes the volume, which is also indicated
in black in (a).

5.4.2 Results

A prototype ABDB was built for testing purposes. The same control and power-
electronics hardware as in the DB setup was used. Details about the experimental
setup are described in Appendix A.4.

The air-cored filter inductors of the DB setup described in Appendix A.5 were
reused, doubling the maximum output current rating of the setup. The optimal
ripple ratio for La was determined from (5.40), resulting in λLaopt = 0.22. How-
ever, with no significant volume increase the ripple ratio λLaopt can be decreased
to 0.1. To be able to determine La, the maximum expected bias voltage should be
specified. When assuming steady-state, m̂bias can be approximated by

m̂biasx ≈
1

UDC
max

(〈
ûbiasx

〉)
≈ 1

UDC

(
Vf +Von + (R f +Ron+RLa)iLax

)
. (5.41)

Equation (5.41) requires RLa as parameter, which in turn depends on La. There-
fore, an iterative approach is required to determine La. After a few iterations, La
is chosen to be 42 µH with m̂bias = 0.04. Figure 5.12 depicts a picture of both L f
and La. The air-cored filter inductors (L f ) were not optimized for volume, being
chosen for linearity. However, from (5.37) and (5.38) it can be determined that
the expected volume ratio for La with respect to L f is 0.38, when taking the dif-



5.5: SUMMARY 107

L f

La

Figure 5.12: Close-up picture of the realized inductors La and L f .

ferent values of B̂ of both inductors into account. The measured volume ratio is
0.34, which is 11 % smaller than calculated. The difference can be attributed to
the unequal Kvol.

The proposed modulation strategy was implemented on the dSPACE platform
and simulations and measurements were done to verify the proposed modulation
strategy in combination with the constructed inductors. Figures 5.13 and 5.14
depict the simulated and measured waveforms of the ABDB, using the inductors
shown in Figure 5.12, with UDC = 100 V, 10 kHz switching frequency, and 10 A
output current.

The measured waveforms in Figure 5.14 are formatted the same as in Figure 4.13a.
In that figure the auxiliary inductors (La) and filter inductors (L f ) have the same
values. After optimization La became approximately 19 times smaller, resulting
in a larger current ripple on iLa , which is visible in Figure 5.13 and Figure 5.14.
From the measurements it can be seen that in the waveforms of ua and iLa slightly
higher resistive losses occur. Furthermore spikes are present on the measured
voltages which are induced by the switching transients. Otherwise, the measure-
ments are in good agreement with the simulation results depicted in Figure 5.13.

5.5 Summary

This chapter shows that the inductor volume of the DB can be reduced signifi-
cantly by using coupled inductors and non-interleaved usn. It is also shown that
the smallest volume can be obtained using tightly negative-coupled inductors, as
proposed in [16]. The volume of the inductive components of the DB is larger than
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Figure 5.13: Simulated voltage and current waveforms for the ABDB.
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Figure 5.14: Measured voltage and current waveforms for the ABDB.
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that of its conventional equivalent HB.

Analysis of the volumetric impact of the magnetic components of the ABDB shows
that a similar total volume can be obtained as with two parallel-connected DBs. A
volume increase of approximately 1.5 must be expected when applying the DB

or ABDB topology instead of a conventional HB. Later in Chapter 7 the harmonic
signature of both the DB and ABDB will be compared, also showing that similar
results can be achieved with both topologies. Furthermore, when minimizing
inductor volume one should take into account the effects on the currents. Re-
duced inductor volume might lead to increased (RMS) currents and consequently
more losses in the semiconductor switches and other passive components in the
converter.

In this chapter inductor volumes are determined using the area-product method
with the assumption that core geometric constants are equal. In practice, differ-
ent core shapes might be used. Furthermore, the area products presented in this
chapter do not include magnetic core losses and many assumptions were made
to express the peak and RMS currents in terms of switching ripple ratios and max-
imum output current. The results obtained in this chapter are, therefore, mostly
indicative. They can be used as a starting point for a design that can be optimized
further through iteration, if desirable.





Chapter6
Trade-off between output

quality and losses

“Things are not always as they seem.”
(Phaedrus)

Abstract — The blanking time required to prevent short circuit when switching
is a significant source of distortion in conventional switching legs. The DB does
not suffer from blanking-time-related distortion, however, blanking time is not
the only source of switching-leg-induced distortion. This chapter focuses on the
effects of semiconductor device parameters on the output quality of the DB. It
is shown that, ideally, the forward voltages of the diodes and switches have no
effect on the output quality. Furthermore, the relation between the bias current
and the amount of distortion introduced by the DB is investigated.

Contributions of this chapter are published in:

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Harmonics in opposed
current converters,” in Proceedings of the 38th Annual Conference of the IEEE Industrial Electronics
Society (IECON), 2012, pp. 439–445.
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6.1 Introduction

The DB does not require blanking time and, therefore, does not suffer from zero-
crossing distortion due to blanking time. However, other sources, like non-ideal
switches, diodes and inductors, contribute to harmonic distortion as well. In
conventional converters these effects are, in practice, often neglected, since their
contribution is relatively small compared to the effect of the device parameters,
or simply because accuracy is not an issue. In [27] and more extensively in [28]
different sources of distortion in switching amplifiers are treated. These studies
focus on the effects of BJT switches. However, many of the ideas can be applied
to other types of semiconductor switches too. Later in [74, chapter 4] a detailed
analysis of distortion introduced by power MOSFETs in class-D audio amplifiers is
made. All mentioned studies concentrate on the conventional HB switching leg,
and do not apply to the DB.

In this chapter the effects of forward voltage and series resistance of the semicon-
ductor diodes and switches, and the series resistances of the filter components on
the output quality of a DB are investigated. The importance of the various param-
eters is determined by a local sensitivity analysis. Finally the theory is verified
with simulation results, which also include the effects of switching transients.
Other sources of distortion, such as inductor saturation, nonlinear behavior of
semiconductors, nonlinear node capacitance, and temperature are not treated in
this thesis.

6.2 Impact of conduction losses on the output quality

In this section the effects of the forward voltages and series resistances of the
diodes and switches (Vf , Von, R f , Ron), and the series resistance (RL f , RC f ) of
the filter components (L f , C f ) , are investigated based on the model presented in
Figure 6.1.

Since current can flow only in one direction through the switch in each of the
split legs, no antiparallel diodes are required. This means that the model depicted
in Figure 6.1 can be applied to investigate the effects of the voltage drops across
the components for both unipolar current switches, such as IGBTs, and bipolar-
current switches, such as MOSFETs.

The dual-buck leg does not require blanking time and even allows overlapping
gating signals, as was already pointed out in Chapter 4. This leads to additional
interleaving flexibility compared to the conventional HB, which requires blanking
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Figure 6.1: DB switching leg with parasitic components.

time and, therefore, does not allow overlapping gating signals. Figure 6.2 depicts
slightly exaggerated switching waveforms of the DB with both non-interleaved
and interleaved currents. The visible difference in pulse width between usn1 and
usn2 is due to the bias voltage, which is required to compensate for the losses in
the switches, diodes, and filter inductors. Figure 6.2 also illustrates the deviation
of the switch-node voltages from a perfect square wave due to the voltage drop
across the semiconductors.

6.2.1 Periodically averaged model

The state-space averaging method from Chapter 2 is used to derive an average
model that describes the impact of the component parameters shown in Fig-
ure 6.1. The following piecewise-linear state-space model is used to describe the
behavior of the DB

ẋ = Akx + bk (6.1)

where the subscript k ∈ K indicates the switching state of the converter. When
assuming CCM, four switching states can be identified, resulting in the set K =

{1, 2, 3, 4}, which is detailed in Table 6.1. The output current iout is modeled as a
disturbance input and the state vector is chosen as

x =
(

iL f1
iL f2

uC f

)ᵀ
. (6.2)

The averages of the state matrix and input vector are obtained from
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Figure 6.2: Detailed DB switching waveforms, for (a) non-interleaved switching,
and (b) interleaved switching.

〈A〉 = 1
Tsw

∑
k=K

AkTk (6.3)

and

〈b〉 = 1
Tsw

∑
k=K

bkTk (6.4)

where Tk represents the time that the corresponding switching state is active. The
state matrix and input vector can be split into a matrix that is dependent and a
matrix that is not dependent on the switching state k as

〈A〉 = A′′ +
1

Tsw
∑

k=K
A′kTk (6.5)

and

〈b〉 = b′′ +
1

Tsw
∑

k=K
b′kTk. (6.6)
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For the chosen state vector A′′ and b′′ equal

A′′ =




−
RL f1

+RC f
L f1

−
RC f
L f1

− 1
L f1

−
RC f
L f2

−
RL f2

+RC f
L f2

− 1
L f1

1
C f

1
C f

0




(6.7)

and

b′′ =
(

RC f
L f1

RC f
L f2

− 1
C f

)ᵀ

iout. (6.8)

The matrices and vectors that depend on the switching state are in turn given by

A′1 = diag

(
−

R f1

L f1

, −Ron2

L f2

, 0

)
(6.9)

A′2 = diag

(
−

R f1

L f1

, −
R f2

L f2

, 0

)
(6.10)

A′3 = diag

(
−Ron1

L f1

, −Ron2

L f2

, 0

)
(6.11)

A′4 = diag

(
−Ron1

L f1

, −
R f2

L f2

, 0

)
(6.12)

and

b′1 =

(
− 1

2 UDC−Vf1
L f1

− 1
2 UDC+Von2

L f2
0

)ᵀ

(6.13)

b′2 =

(
− 1

2 UDC−Vf1
L f1

1
2 UDC+Vf2

L f2
0

)ᵀ

(6.14)

b′3 =

(
1
2 UDC−Von1

L f1

− 1
2 UDC+Von2

L f2
0

)ᵀ

(6.15)

b′4 =

(
1
2 UDC−Von1

L f1

1
2 UDC+Vf2

L f2
0

)ᵀ

(6.16)

in which ‘diag’ represents a diagonal matrix starting from the top left. The ele-
ments of the matrices and vectors correspond to the component values found in
Figure 6.1.

The times that the switching states are active can be expressed in terms of the
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Table 6.1: Switching states of the DB.

k Tx Conducting

1 T1 D1 & S2

2 T2 D1 & D2

3 T3 S1 & S2

4 T4 S1 & D2

duty ratios or the modulation indices of the corresponding switching legs using
the following system of equations

δ1Tsw = 1
2 (1 + m1) Tsw = T3 + T4 (6.17a)

(1− δ1) Tsw = 1
2 (1−m1) Tsw = T1 + T2 (6.17b)

δ2Tsw = 1
2 (1 + m2) Tsw = T2 + T4 (6.17c)

(1− δ2) Tsw = 1
2 (1−m2) Tsw = T1 + T3 (6.17d)

where the duty ratios δx are the normalized times that the top switch or diode is
conducting, and where mx are the corresponding modulation indices.

Finally the results of (6.17) are used in (6.5) and (6.6) to obtain the following av-
eraged state-space representation

〈ẋ〉 ≈ 〈A(u)〉〈x〉 + 〈b(u)〉. (6.18)

When u is chosen to be

u =
(
m1 m2 iout

)ᵀ
(6.19)

the corresponding average state matrix is given by

〈A(u)〉 =




− R′1(m1)
L f1

−
RC f
L f1

− 1
L f1

−
RC f
L f2

− R′2(m2)
L f2

− 1
L f2

1
C f

1
C f

0




(6.20)

where

R′1(m1) = RL f1
+ RC f + Ron1 + Ron1 −

(
R f1 − Ron1

)
m1 (6.21)
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and

R′2(m2) = RL f2
+ RC f + Ron2 + Ron2 +

(
R f2 − Ron2

)
m2. (6.22)

Finally, the averaged input vector becomes

〈b(u)〉 =




− 1
2

(
Vf1

+Von1

)
+ 1

2

(
UDC+Vf1

−Von1

)
m1−RC f

iout

L f1
1
2 (Vf2

+Von2)+
1
2 (UDC+Vf2

−Von2)m2+RC f
iout

L f2

− iout
C f




. (6.23)

As already pointed out in Chapter 2, it should be noted that the averaged result is
an approximation. However, when 〈A〉 is time-invariant, that is when it is not a
function of u(t), the averaged model given in (6.18) exactly describes the moving-
average behavior of the DB model depicted in Figure 6.1. For this case the state
matrix becomes time-invariant when R f1 = Ron1 and R f2 = Ron2 .

6.2.2 Steady-state solution

When assuming steady-state, Iout equals 〈IL f1
〉 + 〈IL f2

〉, where the capitals rep-
resent steady-state values. After substituting Iout by 〈IL f1

〉 + 〈IL f2
〉 in (6.23), the

bottom row of the summation of 〈A(u)〉〈x〉 and 〈b(u)〉 in (6.18) becomes zero,
and can therefore be removed. The remaining two steady-state equations can
be expressed in terms of desired voltages by application of the transformations
given in (4.13) and (4.10), and applying

Mavg =
2

UDC
U∗avg (6.24)

Mbias =
2

UDC
U∗bias. (6.25)

The two resulting expressions of the voltage references, for a given steady-state
operating point, can be written in the form

U∗avg = f (xo) (6.26)

U∗bias = g (xo) (6.27)
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where xo is the average steady-state state-vector, which in turn is given by

xo =
(
〈Isum〉 〈Ibias〉 〈UC f 〉

)ᵀ
. (6.28)

Equations (6.26) and (6.27) are straightforward to solve but the results are not
insightful. For brevity they are not given in this thesis. However, when assuming
equal forward voltages and on-resistances for the diodes and switches, that is
when Vf = Vf1 = Vf2 , R f = R f1 = R f2 , Von = Von1 = Von2 , and Ron = Ron1 =

Ron2 , (6.26) and (6.27) respectively become

U∗avg = 1
2 UDC

k〈IL f1
〉 + l〈IL f2

〉 − a(RL f1
−RL f2

)〈IL f1
〉〈IL f2

〉 + c2〈UC f 〉(
c + a〈IL f1

〉
) (

c− a〈IL f2
〉
) (6.29)

and

U∗bias = UDC
m〈IL f1

〉 − n〈IL f2
〉 − a(RL f1

+RL f2
+R f +Ron)〈IL f1

〉〈IL f2
〉 + d

(
c + a〈IL f1

〉
) (

c− a〈IL f2
〉
)

(6.30)

where

a = R f − Ron (6.31a)

b = 1
2

(
R f + Ron

)
(6.31b)

c = UDC + Vf −Von (6.31c)

d = (Vf + Von)UDC + V2
f −V2

on (6.31d)

and

k = bUDC + a〈UC f 〉 + cRL f1
+ RonVf − R f Von (6.31e)

l = bUDC − a〈UC f 〉 + cRL f2
+ RonVf − R f Von (6.31f)

m = bUDC − a〈UC f 〉 + cRL f1
+ R f Vf − RonVon (6.31g)

n = bUDC + a〈UC f 〉 + cRL f2
+ R f Vf − RonVon. (6.31h)

Notice that, due to the steady-state assumption, inductances L f1 and L f2 , capaci-
tance C f , and resistance RC f do not appear in (6.29) and (6.30), and that there is a
nonlinear relation between reference voltage and operating-point.

However, when the resistances of the switches and diodes are made equal, that
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is R′ = R f = Ron, (6.29) and (6.30) respectively simplify to

U∗avg =
UDC

UDC + Vf −Von

(
〈UC f 〉 +

(
1
4 (RL f1

+ RL f2
) + 1

2 R′
)
〈Isum〉 + . . .

1
2

(
RL f1
− RL f2

)
〈Ibias〉

)
(6.32)

and

U∗bias =
UDC

UDC + Vf −Von

(
Vf + Von +

(
RL f1

+ RL f2
+ 2R′

)
〈Ibias〉 + . . .

1
2

(
RL f1
− RL f2

)
〈Isum〉

)
(6.33)

where

〈Isum〉 = 〈IL f1
〉 + 〈IL f2

〉 (6.34)

〈Ibias〉 = 1
2

(
〈IL f1
〉 − 〈IL f2

〉
)

. (6.35)

Both (6.32) and (6.33) are linear. Furthermore, it can be seen that the forward volt-
ages of the semiconductor switches and diodes only lead to an additional static
gain error and, therefore, do not result in harmonic distortion like in conventional
switching legs, as was already pointed out in [27]. The forward voltage loss, how-
ever, needs to be compensated by the bias voltage reference (6.33) and, therefore,
imposes a restriction of the maximum output voltage range of the DB switching
leg, as pointed out in (4.15). There is, however, cross coupling between U∗avg and
〈Ibias〉, and U∗bias and 〈Isum〉.

By choosing the series resistances of the inductors equal, that is RL f = RL f1
=

RL f2
, the cross-coupling can be removed, as can be seen from

U∗avg =
UDC

UDC + Vf −Von

(
〈UC f 〉 + 1

2

(
RL f + R′

)
〈Isum〉

)
(6.36)

and

U∗bias =
UDC

UDC + Vf −Von

(
Vf + Von + 2

(
RL f + R′

)
〈Ibias〉

)
(6.37)
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respectively, which are both linear and have no cross coupling between the bias
current and U∗avg, and between output current and U∗bias. Again, the forward
voltage drops of the switches and diodes only lead to an additional static gain
error.

In practice the series resistances of the switches and diodes are not equal. This can
be compensated by matching the resistances of the switches and diodes. Adding
an additional transistor, which is always on, in series with the diodes, and an
extra diode in series with the transistors, results in a perfectly matched switching
leg. However, both cost and losses will increase. Furthermore, the temperature
of the devices needs to be matched as close as possible, which is challenging in
practice, due to the operating-point dependency of the semiconductor losses.

In practice the voltage drop of the diodes and switches depends nonlinearly on
temperature and current. Also component variations have to be taken into ac-
count, as will be shown later in this chapter. Still, the results of this section can
be used to calculate precise operating-point-dependent steady-state feed-forward
references for the DB.

6.2.3 Sensitivity analysis

The bias voltage is only used to prevent DCM and is, therefore, less critical. How-
ever, it is useful to know the relative impact of component variation on the re-
quired reference voltage U∗avg. Therefore, a local sensitivity analysis is performed
on (6.26) to determine the impact of component variation. The normalized sensi-
tivity to the relative variation of the components can be determined using

Scoi
=

2
UDC

∣∣∣∣∣
∂U∗avg (xo, c)

∂ci

∣∣∣∣∣
co

coi (6.38)

where c is a vector containing the parameters for which the sensitivities are de-
termined, and where the vector co contains the nominal component values. Both
ci and coi are the ith element of c and co respectively. Furthermore, the relative
variation of a component is ∆ci/ci.

The component vector is chosen to be

c =
(

Von1 Von2 Vf1 Vf2 Ron1 Ron2 R f1 R f2 RL f1
RL f2

)
(6.39)
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and when assuming Ron and R f equal the nominal values are given by

co =
(

Von Von Vf Vf R′ R′ R′ R′ RL f RL f

)
. (6.40)

For (6.39) and (6.40), the sensitivities become

SVonx
=

Von

∣∣∣〈UC f 〉 + 1
2 UDC + Vf + |〈IL fx

〉|(RL f + R′)
∣∣∣

(
UDC + Vf −Von

)2 (6.41)

SVfx
=

Vf

∣∣∣〈UC f 〉 − 1
2 UDC + Von + |〈IL fx

〉|(RL f + R′)
∣∣∣

(
UDC + Vf −Von

)2 (6.42)

SRonx
=

R′
∣∣∣〈IL fx

〉
∣∣∣
∣∣∣〈UC f 〉 + 1

2 UDC + Vf + |〈IL fx
〉|(RL f + R′)

∣∣∣
(

UDC + Vf −Von

)2 (6.43)

SR fx
=

R′
∣∣∣〈IL fx

〉
∣∣∣
∣∣∣〈UC f 〉 − 1

2 UDC + Von + |〈IL fx
〉|(RL f + R′)

∣∣∣
(

UDC + Vf −Von

)2 (6.44)

SRL fx
=

RL f

∣∣∣〈IL fx
〉
∣∣∣

UDC + Vf −Von
(6.45)

where x = {1, 2} indicates the corresponding P-cell or N-cell of the DB.

The sensitivities are operating-point dependent and it can be seen that (6.41)
through (6.44) depend on 〈UC f 〉. When using the fact that 〈UC f 〉 is always within

± 1
2 UDC, and assuming that UDC is large compared to Von, Vf , and the maximum

voltages across Ron and R f , the peak sensitivities can be approximated as

ŜVonx
≈ Von

UDC
(6.46)
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ŜVfx
≈

Vf

UDC
(6.47)

ŜRonx
= ŜR fx

≈
R′
∣∣∣〈 ÎL fx

〉
∣∣∣

UDC
(6.48)

ŜRL fx
≈

RL f

∣∣∣〈 ÎL fx
〉
∣∣∣

UDC
. (6.49)

The maximum sensitivities can be used to determine the relative importance of
the various parasitic components. The resulting relative errors can be determined
by multiplying the sensitivities with the relative variation of the corresponding
parameter. The maximum sensitivities, given in (6.46) to (6.49), are equal to the
ratio between the resulting voltage drop of the corresponding parameter and the
supply voltage, which is plausible.

It should be noted that higher sensitivities do not always lead to more harmonic
distortion. In (6.32) it was already shown that when R f and Ron are equal the
steady-state average model becomes linear and, therefore, does not lead to har-
monic distortion.

6.2.4 Resulting output voltage error

To illustrate the resulting output voltage error of a DB, (6.29) is evaluated using the
parameters given in Table 6.2, where the parameters for the IGBT case correspond
to the experimental setup detailed in Chapter 9.

Figure 6.3 depicts the normalized output voltage error of a DB switching leg, as
function of mavg and the normalized output current for modulated bias current.
It can be seen that the normalized steady-state voltage error appears to be a plane
and is, therefore, dominantly linear. From Figure 6.3 it can also be seen that the
maximum expected steady-state voltage error for the prototype is approximately
10 % of the output voltage range. Of course, the voltage error can be compen-
sated to a great extent by feed-forward and/or feed-back control. However, it
remains interesting to determine the nonlinear part of the voltage error, since it
will determine the open-loop harmonic performance of the experimental setup.

The remaining errors after subtraction of the linear parts of the steady-state volt-
age errors are depicted in Figures 6.4 to 6.7. The normalized steady-state nonlin-
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Figure 6.3: Normalized steady-state voltage error for a DB (uerr = uC f − u∗avg)
as function of mavg and normalized output current, for (a) IGBT and (b) MOSFET
switches. The results of (a) are based on the device parameters of the experimental
setup. For (b) a MOSFET with the same voltage capability was scaled to match the
current capability of the IGBT used in the experimental setup of Chapter 9. Both
graphs are for modulated bias current, with λL f = 0.094, λth = 1.5, and îout = 40 A.

earity errors εerr for constant bias voltage are depicted in Figure 6.4 for the IGBT

case, and in Figure 6.5 for the MOSFET case. In those figures (a) illustrates the er-
ror over the complete operating range. The black lines in (a) and (b) indicate the
error as function of mavg, for the case off maximum resistive loading.

It can be seen that, in the case of resistive loading, the nonlinear parts of the volt-
age errors are significantly smaller for constant bias current than for modulated
bias current, which are depicted in Figure 6.6 for the IGBT case, and Figure 6.7
for the MOSFET case. Therefore, modulated bias will result in significantly more
harmonic distortion than constant bias current.

For the IGBT case, modulated bias results in a nonlinear voltage error that is over
50 dB than for the constant bias case. For the MOSFET case this difference is 38 dB.
Furthermore, for both constant and modulated bias the MOSFET case results in 27
and 14 dB higher nonlinear voltage error, respectively, compared to the IGBT case.
This is due to the larger mismatch between Ron and R f for the MOSFET cases.

Nonlinear voltage errors cause harmonic distortion. Therefore, constant bias cur-
rent results in better THD. However, this comes at the cost of additional losses, as
already explained in Section 4.2. For completeness it should again be noted that
the nonlinear voltage error becomes zero for both constant and modulated bias
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Figure 6.4: Nonlinear part of the normalized steady-state voltage error εerr with
constant bias current and IGBT switches, (a) as function of mavg and normalized
output current, and (b) as function of mavg, assuming maximum resistive load-
ing, as also indicated by the black line in (a). All parameters are the same as in
Figure 6.3.

current in the case that Ron = R f .

6.3 Impact of switching transients on the output sig-
nal quality

In the previous sections instantaneous switching transients are assumed. In this
section it will be shown that the voltage commutation that occurs during switch-
ing is a significant source of distortion, and that a minimum current is required
before a switch is allowed to be turned off. The switching transients are analyzed
for IGBT switches, as depicted in Figure 6.8. However, since the currents through
the switches have a fixed polarity, the model is also valid for bidirectional current
switches, such as MOSFETs.

The diodes and IGBTs are modeled as depicted in Figure 6.9. When conducting
both are approximated by a linear model containing a series-connected voltage
source (Vf , Von) and resistance (R f , Ron), with parallel-connected parasitic capac-
itance (CAC, CCE), and wire resistance (Rw), respectively. Nonlinear effects, such
as the voltage dependency of the parasitic capacitance, temperature effects, and
exponential behavior are not included in this model. The emitter is split in a
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Figure 6.5: Nonlinear part of the normalized steady-state voltage error εerr with
constant bias current and MOSFET switches, (a) as function of mavg and normalized
output current, and (b) as function of mavg, assuming maximum resistive load-
ing, as also indicated by the black line in (a). All parameters are the same as in
Figure 6.3.
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Figure 6.6: Nonlinear part of the normalized steady-state voltage error εerr with
modulated bias current and IGBT switches, (a) as function of mavg and normalized
output current, and (b) as function of mavg, assuming maximum resistive load-
ing, as also indicated by the black line in (a). All parameters are the same as in
Figure 6.3.
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Figure 6.7: Nonlinear part of the normalized steady-state voltage error εerr with
modulated bias current and MOSFET switches, (a) as function of mavg and normal-
ized output current, and (b) as function of mavg assuming maximum resistive load-
ing, as also indicated by the black line in (a). All parameters are the same as in
Figure 6.3.
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Figure 6.8: Schematic of the DB with IGBT switches.
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Figure 6.9: Models of the diode (a), and IGBT gate-driver combination (b) used for
the analysis of switch-node voltage commutation.

power emitter (e), and a gating emitter (ek). The gate emitter voltage uGE is the
voltage that appears across CGE. The wire resistance is added to the model to
prevent possible dependencies between states and sources when switching.

In the active region of the IGBT model, that is the region where the collector cur-
rent iC is limited by the gate emitter voltage uGE, the IGBT is modeled as a linear
voltage-controlled current source. The ideal diode in parallel with the controlled
source is not conducting, and the current flowing through the switch is given by

iCsat = gm(uGE −Vth) (6.50)

where iCsat is the saturation-collector-current, gm is the transconductance of the
IGBT, and Vth is the device threshold voltage, as also depicted in Figure 6.10a.

The output characteristic of the IGBT model is depicted in Figure 6.10b. It can be
seen that uCE is not dependent on the gate voltage in the linear region, and that
the transition from the linear to the active region is instantaneous. Both assump-
tions are of course approximations.

The IGBT model has an integrated gate driver model with different turn-on and
turn-off voltage and resistance. When S is active the gate is connected to Udron

via resistance Rgon , otherwise the gate is connected to Udroff
through Rgoff . The

turn-on and turn-off transients were simulated using the PLECS block-set for
SIMULINK [1] and the resulting waveforms for the switching leg that supplies
positive current are depicted in Figure 6.11.
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Figure 6.10: Characteristics of the IGBT model, (a) transfer characteristic, and (b)
output characteristic.
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Figure 6.11: P-cell IGBT switching waveforms of the, (a) turn-on, and (b) turn-off
transient, for both high (black) and low (gray) filter inductor current.
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6.3.1 Turn-on transient

The turn-on event can be split in four intervals. These are indicated in Fig-
ure 6.11a for the black trace. At t0 the gating signal S becomes active, uGE equals
Udroff

, and CGE and CCG start to be charged and discharged respectively by the
current flowing through Rgon . When the threshold voltage Vth is reached at t1 the
IGBT starts conducting, as given by (6.50). The switch-node voltage usn1 remains
clamped to the negative rail until iCsat = iL f1

, after that switch-node voltage com-
mutation starts. At t2 an equilibrium occurs between the current flowing through
Rgon and CCG.

During this equilibrium CCG continues to be discharged, and the slew rate is
determined by iCsat , which in turn depends on uGE. The gate emitter voltage uGE,
in turn, depends on the current flowing through CCG, which in turn is dependent
on the slew rate of the switch-node voltage. This results in a feedback mechanism
where the rate of commutation is determined by Rgon and the so-called Miller
voltage (Vmil) for turn-on, which in turn depends on the collector current during
commutation. The slew rate of uCE during the equilibrium is given by

duCE

dt
=

Vmil −Udron

Rgon CCG
. (6.51)

After the commutation, t ≥ t3, CGE and CCG continue to be charged and dis-
charged respectively until uGE reaches Udron . For t ≥ t3 the semiconductor switch
is considered conducting and operates in its linear region, as indicated in Fig-
ure 6.10b. Now, the voltage across the switch is determined by Von and Ron.

6.3.2 Turn-off transient

Similarly to the turn-on transient, also the turn-off transient can be split in four in-
tervals, which are indicated for the black line in Figure 6.11b. At t4 the gating sig-
nal S becomes zero, and CGE and CCG are discharged and charged respectively by
the current flowing through Rgoff . The switch-node voltage usn1 remains clamped
to the positive rail until iCsat = iL f1

. At t5, due to the same feedback mechanism
as for turn-on, an equilibrium occurs between the current flowing through Rgoff

and the current flowing through CCG, and the semiconductor switch goes into its
active region, as indicated in Figure 6.10b.

During the equilibrium uGE equals the so-called Miller voltage Vmil or Miller
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plateau for turn-off, and the voltage slew rate of the commutation is given by

duCE

dt
=

Vmil −Udroff

Rgoff CCG
. (6.52)

At t6 the switch-node voltage commutates to the diode, and CGE and CCG con-
tinue to discharge and charge respectively. However, at t6 the semiconductor
switch is still conducting part of the current. At t7, uGE reaches the threshold
voltage and the semiconductor switch stops conducting.

6.3.3 Distortion due to switching transients

From (6.51) and (6.52) it can be seen that the turn-on and turn-off slew rate can be
set by the gate turn-on and turn-off resistors. However, Vmil depends on the cur-
rent that has to be switched, resulting in a nonlinear operating-point-dependent
delay and slew rate of the switching transients. Moreover, since the inductor
currents at turn-on (iL f1

(t2)) and at turn-off (iL f1
(t5)) are different in practice, dif-

ferences occur between the turn-on and turn-off transients within one switching
cycle. This is illustrated for high current (black) and low current (gray) in Fig-
ure 6.11.

The black line in Figure 6.11a represents high inductor current during turn-on,
while the the gray line corresponds with low inductor current. The operating-
point-dependent switching delay and commutation rate result in harmonic dis-
tortion of the output voltage of the DB. The Miller voltage becomes less depen-
dent on the inductor current for higher gm. Therefore, increasing gm results in
decreased harmonic distortion. Also current-controlled gate drivers, as proposed
in [55] and [54], can be used to control the switching transients and consequently
mitigate harmonic distortion.

Figure 6.11b depicts the turn-off transients for high and low inductor current in
black and gray respectively. The gray line, however, shows no Miller plateau.
This is because at turn-off the commutation rate was limited by the filter inductor
current and the total switch-node capacitance, in this case the combination of CCE
and CAC, instead of the driver. This soft-commutation occurs for low inductor
current. To include soft commutation, equation (6.52) is extended to

duCE

dt
= min

(
Vmil −Udroff

Rgoff CCG
,

iL f1
(t5)

CCE + CAC

)
(6.53)

where the driver determines the rate of commutation when the right term inside
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the brackets in (6.53) is higher than the left term. Since the driver has no influence
on the turn-off transient when it is limited by the inductor current, it is not possi-
ble to reduce harmonic distortion by gate current control, or by simply choosing
a switch with sufficient gm.

In the conventional half-bridge with fixed frequency PWM it is not possible to
prevent inductor-current-limited turn-off transients during the blanking-time pe-
riods. For the DB, however, the bias current can be chosen to guarantee gate-
driver-limited turn-off transients. The minimum current required to guarantee
driver-limited commutation might result in larger losses than when the bias cur-
rent is chosen only to guarantee CCM. The minimum inductor current required to
guarantee driver-limited rate of turn-off is found by combining (6.53) and (6.50)
and equals

iL f1
(t5) ≥

(
Vth −Udroff

)
(CCE + CAC)

Rgoff CCG − g−1
m (CCE + CAC)

. (6.54)

From (6.54) it can be seen that for large gm the minimum turn-off current can
be set by choosing Rgoff sufficiently large, resulting in additional losses, or by
selecting semiconductor switches and diodes that minimize the total switch-node
capacitance CCE + CAC. Similar equations then the ones presented above can be
deduced for the N-cell. These are however not included in this thesis.

6.4 Harmonic distortion

The averaged steady-state voltage error model introduced earlier in this chapter
is verified using simulation results of the DB model depicted in Figure 6.1, with
a resistive load. Also simulations were performed with the switch and diode
models depicted in Figure 6.9.

The device parameters for the IGBT case are extrapolated from the graphs in the
Semikron SKM75GB123D device datasheet, the device that is also used in the
experimental setup. For the MOSFET case, parameters are taken from the IXYS
IXFL32N120P, however, these were scaled to the same current rating as the IGBT

used in the setup. The diode parameters for all three cases were also taken from
the integrated diode of the Semikron SKM75GB123D device. However, for the
matched case R f was chosen equal to the IGBT’s on resistance. The parameters
used for simulation are summarized in Table 6.2 and Table 6.3.

Figure 6.12 depicts the simulated open-loop output voltage spectrum, for asym-
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Table 6.2: Conduction-related parameters of switches, diodes and inductors (L f )
used in simulations.

Von (V) Ron (mΩ) Vf (V) R f (mΩ) RL f (mΩ)

Matched 1.7 40 1.2 40 50
IGBT 1.7 40 1.2 22 50
MOSFET 0 109 1.2 22 50

Table 6.3: Commutation-related parameters of switches and diodes used in simu-
lations, Rgoff and Rgon are 10 and 20 Ω respectively.

Vth (V) gm (Ω−1) Cies (nF) Coes (nF) Cres (pF) Udr (V)

Matched 6.0 10 3.3 0.5 220 −10 . . . 15
IGBT 6.0 10 3.3 0.5 220 −10 . . . 15
MOSFET 6.5 10 66 3.4 241 0 . . . 12

metrical regular-sampled PWM, as described in [38, chapter 3] and treated in more
detail in the next chapter. The output voltage (uout) that appears across the load
resistance was modulated to 0.75 1

2 UDC sin (2π fot), with fo = fsw/1000. The resis-
tive load was chosen such that the resulting current was also modulated to 75 %
of îout. The switches and diodes were modeled as depicted in Figure 6.1. The
top graphs are without parameter variation and the bottom graphs are the re-
sult of a Monte Carlo analysis with 10 % parameter variation. The spectra in dB
are normalized to the amplitude of the voltage setpoint. Figure 6.12a depicts the
constant-bias-current case and Figure 6.12b the modulated-bias case.

The top graphs show that the matched case does not suffer from harmonic dis-
tortion, as was predicted earlier in this chapter. For constant bias current all har-
monics of the IGBT case are smaller than −110 dB. This agrees with Figure 6.4
from which it can be seen that the expected nonlinear voltage error is approx-
imately −110 dB for 75 % excitation. From Figure 6.12a it can be seen that the
third harmonic for the MOSFET case appears at approximately −90 dB, which is
slightly lower than the −83 dB that can be read from Figure 6.5.

The harmonic distortion for modulated bias current is much higher, as was al-
ready predicted in Section 6.2.4. From Figure 6.6 and Figure 6.7 it can be seen that
the maximum nonlinear steady-state voltage errors are −79 dB and −59 dB for
the IGBT and MOSFET case respectively, which again is approximately 6 dB lower
than the maximum error predicted for 75 % excitation in Figure 6.12b.
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The slightly better simulation result can be explained by the fact that the absolute
nonlinear voltage error is not a measure of the amplitude of the third harmonic. It
is, however, a maximum bound. Furthermore, it should be noted that the analysis
was made assuming steady-state, which is not the case for the simulation results.

The bottom graphs in Figure 6.12 depict the same cases as shown in the top
graphs but with component variation. The results were generated using the
Monte Carlo method, where for every simulation run the parameters were var-
ied 10 % using an uniform distribution. Per case 1729 simulations were con-
ducted and only the maximum values of the spectral components were saved.
The component variation results in even harmonic components, which occur due
to component asymmetry. The second harmonic in the matched case with 10 %
parameter variation has a similar amplitude as for the IGBT case. Hence, when
matching of components is required to achieve the desired output quality, com-
ponent tolerance should be taken into account. However, it should be noted that
the simulated open-loop output voltage quality is more than sufficient for most
practical applications.

The simulation results for the switch and diode models with commutation are
depicted in Figure 6.13. The switching transients add significant distortion, es-
pecially for the MOSFET case for which (6.54) is not satisfied. For the MOSFET case
spectral components of approximately −80 dB appear up to the 11th harmonic.
Even for the matched and IGBT case spectral components appear up to approx-
imately −100 dB. For those cases (6.54) was satisfied. Even with the switching
transients added to the model the open-loop results look promising. However, it
should be noted that the model still is piecewise linear, and does not include the
nonlinear behavior of the semiconductors and temperature effects.

When MOSFET switches are used, the conventional HB converters suffer less from
mismatch between Ron and R f [74, chapter 4]. However, the blanking time re-
quired, and the forward voltages present in the case that IGBTs are used [27], result
in significantly more harmonic distortion than the DB: typically several percents
of the DC supply voltage, as already detailed in Part I of this thesis.

6.5 Summary

In this chapter the effects of non-ideal components in the DB switching leg are
investigated. It is shown that the output of the DB is not influenced by the forward
voltages of the switching devices. The forward voltages only appear in the bias
of the DB, which is not the case for the conventional HB. Furthermore it is shown
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Figure 6.12: Simulated normalized output voltage spectrum of a DB switching leg,
with ideal components and components with 10 % parameter variation. Subfigure
(a) shows the result for constant bias and (b) illustrates modulated bias.
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Figure 6.13: Simulated normalized output voltage spectrum of a DB switching leg
using switch and diode models that include commutation, with ideal components
and components with 10 % parameter variation. Subfigure (a) shows the result for
constant bias and (b) illustrates modulated bias.
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that the average behavior of the DB becomes linear when the resistances in the
switches and diodes are made equal. Moreover, when the series resistances of
the filter inductors are also equal there is no cross coupling between the bias and
output of the DB. This enables decoupled control of bias and output current.

It is shown that modulated bias results in significantly more distortion than con-
stant bias. However, in Chapter 2 it is pointed out that modulated bias results in
a significant reduction of the losses.

A model that includes the switching transients is introduced. It is shown that a
minimum turn-off current is required to ensure gate-driver-limited commutation
of the switch-node voltage. Gate-driver-limited commutation is less operating-
point dependent and, therefore, results in less harmonic distortion. The turn-off
current required to guarantee driver limited commutation may require increased
offset current ith, and may therefore result in additional losses. There is thus a
trade-off between output quality and losses of a DB.

The analytical results are verified with simulations. The simulation results sup-
port the analytical models deduced in this chapter.





Chapter7
The impact of PWM generation

and bias voltage

“Symmetry is what we see at a glance; based on the fact that there is no
reason for any difference...”

(Blaise Pascal)

Abstract — Switching in switched-mode power amplifiers comes with a sub-
stantial amount of distortion and electromagnetic interference. Distortion is un-
wanted power that is transferred to the load and is due to a difference between
the desired and the actually generated signals. Electromagnetic interference af-
fects other electrical circuits and is a consequence of conducted or radiated emis-
sions. This chapter focuses on the effects of the modulation strategy on the out-
put voltage quality under open-loop conditions, including the effects of the bias
voltage. It is shown that by selecting the appropriate interleaving strategy it is
possible to achieve 3-level PWM with doubled output ripple frequency, which re-
duces distortion, together with a constant common-mode voltage at the output
of the converter, which results in reduced electromagnetic interference.

Contributions of this chapter are published in:

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Harmonics in opposed
current converters,” in Proceedings of the 38th Annual Conference of the IEEE Industrial Electronics
Society (IECON), 2012, pp. 439–445.
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7.1 Introduction

Switching in SMPCs comes with a substantial amount of distortion and EMI. Dis-
tortion is the unwanted power that is transferred to the load. EMI affects electrical
circuits outside and also inside the amplifier and is a consequence of conducted
or radiated emissions. Signal degradation and even temporary malfunction or
permanent failure of a device can occur as a result of EMI.

The amount of allowed distortion is in most cases specified by the user or manu-
facturer. Different norms exist for EMI, which are defined in so-called electromag-
netic compatibility (EMC) standards. These standards are application related, e.g.
industrial, medical, or consumer, and can also differ per country. In some appli-
cation areas, even stricter rules may apply than encountered in any EMC standard.
This can be the case for military or space equipment, and in some cases also for
subsystems of high-precision equipment.

There are different ways to deal with output distortion and EMI due to switching
in SMPCs. It is possible to apply different forms of filtering or, in the case of EMI,
to use shielded cabling to the load. However, also the modulation strategy of
the switching legs influences distortion and EMI. In [105] different PWM strategies
for the DB are discussed. The analysis there, however, does not include the in-
fluence of the bias voltage that turns out to be an important source of additional
distortion compared to an ideal DB.

This chapter focuses on the effects of the modulation strategy on the DB output
voltage quality under open-loop conditions, including the impact of the bias volt-
age. Different modulation strategies for the full-bridge equivalent of both the
conventional and auxiliary-bias DB are compared to each other and to the con-
ventional FB converter, in order to determine the modulation strategies that are
best suited for the compared topologies.

7.2 Integrated-bias dual-buck converter

7.2.1 Full-bridge-equivalent circuit

Switching converters with filtered output are often applied to drive voice-coil ac-
tuators in lithographic equipment, or gradient coils for MRI, and in high-precision
equipment, where loss power restrictions preclude using linear amplifiers be-
cause of bounds on volume and cost. A FB has advantages over a single switch-
ing leg or HB because it does not suffer from power supply pumping, as explained



7.2: INTEGRATED-BIAS DUAL-BUCK CONVERTER 139

1
2UDC

1
2UDC

iL f1p

iL f2p

L f

L f

S1p

D1p

D2p

S2p C f

L R
iout

iL f1n

iL f2n

L f

L f

S1n

D1n

D2n

S2nC f

uC fp
uC fn

usn2n

usn1nusn2p

usn1p

Figure 7.1: Schematic overview of full-bridge equivalent DB.

in [39] and in Section 3.3. For high power ratings the FB becomes even more at-
tractive because for the same power level switches with half of the current rating
can be used [67, chapter 8].

The FB can be used as a building block where the required power level determines
the number of FBs that are put in series and/or in parallel. In Part I of this thesis
it was shown that FBs suffer from output distortion due to the required blanking
time. The DB, as introduced in Chapter 4, does not suffer from this distortion at
the cost of one extra inductor per DB leg, and some additional losses.

Figure 7.1 depicts a DB with similar functionality as a FB, where p and n repre-
sent the positive side and negative side currents and voltages. All voltages are
referenced to the mid-point of the symmetrical power supply. The voice coil or
inductive load is represented by L and R, and is connected to the outputs of the
positive- and negative-side filters. It should be noted that a symmetrical supply is
not a requirement for the full-bridge equivalent of the DB. This particular supply
configuration is used here to simplify the explanation.

There are many ways to filter the switch-node voltages in full-bridge and equiva-
lent converters, however, in this chapter only the symmetrical second-order filter,
as depicted in Figure 7.1, is treated. As will be explained later in this chapter,
that filter leads to equal cut-off frequency and order for both the differential-
mode (DM) and common-mode (CM) voltages. In some cases where stricter re-
quirements are placed on the DM voltage an additional capacitor can be connected
across the load. This results in a lower cut-off frequency for the switched DM volt-
age, as discussed in Appendix B.

7.2.2 PWM generation

Usually some sort of filter is included in SMPCs to suppress undesired frequency
components due to switching. Since passive filters require bulky and costly com-
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ponents, it is attractive to aim at higher switching frequencies to achieve smaller
filter sizes.

Increasing the output ripple frequency of the converter results in better output
voltage quality and relaxes the filter requirements. The output ripple frequency
of a converter can be increased by e.g. series or parallel connection of multiple
switching cells. In the case of a conventional FB converter it is possible to double
the output ripple frequency by appropriately aligning the PWM waveforms of the
positive and negative side switching legs with respect to each other. This is also
known as unipolar switching or three-level PWM.

Generation of PWM commonly involves comparison of a carrier with a modulat-
ing signal m. Normally a sawtooth or triangular carrier is used that is generated
with analog means in PWM or digitally in DPWM. The modulating signal can be
sampled naturally, i.e. continuously, or regularly, i.e. with zero-order-hold (ZOH)
dynamics. In case of regular-sampled triangular carrier modulation the modulat-
ing signal can be updated once, called symmetrical, or twice, asymmetrical, per
carrier cycle time. Figure 7.2b depicts the waveforms for asymmetrical regular-
sampled triangular-carrier PWM. A detailed overview of different available PWM

modulation methods and their resulting output spectra can be found in [38].

With the arrival of low-cost digital signal processors (DSPs) with integrated DPWM

modulators and FPGAs, digital control and regular-sampled DPWM made its way
into SMPCs. Asymmetrical regular-sampled triangular-carrier PWM is the best
regular-sampled PWM method available with respect to the total harmonic spec-
trum [38, page 150]. This method will therefore be used in this thesis.

The full-bridge equivalent DB, as shown in Figure 7.1, consists of four legs that can
be modulated individually. This results in increased interleaving flexibility com-
pared to the conventional FB. In [105] it is shown that the output ripple frequency
of an ideal full-bridge equivalent DB can be increased by a factor four. The anal-
ysis in [105], however, neglects the bias voltage that is required to prevent DCM

and is necessary to ensure linear operation.

Figure 7.2a depicts the schematic overview of an asymmetrical regular-sampled
PWM modulator, as explained in [38, chapter 3], based on the variable transforma-
tion given in (4.9), and using four independent triangular carrier generators. The
desired or reference voltage values are marked with a superscript asterisk.

The corresponding waveforms are depicted in Figure 7.2b and illustrate the sam-
pling moments of the zero-order holds, which align with the positive and neg-
ative extremes of the carrier signals. The carrier signals are triangularly shaped
with unit amplitude, have equal frequency fsw, and their phase shifts φc can be
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Figure 7.2: Schematic overview of the PWM generation with coordinate transfor-
mation (a), and corresponding waveforms (b).
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set arbitrarily. Without loss off generality φc1p can be set to zero. From here on
the carrier phases are denoted as φc = (0 φc2p φc1n φc2n). The gating signals
Sx correspond to those of the switches in Figure 7.1.

Because of the four independently modulated switching legs, there are four de-
grees of freedom; the bias and average voltages of the positive and negative side,
indicated by ubiasx and uavgx

, respectively.

It is convenient to reformulate uavgx
in terms of a DM voltage that is applied across

the load and a CM voltage that does not contribute to the output power as

uavgDM
= uavgp

− uavgn
(7.1a)

uavgCM
= 1

2

(
uavgp

+ uavgn

)
. (7.1b)

Consequently, the average voltage references of the p and n side are modulated
as

u∗avgp
= 1

2 u∗avgDM
+ u∗avgCM

(7.2a)

u∗avgn
= − 1

2 u∗avgDM
+ u∗avgCM

. (7.2b)

Since uavgCM
does not contribute to the power that is transferred to or from the

load, in practice its reference is kept constant at 0 V to maximize the DM output
voltage range.

The output voltage quality can be characterized by the differential mode (usnDM )
and common mode (usnCM ) switching voltage waveforms, given by

usnDM = 1
2

(
usn1p + usn2p − usn1n − usn2n

)
(7.3a)

usnCM = 1
4

(
usn1p + usn2p + usn1n + usn2n

)
. (7.3b)

The switch-node voltages do not include the effect of the output filter and can
therefore be used to describe the output voltage quality for any filter. The DM

voltage usnDM is the unfiltered switching voltage that appears across the load.
The CM voltage usnCM is the average of all the switching voltages and is a common
source of EMI [41].
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Five representative cases of interleaving are investigated for the DB, with

φc =
π

2





(
0 0 2 2

)
, case 1(

0 0 0 0
)

, case 2(
0 2 0 2

)
, case 3(

0 2 2 0
)

, case 4(
0 2 1 3

)
, case 5.

A comparison of these modulation methods is made for three distinct levels of
ubias, namely ubias = 0 V, ubias = 0.05UDC, and ubias = 0.2UDC. The output is
modulated to u∗avgDM

= 0.75UDC sin (2π fot), with fo = fsw/100.

To take into account the effect of the DB output filter, a weighted total harmonic
distortion (WTHD) and a weighted harmonic distortion (WHD) are defined as

WTHD =

√√√√ ∞

∑
n=2

min

(
1,

1
n2

(
fsw

fo

)2
)(

UsnDM (n fo)

UsnDM ( fo)

)2

(7.4a)

WHD =

√√√√ ∞

∑
n=1

min

(
1,

1
n2

(
fsw

fo

)2
)(

UsnCM (n fo)
1
2 UDC

)2

(7.4b)

where fsw/fo is the ratio between the switching frequency ( fsw) and the frequency
of u∗avgDM

, and UsnDM and UsnCM are the magnitude spectra of usnDM and usnCM ,
respectively. The weighting accomplished by the minimum operators in (7.4)
represents the LC output filter of the DB (L f , C f ), as depicted in Figure 7.1, with
its cut-off frequency equal to fsw. When assuming no significant spectral compo-
nents between fo and fsw, the cut-off frequency of the output filter ( fc) can be set
in between fo and fsw by scaling the WTHD and WHD with ( fc/fsw)

2.

7.2.3 Simulation results

First, open-loop simulations are presented, where the bias voltage was realized
by setting the saturation and forward voltages of the switches and diodes equal
to 1

2 ubias. Furthermore, all other components are assumed lossless. The PWM is
implemented as depicted in Figure 7.2a with ideal triangular carrier waveforms.
The DM and CM spectra are normalized to UDC and 1

2 UDC, respectively. The WTHD

and WHD are determined from (7.4) with only the harmonics of fo up to 10 fsw.

When assuming ideal components, ubias = 0 for the DB, and no blanking time for



144 CHAPTER 7: THE IMPACT OF PWM GENERATION AND BIAS VOLTAGE

the FB for case 1 and case 2, the DB and conventional FB switching waveforms are
identical. Figure 7.3 depicts the switching waveforms and corresponding spectra
of both the DM and CM voltages for case 1. The modulation of case 1 is also known
in the literature as bipolar or two-level PWM. The simulation results of case 2, also
known as unipolar or three-level PWM, are shown in Figure 7.3. The black traces
indicate the ideal case when ubias = 0 V, the dark gray trace indicates ubias =

0.05UDC, and the light gray trace is related to ubias = 0.2UDC.

Figures 7.3 and 7.4 illustrate the trade-off between the voltage ripple amplitudes
and spectral content of usnCM and usnDM . Unipolar switching leads to doubling of
the output ripple frequency and halving the DM voltage ripple amplitude. How-
ever, the spectral components that are removed from the DM voltage reappear in
the CM voltage. Addition of the ubias leads to a slightly lower WTHD and WHD for
bipolar and unipolar switching.

The DB has more modulation flexibility compared to the conventional FB, result-
ing in cases 3 to 5. Figures 7.5 and 7.6 illustrate case 3 and case 4, respectively. Both
methods ideally have constant CM voltage, as with bipolar switching, and three-
level DM and double output ripple frequency, as for unipolar switching. How-
ever, when bias voltage is required, additional spectral components occur. For
case 3 these spectral components appear in the DM voltage. Moreover, the fun-
damental switching frequency component reappears, which will limit the update
frequency of a controller in a closed-loop configuration.

A closer look reveals that case 4 features harmonic cancellation in the DM voltage
when a bias voltage is present. Also in the presence of a bias voltage the common-
mode WHD is significantly lower than case 2.

One would expect that the best results are achieved for case 5, because it leads to
five-level PWM. This is true for the ideal case, as depicted by the black traces in
Figure 7.7. However, the fundamental switching frequency reappears when the
required bias voltage is included, as indicated with dark gray traces for ubias =

0.05UDC, and light gray traces for ubias = 0.2UDC. Depending on the amount
of bias voltage, after filtering case 5 might even result in more DM voltage ripple
than case 4. Also, when closed-loop control is added, the appearance of the fun-
damental switching frequency might limit the update frequency of the controller.
This method also suffers from a higher CM voltage ripple than the output voltage
ripple, which in some applications might require additional CM filtering.
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Figure 7.3: Simulation results for case 1 with switching waveforms (a) and cor-
responding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray),
and u∗bias = 0.2UDC (light gray). In (b), the cases illustrated in gray are not visible
(behind the black case) but have approximately equal magnitude.
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Figure 7.4: Simulation results for case 2 with switching waveforms (a) and cor-
responding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (light
gray), and u∗bias = 0.2UDC (gray). In (b), the cases illustrated in gray are not visible
(behind the black case) but have approximately equal magnitude.
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Figure 7.5: Simulation results for case 3 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray).
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Figure 7.6: Simulation results for case 4 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray).
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Figure 7.7: Simulation results for case 5 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray).

7.2.4 Experimental results

The verification was accomplished using the experimental setup described in Ap-
pendix A.5. The bias current was chosen such that the required bias voltage
equaled 5 V, which is 0.05UDC. The load has no significant influence; therefore
a resistance of 100 Ω was used, resulting in low output current (approximately
1 A).

The spectra of the DM and CM voltages were measured by means of a Stanford
Research Systems SR785 signal analyzer in swept-sine mode with 101 ms inte-
gration time. Tektronix isolated differential voltage probes (P5200A) with their
gain set to 50:1 were used in combination with the two differential inputs of the
analyzer to measure the results. The time waveforms were measured using a
LeCroy Waverunner 44MXi-A oscilloscope. All measurement results have been
post-processed in MATLAB.

Figures 7.8 and 7.9 depict measurement results for case 1 and 2. The time wave-
forms are in good agreement with the simulation results for both cases, except for
some spikes on the CM voltage for case 1. The CM spectrum has small additional
components with amplitudes smaller than 0.5 V, which do not significantly con-
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Table 7.1: Overview of the simulation and (measurement) results of usnDM .

u∗bias
WTHD

case 1 case 2 case 3 case 4 case 5

0.00UDC 1.27 0.35 0.35 0.35 0.08
0.05UDC 1.27 (1.26) 0.34 (0.34) 0.36 (0.36) 0.34 (0.34) 0.11 (0.11)
0.20UDC 1.19 0.28 0.47 0.28 0.27

tribute to the WTHD and WHD due to their small amplitude. These non-perfect
harmonic eliminations might occur because of not perfectly aligned switching
voltages, due to unequal delay in the driver circuits or IGBTs, component vari-
ation, or insufficient common-mode rejection ratio (CMRR) of the measurement
equipment. The same applies for the DM spectrum of case 2.

Figures 7.10 and 7.11 show measurement results of case 3 and 4, respectively. The
WTHDs and WHDs of the measurements are in good agreement with the simulation
results. The spurious spectral components are small compared to the expected
ones. Therefore, they do not influence the WTHDs significantly. Also the time
measurements are in good agreement with the simulation results, except for the
small spikes on the CM voltage for case 3, as already explained.

The last verified case, case 5, is depicted in Figure 7.12. The time waveforms agree
quite well with the simulation results, and also both WTHD and WHD match the
simulation results. Small spurious spectral components are again present on both
spectra, but do not significantly contribute to the WTHD and WHD.

Tables 7.1 and 7.2 contain an overview of the simulated and measured data. It
shows the trade-off between the DM and CM distortion for cases 1 and 2. For ap-
plications that have stricter CM requirements cases 3 or 4 can be used. When a
constant CM voltage is a requirement cases 3 and 1 should be used. Applications
that require the least amount of DM distortion are better off with case 5. However,
care should be taken in closed-loop systems, since the additional spectral compo-
nents due to ubias can lead to undesired oscillations or an offset at the output of
the converter when the sampling points are not chosen carefully. The best PWM

strategy is thus application dependent.
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Figure 7.8: Measurement results of case 1: Switching waveforms (a) and corre-
sponding normalized spectrum (b), for u∗bias = 0.05UDC.
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Figure 7.9: Measurement results of case 2: Switching waveforms (a) and corre-
sponding normalized spectrum (b), for u∗bias = 0.05UDC.
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Figure 7.10: Measurement results of case 3: Switching waveforms (a) and corre-
sponding normalized spectrum (b), for u∗bias = 0.05UDC.
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Figure 7.11: Measurement results of case 4: Switching waveforms (a) and corre-
sponding normalized spectrum (b), for u∗bias = 0.05UDC.
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Figure 7.12: Measurement results of case 5 with switching waveforms (a) and cor-
responding normalized spectrum (b), for u∗bias = 0.05UDC.

Table 7.2: Overview of the simulation and (measurement) results of usnCM .

u∗bias
WHD

case 1 case 2 case 3 case 4 case 5

0.00UDC 0 0.92 0 0 0.25
0.05UDC 0 (0.03) 0.92 (0.91) 0 (0.02) 0.07 (0.09) 0.26 (0.25)
0.20UDC 0 0.87 0 0.28 0.29
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Figure 7.13: Schematic overview of full-bridge equivalent of the auxiliary-bias
dual-buck converter.

7.3 Auxiliary-bias dual-buck converter

7.3.1 Full-bridge-equivalent circuit

Figure 7.13 depicts the full-bridge equivalent of the ABDB. The circuit consists
basically of two sets of legs as introduced in Section 4.3. The positive and neg-
ative sets are indexed p and n, respectively. The resistive-inductive load is con-
nected between the output terminals of the positive and negative filters. As for
the conventional DB, for ease of explanation all voltages are again referenced to
the mid-point of the symmetrical supply.

7.3.2 PWM generation

The full-bridge equivalent ABDB has two times more switching legs than the con-
ventional DB. This leads to a more complex PWM modulator, as depicted in Fig-
ure 7.14. The gating signals, Sx, correspond to those of the switches in Figure 7.13.
The carrier signals are triangularly shaped with unity amplitude, and the phase
shift, φc, can be set arbitrarily. Furthermore, the variable transformation as dis-
cussed in Section 7.2.2 is also applied.

In Section 4.3 it was already shown that, in most cases, the best choice is to oper-
ate each auxiliary switching leg with the same frequency and PWM carrier phase
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shift as the corresponding main leg, as indicated in Figure 7.14. The sampling
points of the zero-order holds are aligned as depicted in Figure 7.2b. Since the
ABDB does not require a voltage difference, udiff, between its main legs, it is con-
venient to operate with interleaved switch-node voltages. Therefore, only three
representative cases for PWM modulation remain for the ABDB:

φc =
π

2





(
0 2 0 2

)
, case 3(

0 2 2 0
)

, case 4(
0 2 1 3

)
, case 5

where the cases are labeled in accordance with the notation in Section 7.2, and the
carrier phases are given by

φc =
(

0 φc2p φc1n φc2n

)
.

A comparison of the modulation methods is performed for three distinct levels
of ubias, namely ubias = 0 V, ubias = 0.05UDC, and ubias = 0.2UDC. The output
is modulated to u∗avgDM

= 0.75UDC sin (2π fot), with fo = fsw/100, which results
in a maximum modulation depth of the individual switching legs of 85 % for
ubias = 0.2UDC. The DM and CM voltages are determined from (7.1), and WTHD

and WHD from (7.4).

7.3.3 Simulation results

The WTHD and WHD are determined from simulated data, using only the harmon-
ics of fo up to 10 fsw. Figures 7.15 and 7.16 depict the simulation results for cases
3 and 4. The results are equal to the ubias = 0 V cases of the conventional DB.
However, when bias voltage is present the spectrum remains unchanged for the
ABDB. This is because the bias voltages are generated by the auxiliary legs, and
not the legs that are connected to the output as for the DB. For the ABDB the results
of PWM modulation cases 3 and 4 are therefore identical.

For the ABDB it is thus possible to achieve a 3-level output voltage waveform with
constant CM component, even with bias voltage present. The same result can be
achieved using a conventional interleaved full-bridge converter. However, the
latter will still suffer from output distortion due to blanking time. Moreover, it
should be noted that the number of discrete semiconductors is the same as for the
conventional interleaved FB and the full-bridge equivalent DB. However, the ABDB

requires twice the amount of inductors compared to its conventional FB equal.
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Figure 7.14: Schematic overview of the inverse decoupling and PWM generation.
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Figure 7.15: Simulation results for case 3 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray). The cases illustrated in gray are not visible and exactly
equal to the black case.
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Figure 7.16: Simulation results for case 4 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray). The cases illustrated in gray are not visible and exactly
equal to the black case.
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Figure 7.17: Simulation results for case 5 with switching waveforms (a) and corre-
sponding normalized spectra (b), for u∗bias = 0 (black), u∗bias = 0.05UDC (gray), and
u∗bias = 0.2UDC (light gray). The cases illustrated in gray are not visible and exactly
equal to the black case.

Figure 7.17 depicts the simulation results for case 5. For this case the voltage
waveforms and spectra are not dependent on the bias voltage level that is re-
quired. Of course it is assumed that udiffx is zero volts, which is true for equal
iL f1x

and iL f2x
.

An overview of the simulation results is presented in Tables 7.3 and 7.4. It shows
that the weighted distortion is not dependent on the bias voltage. Furthermore,
for cases 3 to 5, the amount of distortion for the ABDB is equal to a conventional
DB that does not require a bias voltage. The ABDB, however, uses two times more
switching legs than the conventional DB. Due to limitations of the experimental
setup no measurements were performed for the ABDB

7.4 Summary

This chapter compares five different regular-sampled PWM modulation strategies
for the DB and ABDB, with the aim to determine the output spectra. The DB features
more interleaving flexibility with respect to conventional converters. However,
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Table 7.3: Overview of the simulation results of usnDM .

u∗bias
WTHD

case 3 case 4 case 5

0.00UDC 0.35 0.35 0.08
0.05UDC 0.35 0.35 0.08
0.20UDC 0.35 0.35 0.08

Table 7.4: Overview of the simulation results of usnCM .

u∗bias
WHD

case 3 case 4 case 5

0.00UDC 0 0 0.25
0.05UDC 0 0.07 0.25
0.20UDC 0 0.28 0.25

care should be taken when significant bias voltage is required since it adds addi-
tional spectral components to the output voltage, depending on the interleaving
strategy.

For bipolar and unipolar switching, the bias voltage has a positive effect on the
DB output voltage spectra. By selecting the appropriate interleaving strategy it is
even possible to achieve 3-level PWM with doubled output ripple frequency and
constant, or nearly perfect, CM voltage at the output of the converter. That is to
say, the best features of both unipolar and bipolar switching can be retained.

The ABDB is functionally equivalent to a conventional interleaved FB. The bias
voltage has no influence on the output spectra, thus no concessions need to be
made in that respect. However, it should be noted that when comparing the
ABDB to two parallel-connected DBs, the same spectral performance can be ob-
tained. The ABDB requires two inductors more per switching leg compared to the
conventional FB interleaved converter and leads to a similar inductor volume as
can be obtained with parallel-connected DBs, as was discussed in Chapter 5.





Chapter8
Feedback control

“It is a mistake to think you can solve any major problems just with pota-
toes.”

(Douglas Adams)

Abstract — Switched-mode power electronic converters process electric power
efficiently by directing energy flow between intermediate storage components.
Even though accurate models can be obtained, simple feedforward control is in
most cases insufficient because of uncertainties and/or unmodeled dynamics of
the connected sources, loads, and the converter itself. This chapter describes ba-
sic modeling of the dual-buck topology and presents two different output cur-
rent feedback control strategies. The first strategy applies decoupled single-input
single-output control of output and bias current, and the second approach is
based on full state feedback with its dynamics chosen such that a constant group
delay is obtained over a wide frequency range.

Contributions of this chapter are published in:

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “High-precision current
control through opposed current converters,” in Proceedings of the 14th European conference on
Power Electronics and applications (EPE), 2011, pp. 1–10.
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8.1 Introduction

Switched-mode power electronic converters are non-linear due to their switching
nature. However, small-signal input-to-output behavior can be captured quite
accurately for moderate switching frequencies, by application of the state-space
averaging method [65]. When averaging cannot be used or does not provide the
desired accuracy, the sampled-data modeling method [26,43] can be used instead.

Even when the switching components are assumed ideal, models tend to be rel-
atively accurate, which is related to the high efficiency that can be obtained with
modern semiconductor devices. However, feedforward control is in many cases
not sufficient, because uncertainties and unmodeled dynamics can result in poor
performance or undesired behavior. Therefore, most converters have some kind
of feedback control to regulate their outputs to the desired values.

Depending on the desired system specifications and allowed system cost differ-
ent sorts of feedback control are applied in SMPCs. Such controllers contain digital
and/or analog, linear and/or nonlinear feedback loops. Amplifiers for systems
that require high precision and good reproducibility often rely on well estab-
lished techniques such as fixed-frequency DPWM in combination with discrete
single-input single-output (SISO) or full state-feedback control.

However, the increasing availability of low-cost computational power bundled
with recent innovations in the control systems field permit considerable improve-
ment of control algorithms for next-generation power amplifiers. For example,
customization of real-time solvers made the use of implicit model-predictive con-
trol (MPC) with sampling rates in the tens of kHz range possible [25,59,83]. More-
over, the advances in the computation and real-time implementation of explicit
MPC and its approximations permit sampling rates in the MHz range for simple
converters [58, 104].

Solutions have been proposed to extend the domain of safe operation of a power
amplifier under constraints, by application of reference governors [102], and by
using set-theoretic methods [2,103]. Furthermore, steps have been made to incor-
porate the information on the available computational resources in the controller
design procedure [101], with the aim to fully exploit the capabilities of the con-
trol hardware, to achieve the highest performance while guaranteeing the safety
constraints of the converter.

This chapter presents two classical control approaches. First, a linear decou-
pled control of both output and bias current for DBs is introduced, using fixed-
frequency DPWM and relatively low-bandwidth measurement of the filter induc-
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Figure 8.1: Schematic overview of full-bridge equivalent DB.

tor current. Second, a full-state-feedback controller is proposed that is based on
a prototype system approach as suggested in [120]. The dynamics of the closed-
loop system are chosen such that there is a constant group delay from output cur-
rent reference to output current. The resulting closed-loop system is especially
suited for systems that require low distortion and a constant group delay from
input to output, like studio-quality audio amplification and gradient amplifiers
in MRI systems.

8.2 Small-signal model of the full-bridge dual-buck
converter

Figure 8.1 depicts a schematic overview of the full-bridge equivalent DB used in
this chapter. The full-bridge equivalent DB consists of two DB legs with the load,
represented by R and L, connected in between. Separate cut-off frequencies can
be set for the differential-mode and common-mode voltages across the load by
means of C fDM and C f .

When neglecting the effects of the load impedance, the cut-off frequencies for the
differential-mode and common-mode voltages across the load are given by

foDM =
1

2π

√
L f

(
C fDM + 1

2 C f

) (8.1a)

foCM =
1

2π
√

1
2 L f C f

(8.1b)

where L f are the filter inductances, and C f and C fDM are the filter capacitors. The
CM cut-off frequency is determined by L f and C f , and the DM cut-off frequency
depends on L f and the combination of C f and the filter capacitance across the
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Sx

Ronx

Vonx

(a)

Dax

R fx

Vfx

(b)

Figure 8.2: Switch (a) and diode (b) model used for state-space averaging.

load C fDM .

The controllers developed in this chapter are based on linear models. Switched-
mode converters are nonlinear and, therefore, a linearizion of the plant is re-
quired. There are various methods to obtain linear models of switching convert-
ers. In Chapter 2 the state-space averaging method was highlighted. State-space
averaging results in time-continuous analytical models that are dependent on the
operating point being described as

˙̃x = A(uo)x̃ + B(xo, uo)ũ + wo(xo, uo) (8.2a)
˙̃y = Cx̃ (8.2b)

where x̃ represents a small-signal perturbation from the operating point xo, the
same notation applies for input vector u, and wo represents a constant distur-
bance input. The state, input and output matrices in (8.2) can be obtained using
the method explained in Chapter 2. In (8.2) it is assumed that the output matrix
(C) is not operating-point dependent, which is true for the models derived in this
section.

The switches and diodes depicted in Figure 8.1 are ideal. To be able to deter-
mine the influence of the first-order effects of these components on the developed
small-signal model the switches and diodes are modeled as ideal switches and
diodes with parasitic series resistance in series with a voltage source, as shown in
Figure 8.2.

The state and input vectors are chosen as

x =
(

iout iL f1p
iL f2p

iL f1n
iL f2n

uC fp
uC fn

)ᵀ
(8.3)

u =
(
m1p m2p m1n m2n

)ᵀ
(8.4)

where mxy are the modulation indexes of the corresponding switching legs.

When assuming CCM the state and input matrices can be deduced by applying the
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state-space averaging and linearizing procedure explained in Chapter 2, resulting
in

A(uo) =




− R
L 0 0 0 0 1

L − 1
L

0 − R1p
L f

0 0 0 − 1
L f

0

0 0 − R2p
L f

0 0 − 1
L f

0

0 0 0 − R1n
L f

0 0 − 1
L f

0 0 0 0 − R2n
L f

0 − 1
L f

−a1 a2 a2 a3 a3 0 0

a1 a3 a3 a2 a2 0 0




(8.5)

and

B(xo) =




0 0 0 0
U1p
L f

0 0 0

0
U2p
L f

0 0

0 0 U1n
L f

0

0 0 0 U2n
L f

0 0 0 0

0 0 0 0




(8.6)

with

a1 =
1

C f + 2C fDM

(8.7a)

a2 = 1
2C f

+ 1
2 a1 (8.7b)

a3 = 1
2C f
− 1

2 a1 (8.7c)

where R1p to R2n represent equivalent resistances which depend on the operating
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point, given by

R1p = RL f +
1
2

(
R f + Ron

)
− 1

2

(
R f − Ron

)
M1p (8.8a)

R2p = RL f +
1
2

(
R f + Ron

)
+

1
2

(
R f − Ron

)
M2p (8.8b)

R1n = RL f +
1
2

(
R f + Ron

)
− 1

2

(
R f − Ron

)
M1n (8.8c)

R2n = RL f +
1
2

(
R f + Ron

)
+

1
2

(
R f − Ron

)
M2n (8.8d)

and where U1p to U2n denote the operating-point-dependent switching-leg volt-
ages, which in turn are given by

U1p =
1
2

UDC +
1
2

(
Vf −Von

)
+

1
2

(
R f − Ron

)
IL f1p

(8.9a)

U2p =
1
2

UDC +
1
2

(
Vf −Von

)
− 1

2

(
R f − Ron

)
IL f2p

(8.9b)

U1n =
1
2

UDC +
1
2

(
Vf −Von

)
+

1
2

(
R f − Ron

)
IL f1n

(8.9c)

U2n =
1
2

UDC +
1
2

(
Vf −Von

)
− 1

2

(
R f − Ron

)
IL f2n

. (8.9d)

The disturbance input is given by (8.10)

wo(xo, uo) = A(uo)xo + B(0)uo + Bω(0)ωo (8.10)

with

Bω(0) =
1

1
2 UDC + 1

2

(
Vf −Von

)B(0) (8.11)

where B(0) is determined by (8.6) and (8.9). The disturbance input ωo is given by

ωo =
1
2

(
Vf + Von

) (
−1 1 −1 1

)ᵀ
. (8.12)

From (8.8) and (8.9) it can be seen that the operation-point dependency of the
small-signal model is removed when R f equals Ron, which is in agreement with
the results presented in Chapter 6. Moreover, when R f = Ron the averaged state
matrix becomes time-invariant, making the averaging procedure exact, as ex-
plained in Section 2.2. A complete derivation of the state-space averaged model
can be found in Appendix C.
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Power amplifiers generally have a broad operating range that covers most of the
output voltage and current plane. In this case there is no fixed operating point for
the design of the control system, and the chosen operating point is the center of
the range of the elements of xo and uo, in this particular case xo = 0 and uo = 0.
For the sake of simplicity of notation, (8.2) is expressed as

ẋ = Ax + Bu + Bωωo (8.13a)

y = Cx (8.13b)

from here on, where A = A(0), B = B(0), and Bω = Bω(0). It should again be
noted that when Ron equals R f the average model is exact over the complete oper-
ating range. However, when Ron 6= R f the model becomes inaccurate when devi-
ating from the chosen operating point. The amount of error introduced depends
on the relative contribution of the operating-point-dependent terms in A(u) and
B(x) and can be taken into account in the feedback controller design.

The feedback methods discussed in this chapter require only measurement of the
currents in the state vector, as a result y is given by

y =
(

iout iL f1p
iL f2p

iL f1n
iL f2n

)
(8.14)

and consequently

C =
(
I5 0

)
(8.15)

where I5 is an 5× 5 identity matrix, and 0 is a 5× 2 matrix with zeros.

8.2.1 Discretization

The obtained averaged model is time-continuous. However, for discrete control
the time-continuous model needs to be discretized. Figure 8.3 depicts the dis-
cretized model assuming zero-order hold inputs. One control update cycle delay
is added to incorporate the time required for the data acquisition, and calculation
of the new modulation indices for the PWM modulators.

The ADCs sample simultaneously and are triggered two times per switching cycle,
at the maximum and minimum value of the carrier signal of the PWM modulator
of switching leg 1p. Consequently, the sample and controller update cycle time Ts
equals 1

2 Tsw. When the ADCs finish converting the measured data the controller
is executed, which calculates new modulation indices for the PWM modulators.
The new modulation indices are applied by the PWM modulators simultaneously
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Figure 8.3: Zero order hold discretized model of the DB with one control cycle
delay.

at the next trigger.

The resulting discrete state-space model is given by

x[k + 1] = Φx[k] + Γu[k] + Γωωo (8.16a)

y[k] = Cx[k] (8.16b)

where a zero-order hold for the inputs is assumed; that is to say, the inputs re-
main constant over a sampling-time interval. The matrices Φ, Γ, and Γω can be
obtained from the time-continuous model by the procedure described in Chap-
ter 2.

When implementing control systems based on state-space averaged models the
measured signals need to be sampled at their periodic average value. Therefore,
for a PWM converter the sampling time Ts of the discrete model and its switching
time Tsw are usually integer multiples of each other. For PWM with a triangular
carrier waveform, the periodic average of the current through an inductor that
is connected to a switching leg, with a voltage source as input, occurs approxi-
mately at the maximum and minimum values of the carrier signal.

Figure 8.4 depicts the regular-sampled PWM signals together with the correspond-
ing steady-state filter inductor currents and capacitor voltage of one DB leg, as
illustrated in Figure 8.1, for both one sample per PWM cycle and two samples per
PWM cycle. A small offset is added to the gating signals to increase visibility in the
picture. The overlap in the gating signals is due to the exaggerated bias voltage,
in this case 20 % of UDC. The inductor currents and capacitor voltage are offset
by their average value.

Figures 8.4a and 8.4b illustrate that the sampled inductor current approximates
the periodic average value. The error of the sampled currents with respect to
the periodic average is operating-point-dependent. This can be seen for both
inductor currents in Figure 8.4a, where the modulation indices of both legs differ
because of the bias voltage. The operating-point dependency of the measurement
error of the sampled data leads to harmonic distortion when feedback is applied.



8.2: SMALL-SIGNAL MODEL OF THE FULL-BRIDGE DUAL-BUCK CONVERTER 167

However, when no resistive losses are present and when the capacitor voltage is
constant over each switching cycle the sampled currents are exactly equal to the
periodic average values, resulting in no harmonic distortion.

The same does not apply for capacitor voltage, as can be seen in Figure 8.4a. The
sampled capacitor voltage does not approximate the periodic average value of
the voltage. In fact, when no resistive losses are present the capacitor voltages
in the DB are exactly sampled at the tops or valleys of the switching ripple. The
offset error of the sampled data of the capacitor voltage is also operating-point
dependent, which again leads to harmonic distortion when feedback is applied.

A better measurement of the periodic average values can be obtained by taking
two samples per PWM cycle. Figure 8.4b depicts the sampled data for the filter in-
ductor currents and capacitor voltage when two samples are taken per switching
cycle. The average value of two successive samples is a much better approximate
of the cycle average value, resulting in less low-frequency harmonic distortion
when feedback is applied. This comes at the cost of additional harmonic dis-
tortion at the switching frequency when asymmetrical regular-sampled PWM is
applied. It should be noted that, in practice, the sampled inductor currents better
approximate their average value than the sampled capacitor voltages.

Also a delay of the sample positions with respect to the current and voltage wave-
forms leads to an operating-point-dependent measurement error. This error can
also be reduced when using two samples per switching cycle.

In practice resistive losses are small in converters, and sampling delay can be
compensated if desired. Furthermore, the filter capacitors are chosen such that
the ripple is small compared to the supply voltage, or the capacitor voltages can
be estimated with an observer. Therefore, error of the sampled signals can in
many cases be neglected. Better periodic average values can of course be ob-
tained by filtering of the measured signals, or by applying a combination of over-
sampling and digital filtering, as in ∆-Σ ADCs. This is, however, not treated in this
thesis.

8.2.2 Modulator gain

The inputs of the discretized state-space averaged model (8.4) that are required
for control are dimensionless modulation indices. Desired voltages as inputs of
the system provide more insight. By introducing a modulator gain T, as depicted
in Figure 8.5, the inputs are normalized to the desired voltages u∗sn.

The resulting control input vector u∗sn and the modulator gain matrix T are given
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Figure 8.4: Time-continuous and sampled filter inductor current and capacitor
voltage waveforms with the corresponding PWM signals for (a) one sample per
switching cycle, and (b) two samples per switching cycle.
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Figure 8.5: Discrete DB model with PWM modulator gain (T).

by

u∗sn =
(

u∗sn1p
u∗sn2p

u∗sn1n
u∗sn2n

)ᵀ
(8.17)

and

T =
1

KPWM
I4 (8.18)

where I4 is a (4× 4) identity matrix. For the discrete averaged model deduced in
this chapter KPWM becomes

KPWM =
1
2

UDC +
1
2

(
Vf −Von

)
(8.19)

which can be approximated as KPWM ≈ 1
2 UDC when Vf −Von is small compared

to UDC.

8.3 A classical approach

The full-bridge equivalent DB model introduced in Section 8.2 is a multiple-input
multiple-output (MIMO) system with 4 inputs in u∗sn, and 3 control objectives: DCM

should be prevented for both the positive and the negative side switching legs,
and the voltage across, or the current through the load must be regulated to the
desired value.

Due to their simplicity, classical SISO controllers are often applied in an industrial
environment. Before classical SISO control can be applied on the MIMO DB it is
essential to be able to decouple the control of the output current and the current
required to prevent DCM.

The input and output decoupling proposed here is based in the transformations
given in (4.9), (4.10), and (7.1). The decoupled input and output vectors are given
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by

u′ =
(

u∗avgDM
u∗avgCM

u∗biasp
u∗biasn

)ᵀ
(8.20)

y′ =
(

iout iC fDM
iC fCM

ibiasp ibiasn

)ᵀ
(8.21)

where the input vector u′ corresponds to the input of the PWM modulator pro-
posed in Chapter 7, which is given in Figure 7.2a. The output vector contains
the output current (iout), both bias currents (ibiasp & ibiasn ), and the decoupled
capacitor currents (iC fDM

& iC fCM
), which in turn are given by

iC fDM
= 1

2

(
iC fp
− iC fn

)
(8.22a)

iC fCM
= iC fp

+ iC fn
. (8.22b)

The input and output decoupling is given by

u′ = Gusn (8.23a)

y′ = Hy (8.23b)

where corresponding transformation matrices G and H are given by

G =




1
2

1
2 − 1

2 − 1
2

1
4

1
4

1
4

1
4

1 −1 0 0

0 0 1 −1




(8.24)

and

H =




1 0 0 0 0

−1 1
2

1
2 − 1

2 − 1
2

0 1 1 1 1

0 1
2 − 1

2 0 0

0 0 0 1
2 − 1

2




(8.25)

resulting in the following decoupled state-space representation

x[k + 1] = Φx[k] + ΓTG−1u′[k] + ΓTG−1ω′o (8.26a)

y′ = HCx[k] (8.26b)
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where ΓT = Γω, and the decoupled constant disturbance input becomes

ω′o =
(

Vf + Von

) (
0 0 −1 −1

)ᵀ
. (8.27)

From (8.27) it can be seen that the forward voltage of the diodes and switches
have to be compensated only for the bias voltage references (u∗biasp

& u∗biasn
), as

was already pointed out in Chapter 6. When integrating control is applied for
the bias current regulation no further compensation is required for the forward
voltages of the switches and diodes.

Figure 8.6 depicts the Bode diagrams of the non-zero transfer functions of the de-
coupled plant, using the component values of the experimental setup described
in Chapter 9. Figure 8.6a shows the resonance, which is mainly due to the output
filter (L f & C f ). The real pole, mainly due to the load (R & L), is not clearly visible
because in this case it is close the resonance frequency of the filter. As a result the
roll-off of the Bode magnitude is 3th order, that is −60 dB per decade.

The Bode diagram of the transfer function from u∗biasx
to ibiasx , depicted in Fig-

ure 8.6b, has a first-order response which is mainly determined by (L f & RL f ).
Figures 8.6c and 8.6d depict the Bode diagrams of the transfer functions from the
DM and CM voltage references to the corresponding capacitor currents, respec-
tively. From Figure 8.6c and Figure 8.6d it can be seen that the CM resonance
appears at a higher frequency and is damped less than the DM resonance. This
is due to R and L, which do not appear in the CM transfer functions. The trans-
fer functions of the capacitor currents will be fed back to actively damp both
resonances. The other transfer functions are zero as will be shown later in this
section. Furthermore, it should be noted that P(z) includes one control cycle de-
lay resulting in more phase lag than normally expected from third-, second-, and
first-order responses.

The block diagram of the decoupled control system is depicted in Figure 8.7. As
already pointed out the decoupled capacitor currents are fed back to damp oscil-
lations of the system. Two bias current controllers Kbias regulate the bias currents
(ibiasp & ibiasn ) and Kout regulates the output current (iout). The modulator gain
matrix (T), and the decoupling matrices (G & H) appear at the inputs and out-
puts of the discretized plant (P). The common-mode output voltage is set to zero
by u∗outCM

, which maximizes the output voltage range for the proposed scheme.
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Figure 8.6: Bode diagrams of the open-loop decoupled transfer functions, from (a)
u∗avgDM

to iout, (b) u∗biasx
to ibiasx , (c) u∗avgDM

to iC fDM
, and (d) u∗avgCM

to iC fCM
.
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Figure 8.7: Block diagram for the proposed decoupled current control for the dual-
buck converter.

8.3.1 Analytical verification of the decoupling

Analytical calculation of the decoupling on the discrete model given in (8.26)
is challenging, since it involves computation of symbolic matrix exponentials.
However, the decoupling can also be shown using the time-continuous model
(8.13).

When neglecting ωo, the transfer function matrix of the average model (8.13) be-
comes

P′(s) =
Y′(s)
U′(s)

= HC (sI−A)−1 BTG−1 =




G′out 0
G′C 0
0 G′bias


 (8.28)

with sub matrices

G′out = G′out
(
1 0

)
(8.29)

G′C =

(
G′CDM

0
0 G′CCM

)
(8.30)

G′bias = G′bias

(
1 0
0 1

)
(8.31)

where G′out and G′C are the transfer functions from u∗avgx
to iout, and iC fx

respec-
tively, and where G′bias is the transfer function from u∗biasx

to ibiasx .
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From (8.28) to (8.31) it can be seen that there is no coupling between G′out and
G′bias, and the individual elements of G′bias. Since the system P′ is decoupled,
separate SISO controllers can be applied to control iout and ibiasx independently.

When assuming ideal switching devices and diodes the transfer functions, G′out,
G′CDM

, G′CCM
, and G′bias become

G′out =
1

aLL f s3 + abs2 +
(

L+L f +aRRL f

)
s + R + RL f

(8.32)

G′CDM
=

aLs2 + aRs

aLL f s3 + abs2 +
(

L+L f +aRRL f

)
s + R + RL f

(8.33)

with

a =
(

C fDM + 1
2 C f

)
(8.34a)

b =
(

L f R+LRL f

)
(8.34b)

and

G′CCM
=

2C f s
1
2 C f L f s2 + 1

2 C f RL f s + 1
(8.35)

G′bias =
1

2
(

L f s + RL f

) . (8.36)

The DM voltage related transfer functions (8.32) and (8.33) are of third order and
depend on the load resistance and inductance (R & L). The transfer function
(8.35) is second order, and, as pointed out earlier in this section, does not depend
on the load. Moreover, the bias current transfer function (8.36) is first order and
does not depend on the load and the filter capacitors, making bias current control
straightforward. From here on the discretized model given in (8.26) will be used.

8.3.2 Applying damping by feedback

Figures 8.6c and 8.6d show the resonances that occur due to the output filters. To
damp those resonances, in our simulation experiments the DM and CM capacitor
currents are fed back to the corresponding input through Kdampx

, as depicted in
Figure 8.7.

When KdampDM
and KdampCM

are proportional gains, their units are Ω and they
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Figure 8.8: Bode diagrams of the DM (a) and CM (b) damping feedback loops,
without (gray) and with (black) feedback, and where uoutCM = 1

2 (uC fp
+ uC fn

).

can, therefore, be regarded as virtual damping resistances. The damping gains
are chosen such that the dominant poles have the highest damping ratio ζ. In
this particular case KdampDM

= 1.7, resulting in ζ = 1, and KdampCM
= 0.53,

resulting in ζ = 0.57. The Bode diagrams of the resulting systems are depicted
in Figure 8.8. It shows that the resonances are indeed damped by the virtual
resistance that is added through Kdampx

.

Proportional feedback of isumx can also be applied to damp the system. However,
that leads to a lower output impedance after feedback of iout because the filter
inductors also carry current that is flowing to the output. Addition of a high-pass
filter in the damping loop can increase the output impedance for both damping
methods, if desired.

After closing the damping loops the decoupled input and output vectors become

u′ =
(

u∗outDM
u∗biasp

u∗biasn

)ᵀ
(8.37)

y′ =
(

iout ibiasp ibiasn

)ᵀ
(8.38)
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K GE U YR

DU

Dυ

DY

Figure 8.9: Block diagram for the output and bias current control loops of the
dual-buck converter.

with

P′D(z) =




G′outD
0 0

0 G′bias 0
0 0 G′bias


 . (8.39)

From (8.29) it can be seen that u∗avgCM
is not coupled with the output and is, there-

fore, chosen such that the output voltage range of the proposed control scheme is
maximum, that is, u∗avgCM

= 0 V.

8.3.3 Output and bias current control

The output- and bias current control loops are illustrated in Figure 8.7. The two
distinct control loops that need to be designed have the shape depicted in Fig-
ure 8.9, where K is the (discrete) controller and G represents the corresponding
(discretized) transfer function of the plant.

The useful transfer functions that can be deduced from Figure 8.9 are given by

T =
Y
R

=
GK

1 + GK
=

num(GK)
den(GK) + num(GK)

(8.40a)

SK =
U
R

=
K

1 + GK
=

num(K)den(G)

den(GK) + num(GK)
(8.40b)

S =
Y

DY
=

E
R

=
E

Dυ
=

1
1 + GK

=
den(GK)

den(GK) + num(GK)
(8.40c)

SG =
E

Du
=

G
1 + GK

=
den(K)num(G)

den(GK) + num(GK)
(8.40d)

where K represents the controller, G the plant, and ’num’ and ’den’ denote the
numerator and denominator of the corresponding transfer function, respectively.

Equation (8.40a) is the transfer function from input R to output Y and is known
as the complementary sensitivity T. The transfer function from DY to Y (8.40c) is
known as the output sensitivity S of the closed-loop system, which is a measure
of the amount of rejection to a disturbance at the output. The complementary
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sensitivity and output sensitivity are related as S = 1− T.

The control sensitivity SK is a measure of the effort that is required to track an
input signal and is given by (8.40b), and (8.40d) is the process sensitivity SG which
is a measure for the sensitivity to disturbances on the input of the plant G.

Furthermore, it should be noted that the transfer function from Dυ (sensor noise)
to the output Y is equal to T, which implies that it is not possible to have both
good tracking of the reference and, at the same time, good rejection of sensor
noise at a given frequency [100, page 44].

From (8.40c) it can be seen that the error becomes zero when K or G contains
the poles of the Laplace transform of the dynamics that need to be tracked or
rejected. This is known at the internal model principle [12, page 310]. However,
for disturbances on the input of the plant (DU) the dynamics should always be in
the controller K, since the plant poles are not present in the numerator of process
sensitivity (8.40d).

In this chapter the aim is to track a ramping signal for i∗out with zero error, because
ramping reference signals are commonly used in both motion and MRI systems.
Tracking of a ramp with zero error requires for G′outD

Kout to have at least two
poles at 1 in the z-plane. The bias control is less critical, thus an arbitrarily small
constant error for a ramping signal is sufficient. Furthermore, the constant dis-
turbance ω′o needs to be compensated. As a result only a single pole at 1 in the
z-plane is sufficient for KbiasG′bias [77, chapter 10]. Since both G′outD

and G′biasKbias
have no poles that match the desired dynamics, the following controller struc-
tures are used:

Kout(z) = Ko
(z− bo1) (z− bo2)

(z− 1)2 (8.41a)

Kbias(z) = Kb
z− bb
z− 1

(8.41b)

where the pole locations are fixed according to the dynamics that need to be
tracked and disturbances that need to be rejected. The parameters Ko, bo1, bo2,
Kb, bb1, need to be chosen such that the closed-loop system is stable and has the
desired dynamic response.

Loop-shaping the controllers

A fast and simple procedure for determining the parameters in (8.41) is based on
the Bode diagram of the open-loop transfer functions [100, page 44]. Such a loop-
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shaped controller is a good initial design for further optimization. First the zero
locations (bo1, bo2) and the gain Ko are determined. The time constants of both
zeros are chosen the same and such that the maximum phase is−135°. After that,
the gain Ko is adjusted such that the open-loop Bode magnitude KoutG′outD

crosses
zero dB at the frequency where the phase is maximum, as shown in Figure 8.10a.
Of course, when desired, less phase margin can be allowed. In this example 45°
is used, resulting in

Kout(z) = 10.5
(z− 0.954)2

(z− 1)2 . (8.42)

The obtained closed-loop Bode diagrams of the sensitivity and complementary
sensitivity are depicted in Figure 8.10b, where

Sout =
1

1 + G′outD
Kout

(8.43a)

Tout =
G′outD

Kout

1 + G′outD
Kout

. (8.43b)

The magnitude of the complementary sensitivity |Tout| has a maximum peaking
of 3.5 dB, and the open-loop magnitude |KoutG′outD

| crosses 0 dB at 330 Hz. The
corresponding rejection of disturbances at the output is shown in the sensitivity
magnitude plot |Sout|. The phase of Sout is omitted intentionally for clarity.

The resulting magnitude of the output impedance |Zout| is shown in Figure 8.10a
and is determined by evaluating the transfer function from a disturbance voltage
source in series with the load to iout. When neglecting the input delay of G′outD

(z),
if present, the output impedance becomes

Zout =
1 + G′outD

Kout

G′outD

. (8.44)

From (8.44) it can be observed that the output impedance is determined by Kout

for low frequencies where the controller is dominant. However, for higher fre-
quencies, where |G′outD

Kout| is significantly smaller than one, the Zout becomes
approximately equal to (G′outD

)−1.

Finally, the bias controllers Kbias should be tuned. The time constant of the zero
in Kbias is chosen such that a phase lag of −135° occurs at the highest frequency.
This is done by moving the zero from an arbitrarily high frequency back to lower
frequencies until this desired phase margin is reached. After that the gain is ad-
justed such that the open-loop Bode magnitude |KbiasG′bias| crosses zero dB at the
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Figure 8.10: Bode diagrams of (a) the open-loop transfer function KoutG′outD
with

the resulting closed-loop output impedance Zout, and (b) the closed-loop system
Tout, with sensitivity to disturbances at the output Sout.

frequency where the phase margin is 45°. The resulting controller is found to be

Kbias(z) = 3
z− 0.8819

z− 1
. (8.45)

Figure 8.11 shows the resulting open-loop (KbiasG′bias), and closed-loop (Tbias &
Sbias) Bode diagrams. The bandwidth where |KbiasG′bias| crosses 0 dB is limited
by the input delay, in this case one control cycle. The resulting bandwidth is
1212 Hz, as can be seen in Figure 8.11a. That is well above the bandwidth of the
output current loop.

The bandwidth of the bias current controllers is not critical when the bias currents
are kept constant, as in (4.20). However, for modulated bias currents, as given in
(4.21), the bias controller needs to track the absolute value of the fundamental
output frequency, which requires at least two times the amount of bandwidth
as the output current controller. In this case the bandwidth of the bias current
controllers needs to be more than two times larger than that of the output current
controller.
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Figure 8.11: Bode diagrams of (a) the open-loop systems KbiasG′bias, and (b) the
closed-loop system Tbias, with the corresponding sensitivity Sbias.

8.3.4 Optimization of control parameters

The controllers in the previous section were designed in a conservative way,
without any constraints on bandwidth, gain flatness, phase delay, and output
impedance. Finding control parameters that satisfy constraints can be a cum-
bersome job, especially for higher-order systems. Moreover, in most cases con-
straints, read specifications, do not result in a unique set of control parameters. In
such cases a performance criterion that can be minimized is useful to determine
the best controller from the feasible set. The resulting minimization problem can
be formulated as [11, chapter 1]

min
λ

g(λ) subject to

{
c(λ) ≤ 0

λ̌ ≤ λ ≤ λ̂
(8.46)

where c is the constraints function containing the specifications that must be met,
and λ̌ and λ̂ are the lower and upper bounds on the parameters that need to be
found.

Many criteria exist for optimization of controllers [77, chapter 8]. In this section
the integral of the squared error exponential weighted over time is used because
it puts higher penalties on larger errors, and is exponentially weighted with time,
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to put an additional penalty on errors that occur later in the response, to prevent
large settling time. Otherwise stated,

g(λ) =
1
T

T∫

0

eτ−1te2
out(t, λ)dt (8.47)

where eout = iout− i∗out, which in turn depends on λ, τ sets the settling time of the
step response, and T is the integration interval. In this particular case the output
current tracking error is used to evaluate g, however, also the error as a result of
disturbance can be used if desired.

A performance index g can also include penalties on state variables and control
effort, however, bounds on those can also be included in the constraints. From
the set of controllers that satisfy the constraints the one with the lowest g is cho-
sen. The control of the bias current and the CM damping are less critical and are,
therefore, not further optimized.

The excitation signal used to determine the performance index should be selected
carefully. The excitation signal can for instance be the worst-case expected wave-
form, a ramp, or a step. For the optimization of the output current controller
the response to a unit step on the reference is used, because a step excites the
high-frequency dynamics more than a ramp. The integration interval T is chosen
equal to 100L/R, and τ−1 was chosen 500 Hz. When the power amplifier is part
of a digital (servo) control loop that runs on a lower frequency, that control loop
sample time can be used for T too.

Constraints are put on the sensitivity and bandwidth, and are given by

c(λ) = max

[
−BW(Kout(ω, λ)G′outD

(ω)) + BW(Kout(ω, λ0)G′outD
(ω))

max (|Sout(ω, λ)| − |Sout(ω, λ0)|)

]
(8.48)

where BW (X(ω)) is the bandwidth of system X(ω), which is defined as the fre-
quency where |X(ω)| crosses 0 dB, Sout is the sensitivity of the closed-loop sys-
tem, and max is the maximum value. The bandwidth after optimization should
be larger than the initial bandwidth, and the magnitude of the sensitivity Sout for
frequencies ω should be smaller than the initial sensitivity at those frequencies.
The frequency interval is chosen 1 to 200 Hz, which is within the bandwidth of
the controller.

The frequency interval for the chosen constraint on the sensitivity should be lim-
ited. This is due to the Bode sensitivity integral [100, page 176], which states that
when the sensitivity is lowered at some frequencies it goes up at other frequen-
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cies. This procedure basically results in a final controller with smaller or equal
g, equal or higher bandwidth, and equal or less sensitivity within the chosen fre-
quency interval.

The Kout is assigned such that complex zeros are not excluded as a possible solu-
tion to the optimization problem, and is given by

Kout(z, λ) = Ko

(
z− co +

√
sgn (do)|do|

) (
z− co −

√
sgn (do)|do|

)

(z− 1)2 (8.49)

where a negative do results in complex conjugated zeros and positive do results
in real zeros centered around co.

All together, the vector λ for optimization is found to become

λ =
(
Kd Ko co do

)ᵀ
. (8.50)

To help the algorithm to reach convergence, the following bounds are added to
the optimization problem




0
0
0
−1


 ≤ λ ≤




20
20
1
1


 . (8.51)

The upper bounds on the gains Kx are set to 20 based on observations during the
loop-shaping procedure, plus a robust margin added. The locations of the zeros
of the output current controller are limited to a rectangular area, which includes
the right half of the stable region of the z-plane. To prevent unstable systems as
a optimization result, g, in (8.47), is made infinite when the resulting system is
unstable.

The optimal control parameters λ are found using the pattern search algorithm of
MATLAB as described in [4]. Pattern-search numerical optimization algorithms
do not require information about the gradient of the performance index. Pattern
search searches a set of points around the current point to determine were the
performance index is lower than in the current point and stops when a specified
tolerance is reached. There is of course no guarantee that the obtained solution is
the global minimum of the optimization problem.

The user-defined initial conditions were chosen equal to those of the loop-shaped
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Figure 8.12: Bode diagrams of the open-loop system KoutG′outD
with the result-

ing closed-loop output impedance Zout (a), and Tout and Sout (b) after (solid) and
before (dashed) optimization.

controller. The optimization resulted in

KdampDM
= 1.9559 (8.52a)

Kout(z) = 20
(z− 0.9852) (z− 0.9247)

(z− 1)2 (8.52b)

where KdampDM
is higher than for the loop-shaped controller. The gain of Kout is

increased significantly to compensate for the damping and the zeros are shifted
slightly apart, resulting in a sharper phase transition.

After optimization the open-loop system KoutG′outD
has a significantly higher

bandwidth, 569 Hz compared to 330 Hz of the loop-shaped controller, and a better
sensitivity within the bandwidth of the system, as can be seen from Figure 8.12.
The sensitivity is increased for frequencies higher than the bandwidth, as can be
expected from the Bode sensitivity integral [100, page 176].
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8.3.5 Robustness of the closed-loop system

In practice components differ from nominal values. To ensure stability of a per-
turbed closed-loop system, a safety margin is added. A rule of thumb is to add at
least 30 to 40° phase and 6 to 8 dB gain margin to the open-loop system [77].

A Monte Carlo experiment was performed to determine the impact of parameter
variations on the closed-loop system. Each Monte Carlo analysis involved 1764
calculations of the discrete plant. For each iteration the parameters were pseudo-
randomly chosen from a uniform distribution. Two cases of parameter variation
were compared. Table 8.1 shows the used component values and the correspond-
ing parameter deviations. The nominal component values are the same as the
ones in the experimental set-up described in Chapter 9.

The variation on the supply voltage and filter components is assumed 5 and 10 %,
respectively. Furthermore, to include the strong effect of temperature, semicon-
ductor device parameter deviations are allowed in the range of 25 and 50 %, re-
spectively. To include both moderate and large load variations, 10 and 25 % are
used for R and L respectively. Also the operating point is varied by randomly
assigning the modulation indices (Mx) on the interval [−1 . . . 1]. The currents of
the inductors that are indexed 1 and 2 are assigned between ith and îout + ith, and
−ith and −îout − ith, respectively, as illustrated in Figure 4.4.

Figure 8.13 shows the expected deviations of the Bode magnitude and phase due
to the component variations given in Table 8.1. The feedback attenuates the in-
fluence of the parameter variations for frequencies where the sensitivity to the
disturbances is sufficiently low. Especially the bias current shows little influence
of the component variation.

The proposed decoupling is also affected by component variation, as illustrated
in Figure 8.14a. The unwanted coupling between u∗biasx

and iout is shown in the
top graph of Figure 8.14a, and is worst-case −38 dB for case 1 and −31 dB for case
2, respectively. The bottom graph shows the maximum coupling between u∗avgDM
and ibias, which is slightly higher but less critical, since ibias is only required to
prevent DCM. The decoupling is most sensitive to a mismatch between the filter
inductors, as already pointed out in Chapter 6.

From Figure 8.14b it can be seen that the applied feedback improves the decou-
pling. However, for frequencies where the open-loop gain is lower than 10 dB the
cross coupling from i∗bias to iout becomes significant. This suggests that for high-
precision applications it is better not to excite u∗biasx

at those frequencies. The
cross coupling from i∗out to ibiasx can become close to zero dB. The bias current is
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Table 8.1: Component values and variation used for Monte Carlo analysis.

Item Nominal
value

Variation (%)

case 1 case 2

UDC 100 V 5 10
îout 7.5 A

L 1.7 mH 10 25
R 12.1 Ω 10 25

L f 208 µH 5 10
RL f 50 mΩ 5 10

C f 100 µF 5 10
C fDM 160 µF 5 10

Von 1.7 V 25 50
Vf 1.2 V 25 50
Ron 40 mΩ 25 50
R f 22 mΩ 25 50
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Figure 8.13: Bode diagrams illustrating the influence of component variation on,
Tout (a), and Tbias (b) for case 1 (gray) and case 2 (light gray). The intended magni-
tudes and phases are indicated with black lines.



186 CHAPTER 8: FEEDBACK CONTROL

u∗
avgDM

→ ibias

m
ag

n
it

u
d

e
(d

B
)

frequency (Hz)

u∗
biasx

→ iout

m
ag

n
it

u
d

e
(d

B
)

100 101 102 103 104
−80

−60

−40

−20

0

20

−80

−60

−40

−20

0

20

(a)

i∗out → ibiasx

m
ag

n
it

u
d

e
(d

B
)

frequency (Hz)

i∗bias → iout

m
ag

n
it

u
d

e
(d

B
)

100 101 102 103 104
−80

−60

−40

−20

0

20

−80

−60

−40

−20

0

20

(b)

Figure 8.14: Bode magnitude diagrams illustrating the influence of component
variation on the cross coupling between inputs and outputs of the (a) open-loop
plant (P′(s)), and (b) closed-loop optimized system, for case 1 (gray) and case 2
(light gray).

not critical, however, a higher offset (ith) might be required for the bias current to
compensate for the cross coupling at those frequencies.

Figure 8.15 illustrates the variation that can be expected on the step responses for
both cases of component variation investigated in this section. The output current
step responses, depicted in Figure 8.15a, are well damped for all experiments
and do not show significant oscillations, which suggests that the performance
criterion is sufficient to guarantee acceptable settling behavior. The step response
of the loop-shaped controller is depicted with a dashed line for reference. The
bias current step response, depicted in Figure 8.15b, shows almost no influence
of the component variation.

8.4 A full-state-feedback approach

Full-state feedback is often associated with optimal control, which was developed
in the early 1960’s [42] to cope with nonlinear MIMO systems. Since its introduc-
tion, state-feedback has been applied in switching converters, however examples
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Figure 8.15: The influence of component variation on the step response of Tout
(a) and Tbias (b), for case 1 (gray) and case 2 (light gray). The solid and black lines
represent the intended step responses after optimization. The dashed line in (a)
represents the step response before optimization.

are few. More recently, due to the availability of low-cost micro-controllers and
FPGAs, in power electronics, state feedback is getting renewed attention.

Figure 8.16 illustrates a basic full-state-feedback diagram, where P is the plant,
and Kp is the feedback matrix. Full state feedback requires the complete state
vector. In many cases the state vector is only partly available, because some state
dynamics are not measurable, or not explicitly measured for cost reasons. In that
case the state vector needs to be estimated using an observer O, which produces
an estimate of the state vector (x̊) based on the plant input (u) and output (y).

In case of observer feedback, as depicted in Figure 8.16, the design procedure is
split in two stages. First a state feedback design is made, assuming availability of
the full state vector. Second, a state observer is designed to obtain the full state
vector from the plant’s inputs and outputs. The state feedback and observer can
be designed independently. When used together in observer feedback the poles
of the total system contain the poles of the plant and the poles of the observer.
This is known as the separation principle [12, page 43]. For observer feedback
the plant P must be observable [12, page 34] and stabilizable, that is, all uncon-
trollable modes have stable dynamics.

The discretized plant P, shown in Figure 8.16, represents the full-bridge equiva-
lent DB. A discretized model of the DB was already shown in Section 8.2. The DB
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P(z)

−Kp

u[k] y[k]

x̊[k]
O(z)

K(z)

Figure 8.16: Schematic diagram of the full state-feedback control with a state esti-
mator (observer). The state vector x̊ is estimated from the inputs u and outputs y
of the plant P(z) by a state observer O(z).

model of 8.16 is repeated here for convenience:

x[k + 1] = Φx[k] + Γu[k] + Γωωo (8.53a)

y[k + 1] = Cx[k]. (8.53b)

The poles, or eigenvalues, of the discretized model are given by the characteristic
polynomial, det (sI−Φ), where det(·) is the determinant of a matrix. When the
pair Φ and Γ is controllable the open-loop poles can be moved to any location by
applying full state feedback, given by

u[k] = −Kpx[k] (8.54)

where Kp is the feedback matrix.

With state feedback the closed-loop discrete state-space representation becomes

x[k + 1] =
(
Φ− ΓKp

)
x[k] + Γωωo (8.55a)

y[k + 1] = Cx[k]. (8.55b)

The closed-loop characteristic polynomial is given by det
(
sI−Φ + ΓKp

)
, which

has real or complex conjugate roots for real valued Φ, Γ, and Kp. From (8.55)
it can be seen that, when disregarding ωo, the state feedback drives the states to
zero when the absolute values of the eigenvalues of Φ−ΓKp are smaller than one.
The state feedback law given in (8.54) has no reference input and is, therefore, not
a tracking system.

Steady-state reference tracking can be achieved by applying a coordinate transla-
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−Kp

Ku Kx

u[k] y[k]

x̊[k]
O(z)

r[k]

xe[k]

K(z)

Figure 8.17: Schematic diagram of the full-state-feedback controller of Figure 8.16,
with reference tracking by a combination of state-error feedback and feedforward
control. The black bars represent vector a concatenation.

tion, resulting in the following control law

u[k] = −Kp (x[k]− xss[k]) + uss[k] (8.56)

where xss, is the desired steady-state state, and uss represents the required steady-
state input, respectively. Instead of the state of the plant, the state error xe =

x− xss is fed back. When the state of the plant (x) becomes equal to the desired
state (xss) the state error and consequently the plant input (u) becomes zero. Zero
tracking error can, therefore, only be achieved when xss belongs to the zero-input
dynamics of P, or when the corresponding input is fed forward through uss.

The steady-state desired input and state vector can be expressed in terms of the
reference r and disturbance inputs ωo as

u[k] = −Kp

(
x[k]−Kx

(
ωo
r[k]

))
+ Ku

(
ωo
r[k]

)
(8.57)

where Kx and Ku are the matrices that determine the uss and xss from the distur-
bance and reference inputs.

Figure 8.17 depicts the resulting state-error feedback scheme, where the desired
steady-state inputs (uss) are fed forward to the plant, and the desired steady-
state state vector (xss) is subtracted from the state of the plant. The state-space
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representation of the state error feedback can be determined by combining (8.57)
with (8.53), resulting in

x[k + 1] =
(
Φ− ΓKp

)
x[k] + Γtr[k] + ΓΩωo (8.58a)

y[k] = Cx[k] (8.58b)

with

Γt = Γ
(
Kru + KpKrx

)
(8.59a)

ΓΩ = Γ
(
Kωu + KpKωx

)
+ Γω (8.59b)

and where Kx =
(
Kωx Krx

)
, and Ku =

(
Kωu Kru

)
.

From (8.58) it can be seen that the closed-loop poles are not affected by the added
reference tracking. The state error and feedforward matrices can be determined
as described in [37, page 342]. When assuming steady state and no tracking error,
that is x[k] = xss, u[k] = uss, and y[k] = rss, (8.53) can be rewritten as

xss = Φpxss + Γp×nuss + Γ
p×l
ω ωo (8.60a)

rss = Ck×p
r xss (8.60b)

where Cr translates the state vector to the outputs that need to be tracked, and
the subscripts [·]ss denote steady-state values. The superscripts of the matrices
indicate their dimensions, where p represents the number of states, n the number
of inputs, k the number of references and outputs, and l the number of constant
disturbance inputs.

For the special case that the number of plant inputs and references are equal (n =

k) and the system of equations is invertible, a unique solution for (8.60) exists,
given by

(
xss

uss

)
=

(
Φ Γ

Cr 0

)−1(−Γω 0
0 I

)(
ωo
r

)
=

(
Kωx Krx
Kωu Kru

)(
ωo
r

)
. (8.61)

When the number of references is smaller than the number of inputs, that is n ≤ k,
and the columns of the matrix that needs to be inverted are linearly indepen-
dent, a least-square solution exists given by the Moore-Penrose pseudo inverse.
It should be noted that Kru becomes zero when the transfer functions of all refer-
ence inputs to their corresponding outputs have at least one pole at z = 1.

For the controller designed in this section the number of references is chosen
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equal to the number of inputs. The references are chosen as

r =
(

i∗out i∗biasp
i∗biasn

u∗outCM

)ᵀ
(8.62)

which are the same references as for the decoupled SISO control treated in Sec-
tion 8.3. The output current (iout) is the main control objective, the bias current
references (i∗biasp

& i∗biasn
) are calculated based on (4.20) or (4.21). The reference

input u∗outCM
is assigned equal to zero, as in the SISO case. For the references (r)

the output matrix becomes

Cr =




1 0 0 0 0 0 0 0 0 0 0
0 1

2 − 1
2 0 0 0 0 0 0 0 0

0 0 0 1
2 − 1

2 0 0 0 0 0 0
0 0 0 0 0 1

2
1
2 0 0 0 0


 (8.63)

where the zeros in the last four columns correspond to the states of the input
delay that is added to the discrete plant.

The combination of state error feedback and input feed-forward, depicted in Fig-
ure 8.17, results in zero steady-state tracking error. However, a tracking error oc-
curs in the presence of model uncertainties, disturbances, or a dynamic reference
signal. To obtain zero steady-state tracking error in the presence of model uncer-
tainties, to track dynamic references, or suppress disturbances, the poles of the
Laplace transforms of the references that need to be tracked, and disturbances
that need to be suppressed, should be present in the corresponding open-loop
transfer functions. This is known as the internal model principle [12, page 310].

8.4.1 Adding reference dynamics and disturbance rejection

Figure 8.18 shows the block diagram of the state error feedback with input feed-
forward and reference/disturbance dynamics R[z]. The state-space model of the
reference dynamics is given by

xr[k + 1] = Φrxr[k] + Γre[k] (8.64a)

yr[k] = xr[k] (8.64b)

where e[k] = r[k]− Crx[k].

The transformed state vector of the plant xe and the states of the reference vector
xr are combined into a single augmented state-vector xa, with xa =

(
xe xr

)ᵀ
.
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The state-space representation of the resulting closed-loop system T(z) becomes

xa[k + 1] =
(
Φa − ΓaKp

)
xa[k] +

(
Γt
Γr

)
r[k] +

(
ΓΩ
0

)
ωo (8.65a)

y[k] = Caxa[k] (8.65b)

where the matrices with subscript a are given by

Φa =

(
Φ 0
−ΓrCr Φr

)
, Γa =

(
Γ

0

)
(8.66)

and
Ca =

(
C 0

)
. (8.67)

As for the SISO case, presented in the previous section, it is chosen to be able to
track a ramping output current reference without error. This requires two poles
at z = 1 in the z-plane. The bias currents are only required to prevent DCM,
therefore, tracking requirements are less strict. Since the constant disturbance ωo
and references are fed forward no additional reference dynamics is added for the
bias current control.

The state-space representation of the reference dynamics can easily be expressed
in controller or observer canonical form. In this case the observer canonical form
given in [120, page 401] is used, resulting in

Φd =

(
2 1
−1 0

)
, Γd =

(
2 0 0 0
−1 0 0 0

)
(8.68)

where it is assumed that the numerator of the discrete transfer function of the
reference dynamics equals z2, which corresponds to backward Euler integration.

8.4.2 Pole placement based on a prototype Bessel system

Different methods to determine the feedback matrix Kp are known in literature.
The two most widely used methods for MIMO systems [42, 44] require that the
whole state vector of the plant under control is known or observable, and that
the plant is stabilizable.

The method described in [42] became known as the linear-quadratic regulator
(LQR) problem. This method determines Kp by minimizing a quadratic cost func-
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xr[k] e[k]
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Figure 8.18: Schematic diagram of the full-state-feedback controller of Figure 8.17,
with added reference dynamics R(z). The black bars represent vector a concatena-
tion.

tion and is, therefore, a kind of optimal control. The method described in [44] can
be used to place the closed-loop poles at arbitrary positions, with the restriction
that the multiplicity of the closed-loop poles cannot be greater that the number
of inputs of the plant. When a plant has multiple inputs, infinite solutions exist
to the pole placement problem. The algorithms described in [44] iteratively de-
termine the feedback matrix Kp that minimizes the sensitivity of the closed-loop
pole locations to model uncertainties.

In this case study the MATLAB function place, which is based on [44], is used
to place the closed-loop poles at the desired locations. The dominant poles are
placed according to a Bessel prototype system as explained in [120, page 233].
Because the transfer function from u∗avgDM

to iout is third order, a 3rd-order Bessel
prototype system with 22Ts settling time is used. The settling time was chosen
such that the resulting closed-loop system is robust for component variations, as
will be shown later in this section. The four poles associated with the input delay
are left in the origin of the z-plane, the remaining poles are positioned on the real
axes on frequencies that are at least a factor three higher than the real pole of the
Bessel prototype system.

The desired closed-loop pole locations are chosen as

pcl =
(
0×4 0.4509×4 0.5052×2 0.7965 0.8228± 0.1429j

)
(8.69)
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Figure 8.19: Pole-zero map of (a) the closed-loop system without observer (T′(z)),
and (b) closed-loop system with observer (T(z)). The closed-loop poles and zeros
are indicated with crosses and circles respectively. The superscripts ×n indicate a
multiplicity of the poles and zeros respectively.

where the superscript ×n represents the pole multiplicity.

Figure 8.19 depicts the resulting closed-loop pole and (transmission) zero [100,
page 141] locations of the system without observer T′(z) and observer feedback
system T(z), which will be explained later in this section. The superscripts and
subscripts in Figure 8.19 denote the pole and zero multiplicities respectively.

The closed-loop poles in Figure 8.19a appear at the desired locations, given by
(8.69). However, even though the plant (P(z)) does not have any zeros1, two
complex-conjugate zeros appear in the closed-loop z-plane. The zeros do not
influence the settling-time of the closed-loop system, however, they do influence
the transient response. From Figure 8.19b it can be seen that the pole locations
of the system without observer are not affected by the added observer dynamics,
as predicted by the separation principle. It should be noted that, for clarity, non-
significant sampling zeros are not displayed in Figure 8.19.

1When assuming that the full state vector is measured.
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8.4.3 Reduced-order observer implementation

Up to now it was assumed that the complete state vector is known. This is not
the case for the DB model given in (8.16), where only the currents are measured.
In this example a reduced-order observer (ROO) is used to estimate the remaining
part of the state vector (uC fp

& uC fn
). The resulting ROO requires only two states

instead of the seven states that would be required when a full-order observer
would be implemented.

The design procedure for reduced-order observers is described in detail in [120,
chapter 7]. First the state-space model of the discrete plant (8.16) is partitioned as

(
x1
x2

)
[k+1] =

(
Φ11 Φ12
Φ21 Φ22

)(
x1
x2

)
[k] +

(
Γ1
Γ2

)
uo[k]

yo[k] =
(
Co 0

)
(

x1
x2

)
[k]

where x1 are the measured states and/or known states, x2 are the states that need
to be estimated, and uo[k] =

(
ωo u[k]

)ᵀ
. The delayed plant inputs do not need

to be estimated. Therefore, yo includes the delayed inputs, and as a result Co is
found to become

Co = diag
(

C, I4
)

. (8.71)

The general form of a reduced-order observer is given by

z[k + 1] = Fz[k] + Gyo[k] + Huo[k] (8.72a)

x̊2[k] = Iz[k] + Lyo[k] (8.72b)

where x̊2 contains the estimated states, z is the observer state vector, and L is the
observer feedback matrix. The system matrices of the ROO are derived in [120]
and can be expressed in terms of the partitioned matrices and observer feedback
matrix L as

F = Φ22 − LΦ12

G = (Φ21 − LΦ11 + FL)

H = Γ2 − LΓ1.
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The estimation error of the ROO is given by

e2[k + 1] = Fe2[k] (8.74)

where e2[k] = x2[k]− x̊2[k]. From (8.74) it can be seen that the estimation error
becomes zero when the eigenvalues of F are inside the unit circle. Moreover, the
ROO requires only feedback when Φ22 is not stable, or when its the pole loca-
tions are not desired. When no observer feedback is applied, that is L = 0, the
estimated states only depend on the estimator state (z).

Figure 8.20 depicts a schematic diagram of the ROO and O(z). From Figure 8.20
it can be seen that the delayed inputs are determined outside the ROO. The fully
estimated state vector x̊, containing both the measured/known states x1 and esti-
mated states (x̊2), is obtained from the ROO state vector and the measured/known
plant outputs as

x̊[k] = Uz[k] + Vyo[k] (8.75)

where the matrices U and V are partitioned such that the estimated state vector
(x̊) is ordered such as the plant state vector (x).

The separation principle states that the closed-loop pole locations of the total ob-
server feedback system is the collection of the observer poles and the closed-loop
poles of the system without observer. The observer poles, however, do influence
the robustness of the system to perturbations, as will become clear later in this
section. A rule of thumb is to place te observer poles at three to five times higher
frequencies than the closed-loop system poles, as suggested in [120, page 285]
and [12, page 45]. However, in [120] it is also suggested to place observer poles
on zeros that are close to the dominant poles of the system.

Figure 8.19b depicts the pole-zero map of the complete observer feedback system.
From Figure 8.19 it can be seen that the ROO poles are placed on the (transmission)
zeros, the input delays in O(z) appear in the origin of the z-plane.

8.4.4 Closed-loop frequency responses

Figure 8.21 illustrates the output sensitivity and complementary sensitivity from
i∗out to iout (Sout & Tout) and i∗biasp

to ibiasp (Sbias & Tbias). The dashed lines represent
the results for the optimized SISO controller proposed in the previous section, and
the phase information for the sensitivities is omitted for clarity. The sensitivity to
output disturbances of the bias is higher for the state-feedback controller than for
the SISO case. This is due to the lack of integrating reference dynamics for the bias
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Figure 8.20: Schematic diagram of the reduced-order observer. The black bars
represent vector concatenation.

currents in the state-feedback controller. However, the bandwidth of the state-
feedback bias current regulation is 1.6 times higher than the SISO case. For both
cases the bias current controllers have more bandwidth than the output current
controller, which is required when the bias current is modulated as given in (4.21).

The bandwidth of the output current control for the state-feedback controller has
increased a factor 2.7 with respect to the SISO controller. Furthermore, the sensitiv-
ity to disturbances on the output current, within the bandwidth of the controller,
is much lower than the SISO case, presented in the previous section, which comes
at the cost of higher gain peaking, i.e. 7.9 dB instead of 4.7 dB.

Also the output impedance of the state-feedback controller has increased signif-
icantly for most frequencies with respect to the SISO case, which can be expected
from the lower sensitivity to disturbances on the output current (iout).

When applying state feedback the transfer functions from i∗biasp
to ibiasp and i∗biasn

to ibiasn are not generally equal. However, the closed-loop pole locations given
in (8.69) result in a perfectly decoupled system with identical bias controllers, for
both the positive (p) and negative (n) side.

8.4.5 Zero cancellation with reference prefilter

Ideally a Bessel system exhibits nearly no overshoot and a constant group delay.
As a result the output is a delayed band-limited representation of its input. This
property is especially useful in applications that require low distortion and repro-
ducibility, and do not suffer from delay, as in high-quality audio and MRI, where
the reference signal can be advanced to compensate for the group delay of the
Bessel system.
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Figure 8.21: Bode diagrams of the sensitivity (S) and complementary sensitivity
(T) from i∗out to iout (a), and i∗biasp

to ibiasp (b) of the closed-loop system. The solid
lines represent the state-feedback presented in this section, the dashed lines repre-
sent the optimized SISO approach suggested in the previous section.
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Figure 8.22a depicts the step response of the output current of the observer feed-
back system (T(z)). The dashed line indicates the step response of the SISO con-
troller which is added for reference. The step response shows significant over-
shoot, which would not be expected for a Bessel system. The overshoot in the
step response is caused by significant zeros in the transfer function from i∗out to
iout (Tout). A Bessel system should have no zeros in its transfer function.

Figure 8.22a also depicts the required input mavgDM
for the step response2. The

decoupled input required for the step is given by

mavgDM
=
( 1

2
1
2 − 1

2 − 1
2

)
u (8.76)

which has a maximum range of ±2. From the required control action it can be
seen that it is not possible to achieve the simulated response for a 1 A step on the
output current, because it requires too much control effort. The input required for
a unit step does not exceeds its maximum value for the optimized SISO controller
designed in the previous section.

Figure 8.23 shows in black the pole-zero map of the minimum realization of the
transfer function Tout, i.e. with all pole-zero cancellations removed. It can be seen
that the two complex conjugate zeros, which cause the overshoot in Figure 8.22a,
and the poles associated with the Bessel system are present in Tout.

Canceling of the zeros by poles in the controller leads to unwanted dynamics,
because, in practice, it is not possible to exactly cancel the zeros perfectly, even
when the zeros are not affected by model uncertainties, which is true in this par-
ticular case. However, when the zeros are not affected by model uncertainties
the zeros can be canceled with a prefilter, as is commonly applied in classical
proportional-integral-differential (PID) control [120, page 254].

In this case two complex zeros need to be canceled by the prefilter. The resulting
prefilter has two poles at the complex zero location, as indicated by gray crosses
in Figure 8.23. The prefilter has a low-pass response and basically limits the slew
rate of i∗out by canceling high frequencies in the reference signal.

Figure 8.22b depicts the step response of iout with the prefilter. The dashed line
indicates the output current step response of the system without prefilter. From
Figure 8.22b it can be seen that there is nearly no overshoot, as would be expected
from a Bessel response. Furthermore, the settling time of the closed-loop system
is not affected by the prefilter. Moreover, the control effort required for the unit
step on the output current reference is reduced significantly with respect the sys-

2Because the proposed state-feedback controller is perfectly decoupled mavgDM
can be used to com-

pare control efforts.
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Figure 8.22: Step responses of iout and corresponding control action mavgDM
. The

solid lines represent the observer feedback system (T(z)), (a) without prefilter, and
(b) with prefilter. The dashed lines are added for reference and correspond to the
optimized SISO system of the previous section in (a), and the observer feedback
system (T(z)) without prefilter in (b), which is the same as the solid line in (a).
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Figure 8.23: Pole zero map of Tout and the prefilter F(z), depicted in black and
gray respectively. The poles are indicated with crosses and the zeros with circles.
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Figure 8.24: Bode diagram of Tout with prefilter F(z). The gray line indicates
the phase response of Tout after compensation for delay Td. The response without
prefilter is indicated with dashed lines for reference.

tem without prefilter, and is even less than the optimized SISO controller of the
previous section.

In this case a 3rd-order Bessel filter was chosen because all Bessel poles appear
uncanceled in Tout. However, it is not necessarily true that no zero cancellations
of Bessel poles occur in Tout when pole placement is applied. Figure 8.24 depicts
the Bode diagram of Tout. To show the constant group delay property of the
Bessel response, the phase after compensation for the delay Td is given in gray.
From Figure 8.24 it can be seen that the Bessel system has a constant group delay
of 15.6Ts for frequencies up to almost 1 kHz. The response without prefilter is
indicated by the dashed lines for reference.

Due to the added prefilter, ramps are not tracked with zero error anymore. More-
over, the delay added by the Bessel response makes the approach unsuitable for
systems with multiple control loops, like in servo systems. However, in many in-
dustrial applications the prefilter dynamics can be incorporated in the reference
generation, instead of in the amplifier, because the reference signals are known
a-priori. Also a reference governor, as suggested in [102], can be used to augment
the reference such that the required control effort stays within limits. As a result,
zero tracking error can be achieved without the delay associated with the Bessel
system.
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8.4.6 Robustness of the closed-loop system

To illustrate the impact of parameter variations on the closed-loop system, a sim-
ilar Monte Carlo experiment was performed as for the SISO control system. Each
Monte Carlo analysis involves 1764 calculations of the discrete plant. For each it-
eration the parameters are pseudo-randomly chosen from a uniform distribution.
The same cases of parameter variation are used as for the SISO control system.
Table 8.1 shows the used component values and the corresponding parameter
deviations.

Figure 8.25 depicts the poles of the feedback system (T′) in (a) and observer feed-
back system (T) in (b), for case 1 in dark gray, and case 2 in light gray. From
the pole locations it can be seen that both systems are robust for the simulated
parameter variations.

Figure 8.26 depicts the impact of component variation on the Bode diagrams of
transfer functions Tout and Tbias. As in the SISO case the influence of component
variation is negligible for frequencies where the sensitivity to disturbances is suf-
ficiently low. Again the Bode diagram of Tbias shows very little influence of the
component variation.

The response to a step of Tout, without prefilter, and Tbias with component varia-
tion is depicted in Figure 8.27. All simulated step responses of iout settle within
reasonable time. Again the step response of the bias current shows very little
effect of the component variation.

From Figure 8.28 it can be seen that the applied feedback improves the decou-
pling. However, for frequencies where the open-loop gain is lower than 10 dB
the cross coupling from i∗bias to iout becomes significant. This suggests that for
high-precision applications it is best not to excite u∗biasx

at those frequencies. The
cross coupling from i∗out to i∗biasx

peaks at over 20 dB. Therefore, a higher offset
(ith) might be required for the bias current to compensate for the cross coupling
at those frequencies.

8.5 Summary

In this chapter a discrete model and two control methods are proposed for the
DB. The derived discrete model is only valid for CCM, and includes the effects
of the forward voltages and resistances of the switches and diodes. The discrete
model also includes the delay required for data acquisition, and calculation of
new modulation indices.
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Figure 8.25: Closed-loop pole locations with component variation, for case 1 (gray)
and case 2 (light gray). The intended pole locations are indicated with black crosses.
In graph (a) it is assumed that the complete state-vector is measured and that no
observer is required (T′), and (b) is with observer (T).
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Figure 8.26: Bode diagrams illustrating the influence of component variation on
(a) Tout without prefilter, and (b) Tbias, for case 1 (gray) and case 2 (light gray). The
intended magnitudes and phases are indicated with black lines. Both graphs apply
to the control system with observer (O).
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Figure 8.27: The influence of component variation on the step response of (a) Tout,
and (b) Tbias, for case 1 (gray) and case 2 (light gray). The solid and black lines
represent the intended step responses.
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Figure 8.28: Bode magnitude diagrams illustrating the influence of component
variation on the cross coupling between inputs and outputs of the (a) open-loop
plant (P′(s)), and (b) closed-loop system with observer (T), for case 1 (gray) and
case 2 (light gray).
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The first feedback method is based on a decoupled control of bias and output
current. It is shown that ideally the output current and bias current are perfectly
decoupled, and even in the presence of considerable component variation the
decoupling is sufficient to achieve excellent regulation of the output current.

The output current control scheme consists of multiple loops. Two damping
loops are applied to damp the DM and CM resonances of the output filter. The
output current is regulated by a controller with double integrating action. The
two bias currents are regulated by separate proportional integrating controllers.
The control parameters are found by a loop-shaping procedure. Furthermore,
minimization of the time-weighted squared error of the step response is applied
to optimize the gain and zero locations of the output current controller. The pro-
posed output current control can also be applied to conventional FB converters.

The second feedback method is a full state feedback with reduced-order observer
to estimate the capacitor voltages. Steady-state reference tracking is implemented
by a combination of state error feedback and input feedforward. Double integrat-
ing reference dynamics are added for the output current. The dominant closed-
loop poles are placed according to a Bessel prototype system with a specified
settling time.

Bessel systems have a constant group delay and step response with nearly no
overshoot. A prefilter is added to cancel significant zeros from the transfer func-
tion corresponding to the output current. The combination of the observer feed-
back system with the prefilter results in both a low sensitivity to disturbances and
a Bessel output current step response.

The robustness of both control methods was verified with an extensive Monte
Carlo simulation experiment. The experiment showed that both controllers are
robust for the simulated variations. Especially the bias current regulation showed
to be insensitive to model perturbations in both experiments.





Chapter9
Experimental results

“A learning experience is one of those things that say, ‘You know that thing
you just did? Don’t do that.’”

(Douglas Adams)

Abstract — This chapter deals with the practical results obtained from a dual-
buck converter prototype. First, the average model and the controllers, detailed
in Chapter 8, are verified with measurements. It is shown that the measured fre-
quency and step responses agree well with the analytical and simulation results
from Chapter 8. Next, various aspects of the open-loop harmonic performance
are measured and compared to the simulation results and analytical expressions
given in Chapter 6. It is shown that the DB topology can achieve an open-loop
THD better than 0.01 %, which is an over 40 dB improvement compared to the
conventional full-bridge converter.
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9.1 Experimental setup

A prototype converter was built that can be configured as a full-bridge equiva-
lent DB or a conventional FB by connecting the switch nodes of the P- and N-cell
of each side of the full-bridge by means of a relay contact. Figure 9.1 depicts
the schematic diagram of the prototype converter. The switch nodes can be con-
nected with the relays designated FB. The rest of the setup is similar to the circuits
analyzed in Chapter 8. However, the output filter consists of five capacitors, not
three as depicted in Figure 8.1. These capacitor values are chosen such that the
behavior of both realizations is equivalent. The measured currents, required for
feedback, are indicated in the figure. Instead of a symmetrical supply, a single
power supply is used in the experimental setups.

The nominal component values of the experimental setup are summarized in Ta-
ble 9.1. The power supply voltage is chosen to be 100 V, low enough to amplify
the effects of the forward voltages of the switches and diodes. In order to increase
the voltage stability for some measurements the output of the power supply was
compensated, as described in Appendix A.2. A resistor-inductor load was used
to represent the voice-coil actuator that is often used as load circuit in short-stroke
positioning systems. Note that the value of C f in Table 9.1 is half the value shown
in Table 8.1. The switching frequency was chosen 16 kHz and the modulators are
updated twice per switching cycle. For the full-bridge configuration the blanking
time (Tbt) was set to 2 % of Tsw (1.25 µs). Unless otherwise noted, the offset current
ith was set to 5.5 A for the dual-buck configuration, which is enough to guarantee
CCM and driver-limited voltage commutation as discussed in Chapter 6.

Figure 9.2 shows details of the experimental setup. The converter is based on an
off-the-shelf Semikron SEMISTACK SKS40FB2C07V6 IGBT stack with a custom-
designed gate-driver board, as described in Appendix A.1. It should be noted
that this commercially available stack is by no means intended for generating
low distortion waveforms.

UDC

iL f1p

iL f2p

L f

L f

S1p

D1p

D2p

S2p

C f

L R

iout

iL f1n

iL f2n

L f

L f

S1n

D1n

D2n

S2n

C f

RL f RL f

RL fRL f

C fDM

FB FB
C f C f

uout

Figure 9.1: Schematic overview of the reconfigurable full-bridge equivalent DB
and conventional FB setup.
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Table 9.1: Component values used in the experimental setup.

Item Value Description

UDC 100 V Delta Elektronika SM 120-50I

CDC 6 mF Rifa PEH200VH410AMB3II

L 1.7 mH Air-cored inductor

R 12.1 Ω Vishay LPS 300 thick filmIII

2.5 Ω 1.5 kW wire wound resistor IV

L f 208 µH See separate inductors on page 99
RL f 50 mΩ

C f 50 µF Vishay MKP1848650094Y5
C fDM 160 µF Vishay MKP1848716704Y5

Sx - Semikron SKM75GB123D
Dx -

IFor some measurements a low-voltage linear amplifier was connected in series with the
power supply to improve its voltage stability.

IIsix parallel strings of two series-connected capacitors.
IIIParallel connection of four 100 Ω and two 47 Ω resistors.
IVStainless steel conductor.

L

FB relays
C fDM

iout

L f

iL f

C f

UDC

IGBT stack

Figure 9.2: Picture of the reconfigurable full-bridge equivalent DB, and conven-
tional FB setup.
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The PWM generation and control are implemented on a dSPACE rapid prototyp-
ing system, as described in Appendix A.3. For the experimental verification the
PWM carrier phase shifts were set to bipolar switching, case 1 in Chapter 7, unless
otherwise stated. Two separate current sensors were used to measure the out-
put current. One is connected to the feedback control system, if active, and the
other is connected to the signal analyzer. The time-domain graphs in this chap-
ter have been captured using a LeCroy Waverunner 44MXi-A and the frequency
responses and spectra were measured using a Stanford Research Systems SR785
dynamic signal analyzer. This analyzer is capable to automatically range its in-
puts to the maximum range of its 16-bits ADCs from 3 mV to 50 V in 2 dB steps. As
a result this signal analyzer typically has better than 90 dB dynamic range.

The spectra and distortion are the most critical measurements and are therefore
performed using the dynamic signal analyzer. The output voltage spectra (uout)
of the setup were directly measured using the differential input of the signal ana-
lyzer, through a 1/3 high-precision attenuator1. The output current was measured
using an LEM IT200 fluxgate sensor with a 5 Ω burden resistor. Depending on the
required measurement range, either 6 or 12 primary turns were used. All spectra
were averaged 21 times using the RMS averaging function of the analyzer. This
preserves the level of the (uncorrelated) noise while reducing fluctuations in the
(correlated) spectral components.

9.2 Model and controller verification

In Chapter 8 a state-space averaged model was presented and two feedback con-
trol methods were suggested for the DB topology. The first control system is based
on separate decoupled SISO controllers and the second is based on MIMO full state
feedback. In this section the state-space model and both feedback controllers are
compared to measurements done on the experimental setup.

9.2.1 Averaged model

Figure 9.3 depicts the measured open-loop Bode diagrams from reference input2

u∗avgDM
to iout, and from u∗biasp

to ibiasp , in black. The measurements were made
using the swept-sine function of the SR785 signal analyzer using a frequency span

1The attenuator consists of 3 Vishay Y006220K0000T9L, 20 kΩ 0.01 % resistors with 1 ppm/K tem-
perature coefficient.

2The schematic diagram of the PWM modulator with the corresponding reference signals is given
in Figure 7.2a.
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Figure 9.3: Measured Bode diagrams of the open-loop decoupled transfer func-
tions, from (a) u∗avgDM

to iout, and (b) u∗bias to ibiasp . Also the simulated influence of
component variations is illustrated for case 1 (gray) and case 2 (light gray).

from 8 Hz to 16 kHz. Figure 9.3 also shows the simulated Bode diagrams for two
cases of component variations, as given in Figure 8.13 considering the parameter
variations shown in Table 8.1.

The Bode diagram from input u∗avgDM
to iout is in good agreement with the ex-

pected result. Some additional damping can be observed because less gain peak-
ing occurs at the DM resonance frequency of the output filter. The extra damping
is caused by additional resistance in the bias path. This can also be seen from the
measured magnitude, depicted in Figure 9.3b, which illustrates the frequency re-
sponse from input u∗biasp

to ibiasp . The measured magnitude is slightly lower than
expected when including the simulated component variation. Also for higher
frequencies the measured magnitude of the bias current is slightly lower than
expected. This difference can be attributed to discontinuous inductor currents
that occurred during the measurements for frequencies close to fsw. The spike at
16 kHz might be due to the switching of the converter. Otherwise the measured
Bode diagram is in good agreement with the results of Chapter 8.
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9.2.2 Decoupled SISO control

Figure 9.4 depicts the closed-loop Bode diagrams from i∗out to iout (Tout) and i∗bias
to ibiasp (Tbias) for the decoupled feedback control presented in Section 8.33. The
measured magnitude of Tout falls within the expected curves. However, the mea-
sured phase is slightly out of the expected tolerance band for frequencies close
to the gain peaking. This difference is again likely caused by the slightly higher
damping in the bias path. The closed-loop Bode diagram of Tbias falls within the
expected tolerance bands, except for effects due to DCM that occurred for frequen-
cies close to fsw, and the spikes at 16 kHz, which can again be attributed to the
switching of the converter.

The open- and closed-loop cross coupling were also measured and compared to
the simulations in Figure 8.14. Figure 9.5 illustrates the measurements on top
of the simulated results that include the parameter variation. The open-loop
cross coupling from u∗biasp

to iout, in Figure 9.5a, follows the expected trend up
to approximately 1 kHz. For higher frequencies the dynamic range of the mea-
surement was not sufficient to accurately measure the response. The cross cou-
pling from u∗avgDM

to ibiasp was better scaled and could be measured with rela-
tively good accuracy over the entire frequency span. The peaks which occur at 8
and 16 kHz in the measurements are caused by the sampling of the ADCs of the
dSPACE platform and switching transients of the converter, and can be ignored.

From Figure 9.5 it can be seen that even though the damping was slightly higher
than expected, the practical component values are quite symmetrical, i.e. the
variation between individual components with the same nominal value is sig-
nificantly lower than expected. The same applies for the closed-loop cross cou-
pling shown in Figure 9.5b for frequencies higher than 100 Hz. The higher-than-
expected coupling for frequencies below 100 Hz is most probably due to the lim-
ited resolution of the output current control system. Otherwise, the measured
cross coupling follows the expected trends very well.

Figure 9.6 shows the measured unit step responses for the output and the bias
current superimposed on top of the simulated responses, including parameter
variation. The measured output current step response falls withing the expected
tolerance band. The measured step-response of the bias current is in good agree-
ment with the simulated results, given the higher damping in the bias path that
was discussed before.

Figures 9.7a, 9.7b, and 9.9a depict measured waveforms under closed-loop con-
ditions, for the DB with constant bias current, DB with modulated bias current,

3For reference, the control diagram is given in Figure 8.7.
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Figure 9.4: Measured Bode diagrams (black) of the closed-loop systems (a) Tout,
and (b) Tbias. Also the simulated influence of component variation is illustrated for
case 1 (gray) and case 2 (light gray), as also shown in Figure 8.13.
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Figure 9.5: Measured Bode magnitude diagrams of the cross coupling between in-
puts and outputs (black) for (a) the open-loop system, and (b) closed-loop system.
The simulated results illustrating the influence of component variation for case 1
(gray) and case 2 (light gray), as in Figure 8.14, are also shown.
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Figure 9.6: Measured step responses (black) of the closed-loop systems (a) Tout,
and (b) Tbias. The influence of component variation on the responses for case 1
(gray) and case 2 (light gray), as are also illustrated in Figure 8.15.

and FB, respectively. A sinusoidal reference of 6 A/21 Hz was used. The mea-
sured waveforms of the DB resemble the simulation results shown in Figure 4.9
and Figure 4.10 in Chapter 4. However, it should be noted that those simulations
were made with different load conditions and component values. Nevertheless,
the presented results validate the results of Chapter 4.

The filter inductor current of the FB (iLHBp
) in Figure 9.9a shows some zero-current

clamping effects. This is due to the blanking time, which was set to 1.25 µs. How-
ever, the output voltage and current waveforms of the FB appear to be sinusoidal.
A closer look at the corresponding output current spectrum in Figure 9.9b reveals
significant distortion, and a THD of 0.5 %, which was calculated by means of (3.1).

The corresponding output current spectra for the DB with constant and modu-
lated bias current are given in Figure 9.8. The spurious harmonics of the DB are
over 20 dB lower than for the conventional FB, resulting in over 10 times lower
THDs. It should be noted that the closed-loop performance of the DB is determined
by the measurement resolution of the dSPACE system in combination with the
sensor, which was limited to approximately 13 effective bits. This will become
more clear in the next section which treats the performance of the DB under open-
loop conditions. However, first the full-state-feedback control system explained
in Section 8.4 is verified.
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Figure 9.7: Measured waveforms for the DB, with constant bias current (a), and
modulated bias (b), under closed-loop conditions. A sinusoidal reference of 6 A,
21 Hz was used, and the offset current was set to ith = 5.5 A.
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Figure 9.8: Measured output current (iout) magnitude spectra for the DB, with
constant bias current (a), and modulated bias (b), corresponding the output current
waveforms in Figure 9.7. The current spectrum is normalized to 1 A.
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Figure 9.9: Measured waveforms for the FB (a), and the corresponding output
current spectrum. The same output current controller as for the DB was used. The
blanking time was set to 1.25 µs. The spectrum in (b) is normalized to 1 A, and the
same reference was used as for the DB.
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9.2.3 Full-state-feedback control

Figure 9.10 depicts the closed-loop Bode diagram of Tout, with and without pre-
filter, for the full-state-feedback control system treated in Section 8.4. The mea-
sured Bode diagrams stay within the simulated tolerance bands, which were de-
termined in Section 8.4. However, the gain peaking occurs at a slightly lower fre-
quency than expected, which can again be attributed to the higher-than-expected
damping in the bias path.

The measured Bode diagram of Tbias in Figure 9.11a is also in agreement with
the simulations done in Section 8.4. However, the magnitude for higher frequen-
cies is slightly lower. This can again be attributed due to discontinuous inductor
currents, which occur at higher frequencies.

When comparing the tolerance band of Tbias in Figure 9.11a with the decoupled
control in Figure 9.4b, it can be seen that parameter variation has less impact
on the feedback control. This is because the state-feedback controller uses only
proportional feedback of the bias currents, as explained in Chapter 8.

The cross coupling between i∗bias and iout, and i∗out and ibiasx was measured. As
was also observed for the SISO controllers, the cross coupling is much less than the
worst case from the Monte Carlo analysis performed in Chapter 8. In Section 8.4
it was shown that the worst-case cross coupling from i∗out to ibiasx peaked at over
20 dB, suggesting that extra bias current might be required to prevent DCM. The
measured cross coupling peaks at −20 dB, which is factor 100 less than worst
case simulated. However, it should be noted that the component variation of the
experimental setup is much less than assumed in the Monte Carlo experiment.
Furthermore, to include the strong effects of temperature, the switching device
parameter variation was chosen large in the Monte Carlo experiment. However,
in practice the temperature differences between the semiconductors are relatively
small leading to better matching between the semiconductor devices.

Figure 9.12 depicts the measured unit-step responses of the state-feedback sys-
tem, without and with prefilter, superimposed on top of the expected curves, in-
cluding the parameter variation investigated in Section 8.4. The oscillation of the
step response without prefilter in Figure 9.12a has a slightly lower frequency due
to the higher than expected damping in the bias path. Because of the high loop
gain of state-feedback control, a step of only 75 mA was applied to prevent satu-
ration of the controller. The step response with prefilter, depicted in Figure 9.12b,
has a small overshoot. However, both step responses fall within the predicted
tolerance band.

The measured step response of the bias current is shown in Figure 9.13. The
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Figure 9.10: Measured Bode diagrams of Tout (a) without prefilter, and (b) with
prefilter. The influence of component variation on the responses is also shown for
case 1 (gray) and case 2 (light gray). This was also shown in Figure 8.26a for the
case without prefilter.
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Figure 9.11: Measured Bode diagram of Tbias (a), and the measured Bode magni-
tude diagrams of the cross coupling of the closed-loop system with observer (T)
(b). The influence of component variation on the responses is shown in gray and
light gray, same as it was indicated in Figures 8.26b and 8.28b.
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Figure 9.12: Measured step responses (black) of the closed-loop system Tout, with-
out prefilter (a), and with prefilter (b). The influence of component variation on
the responses for case 1 (gray) and case 2 (light gray) are also illustrated just as in
Figure 8.27a for Tout without prefilter.
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Figure 9.13: Measured step responses (black) of the closed-loop system Tbias. The
influence of component variation on the responses for case 1 (gray) and case 2 (light
gray) is illustrated in the same way as it was done in Figure 8.27b.

influence of component variation on the step response is small, as was the case for
the corresponding Bode diagram, and falls within the expected tolerance bands.
Because only proportional control is used no overshoot is present. However, due
to the lack of integrating action the final value of 1 A is not reached. The final
error, however, is very small because of the steady-state feed-forward term in the
controller.

The measured output current spectra for constant and modulated bias current are
shown in Figure 9.14. Some spurious harmonic components appear just above the
noise floor. The THD improved significantly compared to the SISO case presented
in Figure 9.8. This is due to the lower sensitivity of the state-feedback controller,
resulting in better noise shaping of the output. Therefore, the noise floor in Fig-
ure 9.14 is slightly higher than for the SISO case shown in Figure 9.8.

Again it should be noted that the closed-loop results of Figure 9.14 are limited by
the measurement resolution of the feedback system. The next section deals with
the open-loop harmonic distortion of the DB under various output conditions,
and shows the true potential of the topology.

9.3 Open-loop harmonic distortion

The previous section verified the state-space averaged model and the two feed-
back control strategies proposed in Chapter 8. This section verifies the open-loop
performance of the DB topology and compares it to the results presented in Chap-
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Figure 9.14: Measured output current (iout) magnitude spectra for the DB , with
constant bias current (a), and modulated bias (b), of the closed-loop system with
the proposed state-feedback controller. A sinusoidal reference of 6 A 21 Hz was
used and the offset current was set to ith = 5.5 A.

ters 4, 6, and 7. Furthermore, the performance of the DB is compared to its con-
ventional equivalent, the FB.

To ensure CCM and good tracking of ibias for modulated bias, the SISO bias current
controllers were enabled for the measurements done in this section. The bias
controllers were assisted with a simple first-order feed-forward action, as given
by

u∗bias = Vbias + Rbiasi∗bias + Lbias
di∗bias

dt
(9.1)

where Vbias was set to 2.2 V, Rbias = 0.16 Ω, and Lbias = 400 µH.

Furthermore, to increase the PWM resolution noise shapers were implemented to
dither the PWM. Figure 9.15 depicts a schematic diagram of the used noise shaper.
First the voltage reference is converted to a modulation index by the 2/UDC gain.
After that the calculated modulation index is quantized to the resolution of the
modulator, in this case to 12 bits. To compensate for the error due to the finite
PWM resolution, at the next modulation-index update the difference (σ) is added
to the new reference.

The THDs in this section are calculated using (3.1). The THD diagrams are ex-
pressed in dB, where −80 dB corresponds to a THD of 0.01 %. The harmonic dis-



222 CHAPTER 9: EXPERIMENTAL RESULTS

2/UDC

1
z

u∗
snx[k] mx[k]

σ

Figure 9.15: Schematic diagram of the noise shaper used to dither the PWM.

tortion (HD) of the power supply is calculated as

HDN =

√
N
∑

n=1
(UDC(n fo))

2

〈UDC〉
(9.2)

where 〈UDC〉 represents the average supply voltage, in this case 100 V, and the
magnitude spectrum of the power supply voltage is indicated by UDC( f ).

9.3.1 Output quality under different load and output conditions

Figure 9.16a depicts the THD evaluated over 38 harmonics as a function of output
voltage reference amplitude u∗avgDM

, for the FB, and the DB with modulated and
constant bias current. In all cases the load resistance is 12.1 Ω, and the reference
frequency 21 Hz, the same as for the closed-loop measurements in the previous
section. The dashed line indicates the HD of the power supply as given in (9.2).
It can be seen that the output spectrum of the converter is not significantly in-
fluenced by the power supply. To achieve this voltage stability the correction
amplifier explained in Appendix A.2 was used.

The DB with constant bias current results in the best output quality, as was pre-
dicted in Chapter 6. The lowest THD is achieved between 30 and 40 % modulation
and reaches −90 dB (0.003 %). The THD steadily grows to −70 dB for 90 % output
voltage modulation, which is still exceptionally good for an open-loop switch-
ing converter. The DB with modulated bias current has a slightly lower-quality
output.

The distortion of the FB increases rapidly for increasing voltage amplitudes up to
60 V, and the distortion decreases again for higher amplitudes. This is because
the FB operates in the ZVS regime for voltages up to 20 V. As a result there is
no blanking-time-related distortion, as explained in Section 3.4. For amplitudes
higher than 60 V the distortion decreases again because the error due to blanking
time becomes smaller relative the amplitude of the output voltage.
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Figures 9.16b, 9.16c, and 9.16d show the corresponding output voltage spectra for
50 V amplitude. The output spectra of the DB are comparable to the simulation
results given in Figure 6.13. It should be noted that different set points were used
for the simulation results. Nevertheless, the outcomes confirm the validity of the
simulations.

The closed-loop THD in the previous section was −70 dB for the SISO case, and
−81 dB for the state feedback-controller. The reference voltage required for 6 A
closed-loop output current is approximately 73 V. From Figure 9.16a it can be
seen that better or similar results can be obtained without feedback control. This
is because the closed-loop results are limited by the resolution of the measured
states. The closed-loop system would perform significantly better if higher res-
olution measurements were available. However, this is not the case for the FB,
which is limited by the distortion created by the conventional switching leg, as
detailed in Chapter 3.

To determine the effect of higher output current the same measurements were
repeated with 2.5 Ω load resistance, as depicted in Figure 9.17. From Figure 9.17a
it can be seen that in this case the FB starts suffering from blanking-time-related
distortion for amplitudes above 10 V. Because of the higher loading the correction
could not be used. As a result the power supply plays a significant role in the
distortion of the DB. Especially for constant bias current the impact of the power
supply is severe.

The dominant spurious harmonic components in Figure 9.17d originate from the
power supply. However, the performance of the DB with constant bias current is
still impressive when considering that the setup is based on high-power 1200 V
IGBTs and operated at only 100 V.

For the modulated-bias case, shown in Figure 9.17c, the first two odd harmonics
can be attributed to the prototype converter, the rest is likely to originate from the
power supply. When comparing the harmonic performance of the DB to the FB it
can be seen that the DB performs over 100 times better for constant bias current
and over 30 times better with modulated bias current.

The corresponding time waveforms for both load resistances are shown in Fig-
ures 9.18, 9.19, and 9.20 for 80 % output voltage modulation. The distortion of
the output voltage and current waveforms is barely visible for the FB case and not
visible for the DB cases.
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9.3.2 Output quality as function of frequency

The THD as function of the reference frequency was measured using the 12.1 Ω
load resistance and 50 V amplitude. Figure 9.21a depicts the resulting harmonic
distortion for power-of-2 frequencies ranging from 8 to 256 Hz. Unfortunately
the power supply in combination with the correction amplifier was not able to
sufficiently stabilize the voltage for the higher frequencies. As a result the distor-
tion of the DB can be attributed for a large part to the power supply. The output
frequency was limited to 256 Hz because the open-loop gain peaking resulted in
excessive reactive current.

The same measurement was repeated with the damping loops of the SISO control
system enabled, as detailed in Section 8.3. With the damping loops active the
frequency could be increased significantly. Figure 9.21b shows the measurement
results with the active damping loops for frequencies up to 1024 Hz. Again the
power supply was the limiting factor for the DB with constant bias current. How-
ever, the THD of the DB with constant bias current was still more than 20 dB lower
than that of to the conventional FB. For modulated bias current the DB is about
two times better than the FB.

It should be noted that the switching frequency of the IGBT stack was set to 16 kHz.
Therefore, for higher frequencies the distortion caused by the PWM modulation
starts to play a significant role too, as already explained in Chapter 3. This espe-
cially impacts the DB because of its intrinsic high-quality output.

9.3.3 Impact of bias current on output quality

In Chapter 6 the impact of the offset current (ith) was investigated. It was shown
that there is a trade-off between losses and output quality. Figure 9.22 depicts the
THD of the DB with constant bias current as function of ith with a 50 V/21 Hz refer-
ence. For ith = 0 A the bias controller, including feed forward, was disabled. For
the other cases both the controller and the feed forward were active. Figure 9.22
clearly illustrates the distortion that occurs due to DCM when ith is lower than the
inductor current ripple amplitudes. Continuous inductor currents occur for 3 A
and higher offset current.

As explained in Chapter 6, the THD improves for higher ith even when the induc-
tor currents are continuous. This is due to the faster switching transients. For
offset currents higher than 5 A the turn-off transient slew rate is limited by the
gate driver, as explained in Chapter 6, and the improvement of the THD becomes
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Figure 9.16: Measured HD of the output voltage (uout) under open-loop conditions
(a) using a 12.1 Ω load. Plots (b) to (d) show the corresponding output voltage
magnitude spectra for the FB, and DB with modulated (mb) and constant (cb) bias
current, respectively. The dashed line in (a) represents the HD of the power supply
for the DB (cb) case, which is insignificant in this case. The markers in (a) indicate
the measured points. All voltages are normalized to UDC.
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Figure 9.17: Measured HD of the output voltage (uout) under open-loop condi-
tions (a) using a 2.5 Ω load. Plots (b) to (d) show the corresponding output voltage
magnitude spectra for the FB, and DB with modulated (mb) and constant (cb) bias
current, respectively. The dashed line in (a) represents the HD of the power supply
for the DB (cb) case. The markers in (a) indicate the measured points. All voltages
are normalized to UDC. It should be noted that the power supply is a significant
source of distortion for the DB with constant bias current.
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Figure 9.18: Measured waveforms with constant bias current and sinusoidal refer-
ence with 80 V amplitude and 21 Hz frequency for (a) 12.1 Ω, and (b) 2.5 Ω load re-
sistance. The pictures correspond to the spectra shown in Figures 9.16d and 9.17d.
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Figure 9.19: Measured waveforms with modulated bias current and sinusoidal
reference with 80 V amplitude and 21 Hz frequency for (a) 12.1 Ω, and (b) 2.5 Ω
load resistance. Corresponding to the spectra shown in Figures 9.16c and 9.17c.
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Figure 9.20: Measured waveforms for the FB with sinusoidal reference with 80 V
amplitude and 21 Hz frequency for (a) 12.1 Ω, and (b) 2.5 Ω load resistance. Corre-
sponding to the spectra shown in Figures 9.16b and 9.17b.
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Figure 9.21: Measured output voltage THD as function of output frequency ( fo) for
sinusoidal reference with u∗avgDM

= 50 V, 21 Hz. Plot (a) shows the results without
the damping loops enabled, and (b) shows the result with damping loops enabled.
The bias current controller was enabled to ensure CCM, and the output quantity
was not regulated. The markers indicate the measured frequencies. The dashed
line indicates the HD of the power supply for the DB (cb) case, which leads to sig-
nificant distortion for frequencies higher than 32 Hz.
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Figure 9.22: Measured open-loop output voltage THD as function of offset current
ith for the DB with constant bias current. For ith = 0 the bias controllers were
disabled (no bias voltage), the bias controller was enabled for the other cases. A
21 Hz sinusoidal reference was used with u∗avgDM

= 50 V.

very small. Therefore, the offset current was chosen at 5.5 A for all other mea-
surements conducted in this chapter. As discussed in Section 6.3.3 the extra bias
current required to ensure driver-limited turn-off transients results in additional
losses.

When comparing Figure 9.22 with the THD of the FB in Figure 9.16a, it becomes
clear that it is essential to operate the DB in CCM to achieve significantly better
results than possible with a conventional FB.

The output waveforms and the corresponding output voltage spectra for ith = 0
and 3 A are given in Figure 9.23. Figure 9.23a clearly shows that the inductor
currents clamp to 0 A. The corresponding spectrum in Figure 9.23c illustrates the
impact of the discontinuous currents on the output spectrum, stressing again the
need of good bias current control.

9.3.4 Impact of the carrier phase shift on output quality

In Chapter 7 the impact of different PWM modulation strategies on the output
voltage spectrum is investigated. However, this analysis was focused on harmon-
ics due to switching and not on the baseband distortion of the converter stage.
Figure 9.24 depicts the impact of the modulation strategy on the baseband THD

for the five modulation strategies compared in Chapter 7. From Figure 9.24 it can
be seen that the impact of the modulation strategy is relatively small. This was
to be expected from the analysis in Chapter 6, which showed that the averaged
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Figure 9.23: Measured waveforms (a) and (b) and their output voltage spectra
(c) and (d) corresponding to the cases with ith = 0 and ith = 3, receptively, in
Figure 9.22. The voltage spectra are normalized to UDC.
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Figure 9.24: Measured open-loop output voltage THD for the five cases of PWM
carrier phase shifts suggested in Chapter 7, for constant (cb) and modulated (mb)
bias current. The markers indicate the measured points. The dashed line indicates
the (insignificant) HD of the power supply for the DB (cb) case. All voltages are
normalized to UDC.

model used to evaluate the distortion does not depend on the chosen modulation
strategy.

However, the best performance is achieved for case 3, which results in unipo-
lar switching with zero CM voltage. Cases 2 and 4 are comparable and result in
slightly higher THD compared to case 3. Cases 1 and 5 have the highest THD. In
Chapter 7 cases 3 and 4 were suggested as the best modulation strategies. How-
ever, reducing volume by using coupled inductors, as suggested in Chapter 5, is
only possible for bipolar and unipolar switching, i.e. cases 1 and 2, resulting in a
trade-off between volume and output quality.

9.3.5 Intermodulation distortion

Finally, to illustrate the linearity of the DB topology the output was measured for
a reference signal with two frequencies, 50 V/42 Hz, and 10 V/38 Hz. The result-
ing spectra for constant and modulated bias current are depicted in Figure 9.25.
For constant bias current only one intermodulation harmonic can be observed at
46 Hz. However, its amplitude is almost 90 dB lower than the 42 Hz reference
signal and barely visible. The other spectral components are harmonics of the
reference signal.

For modulated bias current two intermodulation products are present, one at
46 Hz and another at 138 Hz. However, the intermodulation harmonics are at
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Figure 9.25: Open-loop voltage magnitude spectra for the DB with constant bias
current (a) and modulated bias current (b) using a two-tone sinusoidal reference of
50 V 42 Hz and 10 V 38 Hz.

least two times lower than the other spurious harmonics of the reference signal.
Figure 9.25 illustrates the high linearity that can be achieved with the DB when
operated properly.

When comparing Figure 9.25 to the spectra in Figure 9.16a it can be seen that the
noise floor of the experiment is higher than the other measurements in this chap-
ter. This is because the reference was supplied externally from the analog output
of the analyzer through one of the ADC inputs of the setup. The noise floor is,
therefore, determined by the quantization noise of the ADC, in this case 16 effec-
tive bits. The single-frequency measurements in this chapter were made using a
digitally implemented sine-wave generator in the dSPACE platform, which has a
several orders of magnitude better resolution.

9.4 Summary

In this chapter the measurement results were presented. The small-signal model
was verified and proved to be accurate. Two feedback control strategies as de-
rived in Chapter 8 were tested in practice and compared to the analytical and
simulation results. Furthermore, the open-loop harmonic performance was mea-
sured under different load and output conditions. It was shown that the DB is
superior over the conventional FB, as expected. When operated properly, over
40 dB improvement in the open-loop output quality can be achieved compared to
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the conventional FB. The DB is therefore a suitable candidate topology for high-
precision power converters.





Part III

Closing





Chapter10
Conclusions and

recommendations

“I may not have gone where I intended to go, but I think I have ended up
where I needed to be.”

(Dirk Gently, cited by Douglas Adams)
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This chapter deals with the conclusions of the thesis. The main contributions are
summarized, and finally, recommendations for future work are given.

10.1 Conclusions

In Part I the different sources of distortion, present in the conventional HB, have
been highlighted. Blanking time was identified as one of the most dominant
sources of distortion. Over time, numerous modulation strategies, compensa-
tions, and topologies have been proposed that do not suffer from blanking-time-
related distortion. All of the suggested compensations reduce the effects of blank-
ing time, but none of them fully eliminates the effects. Topologies and modula-
tion strategies that do not suffer from blanking-time-related distortion have ei-
ther a nonlinear relation between modulation index and output, are not robust
for shoot-through currents, or allow only unidirectional power flow. In [136] a
topology was suggested based on unidirectional switching legs operated in par-
allel, also known as the dual-buck (DB) converter. This circuit does not require
blanking time, is robust for shoot-through, and allows bidirectional power flow.

10.1.1 A class of robust converters

In Part II of this thesis the DB topology has been treated in detail. The following
conclusions can be drawn from Chapter 4:

• When assuming ideal switches, and continuous filter inductor currents,
while neglecting switching transients, the DB exhibits a linear relation be-
tween modulation index and output.

• A bias current is required to ensure continuous inductor currents, and con-
sequently linear behavior.

• The bias current can flow between the two legs of the DB through the filter
inductors, can be supplied from an auxiliary circuit as in the ABDB, or, as
suggested in [50], can flow through an additional differentially connected
bias inductor.

• The bias and output current and voltage quantities can be separated using
a power-invariant variable transformation.

• The bias current can be changed (modulated) as function of the sum of the
filter inductor currents. This reduces the losses due to the bias current by
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approximately 30 %.

• When the DB is operated with continuous inductor currents, significant ad-
ditional conduction losses occur compared to its conventional equivalent.
It is shown that over three times higher losses occur in the inductive com-
ponents, and 1.4 times higher conduction losses occur in the switching de-
vices, even for modulated bias current. This is the major disadvantage of
the DB topology.

• The DB has more losses than its conventional equivalent switching leg.
However, because the integrated antiparallel diodes of the semiconductor
switches are not used, the DB allows separate optimization of the discrete
diodes and switches. In case of MOSFET switches, this is not possible in the
conventional switching leg.

• The DB switching leg is a standard building block that can be used to replace
a conventional switching leg in many topologies, as in parallel- and series-
connected half- and full-bridge converters, and flying-capacitor or neutral-
point-clamped multi-level converters.

Chapter 5 focuses on the selection of the inductive components. The combination
of interleaved voltages and coupled inductors has been investigated with the aim
to integrate the functionality of both the filter and bias current inductors in a sin-
gle coupled device, while reducing the total volume. The following conclusions
can be drawn from Chapter 5:

• It is shown that the area product has a minimum between 20 to 30 % induc-
tor current ripple ratio, which is not the case for the filter inductor of the
classical HB. As such, the area product can be used unmodified to deter-
mine an initial magnetic design with good volumetric properties and low
additional losses in the switching devices. This is not possible for the filter
inductors of the conventional HB, where the optimum area-product occurs
for inductor current ripple amplitudes higher than 100 % of the output cur-
rent. This can lead to excessive hysteresis losses in the inductors, which are
not included in the area product pur sang.

• By magnetically coupling the DB filter inductors, the total magnetic volume
can be reduced from approximately 2.6 times to 1.6 times the total inductive
volume of the conventional HB, for modulated bias current.

• The total magnetic volume for the ABDB is comparable to that of the DB with
coupled inductors.
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10.1.2 Output waveform quality

Distortion is unwanted power that is transferred to the load, or in other words:
a difference between the desired and the actually generated signal. The DB does
not suffer from blanking-time-related distortion, however, blanking time is not
the only source of switching-leg-induced distortion. The semiconductor device
properties can be a significant source of output signal distortion too. Chapter 6
explained how semiconductor device characteristics affected the output wave-
form accuracy and quality for baseband frequencies. The following conclusions
can be drawn:

• When the on-resistances of the semiconductor switches and diodes are as-
sumed equal, ideally the relation between modulation index and the output
is linear. As a result no harmonic distortion occurs when the resistances of
the diodes and switches are matched.

• When the on-resistances of the semiconductor switches and diodes are not
equal, using modulated bias current results in significantly more distortion
than constant bias current.

• The forward voltages of the semiconductor switches and diodes do not con-
tribute to harmonic distortion. This is not true for the conventional HB,
where forward voltages can result in significant errors depending on the
supply voltage.

• When the series resistances of the filter inductors are matched, there is no
cross-coupling between the bias and output quantities.

• The minimum absolute current level at which a semiconductor switch is
turned off can be chosen such that the switching transient slew rate is deter-
mined by the turn-off resistance of the driver. This results in less operating-
point-dependent commutation speeds, and consequently less distortion.

Measurements made on an experimental setup in Chapter 9 support the conclu-
sions above.

The switching in switched-mode power amplifiers (SMPAs) comes with a substan-
tial amount of distortion and electromagnetic interference, however, these effects
occur at higher frequencies. The harmonics of the switching frequency due to
voltage commutation transients for a full-bridge-equivalent of the DB and ABDB

are detailed in Chapter 7. The following conclusions can be drawn:

• With respect to conventional converters the DB features more interleaving
flexibility. However, care should be taken when significant bias voltage is
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required, since it adds additional harmonics of the switching frequency to
the output voltage, depending on the interleaving strategy.

• For bipolar and unipolar switching, the bias voltage has a positive effect on
the DB output voltage spectra.

• With the DB it is possible to achieve 3-level PWM with doubled output ripple
frequency and a constant, or nearly perfect, CM voltage at the output of
the converter. That is to say, the best features of both unipolar and bipolar
switching can be retained.

• For the ABDB, bias voltage has no influence on the output spectra, thus no
concessions need to be made in that respect.

• The ABDB is functionally equivalent to a conventional interleaved converter.

10.1.3 Modeling, feedback control, and verification

In Chapter 8 a small-signal model for the full-bridge-equivalent DB has been
given. Two feedback control strategies have been proposed. One strategy is based
on decoupled single-input single-output controllers that are often used in indus-
try. The second method is based on full state-feedback with its dynamics chosen
such that the closed-loop system behaves like a Bessel-filter prototype. The model
and both controllers were verified with measurements in Chapter 9. The follow-
ing conclusions can be drawn for the modeling and SISO control system.

• It has been shown that ideally the output current and bias current are per-
fectly decoupled. Even in the presence of considerable component variation
this decoupling is sufficient to achieve excellent regulation of the output
current.

• Two decoupled damping loops are applied, one for the DM, and one for the
CM resonances of the output filter. It is shown that the amount of damping
can be set separately for both resonances, without the concessions which
are normally made when the damping loops are not decoupled. This leads
to more freedom for the design of the output current controller that only
acts on the DM voltage across the load.

For the full-state-feedback control system it was shown that:

• By placing the dominant closed-loop poles according to a Bessel prototype
system, and compensation of the closed-loop zeros, a constant group delay
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can be obtained over a broad frequency range. Consequently, the resulting
step response has nearly no overshoot.

The experimental results in Chapter 9 verified the small-signal model and feed-
back controllers given in Chapter 8. Moreover, they have confirmed the superior
output waveform quality of the DB. It was shown that, compared to the conven-
tional FB, over 40 dB improvement of the THD can be obtained under open-loop
conditions. Also the intermodulation distortion was measured to be negligible,
i.e. the intermodulation products were more than 90 dB lower than the reference
amplitude for constant bias current.

10.2 Scientific contributions

The scientific contributions of this thesis can be summarized as:

• Variable transformations are proposed that separate the output quantity of
the DB from the bias current required for high-quality output. The variable
transformations allow separate analysis and control of the output and bias
quantities.

• Methods to reduce the volume of passive components in a DB are investi-
gated and compared to existing studies.

• The state-space averaging method is applied to develop a model of the DB

that predicts steady-state error contributions of the different circuit param-
eters for continuous inductor currents.

• Multiple PWM modulation strategies for the DB are compared. The effects of
bias voltage on the output of the converter are analyzed and verified with
measurements.

• Feedback strategies are proposed that allow separate control of the output
quantity and bias current. Furthermore, a procedure is given to design
closed-loop systems with Bessel-filter prototype dynamics, i.e. a constant
group delay. Both methods are verified with measurements.

• Experimental verification of the DB topology on a high-power IGBT stack
that by no means is intended for generating high-quality output. The exper-
imental results have shown that, even without feedback control, excellent
signal quality can be obtained.

The results of this research have been published in journals and presented at con-
ferences, as listed below:
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− J. M. Schellekens, M. L. A. Caris, J. L. Duarte, H. Huisman, M. A. M. Hen-
drix, and E. A. Lomonova, “High precision switched-mode amplifier with
an auxiliary bias circuit,” in Proceedings of the 15th European Conference on
Power Electronics and Applications (EPE), 2013, pp. 1–10.

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Vol-
ume reduction of opposed current converters through coupling of induc-
tors and interleaved switching,” in Proceedings of the 38th Annual Conference
of the IEEE Industrial Electronics Society (IECON), 2012, pp. 852–857.

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Har-
monics in opposed current converters,” in Proceedings of the 38th Annual Con-
ference of the IEEE Industrial Electronics Society (IECON), 2012, pp. 439–445.

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Elim-
ination of zero-crossing distortion for high-precision amplifiers,” in Pro-
ceedings of the 37th Annual Conference of the IEEE Industrial Electronics Society
(IECON), 2011, pp. 3370–3375.

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “High-
precision current control through opposed current converters,” in Proceed-
ings of the 14th European conference on Power Electronics and applications (EPE),
2011, pp. 1–10.

Other contributions made during this research are:

− E. Lemmen, J. M. Schellekens, C. G. E. Wijnands, and J. L. Duarte, “The extra
L opposed current converter,” in Proceedings of the 29th Annual IEEE Applied
Power Electronics Conference and Exposition (APEC), 2014, pp. 1304–1311.

− V. Spinu, J. M. Schellekens, M. Lazar, and M. A. M. Hendrix, “On real-time
optimal control of high-precision switching amplifiers,” in Proceedings of
the 17th International Conference on System Theory, Control and Computing (IC-
STCC), 2013.

− M. L. A. Caris, H. Huisman, J. M. Schellekens, and J. L. Duarte, “Gener-
alized harmonic elimination method for interleaved power amplifiers,” in
Proceedings of the 38th annual Conference of the IEEE Industrial Electronics Soci-
ety (IECON), 2012, pp. 4961–4966.

− J. M. Schellekens, J. L. Duarte, H. Huisman, and M. A. M. Hendrix, “Fast-
shared current transient response in high-precision interleaved inverters,”
IEEE Transactions on Power Electronics, vol. 26, no. 11, pp. 3308–3317, 2011.
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− J. M. Schellekens, R. A. M. Bierbooms, and J. L. Duarte, “Dead-time com-
pensation for PWM amplifiers using simple feed-forward techniques,” in
Proceedings of the XIXth International Conference on Electrical Machines (ICEM),
2010, pp. 1–6.

− J. M. Schellekens, J. L. Duarte, M. A. M. Hendrix, and H. Huisman, “Inter-
leaved switching of parallel ZVS hysteresis current controlled inverters,”
in Proceedings of the IEEE Energy Conversion Congress and Exposition (ECCE
Asia), 2010, pp. 2822–2829.

− J. M. Schellekens, J. L. Duarte, and M. A. M. Hendrix, “Interleaved switch-
ing of parallel ZVS hysteresis current controlled inverters,” in Proceedings of
the 5th IEEE Young Researchers Symposium (YRS), 2010.

10.3 Recommendations for future work

This thesis proposes a non-conventional converter topology together with mod-
ulation and control strategies that significantly improve output waveform qual-
ity. Experimental results showed a 20 to 40 dB improvement of THD compared
to converters based on conventional switching legs. However, for lithographic
equipment the smallest feature size that it can print on a wafer is halving roughly
every three years, as predicted by Moore’s law. Simultaneously, the throughput
of lithographic equipment has been increasing over time, roughly doubling every
five years. As a result the dynamic range of power amplifiers used to position the
wafers in lithographic machines needs to increase too.

Assuming that the current required for accelerating the wafer stage increases with
the square of the throughput, and the current error allowed for the positioning
accuracy decreases with the feature size, it can be shown that the dynamic range
of the power amplifiers needs to increase with roughly 20 dB every five years.
Similar trends can also be observed in medical imaging, where both the resolu-
tion and frame rates are increasing over time. Therefore, to keep up with the
demands from industry, continuous research is required on power amplifiers for
high-precision equipment.

Even though very good experimental results have been obtained, there is still
room to further improve and extend this research.

The investigation of the output quality of the DB focused on first-order effects. A
next step towards even better waveform quality would require to include non-
linear effects like saturation of the filter inductors, exponential behavior of semi-
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conductors, and the influence of temperature. Better understanding of the effects
of the switching transients on the signal quality, including the effects of reverse
recovery of diodes and voltage dependency of the parasitic capacitances of the
semiconductors, would be welcome. All these effects were neglected in this work.

The recommendations so far focused on the converter stage. However, the em-
ployed closed-loop control strategy can also influence output waveform quality.
Chapter 8 highlights the effects of sampling of the measured states for feedback
on the accuracy of the closed-loop system. Sampled signals are often also ampli-
tude quantized. There are studies on the effects of quantization due to DPWM and
analog-to-digital conversion of the measured states, like [81] and [128]. However,
a detailed analysis of the influence of sampling and quantization on the output
signal quality under closed-loop conditions still needs to be done.

In Chapter 9 it is stated that the closed-loop output waveform quality was limited
by the resolution of the measurements. The output signal quality under closed-
loop conditions was not investigated in this thesis and the measurement results
were only included for reference. However, it would be interesting to determine
the maximum signal quality that can be obtained with the DB topology under
closed-loop conditions, given that the measurements are not the limiting factor.

In Chapter 3 the power supply is identified as a potentially significant source of
distortion. For many of the experimental results in Chapter 9 the power supply
was indeed the limiting factor. Nevertheless, the results were still very good.
However, the maximum output waveform quality that can be obtained by the DB

for the experimental results where the power supply was the limiting factor still
needs to be determined.

In Chapter 3 a method to compensate for the power supply distortion is explained
and an alternative method referred to in the literature was mentioned. However,
both these methods have limitations. More research on compensation of the ef-
fects of the power supply is important to further improve the output quality.

In Chapter 4, modulating the bias current is proposed to decrease losses. The
suggested method is based on a fixed offset current ith. Making the offset current
operating-point-dependent will result in even lower losses. This is, however, not
detailed in this thesis.

Conduction losses in the passive components and inductor volume of the DB are
compared to its conventional equivalent in Chapters 4 and 5, respectively. It is
shown that when scaling the DB to the conventional HB losses and/or volume
will increase significantly. No design optimization was conducted in this thesis
when comparing the DB and HB with respect to losses and total volume. Such a
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comparison would lead to valuable information about the competitiveness of the
DB. It should be noted that for an honest comparison the conventional converter
should have similar output waveform quality.
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AppendixA
Experimental setups

This appendix describes the experimental setups that are used to generate the
measurement results in this thesis. First the power electronic inverter is described
that is used in the setups in Section A.1. After that the control platform and PWM

generation is detailed in Section A.3. Finally, per chapter, details are given of the
different experiments.

A.1 IGBT stack and gate drivers

The setups used for the measurements are based on an off-the-shelve two phase
Semikron SEMISTACK SKS40FB2C07V6 inverter, as depicted in Figure A.1. Each
phase consists of three parallel connected Semikron SKM-75-GB-123D IGBT mod-
ules and a Semikron SKHI-22-A gate driver. The power supply is decoupled
with 3 mF bus capacitance consisting of six parallel strings of two series con-
nected 400 V 1000 µF Rifa PEH200VH410AMB3 electrolytic capacitors. Each IGBT

module has a 470 nF local film capacitor across its DC voltage terminals. The in-
verter module is designed for a maximum DC bus voltage of 690 V and each leg is
capable of delivering 180 A, totaling to 124 kW maximum instantaneous output
power.

To amplify the distortion due to the forward voltage drops across the IGBTs and
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2× Gate drivers

6× IGBTs

Gate driver level shift

Figure A.1: Two phase inverter with two sets of three parallel connected Semikron
SKM-75-GB-123D IGBT modules and two two-channel Semikron SKHI-22-A gate
drivers.

integrated diodes all measurements were done using 100 V DC bus voltage. The
maximum output current capability depends on the used inductors and is in the
range of 20 to 40 A. This totals to 4 kW maximum instantaneous output power,
which is only a small fraction of the maximum power capability of the off-the-
shelve inverter. The DC supply voltage is generated by a Delta Elektronika SM
6000 series 120 V 50 A power supply.

Initially two of these inverters were used as a reconfigurable setup that could
be used as a conventional full bridge converter and a full-bridge equivalent of
a DB. Only one IGBT per leg was actively driven. For the P-cells only the top
switch was driven and for the N-cells the bottom switch was actively driven. In
conventional full bridge mode the switch nodes of the P- and N-cells of each DB

leg were connected.

Only the measurements in Chapter 7 were made with this initial setup. The
Semikron SKHI-22-A gate drivers have an internal 8 MHz clock, which is asyn-
chronous to the clock of the PWM generator, which in turn is discussed in the next
section. The clock of the gate drivers severely limited the resolution of the PWM

generation. Moreover, because it was asynchronous to the PWM clock it resulted
in significant distortion due to aliasing.

To increase the resolution of the PWM generation and prevent aliasing the clocked
Semikron drivers were replaced by Concept 2SC042ST2C0-17 gate drivers. These
drivers are not clocked and have less than 3 ns jitter, which is more than three
times better than the PWM resolution. Furthermore, because each IGBT module
has sufficient current capability for the setups, the parallel connected IGBTs of
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Figure A.2: Six phase inverter with six Semikron SKM-75-GB-123D IGBT modules
and six two-channel Concept 2SC042ST2C0-17 gate drivers.

the Semikron inverter were separated. Figure A.2 depicts the resulting six phase
inverter with the custom designed driver interface board.

All experiments, except those in Chapter 7, are based on the six phase inverter
depicted in Figure A.2. Only one switch was actively driven of each module. In
case of a P-cell only the top switch was used and in case of an N-cell only the
bottom switch was used. For the conventional FB case the switch nodes of the
sets of P- and N-cells of each DB leg were connected.

A.2 Series compensation amplifier

The Delta Elektronika power supply has under certain conditions trouble to suf-
ficiently stabilize the supply voltage of the experimental setup. Therefore, for the
measurements described in Chapter 9 a low-power linear amplifier was used to
stabilize the DC power supply. Figure A.3 illustrates the schematic overview of
the power-supply compensation. A linear correction amplifier (Ac) is connected
in series with the DC power-supply, as suggested in [135]. The correction ampli-
fier regulates it output (uc) such that the voltage across the DC bus capacitors of
the IGBT stack of the setup equals UDC.

The DC bus voltage is measured differentially and compared to a precise reference
voltage, in the correction amplifier. The linear correction amplifier compensates
both the voltage drop due to the finite output impedance of the power supply
(ZDC, and the voltage drop due to the wire impedance (Zw). The correction am-
plifier is supplied from a single isolated 10 V supply, therefore, the power supply
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UDC − 5 V

10 V Ac

CDC

Power supply
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Converter
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1
2Zw
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Figure A.3: Schematic overview of the series compensation of the DC power sup-
ply.

uc

10 V supply DC bus voltage measurement

Figure A.4: Picture of the linear amplifier used for series compensation of the DC
power supply.

voltage is set 5 V lower than UDC. The supply voltage used for the measurements
is 100 V as a result the correction amplifier has to supply approximately 5 % of
the power delivered to the setup.

Figure A.4 depicts the linear correction amplifier. It basically consists of an op-
erational amplifier in series with a class-B Darlington end stage. The transistors
of the setup can handle a continuous current of 20 A, however, the heat sink is
designed for approximately 10 A continuous current. The amplifier can be short
term overloaded to 40 A. The voltage stability of the DC-bus is improved 20 dB
by the series voltage compensation, which was sufficient for the measurements
described in Chapter 9.
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A.3 PWM generation, measurement and control

The configurable PWM generators are implemented in a dSPACE DS5203 FPGA

board. The FPGA has a clock frequency of 100 MHz resulting in 10 ns PWM reso-
lution. Each PWM generator consists of a triangular carrier generator, based on a
simple up-down counter, and a comparator that compares the modulation index
with the carrier signal. The frequency and phase shift of the triangular carriers
can be set arbitrary with 10 ns resolution and the modulation index can be up-
dated once (symmetrical triangular carrier PWM) or twice (asymmetrical triangu-
lar carrier PWM) per period. The modulation index updates normally occur when
the carrier reaches its maximum value for symmetrical PWM, or its maximum
and minimum value for asymmetrical PWM. Simultaneously with the update of
the modulation indeces, a trigger pulse is generated that performs a sample and
hold on all ADC channels. However, if desired, also a phase shift can be added to
the trigger pulse to compensate for delay in the gate drivers.

The sampling of the measured signals is done by a dSPACE DS2004 high-speed
16 channel 16 bit analog to digital conversion board. The input voltage range of
the ADCs is configurable to 5 or 10 V. When the conversion is finished an inter-
rupt is generated on the dSPACE DS1006 processor board. The digital controller,
implemented on the processor board, is executed each time the interrupt is trig-
gered, and calculates new modulation indexes, which are transferred to the PWM

generators implemented in the FPGA.

Next to the controller also a sinusoidal reference generator is implemented on
the processor board, which is also executed synchronously with the controller.
However, also an ADC channel can be used to supply an external reference signal
if desired. Because reference generation, measurement, and control are all trig-
gered from the PWM generator no aliasing occurs due to mismatch between the
clocks of the different boards in the modular dSPACE system.

For feedback purposes only currents are measured. The voltages are estimated
with a reduced order observer when necessary for the feedback, as described in
Chapter 8. For the output current measurement LEM Ultrastab IT 200-S flux-gate
sensors are used in combination with a 5 Ω shunt resistor. The filter inductor cur-
rents are measured with LEM Ultrastab IT 60-S sensors with 10 Ω shunt resistors.
The current sensors are connected to the ADCs through a Signaltec multi-channel
transducer system.
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A.4 Details of the setups used in Chapter 5

In Chapter 5 the relative inductor volumes of the DB an ABDB are compared to
the conventional HB. For the DB a set of separate and a set of coupled toroidal
inductors were constructed with a distributed air-gap core. For the ABDB air-
cored toroidal filter- and auxiliary-inductors were made. Simulated waveforms
were compared to measurements done on the experimental setups discussed in
this section.

Three experimental setups were made based on a full-bridge topology. The right
legs of the full-bridges were operated in CCM and such that uC fn

= 1
2 UDC. Mea-

surements were taken from the left sides of the full-bridges, the voltages were
measured referenced to 1

2 UDC.

The experiments were conducted with 10 kHz switching frequency ( fsw) and at
a supply voltage (UDC) of 100 V. Furthermore, the setups were loaded with a
2.5 Ω resistor R, and the filter capacitors C f were chosen 100 µF. The right side
filter inductors have no magnetic core which leads to the highest linearity. The
specifications of the right side filter inductors are given in Table A.1. The air cored
inductors are wound with flexible electrical (building) wire, because the relatively
thick insulation helps to keep the parasitic capacitance low, and consequently the
resonance frequency high.

Figures A.5a and A.6a depict the schematic overview and a picture of the DB setup
with separate inductors. The specifications of the separate inductors are given in
Table A.2. Figures A.5b and A.6b depict the schematic overview and a picture of
the DB setup with separate inductors. The specifications of the separate inductors
are given in Table A.2.

The filter inductors for both the separate and coupled case are based on a toroidal
magnetic core with a distributed air-gap. The inductance was chosen such that
λL f = 0.15 with îout = 40 A, as already pointed out in Chapter 5. The output
current was set to 10 A using the feed-forward equations (6.36) and (6.37), where
Von = Vf = 1.2 V, Ron = R f = 0 Ω, RL f = 15 mΩ, and R = 2.6 Ω. Figure 7.2a
depicts a full-bridge equivalent PWM modulator for the DB. The offset current ith
was chosen 8.9 A.

The schematic diagram and picture of the ABDB setup are depicted in figures A.5c
and A.6c. Since the filter inductors (L f ) are air-cored also air-cored auxiliary in-
ductors were constructed. The specification of the filter- and auxiliary-inductors
(L f & La) are given in Table A.1.

The voltage references were calculated using (6.36) and (5.41), where Von = Vf =
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Table A.1: Inductor specifications of L f and La. The core is a non-magnetic not
conducting 120 mm diameter hollow cylinder with a 75 mm diameter center hole.
To simplify the winding process a gap was made in the wall of the cylinder.

L f La

Number of turns 202 92
Inductance L fs 800 µH 42 µH
Resistance RL fs

500 mΩ 81 mΩ

Core’s height 120 mm 41 mm
Core’s cross section 5400 mm2 1845 mm2

Core’s relative permeability 1
Core’s effective length 613 mm
Wire’s cross sectional area 2.5 mm2

Maximum current 20 A

Table A.2: Inductor specifications of L fs and L fc . The magnetic core was or-
dered from Magnetics inc., the core material is XFlux, and the order number is
0078737A7.

L fs L fc

Coupling factor - 0.71
Number of turns 32 23
Inductance L fs 206 µH 129 µH
Resistance RL fs

17 mΩ 14 mΩ

Core’s relative permeability 60
Core’s effective cross section 497 mm2

Core’s effective length 184 mm
Wire’s diameter per strand 0.28 mm
Wire’s number of strands 100
Maximum current 40 A
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1.2 V, Ron = R f = 0 Ω, RL f = 15 mΩ, and R = 2.6 Ω. To compensate for
the voltage drop across the switches the following correction term was applied
u∗diff = Von + Vf + (Ron + R f )iout. Figure 7.14 depicts a full-bridge equivalent
PWM modulator for the ABDB. The offset current i′th was chosen 9.5 A.

A.5 Details of the setup used in Chapter 7

The measurements results in Chapter 7 are collected using the initial DB setup
with two two-phase inverters as described in the beginning of this appendix, and
depicted in Figure A.7. The full-bridge equivalent DB set-up used the air-cored
filter inductors (L f ), as detailed in Table A.1.

The experiments were conducted with 10 kHz switching frequency ( fsw) and at a
supply voltage (UDC) of 100 V. Furthermore, the filter capacitors C f were chosen
100 µF, and to limit the output current the setup was loaded with a 100 Ω resis-
tor R. The bias voltage was set to 5 % of UDC and the output voltage reference
(u∗avgDM

) was set to 0.75UDC sin (π200t). Figure 7.2a depicts the corresponding
full-bridge equivalent PWM modulator for the DB.
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Figure A.5: Schematic of (a) the DB setup with the separate inductors, (b) the
DB setup with the coupled inductors, and (c) the ABDB setup with the auxiliary
inductors, as described in Chapter 5.
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Figure A.6: Picture of (a) the DB setup with the separate inductors, (b) the DB setup
with the coupled inductors, and (c) the ABDB setup with the auxiliary inductors, as
described in Chapter 5.
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Figure A.7: Experimental DB setup with the auxiliary inductors used in Chapter 7.





AppendixB
Removing superfluous states

B.1 Example 1, removing superfluous inductor cur-
rents

The first example involves the elimination of two superfluous states. Figure B.1
depicts a FB interleaved converter, with three parallel switching legs on each side
of the converter. Just from counting the storage elements one might think that
this circuit has 7 states. However, due to Kirchhoff’s current law applied to the
two nodes marked with up and un, the current in two of the inductors cannot be
chosen freely, resulting in 5 actual states.

1
2UDC

1
2UDC

iL f1p

L f

S2p

L R
iout L f

S2n

usn3n

usn2nusn3p

usn2p

RL f RL f

S1n

usn1n
usn1p

S3p S3nS1p

S1p
′ S2p

′ S3p′ S3n
′ S2n

′ S1n
′

iL f1nup un

iL f2p

iL f3p

iL f2n

iL f3n

Figure B.1: Schematic overview of a FB converter consisting of six parallel con-
verters coupled with inductors. The seven inductors present in the circuit result
form two nodes, resulting in five actual states instead of seven.
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Determining state-space equations without constraints for such a system is labor
intensive. A common engineering solution to prevent such constraints is to add
capacitors and/or resistances, to the circuit to fix the potential on nodes up and
un. The added components are normally chosen such that the currents due the
added components have negligible effect on the system dynamics. Doing so adds
complexity since the actual number of states, after the change to the circuit, is≥ 7.
Moreover, the added components have a negative effect on the accuracy of the
model, and often produce a stiff system that is hard to simulate. The procedure
in this section yields explicit solutions for the voltages on the nodes that need to
be removed, and reduces the number of states in the example to five.

Without loss of generality, let’s first assume ideal switches and no blanking time.
As a result the average behavior of the switching legs can be modeled using six
controlled voltage sources 〈usnx (t)〉 [67], where for clarity the indication of time
and the averaging operator are omitted from hereon. First, the two unknown
node voltages are added to the input vector, resulting in

ud =
(
us u

)ᵀ

=
(

up un usn1p usn2p usn3p usn1n usn2n usn3n

)ᵀ
.

(B.1)

Next the state vector is chosen as

xd =
(
xs x

)ᵀ

=
(

iout iL f1p
iL f2p

iL f3p
iL f1n

iL f2n
iL f3n

)ᵀ (B.2)

where the first two elements will be removed from the state vector. It should be
noted that by changing the state order other inductor currents can be removed
from the state vector. However, the nodes up and un should be connected to at
least one state that is going to be removed from the state vector.

To show the effectiveness of the approach, all states in xd, and the node voltages
up and un are chosen as outputs of the model, resulting in

y =




up
un
xd


 . (B.3)

Given the model depicted in Figure B.1 and the chosen state and input vector the
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state-space matrices become

Ad = diag

(
−R

L
,−

RL f

L f
,−

RL f

L f
,−

RL f

L f
,−

RL f

L f
,−

RL f

L f
,−

RL f

L f

)
(B.4a)

Bd =




1
L − 1

L 0 0 0 0 0 0

− 1
L f

0 1
L f

0 0 0 0 0

− 1
L f

0 0 1
L f

0 0 0 0

− 1
L f

0 0 0 1
L f

0 0 0

0 − 1
L f

0 0 0 1
L f

0 0

0 − 1
L f

0 0 0 0 1
L f

0

0 − 1
L f

0 0 0 0 0 1
L f




(B.4b)

Cd =

(
02×7

I7

)
(B.4c)

Dd =

(
I2 02×6

07×2 07×6

)
(B.4d)

where In represents an n×n and identity matrix, and 0n×m an n×m zero matrix
respectively.

Two Kirchhoff current law equations that apply to the dependent states can be
deduced, which results in the following matrix

K =

(
−1 1 1 1 0 0 0
−1 0 0 0 −1 −1 −1

)
. (B.5)

To reduce the number of states a basis of the null-space of K is required. In this
case the rational basis using Gaussian elimination is chosen since it preserves the
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states x in xd. The resulting transformation matrix G is given by

G =




0 0 −1 −1 −1
−1 −1 −1 −1 −1

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




. (B.6)

Using (2.10) the reduced state-space representation of Example 1 becomes

ẋ = Ax + Bu (B.7a)

y = Cx + Du (B.7b)

with

x =
(

iL f2p
iL f3p

iL f1n
iL f2n

iL f3n

)ᵀ
(B.7c)

u =
(

usn1p usn2p usn3p usn1n usn2n usn3n

)ᵀ
(B.7d)

and where the state-space matrices are given by

A =




−
RL f
L f

0 a1 a1 a1

0 −
RL f
L f

a1 a1 a1

0 0 a2 a1 a1
0 0 a1 a2 a1
0 0 a1 a1 a2




(B.8a)

B =




b2 b3 b2 −b1 −b1 −b1
b2 b2 b3 −b1 −b1 −b1
−b1 −b1 −b1 b3 b2 b2
−b1 −b1 −b1 b2 b3 b2
−b1 −b1 −b1 b2 b2 b3




(B.8b)
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C =




0 0 a1 a1 a1
0 0 −a1 −a1 −a1
0 0 −1 −1 −1
−1 −1 −1 −1 −1

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




(B.8c)

D =




1
3−L f b1

1
3−L f b1

1
3−L f b1 L f b1 L f b1 L f b1

L f b1 L f b1 L f b1
1
3−L f b1

1
3−L f b1

1
3−L f b1

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




(B.8d)

with

a1 = −
LRL f − L f R

L f

(
3L + 2L f

) (B.9a)

a2 = −
LRL f + L f R + 2L f RL f

L f

(
3L + 2L f

) (B.9b)

b1 =
1

9L + 6L f
(B.9c)

b2 = b1 −
1

3L f
(B.9d)

b3 = b1 +
2

3L f
. (B.9e)

From (B.8c) and (B.22) it can be seen that the outputs, iout and iL f1p
, are expressed

in terms of x, and that voltages, up and un, are expressed in terms of the inputs u.

Simulation results of the reduced state-space model were compared to circuit sim-
ulation results obtained from PLECS blockset, with the switching legs modeled as
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Table B.1: Component values that are used for the simulation results.

Item Value Unit Item Value Unit

UDC 100 V L f 800 µH
m̂ 0.75 RL f 500 mΩ

fo 100 Hz C f 10 µF
R 2 Ω C fo 100 µF
L 2 mH
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Figure B.2: Results showing the difference between the obtained MATLAB model
and a PLECS simulation.

controlled voltage sources. The models were simulated using the ODE45 solver
of MATLAB SIMULINK with default settings. The component values for simula-
tion are given in Table B.1, where m̂, and fo are the peak modulation index, and
frequency of the reference signal, respectively.

Figure B.2 depicts the simulation results of the output current (iout) and the dif-
ference of the output vector (y) of both models. It can be clearly seen that both
models are matching with very high accuracy. In this example symmetrical com-
ponents were used. It should be noted that the proposed procedure also works
for asymmetrical circuits with component variation.
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Figure B.3: Schematic overview of a FB converter with a 2nd order filter. The three
filter capacitors form a loop, resulting in two actual states instead of three.

B.2 Example 2, removing superfluous capacitor volt-
ages

The second example involves removing one superfluous state. Figure B.3 depicts
a FB class-D amplifier with a 2nd order filter with an additional capacitor con-
nected across the load, where all indicated voltages are referenced to the ground
of the symmetrical supply. Such filters often appear in class-D amplifiers in com-
bination with bipolar switching [114]. A capacitor is placed directly across the
load to filter the large DM voltage ripple. Due to the bipolar switching only little
CM voltage ripple is present. Therefore, much less CM voltage filtering is required
to comply with EMC regulations. Such a filter results in more design freedom
when selecting the DM and CM cut-off frequencies.

Similar to Example 1 one might think at first inspection that this circuit has 5
states. However, the voltage of the capacitor across the load resistance (R) is fixed
by the voltages across the filter capacitors (C f ) that are connected to the negative
supply rail. As a result this circuit has only 4 states. Again resistors can be added
to the circuit to be able to model it without constraints, resulting in a stiff model
with 5 states and reduced accuracy.

Also in this case the proposed method can be used to remove the superfluous
capacitor voltage from the state-space equations without loss of accuracy.

As in the previous example, the average behavior of the switching legs is modeled
using controlled voltage sources usnx . First, the current through the capacitor that
needs to be eliminated is added to the input vector as

ud =
(
us u

)ᵀ

=
(

iC usnp usnn

)ᵀ
.

(B.10)
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Next the state vector is chosen as

xd =
(
xs x

)ᵀ

=
(

uC fDM
uC fp

uC fn
iL fp

iL fn

)ᵀ (B.11)

where the first element, which will be removed from the state vector, is the volt-
age across the capacitor connected in parallel to the load resistance.

As in Example 1 all states in xd combined with the mesh current, iC, are chosen
as outputs of the model, resulting in

y =

(
iC
xd

)
. (B.12)

Given the model depicted in Figure B.3 and the chosen state and input vector, the
state-space matrices become

Ad =




0 0 0 0 0

0 − 1
RC f

1
RC f

1
C f

0

0 1
RC f

− 1
RC f

0 1
C f

0 − 1
L f

0 −
RL f
L f

0

0 0 − 1
L f

0 −
RL f
L f




(B.13a)

Bd =




1
C fDM

0 0

− 1
C f

0 0

1
C f

0 0

0 1
L f

0

0 0 1
L f




(B.13b)

Cd =

(
01×5

I5

)
(B.13c)
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Dd =

(
1 01×2

05×1 05×2

)
. (B.13d)

The Kirchhoff voltage law equation that applies to the dependent states is given
by

K =
(
−1 1 −1 0 0

)
. (B.14)

Finally a basis of the null-space of K needs to be determined. Again the rational
basis using Gaussian elimination is used. The resulting transformation matrix G
is given by

G =




1 −1 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




. (B.15)

Using (2.10) the reduced state-space representation of Example 2 becomes

ẋ = Ax + Bu (B.16)

y = Cx + Du (B.17)

with

x =
(

uC fp
uC fn

iL fp
iL fn

)ᵀ
(B.18)

u =
(

usnp usnn

)ᵀ
. (B.19)

Finally, the state-space matrices are given by

A =




−a3 a3 a4 a5

a3 −a3 a5 a4

− 1
L f

0 −
RL f
L f

0

0 − 1
L f

0 −
RL f
L f




(B.20)
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B =




0 0
0 0
1

L f
0

0 1
L f




(B.21)

C =




−c1 c1 c2 −c2
1 −1 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




(B.22)

D = 0 (B.23)

with

a3 =
1

R
(

C f + 2C fDM

) (B.24a)

a4 =
1

2C f
+

1
2C f + 4C fDM

(B.24b)

a5 =
1

2C f
− 1

2C f + 4C fDM

(B.24c)

c1 = 2C fDM a3 (B.24d)

c2 =
C fDM

C f + 2C fDM

. (B.24e)

From (B.22) it can be seen that both iC and uC fDM
are expressed in terms of x.

As in Example 1 the simulation results of the reduced state-space model were
compared to circuit simulation results from PLECS, using the component values
given in Table B.1. Figure B.4 depicts the simulation results of the output current
iout and the difference of the output vectors of both models. Like Example 1 both
models are matching with very high accuracy.
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Figure B.4: Simulation results showing the difference between the reduced state
space and the PLECS model of Example 2.





AppendixC
State-space averaging

C.1 Introduction

Many textbooks treat the state-space averaging method [29, 43, 67]. However, in
most of them only simple converters with two modes of operation, like the buck
converter in CCM, are considered. In Chapter 2 the general state-space averaging
approach for any number of switching states is treated in an abstract mathemat-
ical form, and a method to remove superfluous storage elements is introduced.
This appendix details the complete state-space averaging procedure for a con-
verter with 16 switching states and one state dependency, and can be used as a
procedure to follow for many other classes of converters.

C.2 Full-bridge equivalent of the DB

The DB consists of two parallel connected switching legs with unipolar comple-
mentary current flow. Figure C.1, depicts the full bridge equivalent of the DB

where the switching legs that support positive current are indexed with 1 and
the legs that support negative current are indexed 2. In Chapter 4 the DB is intro-
duced as a converter topology that does not suffer from distortion due to blank-
ing time. Furthermore, when CCM is guaranteed there is a linear relation between

273
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Figure C.1: Schematic overview of full-bridge equivalent DB.
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Figure C.2: Switch (a) and diode (b) model used for state-space averaging.

modulation index and output voltage. Later in Chapter 6 it was shown that the
DB, ideally, does not suffer from distortion due to the forward/saturation voltage
of the semiconductor devices.

In Chapter 8 two control approaches are presented for the DB that rely on a linear
model for the converter. The next sections describe a procedure to obtain an oper-
ating point dependent linearized small-signal model for the DB using state-space
averaging. It assumes CCM and ideal switches and diodes, the characteristics of
which are modeled with series connected voltage source and resistance, as de-
picted in Figure C.2.

C.3 Averaging procedure

Switched mode converters can be described as piecewise linear systems as

ẋ = Fkx + gk (C.1a)

y = Cx (C.1b)

where F is the state-matrix, g is the input vector, C is the output matrix. Without
loss of generality no direct feed through (d = 0), and a time-invariant output
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matrix C is assumed. The index k is the switch state of the converter that changes
cyclically over time.

For the small signal modeling of the DB, depicted in Figure C.1, the following
state vector is chosen

x =
(

iout iL f1p
iL f2p

iL f1n
iL f2n

uC fp
uC fn

)
(C.2)

where iout is the current flowing through the load, iL fxy
are the filter inductor

currents, and uC fy
are the output voltages that appear across the load. The voltage

across C fDM depends on uC fp
and uC fn

, and is therefore not a state.

The state-space averaging procedure involves obtaining the moving average of
the vectors and matrices in (2.1) over a switching cycle. When a matrix or vector
is dependent on the switching state k, the moving average is given by

〈Λ〉 = 1
Tsw

∑
k∈K

ΛkTk, with (C.3a)

Tsw = ∑
k∈K

Tk (C.3b)

where Λk is a matrix or vector that is cyclically switched, Tsw is the switching time
of the converter, K is the set of cyclically switched states that occur during each
cycle, and Tk is the time that each switching-state is active. Furthermore, during
the averaging procedure the time Tk will be expressed in terms of the modulation
indices of the corresponding switching legs, which are given by

u =
(
m1p m2p m1n m2n

)ᵀ
(C.4)

where mxy are the modulation indices of the corresponding switching legs, which
are restricted to the interval [−1 . . . 1]

When assuming CCM, that is the filter inductor currents iL f do not clamp to 0 A,
N = 16 switching states and corresponding times can be identified, as shown in
Table C.1. A 1 in the (switching) state represents that the corresponding leg is
connected to + 1

2 UDC and a 0 represents a connection to − 1
2 UDC. The switching

state is ordered
(
1p 2p 1n 2n

)
, using the same notation as in Figure C.1. The

corresponding times that the states are active are coded such that they directly
reflect the switching state, where a 1 means that both legs of the corresponding
side are connected to + 1

2 UDC, a 4 means that both legs are connected to − 1
2 UDC,

while 2 and 3 are the states that generate bias voltage, in which −UDC, or +UDC
is applied between the switching legs, respectively, and where consequently zero
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Table C.1: Switching states of the DB.

Tx state Tx state Tx state Tx state

T11 0000 T21 0100 T31 1000 T41 1100
T12 0001 T22 0101 T32 1001 T42 1101
T13 0010 T23 0110 T33 1010 T43 1110
T14 0011 T24 0111 T34 1011 T44 1111

average voltage is generated.

C.3.1 Moving average of the state matrix

The moving averages of the state matrix can be split as

〈F〉 = 1
Tsw

N

∑
k=1

FkTk = F′′ +
1

Tsw

N

∑
k=1

F′kTk (C.5)

where F′′ and F′k are the parts of Fk that are dependent and not dependent on the
switching state, respectively.

Since the circuit contains one state dependency the method described in Sec-
tion 2.3 is used to determine the state-space matrices. Because the states corre-
sponding to filter capacitors do not depend in the switching state, the method is
applied to F′′ only, resulting in

F′′ =




− R
L 0 0 0 0 1

L − 1
L

0 −
RL f
L f

0 0 0 − 1
L f

0

0 0 −
RL f
L f

0 0 − 1
L f

0

0 0 0 −
RL f
L f

0 0 − 1
L f

0 0 0 0 −
RL f
L f

0 − 1
L f

−a1 a2 a2 a3 a3 0 0

a1 a3 a3 a2 a2 0 0




(C.6)
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with

a1 =
1

C f + C fDM

(C.7a)

a2 = 1
2C f

+ 1
2 a1 (C.7b)

a3 = 1
2C f
− 1

2 a1 (C.7c)

where the parameters correspond to the components depicted in Figure C.1.

The 16 switching state dependent matrices F′k are given by

F′11 = Fp
1p + Fp

2p + Fp
1n + Fp

2n F′12 = Fp
1p + Fp

2p + Fp
1n + Fn

2n

F′13 = Fp
1p + Fp

2p + Fn
1n + Fp

2n F′14 = Fp
1p + Fp

2p + Fn
1n + Fn

2n

F′21 = Fp
1p + Fn

2p + Fp
1n + Fp

2n F′22 = Fp
1p + Fn

2p + Fp
1n + Fn

2n

F′23 = Fp
1p + Fn

2p + Fn
1n + Fp

2n F′24 = Fp
1p + Fn

2p + Fn
1n + Fn

2n

F′31 = Fn
1p + Fp

2p + Fp
1n + Fp

2n F′32 = Fn
1p + Fp

2p + Fp
1n + Fn

2n

F′33 = Fn
1p + Fp

2p + Fn
1n + Fp

2n F′34 = Fn
1p + Fp

2p + Fn
1n + Fn

2n

F′41 = Fn
1p + Fn

2p + Fp
1n + Fp

2n F′42 = Fn
1p + Fn

2p + Fp
1n + Fn

2n

F′43 = Fn
1p + Fn

2p + Fn
1n + Fp

2n F′44 = Fn
1p + Fn

2p + Fn
1n + Fn

2n

(C.8)

where in turn the matrices Fy
x are given by

Fp
1p = −Ron

L f
diag(0, 1, 0, 0, 0, 0, 0) Fn

1p = −
R f

L f
diag(0, 1, 0, 0, 0, 0, 0)

Fp
2p = −

R f

L f
diag(0, 0, 1, 0, 0, 0, 0) Fn

2p = −Ron

L f
diag(0, 0, 1, 0, 0, 0, 0)

Fp
1n = −Ron

L f
diag(0, 0, 0, 1, 0, 0, 0) Fn

1n = −
R f

L f
diag(0, 0, 0, 1, 0, 0, 0)

Fp
2n = −

R f

L f
diag(0, 0, 0, 0, 1, 0, 0) Fn

2n = −Ron

L f
diag(0, 0, 0, 0, 1, 0, 0).

(C.9)

The subscripts x indicate the corresponding switching leg and the superscript p
or n denotes whether the corresponding leg is connected to the positive or neg-
ative supply respectively. The diag operator represents a diagonal matrix where
the parameters between the braces start from the top left of the matrix.

Because each index x in (C.9) has the same structure, that is the same diagonal



278 APPENDIX C: STATE-SPACE AVERAGING

matrix, the moving average of F′k can be rewritten as

1
Tsw

N

∑
k=1

F′k =
1

Tsw

(
Fp

1pTp
1p + Fn

1pTn
1p + Fp

2pTp
2p + Fn

2pTn
2p + . . . .

Fp
1nTp

1n + Fn
1nTn

1n + Fp
2nTp

2n + Fn
npTn

np

)
(C.10)

where Tp
x , and Tn

x are the times that the corresponding matrices are active, which
in turn can be expressed in terms of modulation indices as

Tp
xy = 1

2
(
1 + mxy

)
Tsw (C.11a)

Tn
xy = 1

2
(
1−mxy

)
Tsw. (C.11b)

By combining the results of (C.6), (C.10), and (C.11) the moving average of the
state matrix becomes

〈F(u)〉 = F′′ + 1
2

(
Fp

1p + Fn
1p +

(
Fp

1p − Fn
1p
)
m1p + . . .

Fp
2p + Fn

2p +
(
Fp

2p − Fn
1p
)
m2p + . . .

Fp
1n + Fn

1n +
(
Fp

1n − Fn
1n
)
m1n + . . .

Fp
2n + Fn

2n +
(
Fp

2n − Fn
1n
)
m2n

)
. (C.12)

C.3.2 Moving average of the input vector

In the piecewise linear model given by (C.1) the input is modeled as a vector that
depends on the switching state k of the converter. The moving average over one
switching cycle can be determined using a similar procedure as used for the state
matrix. Similar to the procedure followed above the average becomes,

〈g〉 = 1
Tsw

N

∑
k=1

gkTk = g′′ +
1

Tsw

N

∑
k=1

g′kTk (C.13)

where g′′ and g′k are the parts of the input vector that do and do not depend on
the switching state respectively. For the DB, as depicted in Figure C.1, the vector
g′′ = 0, however, for generality the same procedure is applied as for the state
matrix.
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The 16 switching state dependent vectors g′k are given by

g′11 = gp
1p + gp

2p + gp
1n + gp

2n g′12 = gp
1p + gp

2p + gp
1n + gn

2n

g′13 = gp
1p + gp

2p + gn
1n + gp

2n g′14 = gp
1p + gp

2p + gn
1n + gn

2n

g′21 = gp
1p + gn

2p + gp
1n + gp

2n g′22 = gp
1p + gn

2p + gp
1n + gn

2n

g′23 = gp
1p + gn

2p + gn
1n + gp

2n g′24 = gp
1p + gn

2p + gn
1n + gn

2n

g′31 = gn
1p + gp

2p + gp
1n + gp

2n g′32 = gn
1p + gp

2p + gp
1n + gn

2n

g′33 = gn
1p + gp

2p + gn
1n + gp

2n g′34 = gn
1p + gp

2p + gn
1n + gn

2n

g′41 = gn
1p + gn

2p + gp
1n + gp

2n g′42 = gn
1p + gn

2p + gp
1n + gn

2n

g′43 = gn
1p + gn

2p + gn
1n + gp

2n g′44 = gn
1p + gn

2p + gn
1n + gn

2n

(C.14)

where in turn the matrices gy
x are given by

gp
1p =

1
2 UDC −Von

L f

(
0 1 0 0 0 0 0

)ᵀ

gp
2p =

1
2 UDC −Vf

L f

(
0 0 1 0 0 0 0

)ᵀ

gp
1n =

1
2 UDC −Von

L f

(
0 0 0 1 0 0 0

)ᵀ

gp
2n =

1
2 UDC −Vf

L f

(
0 0 0 0 1 0 0

)ᵀ

(C.15a)

and

gn
1p =

− 1
2 UDC −Vf

L f

(
0 1 0 0 0 0 0

)ᵀ

gn
2p =

− 1
2 UDC −Von

L f

(
0 0 1 0 0 0 0

)ᵀ

gn
1n =

− 1
2 UDC −Vf

L f

(
0 0 0 1 0 0 0

)ᵀ

gn
2n =

− 1
2 UDC −Von

L f

(
0 0 0 0 1 0 0

)ᵀ
.

(C.15b)

The subscripts, x, indicate the corresponding switching leg and the superscripts,
y, determine whether that leg is connected to the positive supply rail, p, or nega-
tive rail, n.
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Again, because each index x in (C.15a) and (C.15b) has the same structure, the
moving average of g′k can be rewritten as

1
Tsw

N

∑
k=1

g′kTk =
1

Tsw

(
gp

1pTp
1p + gn

1pTn
1p + gp

2pTp
2p + gn

2pTn
2p + . . . .

gp
1nTp

1n + gn
1nTn

1n + gp
2nTp

2n + gn
2nTn

2n

)
(C.16)

where Tp
x and Tn

x can be expressed in terms of modulation indices using (C.11).

By combining the results of (C.16), and (C.11) the moving average of the input
matrix becomes

〈g(u)〉 = g′ + 1
2

(
gp

1p + gn
1p +

(
gp

1p − gn
1p
)
m1p + . . .

gp
2p + gn

2p +
(
gp

2p − gn
1p
)
m2p + . . .

gp
1n + gn

1n +
(
gp

1n − gn
1n
)
m1n + . . .

gp
2n + gn

2n +
(
gp

2n − gn
1n
)
m2n

)
(C.17)

where in this particular case g′ = 0.

Using (C.12) and (C.17), the averaged model becomes

〈ẋ〉 ≈ f(〈x〉, u) = 〈F(u)〉〈x〉 + 〈g(u)〉 (C.18a)

〈y〉 ≈ C〈x〉 (C.18b)

where the approximation becomes an equality when 〈x〉 or 〈F〉 is time-invariant,
which is not true. However, from (C.9) and (C.12) it can be seen that 〈F〉 becomes
time-invariant when Ron = R f , making (C.18) an equality instead of an approxi-
mation.

C.4 Linearization around an operating point

The averaged model in (C.18) is nonlinear because both the averaged state matrix
and input vector depend on the modulation indices of the switching legs. A linear
model can be obtained by linearizion about an operating point, using the Taylor
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expansion given by

〈ẋ〉 ≈ f(xo, uo) +
∂f(〈x〉, u)

∂〈x〉

∣∣∣∣
uo

(〈x〉 − xo) +
∂f(〈x〉, u)

∂u

∣∣∣∣
xo

(u− uo) (C.19)

where the capitals xo, and uo represent the steady-state operating-point for lin-
earizion of the DB.

When expressing perturbations from steady-state as x̃ = 〈x〉 − xo, ũ = u − uo,
and including that for steady-state Ẋ = 0, (C.19) simplifies to

˙̃x ≈ A(uo)x̃ + B(xo)ũ + wo(xo, uo) (C.20a)

ỹ = Cx̃ (C.20b)

where the state and input matrices, and constant disturbance input equal

A(uo) =
∂f(〈x〉, u)

∂〈x〉

∣∣∣∣
(uo)

(C.21a)

B(xo) =
∂f(〈x〉, u)

∂u

∣∣∣∣
(xo)

(C.21b)

wo(xo, uo) = f(xo, uo). (C.21c)

For the DB modeled in this appendix the state matrix in (C.21) becomes

A(uo) =




− R
L 0 0 0 0 1

L − 1
L

0 − R1p
L f

0 0 0 − 1
L f

0

0 0 − R2p
L f

0 0 − 1
L f

0

0 0 0 − R1n
L f

0 0 − 1
L f

0 0 0 0 − R2n
L f

0 − 1
L f

−a1 a2 a2 a3 a3 0 0

a1 a3 a3 a2 a2 0 0




(C.22)
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with

a1 =
1

C f + C fDM

(C.23a)

a2 = 1
2C f

+ 1
2 a1 (C.23b)

a3 = 1
2C f
− 1

2 a1 (C.23c)

and where R1p to R2n represent equivalent resistances, which depend on the op-
erating point, being given by

R1p = RL f +
1
2

(
R f + Ron

)
− 1

2

(
R f − Ron

)
M1p (C.24a)

R2p = RL f +
1
2

(
R f + Ron

)
+

1
2

(
R f − Ron

)
M2p (C.24b)

R1n = RL f +
1
2

(
R f + Ron

)
− 1

2

(
R f − Ron

)
M1n (C.24c)

R2n = RL f +
1
2

(
R f + Ron

)
+

1
2

(
R f − Ron

)
M2n (C.24d)

The input matrix of (C.21), in turn, is given by

B(xo) =
1

L f




0 0 0 0

U1p 0 0 0

0 U2p 0 0

0 0 U1n 0

0 0 0 U2n

0 0 0 0

0 0 0 0




(C.25)

where U1p to U2n denote the operating-point dependent switching-leg voltages,
which in turn are given by

U1p =
1
2

UDC +
1
2

(
Vf −Von

)
+

1
2

(
R f − Ron

)
IL f1p

(C.26a)

U2p =
1
2

UDC +
1
2

(
Vf −Von

)
− 1

2

(
R f − Ron

)
IL f2p

(C.26b)

U1n =
1
2

UDC +
1
2

(
Vf −Von

)
+

1
2

(
R f − Ron

)
IL f1n

(C.26c)

U2n =
1
2

UDC +
1
2

(
Vf −Von

)
− 1

2

(
R f − Ron

)
IL f2n

. (C.26d)
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Finally the constant disturbance term in (C.21) equals

wo(xo, uo) = 〈F(uo)〉xo + 〈g(uo)〉 (C.27)

where

〈F(uo)〉 = A(uo) (C.28)

and

〈g(uo)〉 =
g1

L f




0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0




uo +
g2

L f




0
−1

1
−1

1
0
0




(C.29)

with

g1 =
1
2

UDC +
1
2

(
Vf −Von

)
(C.30a)

g2 =
1
2

(
Vf + Von

)
. (C.30b)

From (C.24) and (C.26) it can be seen that the state and input matrix become
operating-point independent when Ron = R f , which agrees with the results pre-
sented in Chapter 6. Thus when Ron = R f the average state-space representa-
tion in (C.20) becomes valid for the full operating range and is, therefore, not a
small-signal approximation. Moreover, when Ron = R f 〈F(u)〉 becomes time-
invariant, as a result the approximation in (2.5) becomes an equality. Thus the
averaged model exactly describes the moving-average behavior of the piecewise
linear model.

Furthermore, when choosing the steady-state operating point at half of the range,
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that is xo = 0 and uo = 0 the disturbance input reduces to

wo =

1
2

(
Vf + Von

)

L f




0
−1

1
−1

1
0
0




(C.31)

which is a constant voltage due to the forward voltage of the semiconductor
switches and diodes. From the signs of the disturbance voltage is can be seen that
they appear only in the bias voltages and not at the output of the DB, which also
supports the results of Chapter 6. It should again be noted that the state-space
models in this thesis are only valid for CCM, DCM should, therefore, be prevented.

C.5 Including component variation

The model derived in the previous section does not include component variation.
Without further detail both the state and input matrix with component variation
are given by

A(uo) =




− R
L 0 0 0 0 1

L − 1
L

0 − R1p
L f1p

0 0 0 − 1
L f1p

0

0 0 − R2p
L f2p

0 0 − 1
L f2p

0

0 0 0 − R1n
L f1n

0 0 − 1
L f1n

0 0 0 0 − R2n
L f2n

0 − 1
L f2n

−a3 a6 a6 a4 a4 0 0

a2 a4 a4 a5 a5 0 0




(C.32)
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B(xo) =




0 0 0 0
U′1p
L f1p

0 0 0

0
U′2p
L f2p

0 0

0 0 U′1n
L f1n

0

0 0 0 U′2n
L f2n

0 0 0 0

0 0 0 0




(C.33)

with

a1 =
1

C fp C fDM + C fn C fDM + C fp C fn

(C.34a)

a2 = C fp a1 (C.34b)

a3 = C fn a1 (C.34c)

a4 = C fDM a1 (C.34d)

a5 =
(

C fp + C fDM

)
a1 (C.34e)

a6 =
(

C fn + C fDM

)
a1 (C.34f)

and where R1p to R2n represent equivalent resistances, which depend on the op-
erating point, being given by

R′1p = RL f1p
+

1
2

(
R f1p + Ron1p

)
− 1

2

(
R f1p − Ron1p

)
M1p (C.35a)

R′2p = RL f2p
+

1
2

(
R f2p + Ron2p

)
+

1
2

(
R f2p − Ron2p

)
M2p (C.35b)

R′1n = RL f1n
+

1
2

(
R f1n + Ron1n

)
− 1

2

(
R f1n − Ron1n

)
M1n (C.35c)

R′2n = RL f2n
+

1
2

(
R f2n + Ron2n

)
+

1
2

(
R f2n − Ron2n

)
M2n (C.35d)
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and U1p to U2n denote the operating-point dependent switching-leg voltages,
which in turn are given by

U′1p =
1
2

UDC +
1
2

(
Vf1p −Von1p

)
+

1
2

(
R f1p − Ron1p

)
IL f1p

(C.36a)

U′2p =
1
2

UDC +
1
2

(
Vf2p −Von2p

)
− 1

2

(
R f2p − Ron2p

)
IL f2p

(C.36b)

U′1n =
1
2

UDC +
1
2

(
Vf1n −Von1n

)
+

1
2

(
R f1n − Ron1n

)
IL f1n

(C.36c)

U′2n =
1
2

UDC +
1
2

(
Vf2n −Von2n

)
− 1

2

(
R f2n − Ron2n

)
IL f2n

. (C.36d)

Similarly wo can be extended to include component variation.

C.6 Small-signal model of the conventional FB

A detailed model for the conventional FB, as depicted in Figure C.3, is not derived
in this thesis. However, when assuming ideal switches, Von = Vf = 0 and Ron =

R f = 0, and neglecting blanking time, the small-signal model of the conventional
FB is related to the model valid for CCM of the DB by the following transformations
on the state and input vectors

xFB = Mx (C.37a)

uFB = Nu (C.37b)

resulting in the following small-signal model of the FB

˙̃xFB = MAM+x̃FB + MBN+ũFB (C.38)

where M+ and N+ are the Moore-Penrose pseudo inverses of the non-square
matrices M and N, respectively.

For matrices with linearly independent rows or columns, as in this case, the
pseudo-inverse is given by

M+ =

{
Mᵀ(MMᵀ)−1, linear independent rows

(MᵀM)−1Mᵀ, linear independent columns.
(C.39)
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1
2 L f

S1p
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1
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C fDM
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uC fp uC fn

Figure C.3: Schematic overview of the conventional FB.

When the state and input vectors of the conventional FB are chosen as

xFB =
(

iout iL fp
iL fn

uC fp
uC fn

)
(C.40a)

uFB =
(
mp mn

)
(C.40b)

the transformation matrices M and N become

M =




1 0 0 0 0 0 0
0 1 1 0 0 0 0
0 0 0 1 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1




(C.41)

and

N =

( 1
2

1
2 0 0

0 0 1
2

1
2

)
. (C.42)

From (C.41) and (C.42) it can be seen that the inductor current of the FB is the sum
of the inductor currents and that the bias current is removed from the model.
The FB with ideal switches is thus equivalent to the DB without bias. Therefore,
the same output current/voltage controller can be used for both the FB and DB.
However, the DB requires means to guarantee CCM by ensuring sufficient bias
current.





AppendixD
The area product

D.1 The area-product method

The area-product method proposed in [21], and later treated in more detail in [61],
results in a closed form equation that can be used to determine inductor volume.

The area product AP is expressed as the product of the effective core area AC
and the winding area WA, as indicated in Figure D.1a and Figure D.1b. When
neglecting leakage the flux in a core can be expressed as

nΦ̂ = Lî (D.1)

where Φ̂ is the peak magnetic flux in the core, L represents the inductance, n is the
number of turns, and î is the peak current in the wire, as depicted in Figure D.1d.

When, in turn, assuming a homogeneous flux distribution in the core, (D.1) can
be rewritten to

AC =
L

nB̂
î (D.2)

where B̂ is the peak magnetic flux density, and AC the effective core area as indi-
cated in Figure D.1a.
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AC

(a)

WA

(b)

WA

ACu

(c)

Φ

u

i

n

(d)

Figure D.1: Area-product parameters, geometric (a) & (b), electric and magnetic
(c).

The winding area can be determined from

KuWA = nACu (D.3)

where WA represents the window area for the windings, as indicated in Fig-
ure D.1a. The wire cross-sectional area is represented by ACu and Ku is the
window utilization factor, which is the ratio between WA and n times ACu, as
illustrated in Figure D.1c.

Rewriting (D.3) in terms of current results in

WA =
n

JKu
I (D.4)

where the current density and the RMS current in the wire are represented by J
and I respectively.

Multiplication of (D.2) and (D.4) results in the area product, which is given by

AP =
L

B̂JKu
î I. (D.5)

From (D.5) it can be seen that the area-product does not depend on the number
of turns. Finally the total core volume VL can be determined from

VL = Kvol A
3/4
P (D.6)
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where Kvol is the core’s geometrical constant.

D.2 The peak and RMS currents for a DB

Both inductors are subject to the same current except for the polarity, therefore,
only the inductor carrying positive current is considered in this section. The filter
inductor current for a DB can be split in a periodic average and a high frequency
ripple as

iL f1
= 〈iL f1

〉 + ĩL f1
(D.7)

where 〈iL f 〉 is a periodic average inductor current and ĩL f represents the high
frequency ripple due to switching.

Using the variable transformation given in (4.10), equation (D.7) can be rewritten
to

iL f1
= 1

2 〈isum〉 + 〈ibias〉 +
1
2

ĩsum + ĩbias (D.8)

which in turn equals

iL f1
= 1

2 〈isum〉 + 〈ibias〉 + ĩL f1
. (D.9)

When assuming the periodic average capacitor current 〈iC fp
〉, which is small in

practice, to be zero, (D.9) becomes

iL f1
≈ 1

2 iout + 〈ibias〉 + ĩL f1
(D.10)

when choosing the bias current as given in (4.20) and (4.21), equation (D.10) be-
comes

iL f1
≈ 1

2 iout + ĩL f1
+

{
1
2 îout + λth ∆̂iL f , constant bias
1
2 |iout|+ λth ∆̂iL f , modulated bias.

(D.11)

D.2.1 Peak current

When assuming that maximum output current coincides with the maximum filter
inductor current ripple, the peak current for both constant and modulated bias
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becomes

îL f1
≈ îout + (1 + λth) ∆̂iL f (D.12)

which is worst-case and only occurs for a purely inductive load. Therefore, in all
other cases a conservative penalty on inductor current ripple is applied.

D.2.2 RMS current for constant bias

The RMS current over a cycle time (To) is given by

IL f1
≈

√√√√√ 1
To

t+To∫

t

(
iL f1

(τ)
)2

dτ (D.13)

which for constant bias current becomes

IL f1
≈

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 îout + λth ∆̂iL f + ĩL f1

(τ)
)2

dτ. (D.14)

When assuming a zero average output current with cycle time To and zero aver-
age inductor current ripple with switching cycle time Tsw, that is

0 =

t+To∫

t

iout(τ)dτ (D.15)

0 =

t+Tsw∫

t

ĩL f (τ)dτ (D.16)

where Tsw is an integer multiple of To, (D.14) becomes

IL f1
≈
(

1
To

t+To∫

t

1
4 (iout(τ))

2 + 1
4 î2out +

(
λth ∆̂iL f

)2
+
(

ĩL f1
(τ)
)2

+ . . .

iout(τ)ĩL f1
(τ) + îoutλth ∆̂iL f dτ

) 1
2

. (D.17)
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Moreover, when assuming Tsw � To the following cross term can be neglected

0 ≈
t+Tsw∫

t

iout(τ)ĩL f (τ)dτ (D.18)

and the RMS current simplifies to

IL f1
≈

√√√√√ 1
To

t+To∫

t

1
4 (iout(τ))

2 + 1
4 î2out +

(
λth ∆̂iL f

)2
+
(

ĩL f1
(τ)
)2

+ îoutλth ∆̂iL f dτ

(D.19)

which in turn equals

IL f1
≈
√

1
4 (Iout)

2 + 1
4 î2out +

(
1
3 + λ2

th

) (
∆̂iL f

)2
+ îoutλth ∆̂iL f . (D.20)

When, furthermore, assuming maximum inductor current ripple, the RMS value
for ideal triangular shaped currents is given by

1
3 ∆iL f =

t+Tsw∫

t

(
ĩL f1

(τ)
)2

dτ (D.21)

which finally, when assuming sinusoidal output current (D.20), becomes

IL f1
≈
√

3
8 î2out +

(
1
3 + λ2

th

) (
∆̂iL f

)2
+ îoutλth ∆̂iL f . (D.22)

D.2.3 RMS current for modulated bias

The RMS filter inductor current for modulated bias current equals

IL f1
≈

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 |iout(τ)|+ λth ∆̂iL f + ĩL f1

(τ)
)2

dτ. (D.23)

When assuming a zero average output current with cycle time To and zero av-
erage inductor current ripple with switching cycle time Tsw, as given by (D.15)
and (D.16), and furthermore assuming that Tsw is an integer multiple of To, (D.23)
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becomes

IL f1
≈
(

1
To

t+To∫

t

1
4 (iout(τ))

2 + 1
4 |iout|(τ)2 +

(
λth ∆̂iL f

)2
+
(

ĩL f1
(τ)
)2

+ . . .

iout(τ)ĩL f1
(τ) + |iout(τ)|λth ∆̂iL f + |iout(τ)|ĩL f1

(τ)dτ

) 1
2

. (D.24)

Moreover, when assuming Tsw � To, this simplifies to

IL f1
≈

√√√√√ 1
To

t+To∫

t

1
2 (iout(τ))

2 +
(

λth ∆̂iL f

)2
+
(

ĩL f1
(τ)
)2

+ (iout(τ)) λth ∆̂iL f dτ

(D.25)

which in turn, when assuming maximum inductor current ripple, becomes

IL f1
≈

√√√√√ 1
2 I2

out +
(

1
3 + λ2

th

) (
∆̂iL f

)2
+

1
To

t+To∫

t

|iout(τ)|λth ∆̂iL f dτ. (D.26)

Finally, when assuming sinusoidal output current, (D.20) becomes

IL f1
≈
√

1
4 î2out +

(
1
3 + λ2

th

) (
∆̂iL f

)2
+

2
π

îoutλth ∆̂iL f . (D.27)

D.3 The area product for a DB with coupled inductors

The area product for a DB with coupled inductors as given in (5.22), is

APDB =
2Lsum

B̂JKu

1
1 + κ

î I (D.28)

and the peak and RMS inductor currents are represented by

î = max
t

((
1 + κ f

) 1
2

isum(t) +
(

1− κ f

)
ibias(t)

)
(D.29)
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and

I =

√√√√√ 1
To

t+To∫

t

(
1
2 isum(τ) + ibias(τ)

)2
dτ. (D.30)

D.3.1 Peak inductor current

The peak current can be expressed in periodic average and switching ripple com-
ponents as

î = max
t

((
1 + κ f

) 1
2
(
〈isum(t)〉 + ĩsum(t)

)
+
(

1− κ f

) (
〈ibias(t)〉 + ĩbias(t)

))

(D.31)

which in turn, when assuming 〈iC f 〉 = 0, becomes

î = max
t

((
1 + κ f

) 1
2
(
iout(t) + ĩsum(t)

)
+
(

1− κ f

)(1
2

îout + ith + ĩbias(t)
))

(D.32a)

for constant bias current, and

î = max
t

((
1 + κ f

) 1
2
(
iout(t) + ĩsum(t)

)
+
(

1− κ f

)(1
2
|iout(t)|+ ith + ĩbias(t)

))

(D.32b)

for modulated bias current.

Equations (D.32a) and (D.32b) can be expressed in time independent parameters
as

î = îout + max
mavg

( (
1 + κ f

) 1
2

∆isum(mavg) +
(

1− κ f

)
∆ibias(mavg) + . . .
(

1− κ f

)
ith(mavg)

)
(D.33)

where in turn ith is expressed as (4.22). When furthermore using

∆̂iL f = max
mavg

(
1
2 ∆isum(mavg) + ∆ibias(mavg)

)
(D.34)
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which is based on (4.17), î becomes

î = îout + max
mavg

( (
1 + κ f

) 1
2

∆isum(mavg) +
(

1− κ f

)
∆ibias(mavg) + . . .

(
1− κ f

) (
1
2 ∆isum(mavg) + ∆ibias(mavg)

) )
(D.35)

which can be rewritten to

î = îout +
(

1− κ f

)
max
mavg

((
1 + κ f

1− κ f
+ λth

)
1
2 ∆isum(mavg) + . . .

(1 + λth)∆ibias(mavg)

)
. (D.36)

Using (4.18), (4.19), and (5.28), (D.36) becomes

î = îout +
1
2

(
1− κ f

)
λth λsum îout +

1
2

(
1 + κ f

)
λsum îout (D.37a)

for non-interleaved usn, and

î = îout + 2
(

1− κ f

)
max
mavg

((
1 + κ f

1− κ f
+ λth

)(
|mavg| −m2

avg

)
+ . . .

(1 + λth)
1 + κ f

1− κ f

(
1− |mavg|

)
)

λsum îout (D.37b)

for interleaved usn

D.3.2 RMS inductor current

Equation (D.30) can be written in terms of periodic average and switching ripple
components as

I =

√√√√√ 1
To

t+To∫

t

(
1
2 〈isum(τ)〉 + 1

2 ĩsum(τ) + 〈ibias(τ)〉 + ĩbias(τ)
)2

dτ (D.38)
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which, when assuming 〈iC f 〉 = 0, becomes

I =

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 ĩsum(τ) + 1

2 îout + ith + ĩbias(τ)
)2

dτ (D.39a)

for constant bias current, and

I =

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 ĩsum(τ) + 1

2 |iout(τ)|+ ith + ĩbias(τ)
)2

dτ (D.39b)

for modulated bias current.

Similarly as in (4.17) it can be shown that 1
2 ĩsum + ĩbias = ĩL f1

, which in turn results
in

I =

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 îout + ith + ĩL f (τ)

)2
dτ (D.40a)

for constant bias current, and

I =

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) +

1
2 |iout(τ)|+ ith + ĩL f (τ)

)2
dτ (D.40b)

for modulated bias current. From here on for clarity τ will be omitted from the
equations.

When assuming 〈iC f 〉 = 0, (D.40) expands to

I =

√√√√√ 1
To

t+To∫

t

1
4 iout

2 + 1
4 î2out + i2th + ĩ2L f

+ iout ĩL f + îoutithdτ (D.41a)

for constant bias current, and

I =

√√√√√ 1
To

t+To∫

t

1
4 iout

2 + 1
4 |iout|2 + i2th + ĩ2L f

+ iout ĩL f + |iout|ithdτ (D.41b)

for modulated bias. When, furthermore, assuming To � Tsw, then (D.41) simpli-
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fies to

I ≈

√√√√√ 1
To

t+To∫

t

1
4 iout

2 + 1
4 î2out + i2th + ĩ2L f

+ îoutithdτ (D.42a)

for constant bias current, and

I ≈

√√√√√ 1
To

t+To∫

t

1
4 iout

2 + 1
4 |iout|2 + i2th + ĩ2L f

+ |iout|ithdτ (D.42b)

for modulated bias.

For sinusoidal iout, when assuming peak switching current ripple, and by using
(4.22), (D.42) becomes

I ≈
√

3
8 î2out +

(
λ2

th +
1
3 RR

) (
∆̂iL f

)2
+ îoutλth ∆̂iL f (D.43a)

for constant bias current, and

I ≈
√

1
4 î2out +

(
λ2

th +
1
3 RR

) (
∆̂iL f

)2
+ 2

π îoutλth ∆̂iL f (D.43b)

for modulated bias current, where ∆̂iL f is given by (D.34), and where RR is the ra-
tio between AC and DC wire resistance to take into account the skin and proximity
effects.

The maximum inductor current ripple ∆̂iL f can be rewritten using (4.18), (4.19),
(5.12), and (5.13), resulting in

∆̂iL f =
1
2 λsum îout (D.44a)

for non-interleaved usn, and

∆̂iL f = 2λsum îout max
mavg

(
1 + κ f

1− κ f
−

2κ f

1− κ f
|mavg| −m2

avg

)
(D.44b)

for interleaved usn.
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D.3.3 Area product

Using (D.28), (D.37), (D.43), and (D.44), the area product for a DB with coupled
inductors can be rewritten to

APDB =
UDC îoutTsw

8B̂JKu

1
1 + κ

îDB IDB (D.45)

where the peak and RMS terms in (5.23) are given by

îDB = 2λ−1
sum +

(
1− κ f

)
λth +

(
1 + κ f

)
(D.46a)

and

IDB =





√
3
8 +

(
λ2

th +
1
3 RR

)
1
4 λ2

sum + 1
2 λth λsum, constant bias

√
1
4 +

(
λ2

th +
1
3 RR

)
1
4 λ2

sum + 1
π λth λsum, modulated bias

(D.46b)

for non-interleaved usn, and

îDB = 1
2 λ−1

sum +
(

1− κ f

)
max
mavg

((
1 + κ f

1− κ f
+ λth

)(
|mavg| −m2

avg

)
+ . . .

(1 + λth)
1 + κ f

1− κ f

(
1− |mavg|

)
)

(D.46c)

and

IDB =





√
3
8 +

(
λ2

th +
1
3 RR

)
4λ2

∆λ2
sum + 2λth λ∆λsum, constant bias

√
1
4 +

(
λ2

th +
1
3 RR

)
4λ2

∆λ2
sum + 4

π λth λ∆λsum, modulated bias
(D.46d)

for interleaved usn. Finally, the ratio λ∆ is given by

λ∆ = max
mavg

(
1 + κ f

1− κ f
−

2κ f

1− κ f
〈mavg〉 −m2

avg

)
. (D.47)
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D.4 The area product for a DB with tightly coupled
inductors and an extra filter inductor

In [16] tight negative coupling is suggested for Lbias in combination with an exter-
nal filter inductor for Lsum. Since this configuration needs two separate magnetic
structures, (D.28) is expressed in terms of Lbias with perfect negative coupling
(κ f = −1), resulting in

APL =
Lbias

2B̂JKu
î I (D.48)

where

î = max
t

(ibias(t)) (D.49)

and

I =

√√√√√ 1
To

t+To∫

t

(
1
2 isum(τ) + ibias(τ)

)2
dτ. (D.50)

The total relative core volume, when assuming equal core geometric constants,
becomes

VN =
APL

3/4 + APL f

3/4

VHB
(D.51)

where VHB is the inductor volume of the conventional equivalent HB, APL is the
area product of the tight negative coupled inductor, given by (D.48), and APL f

is

the area product of the external filter inductor.

D.4.1 Peak currents

The peak current can be determined similarly as discussed in Section D.3.1, re-
sulting in

î = 1
2 îout +

1
2 λth λL f îout (D.52a)
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for non-interleaved usn, and

î = 1
2 îout + max

mavg

(
2λth λL f

(
|mavg| −m2

avg

)
+ (1 + λth) λbias

(
1− |mavg|

))
îout

(D.52b)

for interleaved usn. The inductor current ripple ratio for the bias component λbias,
is given by

λbias =
∆̂ibias

îout
(D.53)

and is introduced because APL is expressed in terms of Lbias instead of Lsum,
which in turn is added externally.

D.4.2 RMS currents

The RMS currents are equal to (D.43a) for constant bias current and (D.43b) for
modulated bias. However, ∆̂iL f becomes ∆̂iL which is given by

∆̂iL = max
mavg

(
1
2 ∆isum + ∆ibias

)
. (D.54)

Using the above ∆̂iL becomes

∆̂iL = 1
2 λL f îout (D.55a)

for non-interleaved usn, and

∆̂iL = max
mavg

(
2λL f

(
|mavg| −m2

avg

)
+ λbias

(
1− |mavg|

))
îout (D.55b)

for interleaved usn.

D.4.3 Area product

For the area products Lbias needs to be expressed in terms of λbias. Using (4.19)
Lbias becomes

Lbias =
UDCTsw

4λbias îout
(D.56)
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for interleaved usn. For non-interleaved usn, ∆ibias is assumed zero, however, the
maximum bias ripple can still be expressed in terms of λbias as

Lbias =
UDCTsw

8λbias îout
. (D.57)

Using the results of (D.48), (D.52b), (D.53), and (D.55), the area product APL be-
comes

UDC îoutTsw

8B̂JKu
îN IN (D.58)

with

îN = 1
4 λ−1

bias +
1
4 λth

λL f

λbias
(D.59a)

for non-interleaved usn and

îN = 1
2 λ−1

bias + max
mavg

(
2λth

λL f

λbias

(
|mavg| −m2

avg

)
+ (1 + λth)

(
1− |mavg|

)
)

(D.59b)

for interleaved usn, and

IN =

√
3
8 +

(
λ2

th +
1
3 RR

)
λ2

∆λ2
bias + λth λ∆λbias (D.60a)

for constant bias current and

IN =

√
1
4 +

(
λ2

th +
1
3 RR

)
λ2

∆λ2
bias +

2
π λth λ∆λbias (D.60b)

for modulated bias current, with

λ∆ = 1
2

λL f

λbias
(D.60c)

for non interleaved usn and

λ∆ = max
mavg

(
2

λL f

λbias

(
|mavg| −m2

avg

)
+ 1− |mavg|

)
(D.60d)

for interleaved usn.
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The area product of the external filter inductor equals

APL f
= APHB (D.61a)

for non-interleaved usn, and

APL f
= 1

2 APHB (D.61b)

for interleaved usn.

The area product of the HB is given by (5.8) and the factor 1/2 in the area product
for interleaved usn is used because of the ratio between ∆̂iL f for non-interleaved
and interleaved usn. The volume increase with respect to the conventional HB can
be determined using (D.51)

D.5 The peak and RMS currents for an ABDB

For the derivation of the peak and RMS inductor currents of the ABDB the same
assumptions and notations are used as described in the previous sections for the
conventional DB. Again the inductor currents can be separated in a periodic av-
erage and a high frequency ripple as

iL fx
= 〈iL fx

〉 + ĩL fx
(D.62)

iLax
= 〈iLax

〉 + ĩLax
(D.63)

which, when assuming that idiff = 0, equals

iL fx
= 1

2 〈isum〉 + ĩL fx
(D.64)

iLax
= 〈ibiasx 〉 + ĩLax

. (D.65)

When neglecting 〈iC f 〉, which is small in practice, iL f becomes

iL fx
= 1

2 iout + ĩL fx
. (D.66)

The absolute peak and RMS current of La1 and La2 are equal, therefore only the
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inductor that carries positive current is considered from here on, resulting in

iLa2
=





1
2 îout + λth

(
∆̂iLa + ∆̂iL f

)
+ ĩLa , constant bias

1
2 |iout|+ λth

(
∆̂iLa + ∆̂iL f

)
+ ĩLa , modulated bias

(D.67)

where the sum of the peak inductor current ripples
(

∆̂iLa + ∆̂iL f

)
is the minimum

required current for CCM, and λth is an additional safety factor to prevent DCM

during transients.

D.5.1 Peak current

When assuming that maximum output current coincides with the maximum filter
inductor current ripple, the peak current L f becomes

îL fx
= 1

2 îout + ∆̂iL f (D.68)

îLa2
= 1

2 îout + (1 + λth)∆̂iLa + λth ∆̂iL f (D.69)

which is worst-case and only valid for a pure inductive load. Therefore, in all
other cases a conservative penalty on inductor current ripple is applied.

D.5.2 RMS current filter inductor current

The RMS value of iL fx
over a cycle time To is given by

IL fx
≈

√√√√√ 1
To

t+To∫

t

(
1
2 iout(τ) + ĩL fx

(τ)
)2

dτ. (D.70)

Expansion of the quadratic term in the integral leads to

IL fx
≈

√√√√√ 1
To

t+To∫

t

1
4 (iout(τ))

2 +
(

ĩL fx
(τ)
)2

+ iout(τ)ĩL fx
(τ)dτ. (D.71)

When assuming Tsw � To the cross term becomes zero and (D.71) can be approx-
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imated by

IL fx
≈

√√√√√ 1
To

t+To∫

t

1
4 (iout(τ))

2 +
(

ĩL fx
(τ)
)2

dτ (D.72)

which in turn when assuming sinusoidal output current and maximum inductor
current ripple, becomes

IL fx
≈
√

1
8 î2out +

1
3 (∆̂iL f )

2. (D.73)

D.5.3 RMS auxiliary inductor current for constant bias

The RMS value of iLax
for constant bias current over a cycle time To is given by

ILax
≈

√√√√√ 1
To

t+To∫

t

(
1
2 îout + λth

(
∆̂iLa + ∆̂iL f

)
+ ĩLa(τ)

)2
dτ. (D.74)

When assuming that the switching ripple has zero average, (D.74) becomes

ILax
≈

√√√√√ 1
To

t+To∫

t

1
4 î2out + λ2

th

(
∆̂iLa + ∆̂iL f

)2
+
(
ĩLa(τ)

)2
+ îoutλth

(
∆̂iLa + ∆̂iL f

)
dτ

(D.75)

which in turn, when assuming maximum inductor current ripple, becomes

ILax
≈
√

1
4 î2out + λ2

th

(
∆̂iLa + ∆̂iL f

)2
+

1
3
(
∆̂iLa

)2
+ îoutλth

(
∆̂iLa + ∆̂iL f

)
. (D.76)

In this thesis only modulated bias current is considered for the ABDB.
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D.5.4 RMS auxiliary inductor current for modulated bias

The RMS value of iLax
for modulated bias current over a cycle time To is given by

ILax
≈

√√√√√ 1
To

t+To∫

t

(
1
2 |iout(τ)|+ λth

(
∆̂iLa + ∆̂iL f

)
+ ĩLa(τ)

)2
dτ. (D.77)

When assuming that the switching ripple has zero average and Tsw � T, (D.77)
can be approximated as

ILax
≈
(

1
To

t+To∫

t

1
4 (iout(τ))

2 + λ2
th

(
∆̂iLa + ∆̂iL f

)2
+
(
ĩLa(τ)

)2
+ . . .

|iout|λth

(
∆̂iLa + ∆̂iL f

)
dτ

) 1
2

(D.78)

which in turn, when assuming sinusoidal output current, becomes

ILax
≈
√

1
8 î2out + λ2

th

(
∆̂iLa + ∆̂iL f

)2
+ 1

3
(
∆̂iLa)

)2
+ 2

π îoutλth

(
∆̂iLa + ∆̂iL f

)
.

(D.79)



Nomenclature

Operators

Operator Description

| · | absolute value
∠ · argument of a complex number
〈 · 〉 (moving/periodic) average value
∆· ripple amplitude, or deviation from a nominal value
·̃ ripple or small signal perturbation
·̂ peak or maximum value (over one switching cycle)
·̌ lowest or minimum value (over one switching cycle)
·̊ estimated or measured value
·∗ reference input or desired value
·∼ disturbance input or signal
·ᵀ (conjugate) transpose of a vector or matrix
·−1 inverse of a nonsingular matrix
·+ Moore-Penrose pseudo inverse of a matrix

diag (a1, . . . , an) n × n diagonal matrix whose diagonal entries starting in
the upper left corner are a1, . . . , an

det (·) determinant of a square matrix
null (·) a matrix columns of which are a basis of the null space
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Operator Description

sgn (·) sign of a scalar or of vector elements
min (·) minimum value of a function or vector
max (·) maximum value of a function or vector
num (·) numerator of a polynomial
den (·) denominator of a polynomial
pole (·) poles of a dynamic system
zero (·) zeros of a dynamic system
< (·) real part
= (·) imaginary part
BW (·) bandwidth of a dynamic system

Notation

Notation Description

x vectors are denoted by bold lower case variables
X matrices are denoted by bold capital variables
In Identity matrix of size n× n
0n×m Zero matrix of size n×m
Ux, Ix denote RMS, DC, or magnitude spectra of ux and ix respec-

tively
j imaginary unit, j =

√
−1

Symbols

Arabic

Symbol Unit Description First use on page

AC m2 effective magnetic core cross-section area . . . . . . . . . . . . . . . 87
ACu m2 wire core cross-section area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
AP m4 area-product of an inductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
B T magnetic flux density (1 T=1 Wb m−2) . . . . . . . . . . . . . . . . . . 87
CAC F anode-cathode capacitance of a diode . . . . . . . . . . . . . . . . . 124
CCE F collector-emitter capacitance of an IGBT . . . . . . . . . . . . . . . . 124
CCG F collector-gate capacitance of an IGBT . . . . . . . . . . . . . . . . . . . 129
CDC F DC bus capacitance of a switching leg or converter . . . . . . 33
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Symbol Unit Description First use on page

C f F filter capacitance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
C fDM F DM filter capacitance, connected across the load . . . . . . . . 161
CGE F gate-emitter capacitance of an IGBT . . . . . . . . . . . . . . . . . . . . 127
Dx - semiconductor diode x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
fc Hz cut-off frequency of a filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
fd Hz frequency of a disturbance signal . . . . . . . . . . . . . . . . . . . . . . . 32
fo Hz reference or output frequency . . . . . . . . . . . . . . . . . . . . . . . . . . 27
fclk Hz clock frequency of PWM generator . . . . . . . . . . . . . . . . . . . . . . 27
fsw Hz switching frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
gm A V−1 transconductance (of a semiconductor switch) . . . . . . . . . 127
ibias A bias current required for a DB . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
ibiasx A bias current of switching leg x required for a DB . . . . . . . 170
iC A collector current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
iCsat A saturation collector current . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
iC f A current flowing through a filter capacitor . . . . . . . . . . . . . . . 66
iC fDM

A decoupled CM filter capacitor current . . . . . . . . . . . . . . . . . . 170
iC fCM

A decoupled DM filter capacitor current . . . . . . . . . . . . . . . . . . 170
idiff A current difference between iL f1

and iL f2
of an ABDB . . . . . . 82

iDx A current flowing through diode x . . . . . . . . . . . . . . . . . . . . . . . . 76
iLa A current flowing through La . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
iLax

A current flowing through auxiliary inductor x . . . . . . . . . . . 78
iL f A current flowing through L f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
iL fx

A current flowing through filter inductor x . . . . . . . . . . . . . . . .58
iLHB A current flowing through LHB . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
iLHBx

A current flowing through LHBx . . . . . . . . . . . . . . . . . . . . . . . . . 214
iout A current flowing to the load circuit . . . . . . . . . . . . . . . . . . . . . . . . 7
isum A sum of the inductor currents of a DB . . . . . . . . . . . . . . . . . . . . 66
isumx A sum of the inductor currents of switching leg x of a DB . 175
iSx A current flowing through switch x . . . . . . . . . . . . . . . . . . . . . . . 76
ith A offset current that is added to ibias of a DB . . . . . . . . . . . . . . . 59
i′th A offset current that is added to iLa of an ABDB . . . . . . . . . . . . 79
J A m−2 current density in a wire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Ku - winding-window utilization factor . . . . . . . . . . . . . . . . . . . . . 87
Kvol - magnetic core volumetric constant . . . . . . . . . . . . . . . . . . . . . . 87
L H (load) inductance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
La H auxiliary inductance of an ABDB . . . . . . . . . . . . . . . . . . . . . . . . 80
Lax H auxiliary inductance of switching leg x of an ABDB . . . . . . 82
Lbias H inductance present in the bias current path . . . . . . . . . . . . . 67
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Symbol Unit Description First use on page

L f H filter inductances of a DB or ABDB . . . . . . . . . . . . . . . . . . . . . . . 61
L fx H DB or ABDB filter inductance x . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
LHB H filter inductances of an HB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Lsum H inductance present in the sum current path . . . . . . . . . . . . . 67
M H mutual inductance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
m - modulation index of an HB switching leg, m = 2δ− 1 . . . 27
mx - modulation index of switching leg x, mx = 2δx − 1. . . . . .62
mavg - modulation index that drives the output of a DB . . . . . . . . 66
mavgDM

- modulation index that drives the DM output of a FB equiva-
lent DB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

mbias - modulation index that drives ibias of a DB . . . . . . . . . . . . . . . 66
mbiasx - modulation index that drives ibiasx of a DB or iLax

of an ABDB

switching leg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
n - number of turns in a winding . . . . . . . . . . . . . . . . . . . . . . . . . 289
Pcon

D W diode conduction losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
PRL f

W power dissipated in RL f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

PRLHB
W power dissipated in RLHB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

Pcon
S W switch conduction losses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

R H−1 magnetic reluctance (1 Turns/H=1 A· Turns /Wb) . . . . . . 93
R Ω (load) resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
RC f Ω series resistance of a filter capacitor . . . . . . . . . . . . . . . . . . . . . 46
R f Ω on-resistance of a diode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Rgon Ω gate turn-on resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Rgoff Ω gate turn-off resistance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
RLa Ω series resistance of La . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .106
RLbias Ω series resistance of Lbias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
RL f Ω series resistance of L f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .74
RLHB Ω series resistance of LHB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
RLsum Ω series resistance of Lsum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Ron Ω on-resistance of a semiconductor switch . . . . . . . . . . . . . . . . 46
RR - ratio between the AC and DC wire resistance . . . . . . . . . . . . 89
Rw Ω wire and/or output resistance of a power supply . . . . . . . 32
Sx - semiconductor switch x or its corresponding gat-

ing/control signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Tbt s blanking time added between switching to prevent short

circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
To s reference or output cycle time . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Ts s sampling time of a discrete control system . . . . . . . . . . . . . 165
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Symbol Unit Description First use on page

Tsw s switching time of a switching leg, Tsw = 1/fsw . . . . . . . . . . . 17
Tn

x s on-time of a low-side switch or diode of leg x . . . . . . . . . . . 76
Tp

x s on-time of a high-side switch or diode of leg x . . . . . . . . . . 62
t s time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
UDC V DC supply voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Udron V Gate driver turn-on voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Udroff

V Gate driver turn-off voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
ua V switch-node voltage on the auxiliary-leg of an ABDB . . . 107
uax V switch-node voltage of auxiliary-leg x of an ABDB . . . . . . . 80
uavg V average voltage that drives the load of a DB or ABDB . . . . . 66
uavgx

V uavg corresponding to converter side x . . . . . . . . . . . . . . . . 142
uavgCM

V common mode uavg, source of EMI . . . . . . . . . . . . . . . . . . . . . 142
uavgDM

V differential mode uavg, contributes to output power . . . 142
ubias V bias voltage that drives ibias of a DB . . . . . . . . . . . . . . . . . . . . . 66
ubiasx V bias voltage that drives ibiasx of a DB, or iLax

for an ABDB

switching leg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
ubt V voltage error due to blanking time . . . . . . . . . . . . . . . . . . . . . . 45
uc V output voltage of power supply series compensation . . 251
uCE V collector emitter voltage of an IGBT . . . . . . . . . . . . . . . . . . . . 127
uC f V filter capacitor voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
uC fx

V filter capacitor voltage of converter side x . . . . . . . . . . . . . 195
udiff V voltage that drives idiff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
udiffx V voltage that drives idiff of converter side x . . . . . . . . . . . . . 156
uDS V drain source voltage of a MOSFET . . . . . . . . . . . . . . . . . . . . . . . .78
uGE V gate emitter voltage of an IGBT . . . . . . . . . . . . . . . . . . . . . . . . . 127
uout V output voltage of the converter, i.e. DM voltage across the

load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
uoutCM V CM output voltage of the converter, i.e. CM voltage across

the load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
usn V switch-node voltage of a switching leg . . . . . . . . . . . . . . . . . . . 6
usnx V switch-node voltage of switching leg x . . . . . . . . . . . . . . . . . 66
usnCM V common-mode switching voltage . . . . . . . . . . . . . . . . . . . . . 142
usnDM V differential mode switching voltage . . . . . . . . . . . . . . . . . . . 142
V m3 volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290
Vf V on-voltage of a diode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Vmil V Miller voltage of a semiconductor switch . . . . . . . . . . . . . . 129
Von V on-voltage of a semiconductor switch. . . . . . . . . . . . . . . . . . .46
Vth V gate turn-on threshold voltage of a semiconductor switch-

ing device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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Symbol Unit Description First use on page

WA m2 magnetic core winding cross-section area . . . . . . . . . . . . . . . 87
ZDC Ω output impedance of DC power supply . . . . . . . . . . . . . . . . 251
Zw Ω wiring impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Greek

Symbol Unit Description First use on page

δ - duty ratio of a switching leg, i.e. the relative on-time of the
high-side switch or diode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

δx - duty ratio of switching leg x . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
ζ - damping ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
κ f - coupling coefficient of inductors including the sign of the

coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
λ∆ - correction for the relative current ripple amplitude in case

of interleaved usn for the calculation of the area-product of
the DB with coupled inductors . . . . . . . . . . . . . . . . . . . . . . . . . . 95

λbias - inductor current ripple ratio λbias = ∆̂ibias/îout . . . . . . . . . . . 301
λLa - inductor current ripple ratio λLa = ∆̂iLa/îout . . . . . . . . . . . . . 104
λL f - inductor current ripple ratio λL f = ∆̂iL f /îout . . . . . . . . . . . . . . 89
λLHB - inductor current ripple ratio λLHB = ∆̂iLHB/îout . . . . . . . . . . . . 89
λsum - inductor current ripple ratio λL f = ∆̂isum/îout . . . . . . . . . . . . . 95
λth - relative amount added to the minimum offset current re-

quired to prevent DCM, λth = ith/∆̂iLx . . . . . . . . . . . . . . . . . . . . .70
Φ Wb magnetic flux (1 Wb=1 Vs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
φ rad phase (shift) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
φd rad phase of a disturbance frequency . . . . . . . . . . . . . . . . . . . . . . . 32
φo rad phase of a reference or output frequency . . . . . . . . . . . . . . . . 32

Acronyms

Acronym Description First use on page

ABDB auxiliary-bias dual-buck converter . . . . . . . . . . . . . . . . . . . . . .78
AC alternating current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
ADC analog-to-digital converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
BCM boundary conduction mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
BJT bipolar junction transistor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
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Acronym Description First use on page

CCM continuous conduction mode . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
CM common-mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
CMRR common-mode rejection ratio . . . . . . . . . . . . . . . . . . . . . . . . . 148
CSI current-source inverter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
CT computer tomography. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
DAE differential algebraic equation . . . . . . . . . . . . . . . . . . . . . . . . . . 20
DB dual-buck converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
DC direct current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
DCM discontinuous conduction mode . . . . . . . . . . . . . . . . . . . . . . . . 40
DM differential-mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .139
DPWM digital (or discrete) pulse-width modulation . . . . . . . . . . . . 27
DSP digital signal processor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
EMC electromagnetic compatibility . . . . . . . . . . . . . . . . . . . . . . . . . 138
EMI electromagnetic interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
FB full-bridge converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
FPGA field-programmable gate array . . . . . . . . . . . . . . . . . . . . . . . . . 98
HB half-bridge converter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
HD harmonic distortion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
IC integrated-circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
IGBT insulated-gate bipolar-transistor . . . . . . . . . . . . . . . . . . . . . . . . 46
LTI linear time-invariant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
LQR linear-quadratic regulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
MIMO multiple-input multiple-output . . . . . . . . . . . . . . . . . . . . . . . . 169
MOSFET metal-oxide semiconductor field-effect transistor . . . . . . . 46
MPC model-predictive control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
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