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CHAPTER 1

INTRODUCTION

WIRELESS Body Area Networks (WBAN) are small-scale, in both area and
node count, networks centered on a human body. The low-power wire-
less nodes can contain many different sensors, for example: ECG, li&s8l-
pressure and temperature sensors. This is graphically depicted in figure
While the required bit rate of the different sensors varies from a fewbido

per second up to a few hundred kilobits per second, most applicationiseeq

bit rate around 100kbps, seH pnd [2]. Additionally, the average packet rate of

a sensor node is very low. Some nodes like temperature sensors may ogly tra
mit the measured data a couple of times a day, hence they are in sleep mode for
more than 90% of the time. Other sensor types like EEG and ECG might have
high peak bit rates when they are active. However they are not activadst

of the time. Additionally the required link to link setup latency requirement is
relaxed, which favors asynchronous networks.

The sensor nodes are battery powered and have to operate for aclond f
time, while it is often impossible or impractical to recharge or replace the bat-
teries on a regular basis. Therefore, the sensor nodes need to érgviow
power consumption. Furthermore, since the network is centered aroeidith
man body, it is a small scale network by definition. The maximal distance be-
tween two nodes is approximately 10m. Combining the small network scale with
the low power requirement, a single-hop star network topology is a gooahfit. |
such a network there is one master node, for example a smart phone, wjth a b
ger power supply and higher processing capabilities. Thus the bodysansor
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Figure 1.1: Example of a Wireless Body Area Network in which differenseenodes
around the body cooperate in a small-scale network.

network is highly asymmetric. The asymmetric nature of the network can be
used to reduce the power consumption of the sensor nodes by mappieg pow
intensive tasks on the high power master node or by choosing a syixdtion
scheme to make maximal use of the asymmetric power supply. Additionally, the
sensitivity of the sensor node can be decreased by increasing thmitrpos/er

of the master node.

1.1 Wake-up Receiver

To reduce the sensor node power consumption to a level where the ande ¢
operate for months on a small battery the node needs to sleep as long and ofte
as possible. A low-power Wake-up Receiver (WURX) is added to theoserode
which wakes up the node when it receives a Wake-up Call (WUC) transimitte
by the master node. Figufie2 gives the overview of a general wireless sensor
node. Depending on the application the main transceiver might be omitted. A
remote control application might only need a WURX for example.
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Y

N
WURX @ Processor

_ Sensor
Transceiver Interface
— Energy manager

Figure 1.2: A general wireless sensor node overview.

The WURX should be capable of receiving and decoding a wake-uparatthin-

ing an address and possibly a few bits of settings and information. Ansidre
should be sent since we do not want to wake-up all the nodes in the ke&gor
this would lead to a waste of power. In fact, the WURX is used to synchronize
the master and sensor nodes only during the transmission of a packetvéebe
packet transmissions the network is not synchronized in order to sawex.po

This thesis focuses on the design and implementation of the wake-up receive
both on the system level and circuit level.

1.2 Wake-up Receiver Challenges

Figurel.3shows a schematic overview of the required bit rates and correspond-
ing power consumption of current wireless standards. The depicteatditrthe

bit rate over the air. From the application point of view the actual bit rate reay b
lower because of channel coding, and synchronization overhe&dasupacket
headers. It has to be noted that besides the bit rate and power consuaiptio
sensitivity and linearity are important parameters. There is a clear tratbe-of
tween bit rate and power consumption. The figure also shows the thre€ IME
application scenarios, depicted by the blue clouds. Within this thesis we target
the low-power WURX application scenarios and low-bit-rate narrow-t&ii)
applications. As can be seen the targeted power consumption is much lower tha
state-of-the-art low-power standards like Zigbee, while still fulfilling the AMXB
specific receiver requirements. The stars show the measurement cfshis
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Figure 1.3: Schematic overview of wireless standards and the low-pdWEC appli-
cation areas.

first (WURXV1) and second (WURxV2.1) wake-up receiver présern chap-
ters5 and6 in this thesis. The first version of the wake-up receiver front-end
has a fixed bit rate of 50kbps with a power consumption of 126uW. While the
second version has a constant power consumption of 329.6uW with bledria
rate between 6.25kbps and 1250kbps. Therefore, the second WUdiRrased

by a region confined by two stars. For more information on the first anzhslec
version of the wake-up receiver front-end see chagiienrsd6, respectively.

A small scale Wireless Body Area Network (WBAN) is targeted. Since the
WBAN is inherently small-scale, the maximal transmission distance is 10m. To
reduce the power in the sensor nodes an asymmetric star-topology neswork
chosen. Moreover, there is a clear trade-off between power cortgumgnd
linearity. To reduce the power consumption the linearity is sacrificed. Tamlavo
in-band interferer collision the master node manages the network, makiag sur
that only one node is active. Additionally, the master node can avoid collisions
with other networks by means of carrier sensing. The WURX itself should be
able to cope with out-of-band interference. For a more in-depth discussio
the WURX specifications and requirements see se@ti@n



1.3. Aims of the Thesis 5

1.3 Aims of the Thesis

As shown in the introduction wireless sensor nodes targeted towards WBAN
applications can profit from a low-power wake-up receiver. Howebe power
consumption of the WURX should be lower than standard compliant reseiver
The aim of this thesis is to study the feasibility of low-power wake-up recgive
with special attention on power reduction techniques. To attain the desinet po
consumption, the network, system and circuit levels are taken into accthnt.
following aspects are addressed:

» Typical WBAN requirements (chapt&}

» Effects of media access control (MAC) layer synchronization on tineepo
consumption (chapted)

e The interaction between wideband FSK modulation and receiver fraht-en
design (chaptes)

» Power consumption reduction, by removing the low-noise-amplifier from
the receiver front-end and using a mixer-first architecture (chdpter

* Low-power synchronization by replacing power-consuming phasieslb
loops by a low-power automatic frequency control loop (chafter

e Implementation and evaluation of the proposed power reduction tech-
niques (chapters and6)

1.4 Scope of the Thesis

Within this thesis the implications of MAC layer synchronization on the power
consumption will be studied, but the implementation of MAC protocols is be-
yond the scope of this thesis. Furthermore, there exists a large varieisetéss
sensor networks with widely different requirements and characterisiegsh
different network type demands different design trade-offs in oral@ome to

an optimal low-power receiver front-end. Therefore, the thesis wilf focus

on small scale wireless networks, like wireless body area networks, ardeth
sign of low-power receiver front-ends used in the low-power sensdes in
these networks. Moreover, this thesis focuses on the optimal circuitrdesig
low-power Frequency Shift Keying (FSK) modulation based wake-apivers.
On-Off Keying (OOK) modulation will be mentioned but not analyzed in furthe
detail since it is less robust against interferers. Circuits will only be implésaen
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in silicon with the aim of validating proposed power reduction strategies. This
thesis does not have as a goal to demonstrate a fully-integrated traamssyesv
tem. The circuits will only be implemented in CMOS technology since it is the
most widely used technology and the technology of choice for highly integra
mixed-signal systems.

1.5 Original Contributions

The original contributions of this thesis are:

Closed-form energy consumption models of network synchronization.

Modeling and analysis of the interaction between wideband-FSK modula-
tion and receiver impairments.

Mixer-first architecture geared towards low-power receiverthemds and
time-domain based modeling of the key performance parameters trans-
ducer power gain and noise figure.

Optimal design strategy for mixer-first front-ends targeted towards low
power consumption.

Analysis of power consumption and phase noise performance diffesen
between LC and ring oscillators taking technology scaling and limitations
into account.

Implementation and evaluation of mixer-first receiver front-ends.

Design and implementation of an automatic frequency control loop using
the in-place FSK demodulator as an alternative for power-hungry phase
locked loops.

Graphical comparison between different receiver front-endsasxeen-
sion to Figure of Merit (FOM) based comparison.
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1.6 Thesis Outline

The thesis outline is depicted in figutes.

Introduction Application

Wireless Body Area Networks
System

_|
3  Wake-up Receiver System Level Desigy 2
S Circuit

Low-Power Zero-IF Receiver Design

Receiver Front-End Version 1

: : Implementation
Receiver Front-End Version 2

Conclusion

Figure 1.4: Thesis outline.

Chapterl introduces Wireless Body Area Networks and the Wake-up Receiver
concept. Furthermore, the trends in both industrial and academic ressaarc
summarized and remaining research challenges are identified.

In chapter2 several network and applications aspects of body area networks are
studied. Since low energy consumption is essential, the impact of network syn
chronization on the energy consumption is studied at the Media Access Con-
trol (MAC) level. Additionally, common application related requirements are
extracted from literature. By combining the application related WURX require-
ments and the MAC layer study the WURX solution space is derived.

Chapter3 delves into the system-level aspects of the WURX design, starting with
a literature study of state-of-the-art low-power receivers with spati@htion on

the chosen modulation schemes. A Zero-IF receiver architecture isrchios-
cause of the low power consumption target. Additionally, wideband-FSK mod-
ulation is proposed to overcome the inherent zero-IF design challenged @k
offset, self-mixing and 1/f noise, and the effects of receiver impairmentb®

Bit Error Rate (BER) are analyzed. The chapter concludes with WURXxiitir
level design specifications.

Chapter4 focuses on circuit level design and modeling with special attention
on power consumption reduction. The power consumption is reducectaitcir
level by omitting the Low Noise Amplifier (LNA) from the receiver front-end,
leading to a mixer-first architecture. The input impedance, transdueegrpo
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gain and noise figure of a passive mixer are modeled and used in thetekse
optimal design methodology for mixer-first receivers. Additionally, the gew
consuming local oscillator is studied, and the LC and ring oscillator topologies
are compared. Also an Automatic Frequency Control (AFC) loop which make
use of the FSK demodulator is presented as a power-efficient alterfiatiae
power hungry PLL.

The feasibility of the mixer-first architecture is studied in chapieoy imple-
menting and measuring a low-power receiver front-end. Furthermayedi-
cal method for comparing different receiver front-ends given appitia require-
ments is presented.

In chapter6 a second version of the mixer-first receiver front-end with dectkase
noise figure is presented. The AFC loop introduced in chapieimplemented
in an FPGA and tested in combination with the receiver front-end.

At the end of the thesis conclusions are drawn in chapter



CHAPTER 2

WIRELESS BODY AREA NETWORKS

HEREhas been a lot of research into Wireless Body Area Networks (WBAN)
T ; see for example the surveys presented in ¥yahd [4]. In a WBAN,
sensors are placed on or near the body. Each node needs to benadiryhence

it can only have a small battery. Additionally, it is impractical or even impossible
to replace the batteries on a regular basis. Alternatively, the node canuseke
of energy harvesting. In both cases the power consumption needs ¢oyblew.
This is one of the biggest challenges in the design of WBAN nodes anditgn o
be achieved by making use of the special properties of WBANS.

In this chapter different sensor network aspects and reported WB#dNca-
tions are analyzed and summarized. Additionally, several Media AccexsaCo
(MAC) protocols are compared using the WBAN properties. Since low powe
consumption is of primary importance, the sensor node energy consumgption o
the different MAC-layers are compared. With the energy consumption models
the solution space is examined. At the end of the chapter the receivérerequ
ments are obtained.

2.1 Wireless Sensor Network Properties

The power consumption of wireless sensor nodes can be greatly ceolyiopti-
mizing the nodes with respect to network symmetry, synchronization, sodle an
packet rate.
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Firstly, the network symmetry has a big impact on the system design. In a sym-
metric network the wireless sensor nodes have similar power supply and pro
cessing power. On the other hand, in an asymmetric network there cargbe lar
differences between nodes. In other words, the network is hetezogsnBody
area networks (BAN) usually are asymmetit. [In such a network at least one
node has a bigger power supply and more processing power, andkeaovex
energy-consuming tasks from the low-power simple sensor nodes.

Additionally, the network size is an important network property. Unlike envi-
ronmental sensor networks, a WBAN is inherently small-scale. The maximal
distance between two nodes is less than 10m, and each network has lel3than
nodes 1]. In such a small network, it is more power efficient to use single-hop
communication instead of multi-hop.

Since the network is small-scale, asymmetric and single-hop, a star topology
is suitable, which is used by most WBANS, [5]. In a star topology there is
only one master node which manages the network, as is depicted in figure
Since the master has a bigger power supply it can transmit with higher podier a
acts as a gateway to the outside world. The rest of the network consists-of lo
power, simple sensor nodes. Additionally, the master can be used fonih-ba
interference avoidance. Firstly the master node manages the network kesl ma
sure that only one sensor node is active at any given moment. Sectmally,
master can implement carrier sensing to reduce collisions with other networks
operating in the same band.

Finally, the packet ratd and maximal allowed link setup latendy; are im-
portant in WBAN design. When the packet rate is low and the allowed network
latency is high, the nodes can sleep for very long periods to save ploveerch a
network the network does not have to stay synchronized the entire tinmaydeec
there is enough time to synchronize before each transmission. Since tlogketw
does not need to be kept synchronized in the long pauses betweenrtsecae

tive packages, the synchronization overhead is reduced. On thehatig:rwhen

the latency needs to be very low or when the packet rate is very high,isheoe
time to synchronize the network before every transmission. A more in-depth
analysis of network synchronization, with special attention for the Med@ss
Control (MAC) layer, is given in the next section.
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2.2 MAC Layer Energy Consumption Model

Before data can be transferred between two nodes, they need todmemyized.

This can be achieved in either of two ways: synchronize the network ¢listdn

the data transfer takes place, or keep the network synchronized cmurslpu

The first case is an asynchronous or contention-based networlerthersnodes

ask for permission to start transmitting or the master node polls the sens@r node
for data when needed. The latter type is a synchronized, or scheasdelbet-
work, i.e. each node knows when it can transfer the data, for exampl&imea
Division Multiple Access (TDMA) protocol.

The MAC-layer protocol, and therefore synchronization type, has efligence
on the power consumption. Depending on the type of synchronizatiorergew
wasted because of:

« idle listening
e overhearing
 synchronization overhead

In an asynchronous network the idle listening and overhearing penatidsawe

a big influence on the power consumption. Since each node does notkrenw

it needs to listen for incoming data it needs to listen regularly even when there is
no data present. Additionally, a node also does not know when othes dodget

a transmission slot. Therefore, the sensor nodes can overheatsaant for
another node and react on it. Examples of asynchronous MAC protacgéted
towards sensor networks are B-MAG] gnd X-MAC [7].

The idle listening can be reduced by adding a very-low-power recéivédre
wireless sensor node. The receiver only listens for wake-up callsG)/ftdm

the master node and wakes-up the rest of the sensor when needétibrrsdlgl,

this wake-up receiver (WURX) can reduce the overhearing penakyah ad-
dress is added to the WUC. It is only beneficial to add a WURX, when itsipowe
consumption is less than the idle listening and overhearing penalties.

On the other hand, in a synchronous network, the master needs to dssign s

to nodes and the nodes need to listen for synchronization beacons. yhhis s
chronization overhead consumes power. Furthermore, when thereyigzdtion
between a sensor node and the network master is lost, the node needs to listen
continuously for the next synchronization beacon.

Within this section the power consumption of each type of network synctaoniz
tion is modeled. The energy consumption of the node is calculated peredceiv
packet, taking into account the maximally allowed link-setup latefigy the
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number of nodedNnoge and the average packet rake The energy needed to
transmit the data is not taken into account since it is equal for both symizhro
tion schemes.

Firstly, address coding and required address length are discussetith traf-

fic statistics and generic radio model are presented. The radio and tnaffiel

are used to obtain the energy consumption models for the different netyperk
These models are eventually used in the following sections to explore theédesig
space and determine in what cases which network type is optimal.

2.2.1 Address Coding

Each node has a unique address to reduce the overhearing penatyodé
correlates the received address with its own address, and comparesuhdo
a threshold. If the correlation is higher than the threshold, the node ishigke

Although maximum likelihood decoding leads to more reliable results than corre-
lation decoding, it is also much more complex and power consuming. Theyefor
correlation decoding is chosen. Correlation coding is very similar to minimum
distance or Hamming codes.

A correlation decoding function can be implemented power efficiently by NXOR
operations,

[
C= an NXOR Ty,
nzl

wherel is the address length, the received address bit aiad the address bit

of the node. The output of the correlation function is the number of colores;
and the maximal value i The minimum number of bits that differ between
two addresses is called the Hamming distance, and is denotéd Aycode can
correctL% (M —2)]| errors and dete¢M — 1) errors. Itis better to choose an odd
Hamming distancéM, since it can correct as many bits as a longer code with
distanceM + 1. The correlator thresholfl has to be in the rangé—M < T <

to make sure the node wakes up only if its own address is received. dticera
noise will induce bit errors which can lead to a missed wake-up call or a fals
wake-up, with probabilitiepmissand psaise respectively.

Number of Nodes

The maximum number of addresses, and therefore sensor nodesdsi@pehe
address lengthand the minimal number of different bits between two addresses
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M. Itis impossible to give an exact number of possible addresses, thigprit
known as the sphere packing problem; the number of available addiesses|
to the number of spheres with diamekérthat can be packed inladimensional
space where each dimension has only two states: "0" or "1".

However, an upper bound can be given: the number of addresseldavitming
distanceM (Nnhoded IS less than the total number of nodes divided by the number
of nodes in a sphere with radi$'-2 |. The radius is rounded half down, since

the number of bits is integer and the radius of two neighboring addresselsish

be less or equal to the Hamming distance between the addresses. Thasradius
the Hamming distance divided by two, since the distance between the centers of
two equally sized and neighboring spheres is the sum of their radii.

The total number of possible unique nodes without taking into account thee Ha
ming distance is

Nnodesmax: 2| ) (2-1)

and the number of addresses in a sphere with radfygs | is

M) /)
N = .
nodessphere n; <n>

Combining the total number of nodes and the nodes per sphere, an woper b
on the number of nodes with Hamming distaftés

2|
Nnodes< meli . (2-2)

n= n

A WUC is missed when the correct address was sent but the oXitpiuthe cor-
relator is smaller than the threshdld Noting that the bit errors have a binomial
distribution with success probabilityand number of trialg, and the probability
of a single bit error is given bye, the miss probability is

Additionally, the probability a WUC is missed afthif}, - attempts is
N\IT/UC

Pwucmiss= Pmiss -
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It is more difficult to calculate the false wake-up probability than the packet mis
probability. The probability of a false wake-up is highest when a 'neighbd
address with Hamming distanbkis received; this case is taken as a conservative
false wake-up estimation. Since the distance is equdltioe received and actual
addresses share- M bits. It is assumed that the false wake-up probability when
a non-neighboring address is send is negligible.

The false wake-up event can be divided in two independent everdlseavake-

up with all the shared bits correctly received, and one with the sharedduits ¢
taining bit errors. The false wake-up probability is the sum of the probabkitifie
these two events. Assuming none of the shared bits change and only the uniq
bits change, the node is woken up when bit errors changél — M) unique bits
andpraiseis

PX>T—(I—M)|p=pe,n=M)x
P(Y=0|p= pe,n=1—-M), (2.4)

pfalse’ No shared bits change

where X specifies the number of unique bits that change and Y specifies the
number of shared bits that change, see figliie Whenc shared bits change
alsoc extra unique bits have to change. The probability on this event is

PX>T+c—(I=M)|p= pe,n=M)x
P(Y =c|p=pe,n=1—-M). (2.5)

pfalse’ ¢ shared bits change:

The maximal number of changed shared bits is by definition smaller than the
number of shared bits

c<|l—M.

Additionally, for a false wake-up to occur,

c+T<I,
! M
Address
shared bits unique bitg
= C =—> :
False - —
Wake-Up| Y T X

Figure 2.1: Address coding and the false wake-up event
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should hold, see figur2.1. Combining these boundsjs bound by
c<min{l =M, -=T}.

No longer assuming that only the shared bits can chgmgge becomes

min(I—M,I-T)
Praise = Z} P(X>T+c— (I —M)|p= pe,n=M)x
c=

P(Y=c|p=pe,n=1-M). (2.6)

When the bit error probability is less than 1% and the address length is large
enough, e.g. larger than 1055 Can be approximated

Praise® P(X > T — (I =M)|p= pe,n=M)P(Y =0|p=pe,n=1—M).

The approximation error is less than 0.4% when10 andpe = 1%.

It is clear that the probabilitiegmissand praise depend on the address length and
the bit error rate (BER). Depending on the application the threshatdn be
changed to sacrific@miss for praise Or vice versa. Here we assume that both
probabilities need to be low, thus the thresh®lds chosen in a way to equate

10°
g 104
< = Pmiss
- = - Pralse
108 : : ‘ : ‘
8 10 12 14 16 18
k (bits)
15
w
2 10
|_
5 I I I I
8 10 12 14 16 18
k (bits)

Figure 2.2: pmiss Praise@nd T as function of the address length | for a network of 100
nodes and a BER of 0.1%. T is chosen in a way to equate bothmobabilities.
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both error probabilities. Taking into account that most WBAN have lessifén
nodes ] and a BER of 10%, figure2.2 gives the error probabilities as a function
of the address length. For the minimal address length pgik and ptase are
less than 1%, which is already acceptable. Adding extra bits decreabethéo
probabilities. However, the effect on the energy dissipation will be nedgigib
since the error is already very low. Taking a Hamming distance of 3, aressidr
length of 10 bits is good enough.

2.2.2 Radio Model

The state-transition diagram of a generic radio is shown in figu8eand the
corresponding parameters are listed in table The initial start-up behavior is

not shown; it is assumed that the radio is already initialized and that the main
radio starts in the sleep state. There are two radios depicted in the diagram:
the main radio and the WURX. Since the wake-up receiver is optional, it is
placed outside the main radio whose states are depicted within the large dashed
rectangle. The additional WURXx can trigger the main radio to wake up or go into

Table 2.1: Radio platform parameters

Parameter \ Explanation

Twake Switching duration: Sleep> Standby

Tset Switching duration: Settling period when switching to Rx
or Tx.

Psieep Power consumption in sleep mode.

Pstandby Power consumption in standby mode.

Pr Power consumption in receive mode.

Pr Power consumption in transmit mode.

Prset Power consumption when switching to Rx mode.

Prset Power consumption when switching to Tx mode.

Pyake Power consumption when switching between sleep and
standby mode.

AP, Power increase in mode x compared to sleep nigde
I:)sleep

k Length of minimal packet in bits. Used for: sync, ACK,
wucC

Ry Bit rate of main radio
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Main Radio Wake—t& Rgeiver

|
{ Wakeup_ /|

\ (TwakP) /
N -

Pstand by P
wake

-

AN / N |

\ Rx Settle L/
\ (Tse) Y, Prset Prset \  (Tse) / |
~_ N -

Figure 2.3: General radio state-transition diagram.

receive mode depending on the current state of the main radio.

The states with a solid line are stable radio states, i.e. the radio can be in these
states for an arbitrary amount of time. The dotted lines are transition states, an
the time spent in this state is given within brackets. Furthermore, the power
consumption in each state is given outside the states.

In the sleep mode the radio is in its lowest power down state, while in the standby
mode the receiver consumes more power. On the other hand, the radvalozn

up faster from the standby mode than from the sleep mode. Thereforg,the
sleep mode can be disadvantageous because the energy needeHlirigr wpa
might be larger than the energy saved by staying in the sleep mode instead of th
standby mode. In the following sections the conditions for which the sleep mode
is advantageous are analyzed.



18 Chapter 2. Wireless Body Area Networks

Some radios may not provide a sleep and standby mode or may not need settling
time between receive and transmit mod&g,ake Should be set to zero in the
former case andset should be set to zero in the latter case. When the radio is
always on and does not need to settle, both of the parameters shouldtbe se
zero.

In this thesis the Nordic nRF24L01 radio chip is used in the application analysis
but the radio parameters are general enough to allow for other radios.

2.2.3 Network Statistics

In an asynchronous network the master node transmits wake-up calls\#idC
waits for the node to transmit an acknowledgment (ACK). When a WUC or ACK
packet gets missed with probabilipyiss they need to be retransmitted. However
the maximum number of transmissions is limited\§),,; after this number of
transmissions the transmitter quits and the wake-up process has failecthin ea
WUC a counter value is transmitted which specifies the number of transmissions
left. Using this counter value the receiver knows exactly how many times it can
try to transmit an acknowledgment. The node will transmit the acknowledgments
until either the connection is set-up or the maximum number of transmissions is
reached.

It is also possible for the node to wake up when a WUC is received whish wa
meant for another node: a false wake up. After such an event thestads
transmitting false acknowledgment (FACK) packets. The false wake-eptev
leads to the overhearing penalty previously mentioned. The probabilityatée f
wake up is given bysase

Table2.2gives a list of asynchronous and synchronous MAC layer packig-sta
tics expressed as functions pfiss Praise and the maximal number of transmis-
sionsN,,,- The probabilities and statistics are derived in appeAdix

The synchronous MAC protocol is discussed in-depth in se&i@ré The ex-
pected number of TDMA slots per received packet is givepdpy, which is very
similar to the expected number of wake up calls. The varighlg is derived in
appendixA.4 and is approximately

Ny
Mslot = 71 - pmisusc
1- Pmiss 7

assumingNyy,c > 1 andpmiss < 1%.



2.2. MAC Layer Energy Consumption Model

19

Table 2.2: List of the used asynchronous (top) and synchronous (bpt@AC layer
packet statistics.

Statistic | Probability/Value Explanation

Hwuc ~ %ﬂ:;:i Average number of WUC transmissions per
received packet.

.

Pack>1 | 1— pﬂ?’sgc Probability that the sensor node transmits at
least one ACK packet.

PrACK>1 | &~ Pralse Probability that the sensor node transmits at
least one false ACK packet.

HACKx ~ 1Bn5i:fss Average number of retransmitted acknowl-
edgments per received packet.

UFAaCKx | & Pfalse (N,T,UC— 1) Average number of retransmitted false ac-
knowledgments per received packet and
node in the network.

1_pN\_7\rIUC
Uslot N s Expected number of TDMA slots per re-

ceived packet.

2.2.4 WURx-enhanced Asynchronous Network

In the WURXx-enhanced scheme, a WURX is added to the sensor nodé, ie/hic
used to listen for wake-up calls and waking up the sensor node wheedeed
There are two sub-categories of the WURx-enhanced MAC scheme: mdth a

without main receiver.

When the node needs to receive a lot of data and th

low bit rate of the WURX is not sufficient an additional receiver can lukeddat
the cost of higher power consumption. When the node is woken-up itnitss
an acknowledgment and the data transfer can commence. Figushows a

WUC ACK WUC ACK

Master .. o™ Lrx L] ™ LRxL
< Teycle I Tiisten I

WURKX Rx ] Rx L

TX - - m

Figure 2.4: Wake-up event for a WURXx-enhanced MAC protocol.
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simplified overview of a wake-up event when the WURX enhanced scheme is
used. To save power the WURX can be duty-cycled when the latendyasant
allows for it, as is shown in the figure. The duty cycle period is chosen &s lon
as possible to minimize the power consumption. Additionally the master needs
to be able to transmiN,, . calls within the latency requirement. Therefore,
the cycle period is chosen equal to the latency requiremgntivided by the
maximum number of attempts, i.e.

Tiat
Niuc
A detailed wake-up cycle is shown in figuee5. The radio parameters corre-
spond with the parameters used in the radio state model depicted in Zigure
The wake-up periods are only present when the nodes go to the deppriee.
To ensure that the WURX will also wake up the node when the listen cycle starts

in the middle of a WUC packet, at least two WUCs have to fit within the listen
periOdTlistena

Tcycle =

Tiisten > 2 (Tset+ Twuc) + Tokt + Twake- (2.7)
Additionally, the listen period can never be longer than the complete cycle
Tiisten < Tcycle; (2-8)

and the duty cycle ratiqg, the fraction of time a sensor node is active, is

_ N\/—CUCTIisten
Tiat
. Tiisten

n

Tcycle .

WUC ACK  WUC ACK

Master Wake-igSeq] Tx | [SelRxfsel ™ | [Sel Rx

: Twake ETset: Twucs Twake ETset: TpktETset: Twucs Twake ETset: TpktE
Listen for WUC

WURX Rx |

Twuc < Tiisten < 2(Tset+ Twuc) + Tpi(t + Twake ACK

Tx 'Wake-upSet| Tx
: Twake ETset: TpktE

Figure 2.5: Detailed view of a wake-up event.
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The packet lengthk of the WUC and ACK are assumed to be equal. However,
the bit rates of the main radig, and WURXR,,, can be different and therefore
the WUC and ACK packet durations can be different,

k
Twuc = @

k
Tpkt - @ .

A lower bound on the requiref,,, is obtained by combining2(7) and @.8)

2k
Row > .
Tcycle— 2Tset— Twake— Tpkt

(2.9)

The average energy dissipation per received packet is obtainedioyiag that
on average each node receives the same number of packets ancetipaek
ceived every)% seconds. The dissipation of the sensor node is divided in 4 parts,

Psi Rw
Enode= s)\eep_|_ n )\U RX+ [pACK21 + PFack>1 (Nnodes_ 1)] Eack1

+ [Mackx+ Hrackx(Nnodes— 1)] Eackxs (2.10)

the first term specifies the transceiver energy consumption in sleep thedec-

ond term the energy consumption of the duty-cycled WURYX, the third term is the
energy required when transmitting the first acknowledgment and the fandh
final term specifies the energy needed for retransmitting the acknowledgme
The false acknowledgment statistigsick>1 andugackx were defined per ‘other
node’ in the network. Therefore, they are multiplied by number of ‘othelesg

or the total number of nodes minus 1. The expected number of transmitted ac-
knowledgments and retransmitted acknowledgments are derived in s2&ign

and the energy consumed per acknowledgment is

Eacki = AEwake+ AETset+ TpiiAPr
EACKx = (Twake+ TWUC + Tset) APstand by+ AET sett TpktAPT .

2.2.5 WURx-less Asynchronous Network

The asynchronous network scheme is very similar to the WURXx-enhanced
scheme, with the difference that the WURX is not present and the maineecei
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WUC ACK WUC ACK

Master 'Wake-unget Tx |Set| Rx [Set| Tx |Set Rx|
: Twake STsets Tpkt STsetSTpkt STsets Tpkt STsets-rpkt :

Listen for WUC ACK
Node '_\/\_/éIZeil]Q_lSet‘ Rx Set| Tx
: Twake STsetE Tlisten ETsetS Tpkt :

Figure 2.6: Detailed view of a synchronization cycle for the WURXx-lesmahronous
MAC protocol.

listens for the wake-up calls. Therefore, in the asynchronous MA@gpobthe

WUC and ACK packets duration is the same. Although this scheme consumes
more power than the WURx enhanced scheme, it has benefits for systems with
very strict latency requirements since the wake-up time is shorter. Fijare
shows the synchronization cycle.

The energy consumption of the sensor node is similar to the WURXx-enhanced
case 2.10
I:)sleep 1
Enode=—— + ——
node A )\Tcycle
+ [Mackx+ Mrackx(Nnodes— 1)] Eackx,

Ecycle+ [Pack>1+ Prack>1 (Nnodes— 1)] Eacke

where the valuepack>1 andpuackxwere derived in appendik and summarized
in table2.2, and

Eacki = AErset+ ToklAPr
Eackx= (Tpkt + Tset) APstand by+ AETsett+ TpktAPT
Ecycle = AEwaket+ AERset+ TiisterAPk-

2.2.6 Synchronous Network

The synchronous MAC scheme is different from the two MAC schemes men-
tioned in the previous sections. The main difference is that the whole network
is always synchronized, whereas in the asynchronous MAC prottemksans-
mitter and receiver are only synchronized before a transmission. Fuidhe,
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Superframe 1 Superframe 2

Frame 1[Frame2[ .. ___ | Frame N _
iSyncslot Slotl i : SlotN i }Syncslot Slotl : Slot N
: Sync i isync
[ Tx1 | Rx| Datai | Rx] P T | Rx|iDafai [ Rx]__
i fWUC P P : P i
MRx| [T | Datai i P [Tx | Datai __i i

Figure 2.7: Synchronous MAC scheme in case of a wake-up event. As anlexamp
timing diagrams of the master and node 1 are shown.

the system is highly asymmetric. Within this section the energy consumption of
a sensor node in a low-power TDMA MAC protocol similar &) [s presented.
The energy consumption of the master node is not taken into account, sisice it
assumed that its power supply is much bigger than that of a wireless selsor n

Figure 2.7 shows an overview of the synchronous scheme. The master node
transmits synchronization beacons at known intervals to keep the network s
chronized. Additionally, the master node assigns the time slots to the nodes in
the network. Each frame is divided in multiple time slots; one for every node,
within these slots only the assigned nodes can transmit their data. The nodes
notify the master they have data to transmit using a wake-up call and then start
sending the data.

A receiving node only needs to receive a synchronization beacaoy super-
frame; the time between two beacons is determined by the stability of the local
clock. The local clock accuracy given I&is expressed in ppm. The maximally
allowed clock skew is given b¥gkew Which is used as guard time. A more
detailed view is shown in figur2.8. Again the wake-up periods are only present
when the nodes go to deep sleep mode. The gray areas are needddntithdea
clock skew. The latency has to be smaller thgn and within the latency period

all the Nhoge NOdes need to be able to transm';guc wake-up calls. Therefore,

the TDMA slot time is

Tiat
I\WUC (Nnode+ 1)

Tslot =

It is assumed that the minimal time between two beacons is large enough to

ensure correct transmissiomyeacon=>> NT*IVM . On the other hand, the maximum

uc
time between two synchronization beacons to keep the network syncldasize
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| Sync slot | Slot 1 |

! Sync ! WuUC !
Master Set| Tx|  !'Wake-up[Set . RX 'Wéﬁé—ﬁg_lSet

X : : : X -~ I X

! : © Twake " Tskew © 0 Twake !
Node 1l [Set] : Rx "Wake-up[Set| Tx !

| - : | D -—> 1

' Tskew ' : “Tset” Tpkt :

Figure 2.8: Detailed view of the synchronous MAC scheme in case of a walexent
with the radio state variables. The clocks of the master revttNode 1 are not fully
synchronized.

a function of the clock accuracy and the time reserved for the clock skew:

Tskew
O(ppm)

TbeaconS

In the following analysis we assume the time between beacons is minimal to
reduce the energy consumption. The average number of beacorscpited

paCket“bcn/pkt is

1

Mpen/pkt = 5= -
/P A Tbeacon

When a node misses the synchronization beacon it stays in receive mddie un
receives the next beacon in order to resynchronize. While resynizimg, all

the packets are lost. The probability of this event is assumed to be equal to the
packet miss probabilitymiss If TheaconiS large, the resynchronization penalty is
severe.

The average energy consumption of a sensor node, calculated gecbpacket
is:

I:’sleep

ARk
Enode= A +ubcn/pktEsync+ pmissT + UslotEslot ; (2.11)

where

Esync= AEwake+ AERset+ (Tskew"' Tpkt) APr
Esiot = AEwake+ AET set+ TpktAPT .
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2.2.7 Application Example

In this section the average power consumption per packet is calculated for
typical application. The application resembles the Holst ECG demonstrator. It
is a network of sensor nodes attached to the human body, which consists of
master node and three sensor nodes. The application parameters ar@ listed
table2.3. The WURX front-end presented in chapéand Nordic radio given

in appendixB are used when comparing the power consumption in synchronous

WURXx-enhanced networks.

Table 2.3: Application and WURXx parameters

Parameter \ Value

A 33 pkt/sec

Tiat 30 ms

Nnodes 3 sensor + 1 master
Pmiss Pfalse 1%

'\Wuc 3

Rvurx 329 pw

Row 625 kbps

The average power consumption per packet depicted in figy9ris calculated
using the model presented in sectigr. The average power consumption

<60
=
=
o 500 R
% B Pwurx
3400, || Pr
o B Pt
5 300 1| Prset
% [ Ptset
o - i
S 200 - 3 Pwake
2 B Psleep
§ 10G .
<

0

WURX

S;I/nc

Figure 2.9: Average power consumption per packet for the WURx-enhaaoeédyn-

chronous networks.
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needed for the synchronization is split in the different modes used in the ra
model given in figure€.3. The power needed to transmit the acknowledgments,
consisting ofRse; and R, is the same in both cases, since the same retransmis-
sion scheme and transmitter are used. The penalty for a false wake-up in the
WURXx-enhanced scheme only attributes 4.5% to the total power consumption.
Thus the simple address coding scheme suffices. Moreover, the Nacicc r
wake-up poweiRyake and sleep powelsieepare almost equal in both synchro-
nization schemes. However, the power is reduced by using the WBRYRQ

to listen for wake-up calls instead of the Nordic rad®y4 -+ P). When using

the WURXx-enhanced synchronization the power is reduced by 58% odran
pared to the synchronous network. Note that the amount of power saeedly
depends on the packet rateand latencyl 5 requirements.

2.3 Applications

Many different applications for WBAN can be found in literature. An avew
of required transmission distances and latency requirements reported in the
overview papers1] and [2] are given in table2.4. From the given literature

Table 2.4: WBAN network parameters

Ref | # nodes typ/max| Distance | Latency

[1] | 10/<100
[2] | 6/<256

2m/5m | 10ms/ 1s setup
<3m 125ms (medical) / 250ms (non-medical)

it can be concluded that a typical WBAN network consists of 10 nodegtand
transmission distance is less than 10m.

Furthermore, the application space of WBAN networks can be divided @ thr
scenarios:

Multimedia Applications in this scenario have a very high bit rate, which is not
supported by the WURX. Therefore, an additional high bit rate, higrepow
receiver needs to be added to the sensor node for the data transfer.

Active RFID In this category, the application bit rate is relatively low and the
WURX can handle the data transfer. Most data is transmitted from the low-
power sensor node to the master node. Application examples are fitness
sensors, medical sensors and a 'forgotten things’ network.
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Node
[Waster ]« WURX! [rasier |« WORR
Main RX = WURX
TX (c)

(b)
(@)

Figure 2.10: Radio topologies used in the three different applicatioenscios, where
the arrow sizes depict the amount of data transfer from nastsensor node or vice
versa. a) Multimedia b) Active RFID ¢) Remote control.

Remote control The master sends very simple commands to peripheral devices,
for example to turn devices on or off, select a radio station and control
hands-free devices.

The radio topologies used in the three different scenarios are depicfeg in
ure2.10 Additionally, the data transfer is schematically depicted by the size of
the arrows.

In literature many WBAN applications are presented, although most of them tar
get medical applications. A short survey is given in tablg It is interesting

to note that the estimated data rate for ECG applications ranges from 3kbps to
288kbps. This can partly be explained by the number of leads useduldt be

that in some applications the raw data is processed locally and only the nakasure
parameters are transmitted, thereby greatly reducing the amount of datasto tra
mit. From the reported applications it can be concluded that most applications
fall into the active-RFID category.

2.4 Solution Space

Since the targeted WBAN network is asymmetric and uses a star topology, only
the power consumption of the low-power sensor nodes are of congarther-
more, since the data transfer phase is the same for the MAC protocols, enly th
power consumption of the synchronization phase is taken into account.

Depending on the application parameters, one of the MAC protocols leads to
the lowest power consumption of the wireless sensor nodes. The most impor
tant application parameters are the number of nddgge packet rated and

the maximal latency requiremefit;. Even without making assumptions about
the specific radios used, the solution space can be divided betweenfénerdif
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Table 2.5: Typical WBAN application parameters as seen from the semste perspec-

tive.
Ref | Scenario | Application | Sensor | Data rate
[1] | Active RFID | Fitness Speed, distance, heart rate<500 kbps
Mobile Sensor, headset, handsfree:500 kbps
Remote ctrl | Remote control Headset ctrl, printers, ID
Multimedia | Video Video communications | <20 Mbps
[3] | Active RFID | Medical ECG (12 leads) 288 kbps
ECG (6 leads) 71 kbps
EMG 320 kbps
EEG (6 leads) 43.2 kbps
Blood saturation 16 bps
Glucose sensor 1600 bps
Temperature 120 bps
Motion sensor 35 kbps
Cochlear implant 100 kbps
Artificial retina 50-700 kbps
Multimedia | Audio Audio streaming 1 Mbps
[4] | Active RFID | In-body Glucose sensor Few kbps
Pacemaker Few kbps
Medical ECG 3 kbps
Sp0O2 32 kbps
Blood pressure <10 bps
Non-medical | Forgotten things 256 kbps
Social networking <200 kbps
In-body Endoscope capsule >2 Mbps
Non-medical | Music for headset 1.4Mbps
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MAC protocols. A schematic overview of these regions is shown in figuté
(the axes are not drawn to scale).

1 Sync
)
&
= WURX
= R
£ Lo
= /“Async

! (when no WURX)

Tiat (Ms)

Figure 2.11: Solution space showing the most optimal MAC synchroniaatbeme as
a function of the latency and packet rate, note that the aresat drawn to scale.

The practical boundary conditions are not taken into account yet, tiiepev
discussed later in this section. Three different regions can be distirgliish

Sync In this region the synchronous scheme is the best alternative. The WURX
and main transceiver in the asynchronous scheme cannot be duty,cycled
either because the maximally allowed latency is too low and the radio can
not wake up fast enough, or the packet rate is too high. Therefore the
transceiver does not spend a lot of time in the sleep mode in the asyn-
chronous MAC protocols, and the WURx-enhanced MAC protocol con-
sumes a lot of power.

WURXx When the packet rate is lower and the latency is higher the WURX be-
comes a better alternative, since the sensor node is in sleep mode for longer
periods. Additionally, a lot of time slots are assigned but not used in
the synchronous TDMA protocol. Therefore, the TDMA synchronizatio
overhead per received packet increases. Consequently, additdRa to
the sensor node reduces the power consumption.

Async When the latency and packet rate requirements are further relaxed, eve
the WURXx-less asynchronous MAC protocol is more power efficient than
the TDMA MAC. However, adding a WURX always reduces the power
consumption as long as the WURXx consumes less power than the main
radio.

The WURXx-enhanced protocol is the best choice when its energy yrtigun
given by .10 is less than the energy consumption of the TDMA protocol given
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by (2.11). After multiplying both equations by the packet rate to obtain the power
consumption, and assumingo: ~ 1 and Uacki + Uracky =~ 1, the inequality
becomes

Rvurx+ A (Hackx—+ Hrackx) Eackx < T ——Esynct PmissAFR -
beacon N——

ACK retransmission ~————" Resync penalty
Sync overhead

In other words, the WURXx-enhanced protocol is more power efficidrants
synchronization overhead is less than the TDMA overhead. Furtherriwe
WURX power budget is

1
Rvurx= = Esync+ PmissAPR — A (Hackx+ Hrackx) Eackx-

T beacon

It is assumed there is only one synchronization channel. This introduces limits
on the maximal number of nodes, packet rate and minimal latency requirements.
The boundary conditions are schematically depicted in figut€ Again, the

axes are not drawn to scale. The boundary conditions are:

Above I; high packet rate; low latency At a very low latency and high packet
rate the channel will be utilized more than 100%, hence there is no viable
solution.

Between | and Il The synchronous TDMA MAC scheme can manage with the
lowest latency, and is the only viable MAC scheme. An asynchronous
MAC scheme needs additional time to listen for WUCs. Also the WURX
is not viable in this region since additional time is needed for waking up

A No solution
Sync only

()
(¢D)
v
%— I Sync, Async
~ [
= [
( . @nc, Async,>\NURx
Tiat (MS)

Figure 2.12: Feasible synchronization schemes as a function of thesktlp latency
and packet rate.
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the main radio after the WUC is received and the WUC itself takes longer
to transmit because of the lower WURX bit rate. In the TDMA protocol at

least the WUC and settling time has to fit within one time slot. Therefore
in this region the following conditions hold:

Tstot > Tpkt + Tset
Ty
+at > (Nnode"‘ 1) (Tpkt + TSet) .
Nyuc
Between Il and Ill The latency requirement is more relaxed and the packet rate

is lower. The WURXx-less asynchronous protocol can be used when the
listen period and wake-up time fits within the synchronization cycle:

Teycle > Twake+ Tset+ Tiisten

T
Tat > Twake+ 3Tset+ 3Tpkt-

uc

Below Ill The bit rate of the WURX is not a problem anymore, because higher
latency is tolerated. Therefore the boundary condition Il is the same as the
boundary condition on the WURX bit rate given [/9), and the following
holds:

.
2 > 2Twake+ 3Tset+ Tokt + 2Twuc-

ucC

In order to calculate the average synchronization power consumptioinedéss
sensor nodes, the actual power consumption of the transceiversorimekinown.

A typical low-power transceiver is the Nordic nRF24L01 radio chip. tger
consumption and other specifications are given in appeBdidditionally, the
second WURX version described in sectinvith a data rate of 625kbps is used
to calculate the average power consumption.

Table 2.6: WBAN network parameters

Parameter H Nnode‘ Packet sizd ‘ Nyuc ‘ Pmissand Praise
value |10 |32 13 [01%

Using a typical network size of 10 nodes and the network parametens igive
table2.6 the power consumptions shown in figutel3are obtained. Note that
the latency axis is inverted for ease of reading. The WURXx-enhanced pé-
tocol leads to the lowest power consumption when the packet rate is lowend th
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Power (UW)
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Figure 2.13: Average synchronization power consumption using the Mar&iF24L01

transceiver, WURX V2 and the parameters given in tabte In the green (light) area
the WURx-enhanced MAC is the best choice and in the red (deek)the synchronous
TDMA MAC protocol leads to lower power consumption.

latency requirement is not strict, i.e. wh@&g; is high. In this region the sensor

node can sleep for prolonged periods of time and the WURX can be dugdcyc
to save power. From the application taBl&it is clear that many applications fit

these properties.

2.5 Conclusion

In this chapter, the WBAN and WURX concepts were introduced, and atlitera
overview of WBAN applications was given. Additionally, the energy canpu

tion of both asynchronous and synchronous MAC layer protocols arekyzed.
The targeted WBAN applications for the Wake-up Receiver consist ofial s
number of nodes, approximately 10, and has a short transmission dijstance
less than 10m. Additionally, the network is highly asymmetric, i.e. the mas-
ter node has a large power supply and processing capability, wheeessrtbor
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node has only a very small power supply and should be kept as simplesas po
sible. Therefore, the network uses a single-hop star topology. Fortiner the
packet rate is low, namely less than 10 (pkt/sec) and the latency requirgment
iS not very strict.

MAC-layer protocols used for network synchronization have a big inflee
on the energy dissipation needed for node-to-node communication. yEiserg
wasted in the link synchronization because of:

* idle listening
e overhearing
e synchronization overhead

The idle listening energy consumption is the main contributor in asynchronous
network protocols. In synchronous networks most energy is consumk
frame synchronization, thus in the synchronization overhead. In bdtorie
types the overhearing problem can be neglected when assuming a smallknetw
size, i.e. no more than a few hundred nodes, packet error rate of &4,

and address coding with a few bits Hamming distance.

In the proposed WBAN scenario the WURx-enhanced MAC scheme ledlas to
lowest power consumption.
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CHAPTER 3

WAKE-UP RECEIVER SYSTEM LEVEL
DESIGN

N the previous chapter the WBAN system and application parameters were
discussed. In this chapter the focus lays on the high-level wake-ep/eec
(WURX) system design. The goal is to make choices on the modulation and
receiver specifications, which can be used in the circuit design detuisthe
following chapters.

In the first section, a state-of-the-art literature survey of ultra-loweyore-
ceivers is presented. Next, the modulation complexity is discussed; it imshow
that On-Off Keying (OOK) and Frequency Shift Keying (FSK) are \éammodu-
lation schemes for ultra-low-power receiver design.

The zero-IF architecture is a good candidate for low-power recgigerce only
one frequency down-conversion stage is needed. Additionally thebdade
bandwidth is minimal, leading to a low power consumption in the baseband
stage. On the other hand, zero-IF receivers are sensitive to D&ofiartly
caused by LO feed-through, amplitude modulated interferers, and loqwdney
1/f noise. Using wideband-FSK modulation the DC offset and 1/f noisd@mub
can be alleviated, as is discussed in secd@ Therefore, wideband FSK modu-
lation is chosen for the WURX design. In sectibda mathematical model of the
FSK receiver and demodulator including receiver impairments such eiveec
noise figure, I/Q imbalance and phase noise is developed. The reoeks

is used within sectior3.5to develop a closed-form analytical model, which is
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then used to study the influence of the receiver impairments on the bit ateor r
(BER) and the output signal-to-noise-ratio (SNR) both below and abevEh
threshold. When the input SNR drops below the FM threshold the output SNR
degrades rapidly. The closed-form models can be used when dennimigal
receiver specs for low-power FSK receivers. Additionally the modelaaneans

of gaining insight into the influences of the receiver impairments on its perfor
mance. The results are used to estimate the required SNR at the output of the
receiver for a specified BER, which can be used to obtain the noise fand
phase noise requirements as is done in se&@ién

3.1 State of the Art

Over the last years, many low-power receivers have been repaéitadst all of

the reported receivers use either FSK or OOK modulation, as listed in3dble
and 3.2 respectively. It is clear that the reported FSK receivers in general ¢
sume more power than the reported OOK systems. This is mainly caused by
the frequency reference, for example an on-chip Phase Lockegl (Rid.) [9],
needed by the FSK receivers. However in general, the reported &&Hvers

have a higher bit rate than the OOK receivers.

Almost all reported low-power OOK receivers use envelope-detectbies non-

linear nature of the envelope detectors is used to demodulate the OOK signals,
which makes them very sensitive to interferers. Hence, external, i.echipff

bulk acoustic wave (BAW) filters are necessary to filter the interferdhseanhput

of the OOK receivers. An exception i&(Q] which uses a mixer-first architecture

to obtain a very high linearity at the cost of high power consumption.

Other low-power receivers use FSK modulati@) [2-15], which is slightly
more interferer-robust than OOK modulatia2i/]. Because the frequency ref-
erence needs to be stable, most FSK receivers use power consunisgIpL
Receivers using injection-lockind 4] have a lower power consumption, but are
more sensitive to blockers.



Table 3.1: Reported state-of-the-art low-power FSK receivers.

REE CMOS Power Frequency| NF P_1dgBc Psens Ry
(nm) (V /1 uw) (MH2z) (dB) (dBm) (dBm) (kbps)
[9] 130 1.2/1920 825-983 10 -10 -83 45-48
[10] 180 1.0-1.6/2100 434/868 | 2.5/4.5| -45/-42 || -111/-108| 12.5-100
[17] 250 2.7 /800 900 12 -13 -90 20
[12] 180 1.0/500 2400 10.1 -31 - 100
[13] 130 0.4/330 1950-2380 7 -17.5 - 300
[14] 180 0.7/420 920 - - -73 5000
[15] 180 0.7 /490 398-408 - - -68 250
[16] 130 0.25/352 1500-1650| 7.2 -48 - -
[17] Sim 1.5/281 900 - - -73 250
[19] 180 1.8/11700 760-1000 19 -15 - -
[19 180 | 0.7&1.0/1088|| 2220-2450| 10.1 -31 - 100

* Since the 1dB compression point was not given it is estimated by subgd€dB from the reported 11P3.
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Table 3.2: Reported state-of-the-art low-power OOK receivers.

REF CMOS Power Frequency| NF | P_1gc Psens Ry
(nm) VI uw) (MH2) (dB) | (dBm) (dBm) | (kbps)
[20] 65 1.2/67000 || 200-2000 | 6.5 1t - 0.1-10
[21] - 0.9-1.3/400 1900 - - -100.5 5
[22] 90 - 1400 402-450 - - -93 120
[23 90 0.5/52 1900-2100| - - =72 100
[24] 90 0.5/65 1900 - - -49 20-100
[25] 90 1.0/64 (146)|| 780-950 - -30 -45 (-86) | 1-100
[26] 90 1.0/51 915/2400| - - -75/-64 | 100

T Since the 1dB compression point was not given it is estimated by subgd@B from the reported 11P3.
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3.2 Modulation Complexity

Since the main design goal is low power consumption, the modulation complex-

ity should be kept as low as possible. The higher the complexity, the more strin-

gent the receiver and transmitter requirements on various performanzeg-

ters, for example error vector magnitude (EVM), phase noise and I/Q imdm@la

Figure3.1 shows the complexity of many digital modulation types that are dis-

cussed in27]. When comparing the modulation complexity shown in figBre
BPSK

QAM,QPSK
OK-QPSK

MSK
[ lr CP FSK-Optimal detection

y QPRI M-ary*ESAKPK

Low 4 Complexity } High
t T— DQPSK
DPSK

CP-FSK-Discriminator detection
FSK-noncoherent detection
OOK-Envelope detection

Figure 3.1: Modulation complexity for various modulation types; thigife is adopted
from [27]. OK-QPSK is also known as O-QPSK.

with the state of the art receivers summarized in taBldsand 3.2, it can be
noted that the reported low-power receivers use, indeed, the twoclkeagtiex
demodulation schemes: envelope detector based OOK and non-coR8tent
demodulation. Therefore, in the view of low-power receiver designee{@lOK
or FSK modulation should be considered.

While envelope detector based OOK receivers have a lower averagg pon-
sumption, they require bulky and costly bulk acoustic wave (BAW) or serfa
acoustic wave (SAW) filters. The reported ultra-low-power OOK resrsivise
an envelope detector instead of a down-conversion mixer to translate e
signal from the carrier frequency down to the baseband frequenhg. non-
linear nature of the used envelope detectors make the OOK receivervutore
nerable to interferers than FSK receivers, which increases theiepewior rate
and increases the retransmission power consumption.

Considering the power consumption, required external filters anddreyuse-
lectivity, FSK modulation is chosen. The power consumption is reducedipy ge
erating signal gain at lower frequencies and removing the LNA from the RF
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front-end as will be explained in sectidnl, and replacing the PLL with a power-
efficient automatic frequency control (AFC) loop, see secfigh

3.3 Zero-IF Architecture

The zero-IF architecture lends itself for low-power integrated CMOS8ivecs.
In a zero-IF receiver the received signal is directly down-condeadd>C, as can
be seen in the block diagram depicted in fig@t2 The same architecture is
used in low-IF receivers where the received signal is down-cteddo higher
frequencies. The receiver architecture is very power efficieniesamdy one

>

i

T
D>

Figure 3.2: Simplified block diagram of the zero-IF receiver analog frend.

frequency down-conversion stage and oscillator are needed. Maréloe base-
band signal bandwidth is very low and hence the ADC and baseband arsplifie
and filters consume less power when compared to low-IF architectures.

However, the zero-IF architecture has some down-sides. For onesdbiver

is sensitive to DC offsets caused by offsets in the baseband amplifiesetind
mixing of the LO signal. Additionally, the receiver is sensitive to 1/f noise since
most of the signal is concentrated around DC where the 1/f noise is highest.
When a modulation scheme is used which has as little signal power round DC
as possible a high-pass filter can be used to remove the DC offset amdsiec
the 1/f noise. An additional benefit is the faster start-up time, which helpgred
ing the overall power consumption in duty-cycled systems. Thereforebaitd

FSK modulation is chosen for the design of the system in this thesis. The modu-
lation index

h=2' (3.1)

depends on the frequency deviatiaf and the bit ratdR,. Whenh increases,
the power spectral density concentrates more and more around therfogqu
deviation as can be seen in figlee.
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@) (b) (©

Figure 3.3: Power spectral density of random modulated FSK signalsiféerént mod-
ulation indices a) h=1 b) h=2 c) h=10.

3.4 FSK Receiver Model

Figure3.4shows a simplified schematic of a limiter-discriminator FSK receiver;
the receiver impairments are neglected for the moment. The limiter-discriminator
is used since it is an optimal FSK demodulat?g][ All the signals are repre-
sented in the power domain, not in the voltage or current domains. First, the

n (t)
— \H_[ H piscriminatorH 1&D l(t)

HiF(w) Higp (w)
Figure 3.4: Schematic overview of an FSK receiver.

received signat(t) is down-converted to baseband frequencies, where the low-
pass IF filterH,r(w) ensures that only the down-converted signal remains and
all the higher harmonics are filtered out. The IF filter is modeled as an ideal
brick-wall filter and the modulus of its transfer function is

w
Hie () = reCt<ZB|F> , (3.2)
where Be is the IF filter bandwidth. The down-converted bandwidth-limited
signal is then demodulated using the frequency discriminator and finally diltere
by an integrate-and-dump (1&D) filtefep (w), which is a matched filter for
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block-pulse data with added white Gaussian noise. The modulus of the betegra
and dump filter is given below, wheRy = - is the bit rate,

|Higp (w)| = S|nc<2Rb>

The incoming signal(t) and input noise; (t) are expressed as real functions of
the complex RF signal, i.e.

r(t) = Re{[Aexp{—j¢(t)}]exp{jwot}}
ni(t) = Re{[ni, (t) — jniq(t)]exp{jwot}},

where the variance, and powerrmgft) is
o7 = keToBr,

and ® is the received signal powesy, the carrier frequency angl(t) the FSK
S|gnal phase. Furthermore, the additive white Gaussian input noise witér po
spectral density‘fﬁz—TO is given byn;(t). The real noise processeg (t) andn; g(t)
are uncorrelated and their variances are equal to the variance ofalheahged
process(t). The carrier-to-noise-ratio (CNR) is given by

A2

p= (3-3)

The low-pass equivalent signals can be written as vectors

[ cog4(1)
" ‘A[ sin(@ (1)) }

(1) — [ ) ] |

The first element represents the in-phase component and the secniedtetiee

guadrature-phase component; they are denoted by subscipid Q respec-

tively.

In this chapter we analyze binary modulated data and assume that thg diés
rectangular pulses with an amplitude. and a bit period,. The corresponding
FSK phasep is

t —nTy
_Aw/mnzwanrect( T >dr, (3.4)
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whereAw is the frequency deviation and the modulation index is defined.it) (
as
Aw

h= "2
Ry

FSK modulation is called “Wideband FSK” when the modulation index is larger
than 1 R9].

3.4.1 Non-ldeal Receiver Front-End

Figure3.5shows the real front-end with impairments; four impairments are taken
into account: the gaig and phase& mismatch between the | and Q paths, the
local oscillator phase nois@(t), noise generated before the 1/Q spiit, and
noise generated after the I/Q spijj, with noise powerUrzf and ogb. The noise
factor is a measure of signal to noise ratio degradation, and given thenioigse

is thermal it is:

F def SNR,
SNRut’

which is relatively high in low-power mixer-first topologies, where noisdqre
mance is traded for lower power-consumption, s&# and [31]. The RF and
baseband noise variances as a function of the noise factor are:

of =Fre 07
o, = (Fee — 1)07. (3.5)

Npb,l (t s (t)

) -
Vi t co 0(1))
‘} & —@ S ot +

1
§+£

Neo(t) sq(t)

OO

Figure 3.5: Block diagram of the non-ideal receiver front-end.
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The LO phase noise model is discussed in more depth in segtibh In an
ideal receiver front-end the phase mismatabquals zero and the gagnequals
one. The output signal vectsft) of the receiver front-end is

S(t) = GBB{er(t> [r(t)+nrf(t)]+nbb(t)} ) (3-6)
where the matridM, incorporates the receiver 1/Q imbalance and phase noise
B Gre 1 0
Mix(t) = =5~ [ —gsin[e] gcoslg] } .

{cos[@(t)} —sin[B(t)]]
sin[e(t)] cos[B(t)] |’

which is simplified to

G cos[@(t)] —sin[8(t)]
Mu(t) = % [ gsin[6(t) -] gcos(t) — ¢ } o0

A factor of% is present in the RF gai@grr, since only the down-converted sig-
nal after the mixer passes through the filter, whereas the up-convigted is
filtered out.

3.4.2 Receiver Phase Noise and Jitter

There is a clear trade-off between power consumption and LO phasethais
has been discussed in literatug2[33]. Therefore, in ultra-low-power receivers,
the LO phase noise cannot be neglected.

Oscillator Phase Noise

Figure3.6 shows a typical LO phase noise power spectral density (PSD). In the
three regions | to I, different noise sources are dominant: in regibe ILO-
internal 1/f noise sources, in region Il the LO-internal thermal noisecsesy

and in region Ill the LO-external thermal noise sources. The totalgphaise
contribution in region 1l is filtered by the receiver low-pass filters and ba
neglected.

In the analysis of the impact of local oscillator phase noise on the SNR at the
output of the FSK demodulator, not the phase noise itself but the chanbase p
noise over a time differenceis of interest. The phase difference, defined as

O(T) |y, , ' 6(ts) — B(t2),
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is normally distributed.(#") with zero mean, and the variance is approximated
by 0pn(T)?, see B4] and [35]; note that the variance depends on the time differ-

encer:
8(1) ~ A (0.0pn(1)?)
0on(T) = CLo |T| +KLo T2 (3.8)
The parameteK, o accounts for internal 1/f noise (region | in figuBes), and
theC_o parameter for the white, thermal phase noise (region Il in figude

It is well known, see e.g.3¢], that the PSD of thermally generated phase noise,
region Il in figure3.6, can be written as

C
So.white( @) = —2, (3.9)
w
which can be used to obta@ti o from a phase noise measurement:
2 2 (offset)
Clo = Wised 0 10, (3.10)

wherewxfiset IS the frequency offset, relative to the center frequetgywhere
the phase noise is measured. Additionally, the 1/f noise paraiigteis

1-T
KLo = CLo wus O

wherewy is the frequency at which the 1/f noise power is equal to the thermal
noise power, and is Euler’s constants£ 0.5772).

>
Wt log( o fset)
Figure 3.6: Typical local oscillator phase noise power spectral dgnsit
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Oscillator Jitter
The instantaneous oscillator period of the n-th cycle is
T[N =To+AT[n],

whereTy is the nominal period andT[n] is the cycle-to-cycle jitter of period
n. The absolute jitter is defined as the time difference between the n-th nominal
zero crossing and the zero crossing corrupted by jitter:

Tabs[n] = Z AT [k] ’

and is a measure for long-term oscillator stability. Using equafic®) the abso-
lute jitter variance can be related to the oscillator phase noise variance &y equ
tion

O = W Olps- (3.11)

After rearranging §.11), the absolute time jitter variance is given by a second
order polynomial

Cio | |+ K#Orz (3.12)

2
Gabs( )_
which is similar to the model presented i89. In this thesis the parameters

CLo andK, o are not normalized to the center frequency. The dependence of the
variance on the periodresembles the fact that the jitter is accumulated.

3.4.3 Limiter Discriminator Model

The complex amplitude of an FSK modulated signal does not contain any in-
formation. When the modulation index is larger than 0.5, the amplitude can be
limited by a hard limiter. The output signal of the limiter is subsequently de-
modulated by a frequency discriminator, which returns the time derivatitieeof
phase information. The transfer of the ideal limiter-discriminator is

LD[s()] = 2 /sit).
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3.5 Effects of Receiver Imperfections on FSK BER

The receiver bit error rate increases with receiver impairments. Edlyan low-
power applications, the receiver impairments cannot be neglected. ddieeas
may have high noise figures and I/Q imbalance, since performance is faaded
low power consumption. For example, there is a clear trade-off betweéoctie
oscillator power consumption and its phase no&e 33).

The performance of FSK modulation has been studied since the 1940's whe
modern communication systems came into use, see Ri6e3f], Blach-
man 39, 40] and Middleton ##1]. The well-known FM threshold effect and
click noise was studied in-depth i8] and a simpler derivation was presented
in [40]. Furthermore, a closed-form bit-error-rate (BER) including the inter-
symbol-interference (I1SI) effect was presentedii, 43]. However, these works
assumed high performance systems and did not take receiver imperédation
account; they only considered channel noise.

The influence of the phase noise on the click noise was studiedlimapd [45].

It was shown in 4] that phase noise does not influence the click noise in binary
FSK modulation in practical cases. Howevel][showed that phase noise in
combination with narrow baseband filters does have a small effect on the clic
noise. This is caused by the influence of the phase noise on the sigetiEsv
However, the effect is shown to be small. Therefore, we neglect theepiase
influence on the click noise process.

I/Q imbalance not only influences the susceptibility to interference in low-IF
systems, see for exampléq], but also lowers the signal-to-noise-ratio (SNR)
and therefore deteriorates the BER. Additionally, practical receivitfiaise in

the signal paths and introduce LO phase noise.

Within this section the impact of receiver impairments on the output SNR and
BER of an FSK limiter-discriminator demodulator are analyzed, both above and
below the FM threshold. The closed-form analytical models can be usead in a

iterative design process, since the design space is very large and #asibiée

to simulate every possible parameter combination. Additionally the models are
a means of gaining insight into the influences of the receiver impairments on its
performance.

The limiter-discriminator demodulator is chosen since it is often used and easy
to implement in practical receivers and can be designed to achieve ptgaab
performance 47]. Additionally it was shown in 48] section Il and g sec-
tion 4.4.3 that the fixed-time-delay demodulator can be described by the same
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equations as the limiter-discriminator demodulator. Moreover, since no infor-
mation is present in the signal amplitude, the limiter-discriminator demodulator
can be implemented using an energy-efficient 1-bit demoduldy ¢r using
low-power fixed-time-delay cells2B, 48]. The presented model gives insight
into the impact of receiver impairments on the SNR, which can be used to make
a trade-off between performance and power consumption and to obtain rhinima
circuit requirements for I/Q imbalance and phase noise. The model is cethpar
against simulation results and shown to be in good agreement.

Within this thesis, we mainly focus on wideband FSK, since it has a larger FM
modulation gain at the cost of bandwidth efficien®g|[ This trade-off bene-

fits low-power receiver design. However, it is shown in secfioh 2 that the
obtained models also fit well for narrow-band FSK.

The FSK receiver model presented in sect®# is used throughout the SNR
and BER analysis. Moreover, the I/Q imbalance, receiver generaisd and

the phase noise model is presented. The signal-to-noise-ratio anddbitage
analysis is discussed in secti@rb.1 In this section, the SNR is obtained by
applying the Wiener-Khinchin theorem to the autocorrelation of the demodulato
output signal. Although the presented model assumes binary FSK modulation,
it can be generalized to M-ary FSK modulation. All the analysis steps gexben
in section3.5.1still hold for M-ary FSK. However, the click noise and signal
power become a function of the transmitted symbol. Therefore, the outgrit SN
should be averaged over all the possible symbols. Additionally the BERsasaly
should be altered to include M-ary modulation. In secBdn 2the results of the
analysis are presented, which are then used in se8tto derive the WURX
specifications.

3.56.1 Bit Error Rate Analysis

The SNR and BER of the FSK receiver with impairments given in se@iéis
obtained by the following steps:

1. Obtain the relationship between the demodulated output signal and the
received input signal.

2. Calculate the autocorrelation of the demodulated output.

3. Obtain the power spectral density (PSD) of the demodulated signal-by tak
ing the Fourier transform of the autocorrelation function using the Wiener-
Khinchin theorem.

4. Model the click noise, which is the cause of the FM threshold effect.

5. Use the obtained PSD to calculate the SNR of the output signal.
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6. The obtained output SNR is used to predict the receiver BER.

Throughout this section we assume a quasi-stationary modulation, as m&s do
in [28], meaning that the modulated sigra(t) varies slowly compared to the
deviation frequency. Using the quasi-stationary approximation, thedraxyuof

the FSK modulated signal is considered to be constant within a bit period and
therefore,

Pto+1)—@(to) =AwT
P(t) =Aw

In this section the noise sources are denotedybyhe signal vectors bgy, and
the signal phases kyy, wherex is the name of the noise or signal source. The
corresponding autocorrelations and power spectral densities anteddny R,
ands; respectively.

Demodulated Output Signal

S

The signals = at the output of the receiver front-end depicted in fig-

ure 3.5is divided in a signal component corrupted by LO phase ngissnd a
receiver generated noise compongpmultiplied by the baseband gaisg:

S(t) = Gea[sr(t) +Sn(t)]
S(t) =M (t)r(t)
Sn(t) = M (t)nr (t) + Nop(t) .
——

———
Snrf Snbb

Since the baseband gain equally affects the noise and signal compédinesms,
be neglected in the SNR calculations. FigGré graphically depicts the vector
representation of the signal and noise components. The output of drriBi€a
demodulator is the rate of change of the received signal phase:

Vit) = 2 (or+an). (3.13)

The noise vectos, can be divided in a part with the same orientation as the
signal componentng) and a component perpendicular on the signal component
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/.
K q ’ Ny
ay
0 | >

Figure 3.7: Vector representation of the output signal of the receivamnttend.

(np). These two components are

N =5 oSy (3.14)
Ny = § X Sn, (3.15)
wheree is the dot-productx represents the cross-product ane unit vector.

Assuming the noise component is smaller than the signal component, the noise
induced phase shitt, can be approximated by

. n
sin(an) = é
Sr X S

e (3.16)

Onlis > sl ~

where the squared signal vector len{gh? is

= (%) L coston +or0)

+g?sirt[p(t)+ O(t) — €] }

The time derivative of the signal phase is

17} 0 S ol(t)
Eés, (t)= 7 arctan( s () )
7]

LSOO +0(). (3.17)
where the subscriptsandQ represent the in-phase and quadrature-phase com-
ponents respectively. As was to be expected the signal componeninsathiz
demodulated signd} (t) corrupted by the LO phase noiéét).
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There are two noise sources in the receiver, noise generated tetdrend after
(npp) the 1/Q mixer. These two components are modulated by the FSK igiitse
when they are passed through the non-linear limiter discriminator

AGRe i
On ~ 4’5r|2 {gcos(s) [nrf7Qcos(¢) —Nrf | SII’]((P)] +

2 ,
GRF[nbb’Qcos(ngrG)—gnbbJsm(d)—kG—s)}}. (3.18)
The noisen,s is affected by the 1/Q imbalance in the same way as the signal
component. Furthermore, the baseband noise contribatipis divided by the
receiver gairGgrg, Which is in accordance with the Friis equation.

Autocorrelation

As was mentioned before, the noise sources are denotad the signal vectors
by sx, and the signal phases loy, wherex is the name of the noise or signal
source. The corresponding autocorrelations and power spechsitids are de-
noted byRy andS; respectively.

The time derivative of the phase of the receiver generated mgiserm on the
right hand side of equatior3(13 is a linear combination of the time derivatives
of the phase of two noise contributions: RF noise generated before thax&p
onrf and baseband noise generated after the I/Q noixgy; see figure3.5. Since
the contributions are independent, their autocorrelation can be be obsaipad
rately and then added together to obtain the total noise autocorrelation

0? 92
Rdn(-[) = WRanrf (T) + WRanbb(T>‘

The FSK signal and RF noise source are independent processelseaR8K
signal transfer function is linear. Thus the autocorrelatiep, (1) of the re-
ceiver output phase caused by the RF noise soytcis a product of the FSK-
signal transfer function autocorrelati®3(7) and RF noise source autocorrela-

tions Ry (T):

_ Sr(t1) X Snrf(t1) Sr(t2) X Snr(t2)
R () E{ s (ta)]? s (t2)]? }

= Rg(T)Rare (T),
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with T =t; —t,. Using the quasi-stationary approximation the autocorrelation
Rg(T) is approximately

Ry(T) = 2(1+g?)gcoge) cogAwr)
B A? (1+¢?)2sir(AwT) + 4g2 coZ (&) co2(Awr)
1 1+¢?
~ A2 2gcoge)

codAwT). (3.19)

In a similar manner the autocorrelation of the baseband noise is obtained as a
product of the autocorrelations of the transfer function, basebaisé source
and phase noise source:

Ranbb(r) = Rf(T)Rnbb(T)RQ(T)
Ri(1) = 4gcog€) cogAw 1)
ny= AZ(%)Z (1+g?)2sir?(AwT) + 4g2co(g) co(Awr)
1 1

~ - (%)2 gcose) coJAw T). (3.20)

Power Spectral Density

Using the Wiener-Khinchin theorem, the PSD can be obtained from the autoco
relation of the demodulator output

Sy(w) =F{Ry(1)}

The output PSD can be evaluated in parts as was done for the autodonrefa
the demodulator output. EquatiorisZ1), (3.22 and @3.23 give the signal, RF
noise and baseband noise PSD components respectively, where tt@nots
used to indicate the convolution operation:

S(w)], = W [Sp(w) + Sp(w)] (3.21)
2
S(w),, = %[Sg(w) * Shrt (w)] (3.22)
0.)2

S(@)lny, = 2n2 [St (@) * Spp(w) * Sp(w)]- (3.23)
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All the PSD components have a quadratic frequency shagirty, (which is
caused by the time derivative operation in the demodulator. This quadrape sh
ing was already observed and is the cause of the FSK modulation gain.

If the 1/f noise in the oscillator is neglected the phase noise contribution leads to
a white white noise floor at the output of the demodulator, since the phase nois
has the well known Aw? shape. The additional 1/f noise contribution leads to
an increased noise floor near DC. Thus, when the receiver noissesitalhe
phase-noise-induced noise floor will limit the maximal output SNR.

Assuming wideband FSK modulation, the noise PSD giverB®33 can be sim-
plified. In the wideband FSK case the phase noise bandwidth is much smaller
than the receiver noise bandwidth. Therefore, the phase noise, gtititanod-
ulates the whole baseband noise, only influences the “tail” of the baseb&sa
which falls outside the message bandwidth and therefore is filtered out. In this
case the convolutio,pp(w) * Sg(w) can be approximated, se2d]

© S(Q)

Jow 2T

1 (]
ET/_W Shbb(W—Q)Se(Q)dQ = Sypp(w) dQ. (3.24)

The integral on the right-hand side equals one by defirfition

The PSDs of the two noise components are a function of the spectral depsitie
RF noiseSy ¢ (w) and baseband noiskp(w), which are assumed to be white

with a bandwidthB,r caused by the brick-wall filter at the input of the demodu-
lator:

By applying the convolutions in the noise PSDs and using the autocorrelations
given by 3.19 and @.20), the output noise PSD before the integrate-and-dump
filter of the noise generated before the I/Q mixer is:

_ 2 o 1+ /B'F

S/(("))|n,f =w ZAZB”: ZQCOS(E) B [5(A0.)—Q+CO) + 5(AOJ+Q - w)]dQ,

*The phase-noise spectrum is defined relative to the carrier powenardig dBc/Hz. Thus
the integrated spectral density should be one.
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and the noise PSD caused by the noise after the 1/Q imbalance is:

o, no, 1
B
h/mwmw—9+m+5mw+g_@mg.
—Bir
Click Noise

At low CNR, below 13dB, the output SNR of the FSK demodulator decreases
significantly. This is explained by the click noise phenomenon analyzed by
Rice [38]. Clicks are introduced by the limiter in the demodulator. Atlow CNR’s
the noise vectos, shown in figure3.7 is of comparable length with the signal
vectorsy and can introduce additional encirclements of the origin. Rice modeled
the click noise as a train of delta functions with are2rr and the occurrence as

a Poison process with rat¢™ (N™) for positive (negative) clicks. Rice did not
include false clicks, but it is shown i (] that this effect can be neglected.

The effect of phase noise on the click noise was studied4ify nd [45)].

Mazo [44] showed that for FSK modulation and practical values of phase noise
the effect of phase noise on the click noise process can be negletteavork

in [45] showed that in the case of narrow-band FSK the phase noise has a small
influence on the click noise, since the filter bandwidth is of the same order as
the bit rate and the phase noise leads to a variance in the signal’'s envElhape.
envelope variation does have a small effect on the click noise. Howeitein

this thesis we mainly focus on wideband FSK and therefore neglect therioflue

of phase noise on the click noise process.

The demodulator output is filtered by an integrate and dump filter, which inte-
grates the positive and negative clicks each with po{@en? over a bit period
%. Therefore, the click noise power at the output of the I1&D filter is given by

Puick = (2 (N* —N7) Ry,
From figure3.7it can be deduced that a positive click occurs when

|Sn| > |5 (3.25)
nm<op,<m+d(an+9¢) (3.26)
an+¢ >0 (3.27)
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and a negative click when

[Sn| > |sr| (3.28)
m>ap>m+d(an+¢) (3.29)
an+¢ <O0. (3.30)

A good click noise model was obtained by Ri&8[51]. The reported click rate
as a function of the carrier to noise rapalefined in 8.3) without I/Q mismatch
and phase noise is

v [ reelo) )

in whichr is the radius of gyration, as defined B8] and [2g],

(2 — <1>2 % wPSh(w) Hie (w)|*dw
2r) [, S(w) Hie(w)[*dw

anda s defined as

whereS,(w) is the PSD of the noise. The receiver used in this chapter, depicted
in figure 3.4, has a rectangular low pass IF filter with noise bandwB{thand
r= B—'\/%. This click noise model can also be used for the presented receiver with

I/Q imbalance, by incorporating the receiver imperfectiong.in

In case there is an I/Q imbalance in the receiver, the vector length is alsc-a fu
tion of the instantaneous signal phasg). However, the bit rate is much lower
than the FSK frequency deviation. Therefore, the click rate is calculatédpw
as parameter and then the average is taken ¢verhe envelope of the noise

vector is given by
|Sn| = /i + 13,

wheren; and n, are the perpendicular noise components as given3hiZ)
and (.15 respectively. They are correlated zero-mean Gaussian proceitises
variancesza,?l and 0,?2. The probability density function (pdf) of the envelope of
two correlated Gaussian processes was givebah [However when the noise
generated in the RF front-end is large enough, the correlation betweanitiee
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component$; andn, can be neglected. Thus when the RF noise fidteis
larger than a few dB, both; andn, are approximately two uncorrelated zero-
mean Gaussian noise sources, and the pdf of the noise Vggtoan be approx-
imated by the Rayleigh distribution with variangé:

Z Z
fls(2) ~ ?exp<—272) U(z)
2 2
2 ~ Onl + Unz
B
Using the approximation, the equivalent carrier to noise ratio including the 1/Q
gain imbalance and noise figure is
1

2 .
(Fee—1) (G%J +RreiE

Pnt =P (3.32)

Using the Rayleigh distribution, the probability wighas parameter is obtained:
P ( ISn| > |st] ‘(p) = exp{—pnt [co2(9) + PsiZ(p — )]} . (3.33)

The probability distribution approximation is compared against Matlab simula-
tion results, as depicted in figuBe8. In the Matlab simulation 200.000 noise
samples were generated gevalue. Two cases were simulated: high 1/Q imbal-
ance, see figur@.8g and a practical receiver, see figlg&h Only in the case

of extremely high 1/Q imbalance and low noise figure the correlation betwgen
andn, can not be neglected. However, in practical situatiéh33 holds. Fig-

ure 3.8 clearly shows the impact of 1/Q imbalance on the click noise. Because
of the 1/Q imbalance, the signal trajectory in the | and Q space is no longer a
circle but becomes more and more elliptic; therefore the vector lesgtharies

with the FSK phaseh. At ¢ where the vector is very short, the probability

P (\sn] > |s| ’d)) increases leading to an increased click rate.

After substituting 8.32) in the Rice click rate model given bg (31) and averag-
ing over the phasg, the average click noise power is approximated by

o iom2n i exp{—apx} lo{apx}
PC||Ck~(27T) RbZ]TeXp{ pX}IO{py} 1+ m (3-34)
2 2
pe i LA
g’coge)?—1

Py = Pnt 5
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Figure 3.8: Simulation and model results o7 (|sn\ > |s| (cp) for low CNR, G = 2,

Frre = 0dB andp = 0dB. (a) The results for large I/Q imbalance:=g0.1, ¢ = 25deg
and Fgg = 0dB (b) The results for practical 1/Q imbalance: -g 0.9, ¢ = 5degand
Fsg = 10dB

SNR

The noise power consists of four contributions: the local oscillator phaise,

RF noise generated before the 1/Q mixer, baseband noise generatetiaft®
mixer and the click noise contribution. Each contribution can be obtained by
substituting the PSDs given bg.¢1) to (3.23 in (3.35, whereHgp (w) is the
integrate-and-dump filter at the output of the demodulator:

R = 2171/_0; S/(@)], |Higo (@) 2do. (3.35)

By substituting the RF noise PS®+(w) and the Fourier transform {Ry(T) }
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in (3.39, the RF noise power integral is obtained:

oF  1+¢?

Fre :4AZB|F 2gcog¢)

B; 00
/ " [ w? Hieo (0)P[6(Aw— Q + @) + 3(Aw+ Q — )] dewdQ

—Bif J—o
_ Frr 1+¢° «
~ 8pBjr 2gcog€)

Bir
[ (@002 Heo (@ Bw)+ (@ +8w)? Hiep (Q-+8w) ] da.
J—BiF

Solving the integral and using the fact thaf |Higp (w)|? is an even function,
the RF noise contribution after the 1&D filter is

Prr 40Bir 29coK) 7B|F+AwV2’ e (y)|“dy

_RSFRF 1+92 Aw . 2Aw
=5 2gcose) [1—S|nc<>} (3.36)

For wideband FSK the sinc term can be neglected and the RF noise contributio
becomes

FRF 1+ g2 /B”: +Aw

LR 1+
Prr ~ FFRFZQCOS(E)'
In a similar way the baseband noise contribution is obtained:
RRFgs—1 1 [ Aw . <2Aw>}
Psg = — 1-—sinc[ — 3.37
" (%)2 gcog¢) Bir Ro (3.37)

_RFs—1 1
P (CGs=)® gcode)’

where the receiver noise variance given Byp) is used.

Using the definitions of the phase noise variamgg in [34] the phase noise
power after the 1&D filter is

1
= ﬁ O-Sn(Tb)
b

=RyClo +Kro. (3.38)

Po
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The signal power is

1 [T
Po—— [ l(n)dr
b /0

= Aw?, (3.39)
using the quasi-stationary approach and assuming the FSK gigtjapasses

through the filter.
Combining the signal power and all the noise power contributions the SNR is

Ps
SNR= . 3.40
Prr + P+ Py + Fetick (3.40)

Bit Error Rate

The limiter-discriminator demodulator shown in figuBet converts the FSK
modulated input signal to an OOK modulated output signal. Therefore, the bit
error rate of the received signal can be calculated in a similar manner BEke

of an OOK signal with a SNR given by 40. Contrary to the narrow-band case
presented in42], the received wideband-FSK sigrsit) depicted in figure3.7
encircles the origirg times per received bit. Consequently, a few FM clicks do
not necessarily lead to a bit error when the modulation index is high. Tdreref
the click noise power after the integrate-and-dump filter is added to the pdwer
the other noise sources.

The output amplitudeg/(t) of the FSK demodulator has a normal distribution
A (u1,0?) with mean

U=+Aw
for a transmitted ‘0’ and ‘1, variance
0% = Pre+Pog+ Py + Pelick »

and probability density function

N 2
fﬂﬂu>zvézamm{—w&£)}-

Analogous to OOK demodulation, the receiver decides whether a ‘0’’as ‘1
transmitted by comparing the received signal with a threshold level. Assuming
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the 50% of the transmitted data is ‘0’ and 50% is ‘1’ the optimal threshold value
is 0. Subsequently, the BER is given by

1 /0 1 /e
BER:E/ fy(xmw)dx+§/ f, (x| - Aw) dx.
—oo 0
The BER can be rewritten as

aer- e |57} (342

whereSNRIs the signal-to-noise ratio at the output of the integrate-and-dump
filter given by @3.40, see R9). The complementary error function is

2 ® e
— e “dx.
\/ﬁ/x

3.5.2 Simulation and Model Results

Erfc{z} def

In the previous sections we have studied three effects of a non-ideee on

the performance of FSK modulation: receiver generated noise both im&F a
baseband, I/Q imbalance and phase noise. In this section the model is edmpar
against simulation results.

Simulation setup

The Matlab simulation was an implementation of equaticéng) @nd 3.7). Per
simulation 1.900 million samples of the noise sounogs ny, and 6 were gen-
erated, and the SNR and BER were simulated for various values of theerece
parameterg, € and Ggre. The simplified pseudo-code of the Matlab script is
given in appendixX.

Signal to noise ratio model

A typical example of the SNR as a function of the input carrier to noise ratio
is depicted in figure3.9. From the figure it is clear that there are three regions,
labeled I to llI.

Between regions | and Il the FM threshold is visible. Below the threshold, in
region I, the click noise is the dominant noise source, see fig@ie and the



3.5. Effects of Receiver Imperfections on FSK BER 61

output SNR is severely degraded. Above the threshold the click noisbecan
neglected. In region Ill the phase noise dominates the output noise poder
the channel and receiver noise contributions can be neglected. falegrthe
output SNR flattens and an improvement in input CNR is no longer beneficial.

Figure3.10ashows the simulation and model results of the output SNR for differ-
ent bit rates and modulation indices, but equal frequency deviatiorcléas that

the FSK modulation gain increases for smaller bit rates, which shows adffade-
between bandwidth efficiency and modulation gain.

Unless otherwise stated, the bit rate used for the simulations is 10kbps and the
FSK frequency deviation is 250kHz. With this frequency deviation the signa
fits within the largest band in the 915MHz (USA) / 868MHz (Europe) ISM
band. Additionally, unless otherwise specified, the receiver paramaters

Grr = 10(dB), Nrg = 5(dB), Ngg = 20(dB) and.# (IMHz) = —130(dBc/Hz),

which are practical numbers.

As said, below the FM threshold, region | in figuse, the click noise is domi-
nant, whereas above the FM threshold, regions Il and Il in figu@ethe click
noise can be neglected. We will study the regions above and below thbdtttes
separately, because the results are very different.

Above Threshold Above the FM threshold the click noise can be neglected,
which eases the analysis of the receiver impairments. Firstly, we will study the
effect of the receiver generated noise and assume there is no I/Q icdalad
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Figure 3.9: (a) Output SNR as function of the carrier to noise ratipwith: Af =
25QkHz), R, = 10(kbps), Ger = 10(dB), g= 1, ¢ = 0deg Frr = 3(dB), Feg = 15(dB)
and.¥ (1IMHz) = —130(dBc/Hz) (b) Modeled output noise used in equati®A ().
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Figure 3.10: Simulated and modeled output SNR as function of input catoi@oise-
ratio p. (a) Shows results for different bit rates and constantdetcy deviation. (b)
Shows the implications of LO phase noise without I/Q imbagane. g= 1, ¢ = 0deg
As can be seen, the LO phase noise limits the maximal outfgrit@NThe FM-threshold
shifts towards highep when the I/Q imbalance increases. (d) The RF noise fagter F
degrades the carrier-to-noise-ratio linearly and shifte tFM-threshold towards higher
p.

phase noise. In this situation the SNR is simplified to

2
pawr 1. (3.42)

SNR =
"SR R

whereRt is the receiver noise factor described in secoh 1:
Feg—1

Gre)\2'
(%5°)

The noise factoF,; could also be obtained using Friis’ formula.

Rot = Frr +

The effect is as would be expected; the noise factor reduces thertarrieise
ratio p. It becomes more interesting when also the I/Q imbalance is taken into
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account:
pAw? 1
SN = 3.43
R0 R For ( )
1 1+g*  Fee—1
Fetf = F .

Effectively, the receiver noise factor is increased by the I/Q imbalahke.l/Q
imbalance has a larger influence on the noise generated after the mixgr (
than before the I/Q mixeigg). The factor”Tgz can be regarded as the effective
power gain for the noise generated before the 1/Q mixer. Additionally, ttterfa
gcog¢) can be thought of as the "decorrelation” factor between the noise in the
| and Q paths. When the factor is 1 the noise in both paths is completely uncor-
related and when the factor is 0 both paths are completely correlated. The simu
lation results for three different gain and phase errors are shownuirefiglOc

It is clear that above the FM threshold the output SNR only slightly varies. Th
degradation is much smaller than the SNR degradation caused by the receive
noise factor. Thus, FSK receivers are robust against 1/Q imbalamgdying

that FSK is a good candidate for energy-restricted systems.

The SNR with the phase noise included is
Aw?

%Feﬁ—i‘ (RoCLo +Kio)

SNRgpN= (3.44)

It can be seen that the phase noise adds a white noise floor, see région |
figure 3.9 for very high input carrier to noise ratip the SNR saturates. The
maximal SNR,

Aw?
RoClo +Kio’

shows, as expected, that the receiver becomes less susceptible ¢onpises
when the deviation frequendyw increases. Thus, the LO phase noise can be
increased, and the power consumption decreased at the cost of inegherncy
deviation and therefore lower spectral efficiency.

max{SNI%JQ,pN} = (3.45)

Below Threshold Below the FM threshold, region | in figur&9, the click
noise dominates the noise power. Therefore, we will only study the effétie
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receiver impairments on the click noise in this section. The click noise model
was discussed in secti@b.1

From the approximation for the click noise given B.34) it appears that the
phase noise does not have an influence on the click noise and the Fialldres
This is in agreement with the simulation result depicted in figui®band the
work presented in44].

However, the I/Q imbalance deteriorates the output SNR below the FM thdesho
as can be seen in figuB210c This is in contrast to the situation above the FM
threshold. Again, the model is reasonably accurate except for verp hbvere
the click noise model presented B does not hold anymore.

The third receiver impairment studied, the noise figure, shifts the FM tbiegsh
to higher carrier to noise ratios, see fig@é0d

SNR Model Accuracy

The accuracy of the SNR model is analyzed by calculating the averagigeela
error (ARE),

ARE — i M ’SNRnod_SNRim,n| ’

M & |SN Rimn’

whereM is the number of simulation results, for different CNR. The model is
more accurate for high input CNR than for low CNR. Therefore the relative
error decreases when higher CNR are taken into account. Since thieetkq
BER usually is below 10° this is taken as a lower bound on the input CNR. The
upper bound on CNR is taken to be 70dB; higher values will only dectbase
ARE.

The average relative error for various gain and phase imbalancesvs sh
figure3.11a In subfigure (a) the ARE is shown as function of I/Q imbalance and
in (b) as a function of phase noise and bit rate. In both cases the ARBvisi1sh

for input CNRs such that the BER 103 or < 10°°. It can be seen that the
SNR model presented in this section in in agreement with the simulation results,
and that the model gets more accurate for lower BER. The error insraagbe

I/Q imbalance increases, but is still sufficiently low to get an impression on the
influence of the 1/Q imbalance on the output SNR.

The ARE for different phase noise, bit rates and therefore modulatéboes is
shown in figure3.11h Although we used three assumptions based on wideband
FSK:
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¢ neglect the modulation of baseband noise by phase naigéd;(
* neglect the phase noise effect on click noise;
¢ neglect the sinc part irB3(36 and @.37);

their effect indeed also turns out to be very small for low modulation indinds a
hence can be neglected, which validates our assumptions.

ARE (%)

(a) (b)

Figure 3.11: Average relative error of the SNR model for carrier to noiaéas such
that: BER< 102 and < 10° (a) as function of 1/Q imbalance. (b) as function of phase

noise and bit rate.
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Figure 3.12: Modeled and simulated bit error rate for a receiver with hig) im-
balance and a receiver without 1/Q imbalance, withf = 250kHz), R, = 50(kbps),
Grr = 10(dB), Fre = 5(dB), Fgg = 20(dB) and.¥ (1IMHz) = —75(dBc/Hz).
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Bit error rate model

The effect of the I/Q imbalance on the BER is depicted in figuie?, where the
length of the simulated lines give the 90% confidence interval. It is infeasible
to simulate BER for even higher input CNB)( since the simulation time would
increase exponentially. The effective input CNR degrades by ajypadely 3dB
when the I/Q imbalance is very high,= 0.6 ande = 40deg. Additionally, it is
shown that the presented BER model is accurate enough to predictebes eff
receiver impairments.

3.6 Wake-up Receiver Specifications

The main design goal of the wake-up receiver is low power consumptioite w
maintaining a BER below 0.1%. In this section the required sensitivity and noise
figure is calculated in sectio®6.2 Additionally, the maximally allowed phase
noise is important since the required phase noise is proportional to theokcal
cillator power consumption as will be discussed in sectigh The maximal
allowed phase noise is given in secti®B.3

3.6.1 Interferer robustness

There is a clear trade-off between linearity, needed for a high intenfebest-
ness, and power consumption. To greatly reduce the power consunipigon,
interference robustness needs to be sacrificed. There are twediffeterferer
scenarios: in-band and out-of-band interferers. The out-of-baederers are
partly rejected by the filtering operation of the zero-IF architecture. Thiglav
not have been the case in an envelope-based OOK receiver. la seciiver an
external filter, for example a BAW or SAW is needed. To cope with the irdban
interferers we partly rely on the inherent linearity of the mixer-first archite.
Additionally, we assume that the master node implements a form of interference
avoidance, for example by means of carrier sensing. However, thigasitehe
scope of this thesis and requires additional research.

3.6.2 Sensitivity and Noise Figure

In chapter2 it was derived that a transmission distance of 10m and a bit rate of
125kbps is enough for most WBAN applications. Given a modulation ind@x of
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the frequency deviation is 250kHz and the signal bandwiithis 1IMHz. Using
the free-space path loss (FSPL) model and carrier frequénafy915MHz the
path loss is calculated to be 51.7dB using

4rrd f;
C bl

FSPL= 20Ioglo<

where the transmission distance and speed of light are givehaoglc respec-
tively. Combining the path loss, and 10dB link margin transmit poRey of
-10dBm, the sensitivitysensshould be better than -72dBm.

The received carrier-to-noise-ratio is obtained using

given an omnidirectional antenna, thus an antenna gain of 0dBi. Thivedce
CNR is 42dB assuming room temperature.

After substituting the required BER of 0.1% in equati@¥(l) the required de-
modulator output SNRYNR) is calculated to be be 9.8dB. Additionally, the
local oscillator is designed such that its phase noise is not a limiting factor at a
BER of 0.1% and the gain and phase errors are taken to be 20% andr2esleg
as a safety margin. Using the SNR model present&isri, the maximally al-
lowed noise figure is 40dB. However, some margin should be taken intaiaicco
when designing the receiver.

3.6.3 Phase Noise

As was discussed in secti@h5.2the phase noise adds a BER floor; no matter
how high the input CNR is, the BER will never be lower than this BER floor.
Using equationd.45 and ignoring the 1/f noise the maximal thermally induced
phase noise parameter is obtained

_ Aw?
9™ R, max{SNR
The phase noise at a frequency offset of 1MHz is calculated (siiiy)

C

Z (oftsey) = 10100, (?O> .
of fset
Tolerating a BER floor of 0.001%, the maximum demodulator output SNR is cal-
culated using3.41) to be 12.6dB, leading to a maximal phase noise requirement
of Z(1IMHz) < —75.6 dBc/Hz assuming a deviation frequency of 1MHz and bit
rate of 50kbps.
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3.7 Conclusion

In this chapter the system level design of the low-power wake-up receias
discussed. From the modulation complexity and state-of-the-art literatute stu
it was derived that either OOK or FSK modulation lends itself well for low-pow
receivers. When using wideband-FSK modulation in combination with a zero-
IF receiver most signal power is concentrated around the deviationdney
instead of DC. Therefore, a high pass filter can be used to remove trafBet-
and 1/f noise in the baseband stage.

Additionally SNR and BER models have been presented and shown to be accu
rate both above and below the FM threshold. Besides the wideband-FeK ca
the models also work well for non-wideband FSK modulation. The presented
model is very useful in defining the minimally required receiver specificatimn
was done in sectioB.6. It facilitates the design of a low-power receiver. More-
over, the model can be used when making a decision on the trade-offdretwe
transceiver performance and power consumption.

The 1/Q imbalance increases the effective receiver noise figure,and targer
influence on the IF noise than on the RF noise. Additionally, it mainly dete-
riorates the SNR and BER below the FM threshold. The receiver noisesfigu
has the same effect as was given by Friis’ noise equation, and detesitha
performance for all values of input carrier-to-noise ratio. On the dthed the
phase noise only influences the output SNR and BER for very high igptiec
to-noise ratios. It effectively adds a noise floor at the output of the tatau
and saturates the output SNR. The noise floor can be decreaseddssingrthe
frequency deviation. Hence a trade-off between spectral efficindy. O phase
noise, and indirectly LO power consumption, is shown to exist.



CHAPTER 4

LOW-POWER ZERO-IF RECEIVER
DESIGN

N the previous chapter, the system-level design choices were analyzibds |
I chapter the circuit-level design choices and circuit optimizations are studied
given the system-level boundary conditions, whereas the actual cingpiie-
mentations and measurement results will be presented in chaEteds.

In a short-range sensor network the receiver sensitivity is allowed rteldt/ely

low, as has been discussed in sectbf.2 Therefore, the network will still
operate when the receiver has a high noise figure of up to 40dB. Eopeaver

the high frequency RF LNA can be replaced by a low-power gain stagesin th
low-frequency baseband domain. This makes the mixer the first stage in the
receiver and therefore the input RF port needs to be matched to tlohipff-
antenna. In sectioA.1, the mixer input impedance, conversion power gain and
noise figure are modeled. Additionally the optimal mixer-first design praeedu

is given.

Also, the local frequency reference in a receiver usually consuoe®bpower.

By increasing the modulation index of the wideband-FSK modulation, the phase
noise requirement can be reduced considerably, see se8thAand3.6.3 The
reduced phase noise requirement is exploited in sedtidto reduce the power
consumption of the local oscillator. Moreover it is shown that for the sante hig
phase noise value, ring oscillators consume less power than LC oscillagers,
cause of technology limitations.
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Besides the phase noise also the frequency stability of the local oscillator is
important. Therefore, most FSK receivers use power consuming {hinekees-
loops (PLL) B]. Receivers using injection-lockind §] are less power hungry

but more sensitive to blockers. To overcome these challenges, anpir$K
demodulator (sectiof.3) is used to measure the frequency offset between the re-
ceived signal and the local frequency reference. The measwgudeicy offset

is fed-back to the local oscillator inside the automatic frequency controCjAF
loop. In sectiord.4the stability and performance of the AFC loop is studied.

4.1 Passive Mixer-First Design

By omitting the LNA from the receiver chain, the mixer becomes the first sub-
circuit, and is therefore directly connected to the antenna. A disadvargage
the reduced isolation from the oscillator to the antenna. However, in lovepow
sensor nodes the oscillator is also low-power and the isolation of the passiv
mixer is good enough; in the second WURX described in ch&ptes oscillator
signal power measured at the antenna input was below the noise floog of th
measurement equipment.

Since it is the first sub-circuit, its available power gain has a big influenctleeon
overall noise figure, according to Friis’ noise figure equation. A passiltage
domain mixer topology is chosen instead of a Gilbert cell mixer, for its low 1/f
noise and power consumption and its high linearity.

Since the available power gain of a passive mixer can not be higher tBaal@d

the available power gain of the following amplifier and the matching between the
mixer and baseband amplifier are important. Taking the mixer output matching
into account, the design goal is to maximize the transducer power gain.

In this section an analytical model for the passive mixer input impedanoe, co
version voltage and power gain and noise figure is presented. The raedét

for both voltage domain and current domain mixers. This is different fram th
analysis presented irbf] in which an infinite load impedance is assumed and
the transducer power gain is not analyzed. The presented model igudesign

a passive mixer with maximal transducer power gain. Firstly, the time-domain
mixer model is discussed, which is subsequently used to model the voltage con
version gain, input impedance and transducer power gain. Finally, dmedgi-

cal models are used to come to an optimal mixer design.
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4.1.1 Time-Domain Passive Mixer Model

Figure4.1shows an equivalent circuit model of the four phase passive quadra
mixer. The mixing transistors are modeled by switches with an on-resistgnce

Rs
-
-
-
|
—
@)
o
=

i | Vo, Vo,
*r I 1L 11 I11
Figure 4.1: Simplified schematic of the | and Q mixer, where the transsice modeled
as switches with resistance.r

IHH

There is a trade-off between the switch on-resistance

L
Fsw O W’ (4.2)
and the LO poweP_p needed to drive the switch gate capacitance
Cswitch OWL. (4-2)

As shown in the above equations, when the transistor widttihe resistance
decreases and the switch gate capacitance increases. It is clear tleamigtine

L should be minimized for both the on-resistance as well as the LO power con-
sumption.

The mixer loadR_ andC_ include the input impedance of the next stage. Fur-
thermore, the RF input signal source is modeled by a voltage source

VRr(t) = Arrcog at + ¢),

and series resistand®s;. At the carrier frequency, the signal input comprises
both the external signal source and optional matching circuit. The plidke o
RF signal is represented gy which can contain phase or frequency modulation
and thus¢ can be time dependent. Since the modulation bandwidth is much
smaller than the carrier frequenay, it is assumed that the RF carrier frequency
is equal to the LO frequency with peridgd = %’T and¢ is constant during one

RF carrier cycle. The in-phase (1) and quadrature-phase (QYdiffial output
signals aré/, o(t) — Vo 2(t) andVy 1(t) — Vo 3(t), respectively.
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Besides the circuit elements, also the LO duty cycle has a big influence on the
mixer gain and input impedance. The duty cyglés specified as a percentage

of the LO-cycle during which a single switch is closed. The duty cycle has to
be lower than 50% since otherwise the differential output paths are dreveey
cycle, reducing the output voltage and conversion gain. On the othdr tian

duty cycle should be larger than 25%. Otherwise, the RF input is not ctethe

to one of the outputs during some time and the input impedance will have large
peaks during each LO period.

The four corresponding local oscillator phases giver0y(t) are depicted for
both 25% and 50% duty-cycle schemes in figdrg To avoid 1/Q cross-talk,
none of the LO signal phases should overlap each other, leading to a@§%
cycle scheme, se&4]. Within this chapter the source and switch resistances

Loot) . T L. oo ST L T T 1.5
TXCIE o BEREEN S IT TN pa e BN pat
LOa(t) o L Blop L L T
Lo "L T gosy™— Lo T+ 1 _.g
0% % F o & § F

(@ (b)

Figure 4.2: In-phase LQ>(t) and quadrature phase L3(t) local oscillator phases,
where the LO period is given by Tor two different duty cycles: a) 25% b) 50%.

are combinedron, = Rs+rsw), Which holds when there is no overlap current
between the in-phase and quadrature-phase outputs. This is the aaseitkier
there is no LO overlap or the switch resistanggis large compared to the source
resistancedRs.

The switch turn-on time moment of LO phasés
Te /N
T 2 (7 N ) ’
onn =5 {5 n
and turn-off time instance is

Toftn= % (g+n) ;

wheren is the duty cycle.

Each of the four output phases are modeled by two time-domain differential
equations: one for the on-state and one for the off-state. In the ontbtate
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switch is closed and the differential equation is:

Mie(t) ~Von(t)] = =Von(t) & +Cu g Von(D). (4.3)

When the switch is opened, the equation becomes

1 J
0 :Vo,,n(t)ﬁ "‘CLEVo,n(t)' (4-4)

The differential equations can be solved separately, assuming the mixer is in
the steady state, and there is no overlap current, while taking into accaunt th
boundary conditions between the switch on and off states. In the on-state th
output voltage is

Von(t) = Ac [Aon,n exp{_t_TTc)m1} +cos(wet + @ — 9):| ,

on

and in the off-state the output voltage is

Von(t) = AcAoff,neXp{_tTOffm} )
Toff
whereA; denotes the RF output amplitude and the facfyis, and Aot are
used to represent the boundary conditions originating from the memayt eff
caused by the load capacitances. The corresponding mixer time constants f
both states are

Toff = R.CL
ronRL
Ton= C..
on r0n+RL L

It will be shown in later sections that the mixer power gain and input impedance
can be described by just three input parameters: normalized on-state RC time
constant

T[)n = W Ton, (4.5)

normalized load impedance
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and switch resistanag,,. All the other constants can be written as functions of
these three parameters. In particular the normalized off-state RC time donstan

Tort = Ton (1+RL) -

The constanté,nn andAqftn are obtained by solving the boundary conditions
at the turn-on and turn-off instants:

Vo,n(Ton,n) |on = Vo,n(Tc + Ton,n) |Of f
Vo,n(Toff,n) ‘on = Vo,n(Tofﬁn) }off .
After solving the boundary conditions, the constants are

_cos([3+n]m+¢—6)Corr—cos([3—n]m+¢—6)

Aonn = 1-CorCots
Agiin = cos([5+n|m+¢ —6)—cos([5 —n]m+¢$ —0)Con
= 1—CorCott ’

where

2nm
Con:eXp{_ fz }
Ton

- :exp{_m—mn}.

!/
Tott

The output RF amplitude is

Ac = Arr (4.6)

R 1
R 14,2

0 = arctar{t),,) .

and the phase shift

Thanks to the fact that all the outputs have equal impedances and theisgvitch
instances are symmetrical, the transfer model is similar to a resistive d'i‘%%er
and a low pass filter with time constary,.

The modeled output voltag¥s (t) are compared against Cadence transient sim-
ulations to validate the analysis correctness. The voltage signals are depicte

figure 4.3 The circuit parameters used for the validation are similar to the pa-
rameters of the implementation of the receiver front-end presented in clapte
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VO O(t) """" Vo’z(t)
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Figure 4.3: Model (line) and Cadence simulation (markers) results fog transient
output waveforms, fop = 0, Rs = 4050, rqy = 100Q, R. = 467 and G = 420fF
and a 25% duty cycle.

4.1.2 Voltage Conversion Gain

Since the RF and baseband signals are periodic, they can be written asea Fo
series. Within this section we use the following Fourier series definition for
function f (t):

~ a e ]
ft) ==L+ 3 [arncosnaxt +ng) + br nsin(naxt + )]
n=1

T2
2 (T
arn=— f(t) cognawt 4+ ng) dt (4.7)
Tc Jo
2 [T .
btn= —/ f(t) sin(net + ng) dt, (4.8)
' Tc Jo

where the initial phasag is included to achieve simpler coefficients; with this
definition, the Fourier coefficients of the RF signal are zero excepfar, =

ARrF.
The voltage conversion gain from the RF input to zero-IF output is defise

avio(9)
fmax{%}
avrf,1 .

Either the in-phase or quadrature-phase output could be taken fopltiages
conversion gain; here we use the in-phase sigrdt) = Vo o(t) — Vo 2(t). The

de

G, = (4.9)
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output DC Fourier coefficient of the in-phase component is

ani0(9) = % (Acos§ — 0) +Bsin(g —0)}

From the equation it can be seen that the DC output voltage varies with the
modulated RF phase. Therefore, the maximuragp(¢) is taken with respect
to ¢ to obtain the amplitude of the down-converted signal

max { ava,g(d’)} _ %m, (4.10)

where

(1—Con) (1—Cor1)
1—ConCott
Con—Cotf

"1—CorCotf |

A= 2sin(nm)+cos(nmR_ 1),
B =sin(nm) [r{,n(2+ R)-R T,

After substituting 4.6) and @.10 into the voltage conversion gain defini-
tion (4.9), the voltage gain is obtained as

1 R [A4R?
- MR 14t

Gy

The voltage conversion gain only depends on the paramgjeedR_as was
discussed before.

S

R
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Figure 4.4: Modeled (mesh) and simulated (red crosses) voltage caowegain G, for
a) 25% and b) 50% duty-cycling.
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The voltage conversion gain can be higher than 0dB, see fifydrebecause
the differential-ended output is taken while the input is single ended, letalang
maximal gain of 6dB. In deriving the voltage conversion gain it was asstinatd
the overlap current was negligible. When this assumption holds, i.e. when eith
the duty cycle is 25% or the normalized on-state time consfaig small and the
load resistance is large, the model fits well. In the case of high overlaprturr
the model is not valid anymore as can be seen in figudéa However, the
gain is higher when there is no overlap between the four LO phasesefoher
25% duty cycling will be used in the rest of this chapter, and the model is valid.
Moreover, from the figure and the underlying equations it is clear thatdage
gain reaches its maximum whefy, — co
Gv,lim = |lim GV
Thn—
_ 2R sin(nm)
- m 1+Rn

However, the maximum of), is limited by practical values d®_andC; .

(4.11)

4.1.3 Input Impedance

The complex input impedance seen from the RF voltage source is defitiegl as
voltage divided by the current at the RF frequengy

def VRFl @,

b
Iin|@ak

ZrF

and the mixer input impedance is
Zin =Zrr —Rs. (4.12)

The voltage and current were depicted in figdirg and source impedan€® is
subtracted since it is in series with the input impedance of the passive mixer.

Itis more convenient to calculate the input admittance using the complex Fourier
coefficients of the RF voltage and current, which can be expressedis t&r

the sin and cos Fourier coefficierds,, andbs ,, respectively defined agh (/)

and @.8)

f)= 3 crnexp{in(at+9)}

N=—co
afn— J bf,n

C =
f,n 2
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By using the complex Fourier components, the input admittance is

Cirf 1
YRE= —
Cvrf,1
arfi—Jbirra
avr,1— j by

The RF voltage Fourier coefficients ¢ 1 andby ¢ 1 were already given in sec-
tion 4.1.2and are copied below for convenience

avrf1=Arr
b\/rf,l =0.

The input current is

in(t) = YRE) ~Veelt),

lon

andVgg(t) is the virtual baseband voltage seen at the passive mixer input,

3
Vg(t) = Zjvo,n(t) LOn(t),

where LO,(t) is the switch function shown in figuré.2. The complex RF
impedance is

11+yR
Yor = — , 4,13
RF fon L+ R ( )

where the compley coefficient is

_r(’m(r(’erj){l 21—]T6n[.1+concoff Con—Coff}}. (4.14)

L2 U miyg? ' 1-CoCor 1= Coors

Equation ¢.14) is complex valued and the real and imaginary party aire
plotted in figure4.5. When the on-state bandwidth is very high, g, is low, y
approaches 0 and the mixer inputimpedance can be modeled as a seuiésftirc
ron @andR.. In this case, the load capacitar@ecan be neglected. On the other
hand, when the on-state bandwidth is very low, g, is high, y approaches 1
and the input impedance becomes equal,to Thus,C, is dominant and the
steady-state baseband output voltage saturates to a DC voltage.
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The limit case where/, — « is of interest, since the gain reaches its maximum
value. In the limity becomes real valued,

. 1
Th—oo m4+R

Although 1/, will never reach infinityy will approach the limit value wher,, >
10 as can be seen in figude5. As a results, the imaginary part of the input
impedance also becomes zero and the realRakiecomes,

im Re — R 8R R 17 + 417

T R(2—8) 142 ' VR (2~ 8) + 41 (4.15)

In case of an ideal switchrd, = 0Q) and infinite load impedance the input
impedance reduces to

. 8

TR e e —

~ 4.28R3,

which corresponds with the result iB]. It is interesting to note that the input
impedance is a function of the source impedance. Moreover, a conjugaés p
match between the power source and passive mixer is only possible when the
load impedance is finite.

0.8

Re{y}
o
N

Im {y}

0 0
102 10t 10° 10t 102 10t 1¢® 10t

/ /
TOI’] TOH

Figure 4.5: Real and imaginary part of as a function of;, and R .
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4.1.4 Transducer Power Gain

The complex part of the input impedance can be matched with an inductor be-
tween the RF source and the passive mixer. Additionally, the inductor can tun
out the bondpad and other parasitic capacitances, reducing the imagarary

of the input impedance to zero. Therefore, the imaginary part will be otgle
when calculating the transducer power gain:

n )2 2R
G = (Ri RS) el (4.16)

assuming the load resistanReis much larger than the output impedance of the
mixer. After substitutingon, = Rs+rswin (4.11) and @.15), the gain in the limit
caser;, — o becomes

%iRer I'sw ’ 2R
lim G = | “HR S Gy (4.17)
Ton—>® Rs+rsw R|_ (Rs+rsw) *

4.1.5 Maximal Transducer Power Gain

The transducer power gain depends on the switch resistagceource resis-
tanceRs, normalized on-state time constarft, and the normalized load resis-
tanceR . Because the four parameters are independent, their optimal values can
be obtained separately.

It was already shown that the gain increases;gsncreases. The optim&s is
obtained by solving

7}
— | lim =0.
ORs |:r(’)naooGt]

There is no solution when the switch resistanggis 0Q; in fact the transducer
power gain no longer is a function &. On the other hand, whem,, > 0 the
optimal source impedance equals

R w1
Sopt= 2 12 Ril_,opt '

e 4+R1/_.0pt

(4.18)
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The absolute value dRs was taken, since the source impedance cannot be neg-
ative. Similarly, the optimaR| is found by substituting the obtainé,p: and
solving

J [,
arC m. & o] =0

leading to

am
/ —
RL,Opt - 7_[2 — 8 .

Figure 4.6 shows the modeled and simulated transducer GaiRsopt) where

the optimal source resistance given Byl1@ is used. The modeled and sim-
ulated transducer gain results are depicted by the black mesh and redscros
respectively. The thick black line plotted at maxinig| shows the limit case

3
TgLTmGt(RSopt) = <3> - <1_§2i) Gljim >

Gi(dB)
KR
N

. ‘\\:{\«\
SR,

e, 5 NNy B
-18..- 5550552 NN L AAW
10! KGR RN
100 | 107
ro; 10

102 10° R

Figure 4.6: Modeled (mesh) and simulated (red crosses) transducermpgawe G with
switch resistancegfy = 100Q. The thick line giveslim Gi(Rsopt) and the black dia-
Ton—>0 '

mond marks the maximal transducer power gain.
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and the black diamond marks the maximal transducer power gain

1im_Gi(Rsopt, RLopt) = { 3 (2 \/27>2'
" me++ 1 —8

The figure shows that the transducer power @aiimcreases ag,, increases, as
was the case for the voltage conversion gajinshown in figure4.4. Although
the gain still increases a3, > 10°, the additional increase becomes negligible.

4.1.6 Noise Figure

The differential output noise of the mixer consists of three thermal noistico
butions: noise generated in the sou(@), the switche Vn%sw> and in the

load (Vn%,). The noise generated by the souRgand switchrs, shown in fig-
ure4.lare both located at the input of the mixer and therefore are both multiplied
by the mixer voltage gai®, given by @.9). Not only the input noise concen-
trated round the first harmonic of the oscillator signal but also the noissmdro
all the other harmonics are down-converted to the DC output. Taking the har
monic down-conversion into account, the noise contribution of the inpuenois
becomes

V2, = 4kTRsG? s 2

n,s vn:; n2

00

E— 2
ViZsw= 4KT 15, G ; =
n=13,... n

where the harmonic down-conversion factor takes into account botlositgve
and negative harmonics, and can be further simplified:

A

n:;w P 4

The transfer functiokl_ of the noise generated by the load to the baseband output
is obtained by solving the time-domain differential equations similarly as was
done in sectior.1.], i.e.

_1+aR
L— 1+% )
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whereaq is

(1—Con) (1—Cot) Ton— Tot
1—ConCott 2m

~ — — (1-Cot1) R

!
on
2m

_.I_

w MW

AN

Using the transfer function, the load contribution to the output noise is

V2 = 4kTRHZ.

nl —

The noise figure of the mixer is obtained by dividing the total differential wutp
noise by the source noise generated at the fundamental frequency

_ fsw) 7 2RUH?
NF_lolog{ <1+ Rs) 7R G (4.19)

Note that the differential output contains two load resistances.

The simulated and modeled noise figure is shown in figurewhere the axes
are rotated compared to the gain plots shown before, for better readabiiiy.

RSN

B N
SSe.ecy

S X
NG

Figure 4.7: Modeled (mesh) and simulated (red crosses) noise figure Nifr smiitch
resistance g, = 100Q. The thick line giveim Thso NF(Rsopt) and the black diamond
marks the noise figure belonging to the maximal transducergp@ain.
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thick black line denotes the noise figure belonging to the limit case discussed in

sectiond.1.4
. 4
lim NF = 10|og{7T2 <1+ ow [1+ D} ,
T(/m*)oo 4 RSopt H_

and the diamond symbol denotes the noise figure belonging to the maximal trans-
ducer gain.

The noise figure can be modeled by a two cascaded networks. Theefinairik
has a noise factdf, = % and available power gaiGa 1 = %, and the second

network has the noise factés = 1+ E—g <l+ %)

The first network represents the ideal mixing function, and the secamerie
represents the noise generated by the circuit losses. The fundamentahlimét
noise factor of the presented 4-phase passive mixer is set by the acise df
the first network, which reduces as the number of mixer phases insrgsge
Note that there is a 3dB difference in minimal noise figure, because heunsave
the output SNR of one differential output phase, wheréakses the combined
SNR of all the output phases.

4.1.7 Optimal Design

As is visible from figuret.7the noise figure given byt(19 is close to minimal at
the maximal transducer gain. Therefore, the maximal transducer gaindsrcho
as the optimal design point. Additionally, there should be no overlap betw@en L
phases for a maximal power gain, thus a duty cyglef 25%. Recapitulating,
the optimal normalized load resistance and source resistance are

. 4m
on ™ Ve =g
l'sw 1
Rsopt = ——
Sopt 2 1_L2 RI,_.opt
e 4+R1/_.opl

It is interesting to note that, for a fixed duty cycle, the optimal normalized load
resistanceR/ , is a constant and does not depend on other parameters. There-
fore the actual non-normalized load resistance only is a function of theesou
resistance:

R = Rll_,opt(RS"i‘ rSW) >
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which is similar to the conjugate impedance matching required for optimal power
transfer. The source and load resistances are proportional to thé samitc
resistancesy,, and the maximal gain is independentrgf. Taking into account

the trade-off between the LO power needed to drive the switchigrdiscussed

in section4.1.], the switch should be made as small as possible to minimize the
LO power consumption. However, the minimal size is limited by the impedance
transformation ratio betwedRs opt and the external signal source; at some point
rsw becomes too high and the external signal source can no longer be metched
the passive mixer using practical discrete components. Once all the mesista

O 1
102 101 10° 10t
Ton
Figure 4.8: The transducer power gain;Gnormalized source resistan% and load
capacitance €as function of the normalized on-state time constgnuising the optimal

normalized load resistance/R,;. The solid line represents the model results and the
dashed line shows the result whegoR; is substituted.
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are known, the required load capacitance is obtained fgras

T 1 1
O‘k RSOpt+ r.SW R|_7opt

The transducer power ga given in @.16) increases asg,, increases, see fig-
ure4.8@a). A larget/, is equivalent to a low bandwidth of the low-pass mixer
output filter. When the bandwidth is low the input RF signal is converted more
efficiently to the DC output and the harmonics of the RF signal at the output of
the mixer are reduced. However, also the requigdéhcreases, which can lead

to impractical large sizes, see figute. The gain does not increase significantly
whent/, > 1. Itis beneficial for the impedance matching betw&grand the
mixer input impedance to choosg, slightly larger than one, because it leads to
a reduced impedance ratio.

4.2 Low-Power Local Oscillator Design

By relaxing the oscillator requirements, most notably the phase noise perfor
mance, the power consumption can be decreased. The main target is to obtain
a low power oscillator that satisfies all the minimal requirements, without being
over-designed. Within this section the traditional cross-coupled LC oscil&ato
compared to the ring oscillator topology. Both are designed to have diffgren
quadrature outputs. The theoretical background is given in settoh

In the case of an LC oscillator, energy is only needed to start the oscillation
and replenish the energy loss in its tank. Fundamentally, the ring oscillator
charges and discharges the load capacitance each cycle, in other emerdy

is wasted every cycle. Therefore, it is usually assumed that the ring tacilla

is less power efficient than the LC type. However, technological limits on the
maximal impedance change this conclusion, as will be explained in more depth
in sections4.2.4and4.2.5 Additionally, sectiond.2.4 gives theoretical lower
bounds on the power consumption of the two oscillator types.

4.2.1 Oscillator Design Considerations for Minimum Power

The parameters given in tabfel are used throughout this section. These pa-
rameters give a common basis on which different oscillator topologies can be
compared.
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Table 4.1: Parameters used for the comparison of the LC and ring ogoilta

Parameter | Meaning

fosc Oscillation frequency

AV Differential signal voltage amplitude

Psig Signal power

Z(Af) Phase noise in dBc/Hz at frequency offAdt

For stable oscillations to occur, the oscillator needs to comply with Barkhausen
criteria given by

‘H (fOSC)| =1

In these equations, the oscillation frequency is giverfday Note that the loop
gain, i.e.|H (fos¢)|, should be designed larger than one in order for the oscillation
to start, but reduces to one in steady state oscillation either due to non-lireearitie
of the system that occur when the amplitude of the signal becomes significant,
or by means of an amplitude control loop.

Leeson’s phase noise model

_ 2FKT [ fosc \°
Z(bf) = P <2QM) (4.20)

is used to determine the quality of the oscillator. It can be applied to both the LC
and the ring oscillator. It is important to note that the phase noise is inversely
proportional to the signal powd®;g; assuming the oscillator efficiency stays
constant, the signal power and therefore dc power can be decieaseldxing

the phase noise requirements.

4.2.2 LC Oscillator Design

A widely used LC oscillator topology is depicted in figute, whereC_ encom-
passes both the tuning capacitance and parasitic capacitances. Ineddbat
two of these oscillator cores are used to generate the required | and Qsputpu
and that the coupling between these two cores consumes no power and has
influence on the operation of the separate cores.

The oscillator will oscillate at the resonance frequency of the LC tank
1

fosc= ———— .
¢ on/LCL
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Vdd
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Rpar
K Zy = —3m
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Figure 4.9: Cross coupled LC oscillator schematic.

when the negative resistance looking into the cross coupled pair conigetisa
tank losses

Om 1

> .
2 = 2MhosQL

When the LC oscillator operates in the current limited regime, the differential
voltage amplitude in case of ideal switchirgf] is

4
AV =~ —li4iRoar -
T tail Npar
The parasitic LC tank resistanBg,, is approximately equal to
Rpar ~ 21fos QL

when assumed that the inductor dominates the Q factor. In this regime the DC-
to-RF efficiency of the oscillator is maximal.

4.2.3 Ring Oscillator Design

A ring oscillator is a cascade of inverting amplifier stages, where the output of
the last stage is connected to the input of the first stage. In case ofranavbder
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Figure 4.10: A single stage of a ring oscillator.

of stages, the polarity of one of these stages needs to be inverted to gaisfy
Barkhausen criteria. Each of the stages has a frequency depeaidesat shift
and is modeled as a single pole amplifier with transfer function

whereAy is the DC gain and is the frequency of the most dominant pole.
Combining the transfer function with Barkhausen'’s criteria leads to a conditio

on the DC gain:
T
A = /1+tar? (N)

An amplifier stage including parasitic capacitanCess depicted in figurel.10
The two P-type transistors in the load are biased in the triode region.

At RF frequencies the ring oscillator will never reach the full output vatag
swing, but will always be a facta smaller, as was discussed &6]. This effect

is shown in figuret.11, whereA is the theoretical amplitude argd\ is the actual
amplitude.
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Figure 4.11: In a ring oscillator the amplitude is a factartimes the theoretical ampli-
tude A.

The swing parameters used B8] are given below. The parameters only depend
onN; for a 4-stage ring oscillatog, ~ 0.839.

1=(1+e)Nta-¢) (4.21)
B 14+nN 2

§_< e ) (4.22)

n— i: (4.23)

Using the models presented in this section, the differential voltage amplitude is
AV = eR kil

and the oscillation frequency is given by

P Eltail
¢ 2NIn(1+¢€)CAV

(4.24)

4.2.4 LC and Ring Oscillator Design Approach
The total power consumption of the LC and ring oscillator systems are

Rc = 2Vydlai (4.25)
I:)ring = NVydltail - (4-26)

A factor 2 is added to the LC oscillato#.5 since two LC cores are needed
to generate the | and Q outputs. Moreover, the ring oscillator should hrave a
even number of stagéé. To minimize the power consumption of the oscillator,
the product of the number of stagls supply voltageVyq and tail currenty;
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should be minimized for a given phase noise requirement. The best tifade-o
between power consumption and phase noise is obtained at the lowestrrmimbe
oscillator stagesj7]. Since a quadrature output is needed, the number of stages
is chosen to be 4. Additionally the supply voltage is shared with other circuits,
and therefore is fixed. This leaves the tail current as the only degifeeeafom

for the designer.

A lower bound for the tail current is obtained from the maximally acceptable
phase noise level. Leeson’s phase noise model was givef.B§) énd copied
below for convenience:

2FKT [ fosc \°

Z(Bf) = Psig (2QAf> '
The mapping of the circuit components to the noise faEttor the LC oscillator
was given in p8]. For the ring oscillator the phase noise model was presented
in [59] and extended ind6)], respectively. The quality factd for the LC oscil-
lator is approximately equal to the quality factor of the tank inductor. The quality
factor for the ring oscillator is used to fit Leeson’s equation to the ring otmilla
phase noise model given iB§]. The parameters for the ring and LC oscillators
are given in tablel.2 In this parameter tablg is the factor used in the mosfet
channel noise model ardandé were given by equations.21and4.22respec-
tively. To obtain the lowest phase noise for a given current, the qualitprfa

Table 4.2: Phase noise parameters for both the LC and ring oscillator.

| LC | Ring
Pig | 2AV ki SOV g
Fo|242y+ 42y 2£+2y%+ﬂ£A\,<1—[1+£]‘2)
Q |~Q e

should be maximized. With an increasing number of stages the quality factor
increases and approachg#n(2), which is much lower than the quality factor of
practical LC oscillators.

By choosing the maximal allowed phase noise, a minimal tail current is obtained.
This tail current in combination with the desired voltage swivW)
4
AVic ~ Eltail QuolL (4.27)
Lp
HpCosWp (Vdd — V1l — %) 7

AVRing = Eltail (4.28)
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is used to determine the required circuit impedance. Whgnis decreased,

the load impedance has to be increased. In the case of the LC oscillator, the
inductancelL has to be increased whereas Wperatio has to increase for the

ring oscillator type, see4(27) and @.28 respectively. However, an increasing
inductance leads to an increase of the parasitic capacitances. At sorhthpoin
inductance can no longer be increased, because the self-resdmapency be-
comes too low. This maximal inductance value depends on the technology used
and the practical implementation of the on-chip inductor, such as e.g. layout.

Given the transistor widti/, is minimal, the total area increases with an increase

of VLTP which in turn leads to larger parasitic capacitances. At some point the
desired oscillation frequency can no longer be obtained, hence trentgan

not decrease anymore. Again the parasitics and thus the minimal capacitance
depends on the technology used.

Besides the phase noise and swing requirements also the oscillation criteria
should be met. The gain criteria can be met by scaling the NMOS transistors
and the right oscillation frequency can be set by adding additional itapees

to the load. When the parasitic capacitances are larger than the requided tota
capacitance, the tail current should be increased which leads to a netede
requirement on the load.

The minimal LC tail current can be obtained by substituting the maximal quality
factorQ and inductance in (4.27). Substituting the tail current ind(25 yields
the minimal power consumption

VgV

Remin= 7=
c.mn 4Qmax|—maxfosc

The minimal tail current for the ring oscillator is obtained by substituting the
minimal capacitance in4(24). Using this current, the minimal ring oscillator
power consumption is obtained

2N?In (14 €)VggAV

< Cminfosc-

Pring, min =

4.2.5 LC vs Ring Oscillators

The ring oscillator consumes less power than the LC typeAg¢Af ) exceeding a
cross-over pointx (Af). AssumingA.c, min < Ping, min, the cross-over poinx
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is obtained by calculating the phase noise of the ring oscillatd#fgr= R.c, min,

Fing = FL.c, min
ltail, ring = L
, AN Qmaxk-maxfosc
L (A f ) = iﬁing (A f ) | ltail, ring

AKT N Quaskmaxfosc [ fose )2

g)( (Af) == Fring

The conditiorRing, min < PLc, min IS rewritten as an upper bound on the oscillation
frequency

A.c, min > Fing, min
VaadAV - 2N2In (1+ €)VyaAV
4Qmaxd-maxfosc

1 £
fosc < =— .
os¢ 2N Vv Lma)@min 2 In(1+ g)Qmax

Cmin fosc

The power consumptions of both oscillator types are compared with retgpect
the required phase noise. The parameters used for this comparisoraaticgb
values for the used TSMC CMOS 90nm process are given in taBle

Table 4.3: Parameters used for the comparison of the LC and ring ogoilta
Parameter | Value
fosc 915 MHz

Parameter \ Value

AV 0.35V L max 20 nH

Qmax 11
Vad Lv Crmi 3fF
N 4 min

The predicted and simulated power consumption of the ring oscillator araxshow
in figure4.12 It can be seen that the model is very close to the simulation results.
At low power consumption the error increases, since the transistor szesage

and the used mosfet models fit less well for smaller transistors.

Figure 4.13 shows the minimal power consumption as a function of the max-
imal tolerable phase noise for both the ring and LC oscillators. Additionally,
the calculated cross over phase noise pgfhtAf) is shown by the dashed line.
It is not possible to consume less power for a certain phase noise reeguire
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Figure 4.12: Simulated and predicted power consumption of the ring legaoil as a
function of the required phase noise.

However, it is possible to design a circuit that consumes more power.et-Héree
figure shows a lower bound on the energy consumption. The bottom fijues
the required inductance and capacitance for the LC and ring architeesec-
tively. The two figures show the load impedance has to increase, i.e. higher
inductancd. and lower capacitandg, as the power consumption decreases.

At low phase noise levels an LC oscillator is more power efficient than a ring
oscillator, see figurd.13 which is expected from theory. However, at higher

10t
S 10%
3
o i

10° —e&— Ring

10" : : : : :

-120 -110 -100 -90 -80 -70
PN (dBc/Hz) 1 (MHz)
S 10t : : : 107
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—©—LC
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Figure 4.13: Lower bound on the power consumption and required induetaantd
capacitance.



4.3. FSK Demodulator 95

phase noise levels this no longer holds, since at a certain point the impeafanc
the load can no longer increase because of technological limitations. Téus th
technology limits the minimal power consumption.

The parasitic capacitance scales with technology, leading to a lower power ¢
sumption of the ring oscillator. This is in contrast with the power consumption
of the LC oscillator. However, the downside is that the phase noise willasere
at the same time. Additionally, the power consumption of the ring oscillator
decreases with a decrease of the oscillation frequency.

The LC performance can be increased by using a different technttadyn-
creases the quality factor or the maximal inductance. When the quality factor is
increased either the phase noise is decreased with constant powemgoios

or the power consumption is decreased with constant phase noise.

4.3 FSK Demodulator

Figure4.14ashows the block diagram of the theoretical FSK demodulator, and
figure 4.14bshows the 1-bit implementation. The 1 bit multipliers are imple-
mented by the XOR and NXOR gates and the 1-bit adder by the AND gate.

(b)

Figure 4.14: Block diagrams of (a) a mathematical FSK demodulator anda(f}bit
FSK demodulator.

The demodulator is a one-bit implementation of a Digital Cross-Differentiate
Multiply (DCDM) demodulator. The in-phas¢)(@and quadrature-phas@) sig-
nals are

I (t) = Acos([anAw + wot£]t)
Q(t) = Asin([anAw+ wot1]t),
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whereA is the signal amplitudey, i+ andAcw are the frequency offset and FSK
frequency deviation. The data is given &y= +1. The derivatives of the input
signals are

I(t)

Q(t)
Since all the information is contained in the frequency, hard limiters can lak use
to remove the amplitude noise and improve the performance. The hard limiter

operates on the signal envelope and is denotdd{y. The demodulator output
Yis

—AlanAw+ o] Sin([anAw+ wott]t)
AlanAw+ o] Cos([anAw+ wori]t) .

Y(t) =L {I(H)Q() —Q)I(t)}
=L{A}L {Alandw+ o]} -

Depending on the offset frequency the output can be written as
1 if s > Aw

1 if —Aw< wpif <Awanda, =1

0

if —Aw < wpit <Aw anda, = -1
0 if i < —Aw

Y(t) = (4.29)

Note that the output of the demodulator is unipolar whilés a bipolar signal.
Assuming there is no amplitude noise, the demodulator performance does not
deteriorate as long as the frequency offset is less than the frequevieyidn.

4.4 Automatic Frequency Control Loop

A free-running ring oscillator is used to achieve low power consumptiom-Ho
ever, a ring oscillator is sensitive to power supply and temperature vagation
To stabilize the oscillation frequency, a control loop is needed. A noereoth
FSK receiver does not require a phase-locked-loop, a frequsardyol loop is
sufficient. A simplified block diagram of the automatic frequency control loop
is shown in figure4.15 The depicted loop is implemented in the discrete time
for ease of digital implementation. However, it is also possible to use a time
continuous loop. The mixer and FSK demodulator act as frequency catopar
the mixer is used to obtain the LO frequency offsag«(), and the demodulator
translates the frequency offset to a voltage. The demodulator was maustax
tion4.3and the demodulator output was given by equatibf9). The measured
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RF=Ti— DAC

AFC Offset detect Moving Average S&H

L <aH=

Figure 4.15: Simplified block diagram of the automatic frequency cortrop.

offset is sampled and filtered using a moving average filter by the off-chip A
implementation. The discrete time-domain representation of the implemented
moving average filter is

N-1

YmavgK] = ;X[k_ n,

whereN is the number of FIR taps. Note that the filter coefficients are 1 instead
of % for ease of implementation. As a result, the gain of the filter is not INbut
The integration time of the moving average filteMigayg= NTs, whereTs is the
sample time.

Besides the frequency offset, the filtered signal also contains the filEes&d
dataa,. The residual FSK data is removed by the threshold detector. For the
AFC to discriminate between valid data and frequency offsets the maximal run
length of a sequence of either zeros or ones need to be limited. Hysteresislis

in the threshold detector to remove undesired toggling when the erroesribes
threshold. Finally, the filtered error is amplified, integrated and fed-batheto
on-chip ring oscillator.

4.4.1 Closed Loop Analysis

The AFC loop is linearized, to ease the closed-loop analysis. Additionally, the
AFC loop is analyzed without input noise. The threshold detector is remaved
the linearized model, assuming the frequency offset is larger than thédtdes
When the offset is smaller than the threshold, the gain of the threshold desecto
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zero and the loop is disabled. The demodulator can be modeled as a limiter when
no data is present or when the frequency offset is larger than the freg§Kency
deviation. The gain of the limiter is inversely proportional to the input signal.
Since the demodulator only reacts to frequency offsets larger than thesfrey
deviationAw, the maximal demodulator gain %w

Demod

Figure 4.16: Linearized discrete-time model of the AFC loop, including linear gain
of the blocks.

The linearized discrete-time AFC loop is depicted in figdté6 and the Z-
domain closed loop transfer function becomes

_ Gyng?

AN (G- GIN 2

He (Z)

where the open loop gain is

_ AKdeo
2| oott|

The AFC loop is stable when all the poles of the closed-loop transfer functio
lie within the unit circle|zl = 1. The poles depend on the open loop gain
The criteria onG for a stable loop can be checked analytically using the “Jury’s
stability test”. However, the table needed for the test contaiis-3 rows,
making it very cumbersome to check the stability for moving average filters with
many taps. Instead the upper bound®@ms numerically found using Matlab.
The upper limit onG as a function of filter lengtiN is depicted in figuret.17.

The fitted curveG = % fits well with the numerical Matlab results. Moreover,
the fitted curve lies below the upper limit @for everyN and can be used as an
upper limit onG. Thus the loop is stable when the géirsatisfies

4.52 |t

A
= N2 cho

(4.30)
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Figure 4.17: Upper limit of the open loop gain G for stable operation. Thd dashed
line represents the fitted curveﬁ%.

Figure4.18shows the closed-loop transfer function for three different open loop
gain valuesG. When the loop is on the edge of stabilit$ & %), there is a
large peak in the amplitude response. Wheg (€/)| > 1 the loop can over-
compensate the frequency error, which is undesired. Thereforepgies bound

of the open loop gain is set as

o
=

o1 N

i

Figure 4.18: Modulus of the closed loop transfer function for three dife open loop
gains and N=8.



100 Chapter 4. Low-Power Zero-IF Receiver Design

Substituting the maximal demodulator g%, Ais upper bounded as follows:

- 1 2Aw
N2 cho‘

The slew rate, or maximal DCO frequency step per second is obtained-by ob
serving that the maximal output of the moving average filtelg iand the gain
per second of the integrator%. Therefore, the slew rate becomes

SR= Acho% (rad/s?).

4.4.2 System Level Implications

The automatic frequency feedback loop uses the received data to tathedo-
cal free-running oscillator against process, voltage and temper&WuE (nis-
matches. This feedback scheme has implications on the system.

When the receiver is started for the first time the free oscillator offsetns co
pletely unknown. Therefore, the receiver should scan the spectylswédeping
its oscillation frequency. Care should be taken not to track interferingaksign
Therefore, the digital baseband should first determine whether theedg-
nal is an interferer or not before it starts tracking it.

Once the desired signal is received the receiver knows approximétetip WCO

code corresponds to the desired frequency band. Since the tempenadutiem-
perature only change slowly the receiver does not need to trackafiasihg error
signals. Moreover, once the DCO code is known also the maximal and minimal
bounds on the variation can be estimated. Also the supply voltage could be fed
forward to the control loop to estimate the first order frequency deviatien d

to supply voltage variations. This information should be used in the feedback
loop to ensure that the loop does not unlock. Additionally when there is b inp
signal the loop should not track the received noise but should be disaliés

can be achieved by implementing a received signal strength indicator R8I
comparing the received signal strength to a minimal signal threshold.

For the AFC to work it is not required that binary zeros and ones aripedu
able. However, for the AFC to discriminate between valid data and freguenc
offsets the maximal run length of a sequence of either zeros or onedmbed
limited.
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4.5 Conclusion

In this chapter closed-form models and optimal design procedures were p
sented that make use of body area network specific requirements. drhecn-
munication distance is exploited by removing the low-noise amplifier (LNA), and
generating gain at the low-frequency baseband stage. The redaksbisfrom

the oscillator to the antenna is not a problem, because the oscillator signal itself
is very low power in a WURX. In the mixer-first topology the mixer is matched
to the off-chip antenna and its transducer power gain has a large irgloertbe
overall noise figure. As was discussed in sectidithe maximal transducer gain

is obtained when the overlap current between the | and Q phases is minimized,
which means a oscillator duty cycle of 25%. In sectibh.7the optimal mixer
impedances where given. Furthermore, it was shown that the optimal hald a
source impedances scale linearly with the switch on-resistance.

Besides the LNA also a stable local frequency reference consumesfatater.
Given relaxed phase noise requirements and taking into account tegitiale
itations on the parasitic capacitances and on-chip inductor quality factosit wa
shown that ring-oscillators can be more power efficient than LC oscillaBys
exploiting the FSK demodulator as a frequency offset detector the egadiain

is used in an automatic frequency control loop to stabilize the free-running lo
power oscillator. The feedback loop should use all the information in tree fee
back loop for a robust control.
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CHAPTER D

RECEIVER FRONT-END VERSION 1

mixer-first wideband-FSK architecture has been proposed in the peevio
chapters to reduce the receiver power consumption at the cost of/totind
efficiency. In this chapter the feasibility of a low-power mixer-first frenid
is studied. Special attention is paid to the passive mixer and first IF amplifier
since they determine the noise figure of the complete receiver. Moreoleeof
design effort is spent on the local oscillator, since it is the most powesurnimg
sub-circuit.

In chapter4, the theoretical optimal design paradigm of the passive mixer and
local oscillator was presented. The transistor implementations of the circuits
are presented in sectidnl, after which the measurement results are given in
section5.2. These results are compared against other reported low-power FSK
receivers using a radar plot in sectibr8. A radar plot is used since the spe-
cific receiver optimization target can be seen immediately, e.g. low-power con
sumption, high linearity, etc. The chapter ends with conclusions and psesen
recommendations for future low-power front-end designs.

5.1 Implementation

The mixer-first receiver architecture depicted in figbireis used for the WURX
front-end. The transistor level implementations of the receiver sub-black
given in this section. All the circuits are designed with low power consumption
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Figure 5.1: Proposed mixer-first receiver architecture.

in mind. As was already mentioned the LNA is omitted to reduce power con-
sumption and the passive mixer shown in sectidnlis matched to the external
50Q signal source. The low-power oscillator and IF amplifier implementations
are presented in sectiofsl.2and5.1.3 The measurement results of the sub-
circuits and the complete receiver are given in sechi@n

5.1.1 Mixer

A passive mixer has been chosen instead of an active mixer, since power
sumption is of the utmost importance. Additionally, the passive mixer has lower
1/f noise and usually a larger linearity than an active mixer. Although the-band
pass filter reduces the 1/f noise it is still important to keep the 1/f noise love sinc
the 1/f noise corner frequency can easily be higher than the cut-gfidérecy of

the bandpass filter. The presented passive mixer uses 50% duty-cycling

Since no LNA is present, the mixer is the first block in the RF front-end. 8-her
fore, the input of the mixer should be matched t@&56@ order to have the max-
imal power transfer. The circuit of the mixer is shown in figér€. The load
resistancd_ represents the input impedance of the following stage.

To minimize the overall noise figure, the power gain of the passive mixeléghou
be maximized by choosing the optimal load impedaRceActually, the avail-

able power gain should be optimized, but the available power gain of the IF am-
plifier is maximal when its input is also matched. These two optimization goals
can both be obtained when the transducer gain is maximized, as was discusse
in section4.1. Additionally, there is a trade-off between the mixer switch resis-
tances and the required LO power needed to drive the switches. Limitingxhe L
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Figure 5.2: Passive quadrature mixer circuit

buffer power consumption to 20uW, the switch resistance is limited to approxi-
mately 20@. Using these choices, figuke3 shows the transducer power gain
as a function oR_. The optimal load resistance is approximately 223k

-12.5

-13

m
S 135
&

-14

T2 4 6 8 10
R (kQ)

Figure 5.3: Simulated transducer power gain, @f the passive quadrature mixer as
function of the load impedance R

5.1.2 Local Oscillator

Because the RF signal frequency is relatively low, only 868MHz/915MHng
oscillator can be less power-consuming than an LC oscillator, see sdcfion
This can be explained by the fact that the energy lost in the on-chip inducto
is larger than the energy needed to charge the load capacitance ofirgch r
oscillator stage. Moreover, with a decrease in technology-node sizpathe

sitic capacitances and therefore the energy needed to charge eadtetoease.
However, this also leads to an increased phase noise. Assuming a maximal bit
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Figure 5.4: Schematic overview of the four stage ring oscillator, ilohg the amplitude
stabilization.
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Figure 5.5: Transistor level ring oscillator circuits. a) Differentiamplifier stage used
in the ring oscillator b) Bias copy circuit.

rate of 50kbps and FSK frequency deviation of 250kHz the maximal tdierab
phase noise is -70dBc/Hz at a 1MHz offset, see se@ibnBased on this high
phase noise tolerance and the model results presented in sé@igna ring
oscillator is chosen.

The proposed receiver has a zero-IF architecture. Therefoth,dm | and Q
output are needed. Additionally, differential outputs are needed fopdksive
mixer. To generate differential quadrature signals, four oscillator stageused,
as is shown in figur®.4, and a single amplifier stage is depicted in figbrea
The load of the differential amplifier comprises two transistors which aredias
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deep in the triode region.

The frequency is tuned by changing the tail current, which enablesydarge
tuning range. There is a big drawback of this solution: the amplitude changes
with the frequency. An amplitude feedback loop is used to counter the amplitude
variation, which is also shown in figufe4. A scaled bias circuit, equivalent to
the amplifier stage, is added. The bias copy circuit depicted in figbigs used

to sense the bias level instead of directly sensing the dc level of the LO itself,
because the input of the opamp would load the LO which is very sensitiviodue
the ultra low power consumption. The external reference is compared with th
copied bias and the load is tuned to reduce the amplitude modulation.

5.1.3 IF Amplifier

In section5.1.1the optimal load impedance was derived to be 2 3&r this
design. This is much lower than the input impedance at the gate of a transistor.
Therefore, a common-gate input stage is chosen which is depicted in Sigiare

The second stage consists of two single-ended common source stagex, on
which is depicted in figur&.6h The two stages are connected by a series ca-
pacitor, which introduces high pass filtering used to remove DC offsetaand
frequency 1/f noise as was discussed in seci@n

Vdd Vdd
RL RL v
b
Mtp1  Mip2 Ii
A 5
4\ 2
iRl IV
V" AR Vo
_-l \/i+ fb fb\/if I__

(a) (b)

Figure 5.6: Transistor implementations of the IF amplifier. a) Commotegaput stage
b) One of the two single-ended common source output stages.
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The common mode feedback loop in the first stage containing the feedback am-
plifier Asp and both transistondl s, ;1 andMgp » stabilizes the biasing with respect

to the input port, which is directly connected to the passive mixer. Moredver

is important that the biasing point is well defined, because this will affect the
switching behavior of the transistors in the passive mixer.

Without the voltage to current feedback implemented by transisfgis,, the
differential input impedance is
5 1+gdspRe

gMrp +gdsy, |
The input impedance is highly dependent on the trans-conductana# the
feedback transistavi¢p, which dependents linearly on the bias current. To re-
duce the bias current needed for the 23kput impedance a voltage to current
feedback loop consisting d¥ls 3/, is implemented; the feedback reduces the
input impedance. Assuming the feedback resistdigeand the drain-source
output impedance dfls 1/, are negligible compared to the input impedance, the
differential input impedance becomes

1+ gdspRe 1
2 :

oMy +9dss, 1+ gmRe
The voltage gain of the first stage is equal to

~ (9my, +gds,) R
Y l4gdspR

Because a wideband-FSK modulation is used, most of the signal powet is no

concentrated round DC, hence bandpass filtering is implemented by means of
AC coupling between the two amplifier stages.

in =

in =

5.2 Measurement Results

The chip was fabricated in 90nm CMOS and packaged in a standard QFN56
package which was placed on a PCB. Figbiréeshows the PCB setup including

an on-chip measurement buffer capable of driving a 20pF off-chija@tance

and a differential to single-ended converter. The LC matching circuit isepla

on the PCB to match the receiver input to &58ource.

The die photo is shown in figuie8. Besides the receiver front-end, also stand-
alone versions of the IF amplifier and the LO were taped-out. Theretfoee,
amplifier and oscillator performance could be measured separately.
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Figure 5.7: Receiver measurement setup including the on-chip measutdmffer and
off-chip opamp measurement circuit.
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Figure 5.8: Die photo, with: IF amplifier (dashed line), local oscillat(otted) and the
complete receiver front-end.
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5.2.1 LO Measurements

Figure 5.9 shows the measured LO tuning range and the corresponding power
consumption, which includes the LO buffers. The power consumptiondeese
almost linearly with the oscillation frequency. The measured amplitude error
between the | and Q outputs is less than 2% between 350MHz and 1100MHz
and the phase error is less than 7 degrees.

—~ 140 290
T Frequency =< _
S 1100| - - - Power = 1805
< % 5
&} 4 =
c 800 ~~ 1705
S ~” =
g 500 27 l60a
LL v

20 : : : :
5 10 15 20 25 ?8
ltune (LA)

Figure 5.9: Oscillator tuning range and power consumption of the VCQedocluding
the LO buffers and amplitude control loop.

The phase noise was estimated by measuring the oscillator jitter using the phase
noise and jitter model presented in secti.2 At a frequency offset of 1IMHz

the phase noise was estimated to be -71dBc/Hz. This is higher than the simulated
phase noise of -75dBc/Hz @ 1MHz offset, see fighréQ. The phase noise
model was presented in sectiér2.5 The difference between the simulated and
measured phase noise can be caused by incorrect modeling of thetorab¥is

103 [ &% N
~,
-~
~
® ~
< ~
E 102 A .................... \ ...................
o s WURX V1 ESlm) d)\ A
WURXx V1 (Measure
= - Lower Bound ESlm _+_
0! - Lower Bound (Model) .
-90 -85 -80 -75 -70

PN (dBc/Hz) @ 1 (MHz)

Figure 5.10: Measured (+) and simulated (triangle) phase noise of the WMR oscil-
lator. Additionally, the modeled and simulated lower bowfdhe rind oscillator phase
noise are depicted.
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Figure 5.11: Measured instantaneous oscillator frequency.

noise or a higher noise contribution of the amplitude feedback loop: the noise
produced in the feedback loop is fed into a common-mode node and caarappe
at the differential output because of mismatches in the differential oscitlater

It should also be noted that the phase noise is estimated using the measured LO
jitter, which is less accurate than a direct phase noise measurement.

Figure 5.11 shows a histogram of the measured instantaneous oscillator fre-
guency when it is tuned to 1232MHz. From the plot it is clear that the instanta-
neous frequency has a Gaussian distribution with standard deviati@®B8MHz.

5.2.2 Amplifier Measurements

The measured and simulated transfer function of the IF amplifier are depicted
figure 5.12 The simulated transfer function corresponds well to the measure-

25

o — Simulated
ol X Measured
-5 ‘ ‘ ‘
104 10° 10° 10° 108
f (Hz)

Figure 5.12: Measured and simulated IF amplifier transfer function.
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Figure 5.13: This figure shows the measured and simulated IM3 and fundaii&n
amplifier output tones given the two input tones at=f1IMHz and § = 1.2MHz. The
measured fundamental frequency is 1MHz and the measured¢dPonent is located
at 800kHz. The measured input referred 1IP3 ig$=-29.8dBm.

ments.

The linearity is measured by measuring both the 1dB input compression point
Pidsc and third order input interception poiRfp3. At the input of the amplifier

two tones at 1MHz and 1.2MHz are applied. Subsequently the power of both
tones is increased and the power of the fundamental output tone at IHY a

the third order inter-modulation component at 800kHz are measured ateplo

in figure5.13 From the figure it can be concluded that the measured and simu-
lated IM3 and fundamental components and therefore [IP3 results mageiyclo
The input referred 1dB compression pointAgg: = -38.9dBm and the input
referred third order interception point is approximatBly; = -30dBm.

5.2.3 Receiver Front-End Measurements

Figure5.14shows the quality of the input match of the receiver front-end. The
optimum frequency point is shifted to higher frequencies compared to simula-
tions. This is because of an over-estimation of the parasitic capacitances in th
simulations and component mismatches.

A summary of the measured receiver front-end specifications is givebleta.
Note that the measured front-end linearity is higher than the linearity of the IF
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Figure 5.14: Measured S11 of the mixer-first receiver front-end.

amplifier, because the first stage is a passive mixer which has a powerliss
is also the reason the noise figure is relatively high. To overcome the phase
noise, the frequency deviation was increased to 2.5MHz to obtain a BER &f 1
Matlab was used to demodulate the received signal and measure the BER.

Table 5.1: Receiver front-end measurement summary.

Technology 90nm CMOS
Vya (V) 0.75
WURxV1 126
Power (UW) IF amplifier 2x24
LO 77 (@ 900MHz)
Freq. (MHz) 700-1000
WURxV1 -30
Piago (ABM) - amplifier -38.9
IP3 (dBm) WURXVL 2
IF amplifier -29.8
NF (dBm) 25
Psens(dBm) -65
R, (kbps) 50
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5.3 Comparison with Literature

The presented front-end is compared against the literature and the ey pe
mance parameters are given in tabl2 where the sensitivity was obtained with

a BER of 102 and the reported power consumption includes the local oscillator.
The other front-ends are chosen because they all use FSK modulatidraes
very low power consumption. It is clear that the presented receivea hasch
lower power consumption than the other receivers. The power consumgitio
the presented oscillator including LO buffers is only 77uW at 900MHz, kwhic
is much lower than the oscillators presented in literature. However, the linear-
ity and noise figure of9g, 13, 18] are better, showing a trade-off between power
consumption and linearity. Especiall§][has a much higher linearity at the cost
of a high power consumption, which makes the receiver better suited for hig
performance applications. Additionally, it is clear that the low supply voltage
of 0.25V used in 1 6] leads to a low 1dB compression point and low 1IP3. The
increased noise figure of the reported receiver can be explainecabdence

of the LNA and the very low power consumption of the VCO.

Most receivers reported in tab?2 require only one voltage supply, except
for [19]. Having multiple power supplies has the disadvantage that additional
DC-DC converters are needed, which decreases the power effi@étite sys-
tem.

The reported bit rates roughly range from 50kbps to 300kbps, withxitepdon
of [14]: this receiver has a bit rate of 5Mbps, and has the best energientfic
(nJ/bit). However, the receiver injects the received RF signal into it$ dscdla-
tor at the cost of lower linearity, making it a better alternative for low povigin h
bit rate applications operating in a licensed band, where the level of irdade
is very low.



Table 5.2: Performance summary and comparison.

REF [wurxvi| [9 | 12 | 3 | 4 | @8 | e | 18 | [19
CMOS 90nm 130nm | 180nm| 130nm | 180nm| 180nm 130nm 180nm 180nm
Power (W) 126 1920 | 500 750 420 490 352 11700 1088
Vyg (V) 0.75 1.2 1.0 0.4 0.7 0.7 0.25 1.8 0.7&1.0
Freq. (MHz) || 700-1000 | 825-983| 2400 | 1950-2380| 920 | 398-408| 1500-1650| 760-1000| 2220-2450
NF (dBm) 25 10 10.1 5.1 - - 7.2 19 10.1
Piagc (dBm) -30 -10 -31 -17.5 -34 - -48 -15 -31
IIP3 (dBm) -21 - - -7.5 - - -48 - -
Psens(dBm) -65 -83 - - -73 -68 - - -

Ry (Kbps) 50 45-48 | 100 300 5000 | 250 - - 100
fe (nJ/bit) 2.5 40 5.0 2.5 0.084 | 1.96 - - 10.9

T The linearity is not directly specified in the paper, but estimated after congpimnreported blocker rejection with th

second version of the WURX front-end presented in ch&pter

" The 1dB compression point is not reported. It is estimated by assuming éhatlBhcompression point is 10dB lowe

than the input referred third order interception point.

2Jn1eJsa}] yum uosuedwod) ¢€°g
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It is clear that the optimization targets of the reported receivers are atiffer
the design target of the front-end reported within this chapter was low powe
consumption, wheread 4] was optimized for low energy per bit an@][was
designed to have better linearity. These different design and optimizatgetgar
make it difficult to compare the receivers with each other, since multiple iperfo
mance parameters have to be taken into account. Moreover, some deaigiepa
ters are related and can be traded. For example, power consumptioneardyin
are directly linked: two parallel connected amplifiers consume twice as much
power as a single amplifier, but at the same time are twice as li66arTjo ease

the comparison, Figure of Merits (FOM) are used. In a FOM differentope
mance parameters are mapped onto a one-dimensional figure, such #@Mhe
does not change with design parameter scaling. Ideally a FOM is insensitive
these kinds of scaling; once the FOM of a receiver is known, the ciremitoe
scaled to trade-off between parameters that are taken into account i©QMe F
Therefore, different receivers can be compared using FOMs. edeny FOMs
also have limitations. At a given application scenario, some performanampar
eters have more stringent specifications than the others. For exampkeuwak
receivers should be optimized for low power consumption, instead ofhighy

bit rates.

2
Oo {96\,/

WURx V1
- [14]
= [9]

Figure 5.15: Graphical comparison of reported FSK receivers.
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Another way of comparing receivers is by plotting the performance pdesme
like 1dB compression point, power consumption, bit rate and sensitivity,en on
radar plot, see figuré.15 The axes are scaled such that the performance in-
creases when the point moves away from the origin. Moreover the ages a
grouped together such that the combination of two neighboring axes djilie a
tional information. As was mentioned before there is a clear trade-off leetwe
power consumption and linearity; in conventional receivers one is trilede
other. Similarly, the ratio of the power consumption and bit r%?)(is a mea-
sure of energy efficiency often reported in nJ/bit. The combination o&tatand
sensitivity gives a measure of the noise figure, whereas the combinattbe of
sensitivity and 1dB compression point gives a measure of dynamic range.

By comparing the pointing direction of the “arrow” of different recewete-
picted in the same radar-plot their strong points can more easily be compared.
For example, the WURX presented in this chapter represented by the green
squares in figur&.15is pointing in the power consumption direction, i.e. the
WURX is geared towards low power consumption at the cost of sensitivity an
linearity. Similarly [L4] (blue diamond) is optimized for high bit rate and high
power efficiency in (nJ/bit) and®] (red triangle) is optimized for high sensitivity

and linearity. Note that the pointing direction can only be compared between
different receivers.

5.4 Conclusion

The front-end presented in this chapter uses a mixer-first architectodethe
received signal is amplified at the baseband frequency. Amplificatiormat o
frequencies can be performed more power efficiently than amplificatidgtagih
frequencies, since the required gain-bandwidth-product at higbeuéncies is
higher. From the measurement results it is clear that the proposed mster-fir
architecture is feasible and reduces the overall power consumptioneudow
the obtained noise figure was high because a sub-optimal 50% duty cy@sg w
used. Therefore, 25% duty-cycling is used in the second WURXx desigeipted

in chapter6.

The phase noise requirements of the receiver are reduced by meaaseating
the FSK modulation index. This is exploited by implementing a low-power ring
oscillator; the ring oscillator including the LO buffers only consumes 77uW at
an oscillation frequency of 900MHz. The simulated oscillator power consump
tion is close to the theoretical lower bound presented in seétidrd, given the
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simulated phase noise. However, the measured phase noise was a fayhelB h
than expected and limits the minimal BER to 0.1%. If a better BER is required
the LO should have a lower phase noise at the cost of higher powearroptisn.

WURX version 1 was compared against other reported low-power FSi{vers
using aradar plot. It gives additional information about the differetingpation
targets of compared receiver front-ends. By comparing the perfaendiffer-
ences the merits of different receivers are observed. Comparedeioretforted
FSK receivers, the power consumption of the proposed WURX was tavea
cost of sensitivity.



CHAPTER O

RECEIVER FRONT-END VERSION 2

HE goal of the first version of the WURX, described in chagiewas to
T study the mixer-first topology. However, it used a 50% oscillator duty-
cycling scheme, while the optimal duty cycle is 25%, see seetihnTherefore,
in a second version, which is discussed in this chapter, the 25% scheme is imple
mented. Additionally, an on-chip digital tuning DAC and FSK demodulator are
implemented, enabling the implementation of the automatic frequency control
loop discussed in sectigh4.

In this chapter the circuit implementation and measurement results of this second
version of the WURX are presented. The implementation issues and simulation
results are given in sectioh2 In section6.3 the simulation results are com-
pared to the actual measured data. Additionally, the results are compared to th
receivers reported in literature. At the end of the chapter, concluaiendrawn.

6.1 Design Targets

The receiver targets the European 868MHz ISM band and the Nortlrigene
915MHz ISM band. Therefore, the DCO should be able to tune to thos#sban
taking into account-30 process variation. On top of that, the receiver should
attain a BER lower than 0.1% at a received signal strength of -72dBm hitd a
rate of 100kbps, as was discussed in seciién2
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Figure 6.1: Schematic overview of the WURX architecture. Every blosid&the
dashed box is implemented on-chip.

6.2 Implementation

Figure 6.1 shows the block diagram of the WURX architecture. The RF mixer-
first front-end is matched to a &0source using an off-chip LC network. The
number of required bondpads is minimized by using a serial JTAG interface,
which is used for programming the receiver settings. Additionally, two analog
multiplexers are placed on the chip to be able to measure the seven different
signals listed in tablé.1 using only two bondpads. The analog | and Q signals
are digitized using hard-limiters as is discussed in se@idrR

Table 6.1: Available signals at the output of the on-chip analog midtiprs.

Code || MUX 1 MUX 2

00 Digital Q | Digital |

01 | Digital 9 | Digital 9%

10 - Demodulator output
11 Analog | | Analog Q
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In this section emphasis is placed on the design and simulation of the low-power
front-end comprising a passive mixer (secttf.]), digital controlled oscillator
(section6.2.9), variable gain amplifier (sectiof.2.3, FSK demodulator (sec-
tion 6.2.4 and Automatic Frequency Control loop (secti®2.5. The on-chip
JTAG interface will not be discussed in detail.

6.2.1 Passive Mixer

Figure6.2 depicts the transistor implementation of the passive mixer described
in sectiond.l The transistors are relatively small to decrease the load and there-
fore the power consumption of the local oscillator buffer; their W/L is 12um /

40nm. This is the only circuit where the small 40nm gate length is used. In other

lRF in
)

LOo(t)_llf o HpLout LOl(t)_llj G Lo
— —

2R, 2R

Vool(t) Voz(t) Voal(t) Vos(t)
Figure 6.2: Implementation of the passive mixer.

subcircuits of the WURX front-end longer devices are used to eitheedserthe
process spread or reduce the flicker noise.

6.2.2 Local Oscillator

Given the power consumption versus phase noise trade-off discusseat-
tion 4.2 a ring oscillator is chosen. The digitally controlled oscillator (DCO)
tuning range needs to be large enough to cover both the European &6ahdH
North-American 915MHz bands andr3process variation. The process varia-
tion is simulated using Monte-Carlo analysis and depicted in figusa The
simulated standard deviatian of 200 runs is 20MHz. Combining the two fre-
guency bands anddvariation the tuning range needs to be between 808MHz
and 975MHz.

Figure6.4shows the complete DCO. The ring oscillator is digitally controlled by
an 11-bit R-2R DAC topology. However, the resistors are replacedjbglly-
sized transistors, as was proposed ®i].[ An R-2R DAC is used, since it needs
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Figure 6.3

less area than a switched-current source topology. Process vaiatanlead
to 'gaps’ in the DCO tuning range, which is solved by designing an ove8dp [
This overlap in the tuning range is not a problem when the tuning algorithsy doe
not compare two consecutive measurement samples. The simulated tidferen

Figure 6.4: Overview of the complete digitally controlled oscillat@®@O) excluding
the output buffer.
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non-linearity (DNL) of the DCO oscillation frequency including the effects o
the layout parasitics is depicted in figuse3h

The feedback amplifieks, together with the output MOSW ¢, act as a current-
conveyer. They match the source voltagevif, to Vet and increase the output
impedance of the current DAC. This leads to a more linear relationship betwee
the DCO tuning code and tuning current, since the tuning current is lessdep
dent on the source drain voltage of the current mirror.

The DAC changes the tail current to tune the oscillation frequency. Hemvigke

in version one, the changing tail current also changes the signal amplithibd

is unwanted. To combat the amplitude variation, a feed-forward loop dongsis

of liune, Rf¢ and the P-MOST load is used. The post-layout simulation results of
the oscillation frequency and amplitude are depicted in figuseand6.5d The
tuning range is large enough to cover the simulatedoBcess mismatch. The
power consumption increases linearly with the oscillation frequency as isevisib
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Figure 6.5: Post-layout simulation results of the complete digitatiytolled oscillator
as a function of the 11 bit DCO code. The simulated parametarsa) frequency b)
current consumption of one oscillator stage c) phase nojsesdillation amplitude.



124 Chapter 6. Receiver Front-End Version 2

in figure 6.5h Moreover, the amplitude and phase noise are relatively constant
over the tuning range, see figur@$cand6.5drespectively. The phase noise is
dependent on the signal amplitude; larger signal amplitude leads to lowss pha
noise as is expected.

The four stage ring oscillator delivers the in-phase and quadrataseignals
needed by the mixer. However, the DCO signal still has 50% duty cycle thstea
of the required 25% duty cycle, see sectib.l This is corrected by the DCO
buffer circuit, shown in figuré.6a The first stage minimizes the DCO load and
frequency pulling, and the second stage is used to ensure a nonppvegl25%
duty cycle output.

6.2.3 Variable Gain Amplifier

The first amplifier stage of the front-end is present at the output of theiyea
mixer, as is depicted in figur@ 1. Figure6.6bshows the implementation of the
variable gain amplifier (VGA). Its noise performance is important since it is the
first gain stage. Moreover, the low frequency 1/f noise needs to lydawgisince

the receiver has a zero-IF architecture. To reduce the 1/f noise tissti@s in

the differential input stage are largft — 2 4’”“ and% = 135’;1““. The inversion
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(a) DCO buffer with 25% duty cycle out- (b) Variable Gain Amplifier circuit, with bi-
put. asing circuit omitted.

Figure 6.6
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coefficient

Ip
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of the input transistorM; andMs is 2.5 and 10 respectively at a bias current of
25uA.

The VGA gain is tuned by switching between three different load impeddfices
changing the voltage gain between 29dB and 41dB with 6dB steps. Asdseco
step the source degeneration can be turned on to decrease the gai aydd
increase its linearity. The benefit of switching the load impedance of the first
stage is that the biasing point does not change and the linearity incresites a
gain decreases. On the other hand, the noise contribution of the seeged s
increases as the gain decreases. However, when the low gain modecisdsele
the noise performance is less important than the linearity since the input power
is larger.

Since the VGA is the first amplifier stage in the receiver chain, as depicted in
figure 6.1, not only its gain and power consumption are important, but also its
noise figure. Especially, the low frequency 1/f noise is a potential protlken

the bias current is low. Therefore, the transistor length and area d¥egasas
possible. Furthermore, the gain in the first stage is high to decrease tlke nois
contribution of the second stage.

6.2.4 Demodulator

The implementation of the Digital Cross-Differentiate Multiply (DCDM) de-
modulator, which was already discussed in sectidis presented in this sec-
tion. Figure6.7 shows the block diagram of the FSK demodulator. Note that
the absolute phase of the in-phase (l) and quadrature-phase (@Jssigmun-
known. However, to demodulate FSK signals not the absolute phase,ebut th
phase change over time (frequency) is of concern. Figurelso shows the
implementations of the analog time differentiator and limiter circuits. Both cir-
cuits are AC-coupled to remove low frequency 1/f noise and bias off3dts.
limiter is self-biased using a large pseudo-resistor, which is implemented by a
large transistor. The large resistance is set by the leakage currerd trhth
sistor. Therefore, the resistance is very sensitive to process variatmmever,

the value of the resistor is less important, as long as the cut-off frequeiticy s
by the RC time of the pseudo-resistor and parasitic capacitance is much lower
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Figure 6.7: FSK demodulator block diagram together with the circuit lempentations
of the limiter and time-differentiator.

than the signal frequency. Additionally, the series resistéde added to the
time-differentiator circuit to increase the phase margin and ensure stability.

Alternatively, the most simple zero-IF FSK demodulator consisting of only one
D-type flip-flop can be used. It is named the “Vance demodulator” after-ts in
ventor B3]. A simplified block diagram of the Vance demodulator placed in
parallel to the DCDM demodulator is depicted in figuge. The grayed out
blocks show the additional blocks needed for the DCDM demodulator. l#és c
that the Vance demodulator is less complex. First the received RF inpai sign
is down-converted to zero-IF, and an in-phase | and quadraturen@l sice ob-

w YVance

DXDCDI\/I

Q

i
=]
e

Figure 6.8: Simplified block diagram of a Vance FSK demodulator placgzhirallel to
the DCDM demodulator.
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Figure 6.9: Receiver |, Q and demodulator output signals in case a bit#myr "1’ are
received.

tained. Assuming no noise and no frequency offset are present, aleydrand
Q signals for bitn are written as

[(t) = Acos(apAwt)
Q(t) = Asin(—anAat)

whereAw is the frequency deviation antl represents a binary '0Oaf = —1)

or'l’ (a, = +1). The I does not change when the transmitted bit changes, but
the Q signal is shifted by 180deg whegy changes. After the frequency down-
conversion both I and Q are hard limited and fed into a D-type flip-flop. léslus

as the data signal and Q as the clock. Note that switching them only inverts the
demodulated binary bit stream.

The principle of operation can be explained by figr@ The | signal is sampled
at the rising edge of Q. In case a binary '0’ is received the | signal isalosvery
rising edge of Q and the output of the demodulator is zero. However, @hen
binary "1’ is received the clock sign changes and the output of the delaiod

is one.

The noise is not shaped in the Vance demodulator as it is in the DCDM demod-
ulator. Therefore, the Vance demodulator will perform worse when thetutae

tion index is high. On the other hand the Vance demodulator has the benefit of
simplicity.

6.2.5 Automatic Frequency Control Loop

When there is a frequency offset between the transmitter and the lodidtosc
bit errors are introduced. When the LO oscillates at a too low (high) &equ
the demodulator only produces ones (zeros). This can be used to teatiiea
local oscillator and track frequency shifts, as was discussed in section
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The automatic frequency control loop has been implemented on a Xilinx Spartan
3E FPGA and written in VHDL. In this section the digital circuit implementa-
tions are presented which could be used in an ASIC implementation. Moreover
the design constraints and designh methodology are presented in this section.

Moving Average Filter

The output of the demodulator is sampled and fed into a moving average filter.
The integration tim&imavg Of the moving average filter has to be larger than the
bit periodTy, otherwise the loop can not distinguish between data and frequency
offset. Furthermore, it is convenient to integrate over an integer nunflietso
Npits- Taking into account the sample ting, the number of moving average
filter taps is

Using the demodulator function given by equatidr2@), the output of the mov-
ing average filter is computed as follows

N-1
N 1 _ if <Aw
Yoadk = 3 + 2 n;ak n | ot

Nsign(aofs) if [abi| > Aw
In other words, the output of the moving average filter is equal to the nuaiber
"1’ samples present in the filter.

The moving average filter implementation is depicted in figuf€and consists
of an N-stage shift register, an up-down counter and count logicrédss signals

up/down DO =
Dl._o
N =
en A Dm_
|
clk
sample D QHP QP Q
clk D o e
1 2 N

Figure 6.10: Implementation of the N-tap moving average filter.
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Table 6.2: Counter logic for the moving average filter. A logic '0’ ('1decreases (in-
creases) the counter.

new | old | up/down | enable

0 0 X 0
1 1 X 0
0 1 0 1
1 0 1 1

are not shown for readability. A new sample is inserted in the shift-registeisa
compared with the last sample of the shift register. When the samples ate equa
nothing happens. On the other hand, when they differ the counter isi&ctjv

see tables.2 Less area, gates and power are needed by the counter approach
instead of the straightforward FIR implementation. Additionally, the filter output

is present as parallel data.

The system cannot distinguish betwédfs consecutive 0's (1's) and a negative
(positive) frequency offset. Therefore, a maximal run lengthx must be set.
The system can distinguish between a long sequence of equal bits querfoy
offset, when the filter length is larger than the maximal number of consecutive
bits: Nyits > Nmax+ 1. Possible situations for a AFC witlhax= 7 andNpjts = 8

are given in tablé5.3. The situations (a) and (c) can only appear in case of a
frequency offset and/or bit errors. In (a) the receiver LO fezgy is lower than

the transmitter frequency and the output of the demodulator contains orgy one
whereas in (c) the LO frequency is too high and only zeros are presehée
output of the demodulator. On the other hand, in situation (b) there either is a
frequency offset between the transmitter and receiver in combination wtith b
errors or valid data is received. In (b) the filter output is bound betvieand

Table 6.3: Possible moving average filter outputs and filter memoryrgNgax= 7 and
Npits = 8 and assuming the sample frequency is equal to the bit rate.

Situation Y mavg Filter taps
(a) LO frequency too low | 8 11111111
7 11111110

(b) Valid data e
10000000

(c) LO frequency too high| 0 00000000
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Nmax Thus the LO value should not be changed when the output of the filter is
within this range. The detection of the cases (a, b and c) is taken caretio by
frequency offset detector discussed in the following section.

Frequency Offset Detector

The frequency offset detector consists of two parallel detectors witelssis,
one for detecting positive frequency offset and one for detecting ¢dgative
frequency offset. The input-output relationship is depicted in figutda The

Figure 6.11: a) Offset detector input-output relationship. b) Frequedfset detector
implementation, the circuits within the dashed boxes agestthmitt-triggers.

arrows give the paths from high to low and low to high input values. Assuming
no bit errors occur due to noise the low threshold should be $et:t§9 and the

high threshold tdH = N — £, so that the AFC loop does not react on the data
stream. However, in the practlcal case that noise is present, bit errgreaoar
and the AFC loop should not change the LO value because of them. dresref
the moving average filter length should be increased and thd_lawd high
thresholdH adjusted.

Figure6.11bshows the frequency offset detector implementation, where the two
schmitt-triggers are depicted inside the dashed boxes. The schmitt-trigges sto
the signal direction as an internal state. When the input sigrtabs over the
threshold, the state and threshold value change.
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Parameter Values

The AFC loop is implemented off-chip in an FPGA for debugging purposes.
ChoosingA to be a negative power of 2 leads to an efficient implementation,
since the gain can then be implemented by a bit shift instead of a full division
operation. Furthermore, the oversampling ratio,%eshould be aninteger. The
on-chip JTAG interface limits the sample rate to 125ksps. Therefore a bitfrate
62.5kbps can be achieved with an oversampling-ratio of 2. The maximal mumbe
of consecutive 0’s or 1'Nmay) iS chosen to be 7.

The boundary on the gain was given B30, and is copied below for conve-
nience,

4.52A\w
N? cho

N 2 (Nmax+ 1)

A<
T
Ts'

The FSK frequency deviation 5w = 211 x 5SMHz and DCO gairKgco = 27T X
71.1kHz. Table6.4 summarizes the AFC loop parameters and the maximal slew
rate in MHz/ms.

Table 6.4: Parameters used in the FPGA automatic frequency contrqgd logplementa-
tion.

A [N |Rp | Fs | max SR
22 | 32| 62.5kbps| 125 ksps|| 35.55 MHz/ms

6.3 Receiver Front-End Measurements

Two test chips were fabricated in a 40nm CMOS process and packaged in
QFN48 package and mounted on a four layer FR-4 PCB. The first taipefo
the front-end, version WURxV2.0, had an additional DCO buffer to mresthe
oscillation frequency and phase noise. However, because of area limst#tie
DCO bhuffer was only present at one of the four DCO phases, caasDgGO
imbalance. Consequently, not every switch in the mixer was fully switching,
because of the additional parasitics in the DCO buffer phase. This wag pa
elevated by increasing the supply voltage of the DCO buffer between ti@@ DC
and mixer. The higher supply voltage leads to higher current consumptibn a
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Table 6.5: Differences between the WURXx front-end versions WURXVAD a
WURXxV2.1.

| WURXV2.0 | WURxV2.1

DCO measurement buffer Included Excluded
Additional Vance demodulatof Excluded Included
Normalized DCO buffer size || 1 4

switching speed. A second version of the WURX front-end without théiadéll
DCO buffer, version WURxV2.1, was taped-out later to verify the panénce

of the front-end. The differences between the two front-end versimsumma-
rized in table6.5. The biggest difference in WURxV2.1 was the exclusion of the
additional DCO buffer and the added Vance FSK demodulator.

The DCO buffer of WURxV2.0 requires a larger supply voltage (1.2Vanth
expected (1.0V) due to the added DCO measurement buffer as stateel Gédfe
layout mistake added additional parasitic capacitance, decreasing thhiswitc
speed. Front-end WURXV2.0 consumes 382.5uW from a 0.8V sourcepEbor
the DCO buffer. The total power consumption of WURXV2.1 is only 329.6uW.

Table 6.6: Measured receiver power consumption and supply voltagdetivpoer sub-
block. The values are given iny/(V) / Power (UW).

Sub-circuit H Total H DCO \ DCO buffer\ VGA+Demodulator
WURxV2.0 || 382.5| 0.8/116.3| 1.2/142.2 0.8/134.0
WURxV2.1 || 329.6| 0.8/119.1| 1.0/1225 0.8/88.0

Table 6.6 gives the measured power consumption. The VGA and demodulator
share the same supply and their power can not be measured sepanatiigr-F
more, the reported power consumption of the DCO was measured at the cente
of the tuning range. The power consumption of the DCO scales linearly with
the oscillation frequency, see sectioh&.3and6.3.2 The power consumption

of the off-chip AFC loop was estimated using the Xilinx ISE Design suite to be
roughly 10puW.

Besides the power consumption, also the I/Q imbalance is improved in
WURxV2.1. Especially the gain imbalance is considerably reduced. Table
shows the gain and phase imbalance, measured at the baseband oatpasnb
the | and Q paths for both WURX versions. Although wideband FSK modula-
tion is insensitive for 1/Q imbalance as discussed in se@iér?, the large gain



6.3. Receiver Front-End Measurements 133

Table 6.7: Measured I/Q imbalance of both WURX versions.

Sub-circuit H Gain imbalance (dBj Phase imbalance (deg)

WURXV2.0 17 9
WURXV2.1 15 7.8

imbalance in WURxV2.0 will cause a slight increase in the BER.

The measured S11 for both front-end versions is shown in figut2 The

S11 is below -10dB between 740MHz and 897MHz for WURxV2.0 and be-
tween 745MHz and 950MHz for WURXV2.1. The input matching frequency
of WURxV2.0 was lower than targeted (868-915MHz), because the REB a
SMA connector parasitics were wrongly estimated. For the second tapbeou
estimation was improved and the input matching was much better. The minimal
S11 measured was -67dB. Another difference is that the LO feedghrimuthe

RF input was much larger for WURXV2.0, which explains the irregularity at th
DCO frequency of 868MHz. At the RF input the oscillator signal is meaktoe

be -71dBm. In the second version the oscillator signal was not visible inlthe S
measurement. The worse isolation in WURXV2.0 is caused by the imbalance
between the oscillator phases.

— WURXV2.0
—»— WURXV2.1

700 750 800 850 900 950
Freq (MHz)

Figure 6.12: Measured S11 of both WURX versions, including the PCB anchgdfin-
ductor. The irregularity in the WURxV2.0 measurement ialed at the DCO frequency
(868MHz).
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Figure 6.13: Die photos of a) WURxV2.0 and b) WURxV2.1, with projecteedagl
metals.

Figure6.13depicts the die photos of the two WURX versions. The total die area
of WURXV2.0 is 0.81mrA and of WURxV2.1 is 0.63m# In both versions the
analog front-end is approximately 145um x 415um. The biasing voltages wer
generated on the PCB with low noise off-the-shelf voltage regulatorsitiddd

ally, an opamp was used as voltage buffer witl258utput impedance for the
noise figure measurements. The low-frequency analog and digital cigmais
were sampled with a 60Gsps LeCroy WaveMaster 8 oscilloscope and adalyz
using Matlab.

The power consumption of the presented WURxV2.1 is higher than the
WURXxV1 front-end presented in chapterwhich is mainly due to the improved
linearity in the baseband amplifier stage and the higher power consumption in the
local oscillator. The power consumption in the DCO was increased to decrea
the oscillator phase noise. The phase noise needed to be reduced tahlewer
BER floor at higher input power levels. Although the dc power is incresabe
energy per bit was reduced from 2.52 to 0.26 by increasing the bit raitién-

ally, the sensitivity of the front-end was improved considerably from WURX

to WURXxV2.1 by changing the mixer duty cycle from 50% to 25%. The mea-
sured NF was 0.3dB higher than simulated and the linearity was 2dB better than
expected.
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6.3.1 DCDM Demodulator

Since there are on-chip multiplexers for measurement purposes in thelsego

sion of the WURX, many internal signals can be measured. A detailed explana
tion of the signal mapping is given in figuéel and table5.1. The measurement
results of the limiter input and output in the | channel are depicted in figirea
There is a small phase difference between the input and output termirais. H
ever, this should not be a problem since the limiter is present in everytbtdnc
the demodulator see figufe7, hence there is no phase shift between branches.
The phase difference of the two WURX versions was very similar, becidnes
implemented limiters were the same.

The phase shifts between the input and output of the time-differentiatouneeias
over a few thousand cycles is shown in the histogram shown in fi@ylrea Ide-
ally, the phase difference between the time-differentiator input and csitouid
be 90deg at the frequency deviation. However, the measured aydrage dif-
ference of WURXV2.0 iu = 86.7 deg and the standard deviatiords= 9.6 deg.
The average phase shift of WURxV2.1 is.88eg. The average phase shift of
both WURX versions is close enough to the ideal 90deg phase shift food g
performance.
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Figure 6.14: Demodulator sub-block measurements of WURXxV2.0 for a)elirmput
and output as a function of time and b) time-differentiatbage shift of an input sinu-
soid.

6.3.2 DCO

In WURxV2.0 the DCO measurement buffer did not work properly and n@as
moved in WURXxV2.1. Therefore itis impossible to measure the tuning range and
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Figure 6.15: Measured WURXV2.1 DCO tuning range.

phase noise directly. However, the tuning range can be measured flydifiec
measure the DCO oscillation frequency the digital code is set, the RF input fre
guency is swept and the power at the baseband output is measurecdbidbiz.
When the output power is maximal the DCO oscillation frequency is found after
taking the measurement frequency of 5MHz into account. The measuiied tun
range is depicted in figuré.15 Note that the tuning code is the inverse of the
simulated tuning code because of a bit inversion in the JTAG interface.

Instead of the phase noise the jitter of the down-converted basebana @utp
measured. The measured N-cycle jitter is depicted in figut€éa The DCO
frequency was approximately 826MHz. As was discussed in se8tibAequa-

tion (3.12, a linear increase of the long-term N-cycle jitter resemblesf%he
phase-domain behavior of the phase noise caused by thermal noish, halsic

a flat spectrum in the frequency domain. The 1/f noise leads to the wellsknow
f—ls phase noise behavior and is visible as the constant part in the N-cycle jitter
measurement. From the figure it can be determined that the thermal noise is
dominant up to approximately = 3 x 10 cycles. Taking into account the DCO
frequencyfpco ~ 826!\/IHzthef—13 phase noise corner can be estimated

foco
fq ~—=—= 6.1
1 N (6.1)

leading to a corner frequency of approximately 275kHz. The white phaise
parameteiC o as defined in equation3(10) is estimated by combining fig-
ure6.16aand equation3.12). Since the absolute time jitter shown in fig@é6a
is measured at baseband, the average signal frequency at lihskbald be sub-
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stituted inw, used in equation3(12):
W = 27T .
In this measurement the frequenay is 38.45Mrad/s. Furthermore, the offset
time 1 used in the jitter definition is calculated by dividing the number of cycles
by the average cycle frequency
_N
it

At small time offset the effect of th% phase noise component is negligible and

can be neglected. After rearranging equati®ri® and neglecting th(%§ phase
noise component at smalltheC o parameter is estimated as
2
W 2
Clo ~ ‘T.O|Gabs-

T

From figure6.16ait can be read that the jitter & = 10 is approximately
Oabs &~ 0.08us, which gives &€ o =~ 5.7Mrad. It should be noted that these
are very rough estimations.

The instantaneous DCO frequency statistics can be estimated from thedaistogr
depicted in6.16h The average baseband frequepgyis the difference between

2000

z
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Figure 6.16: Indirect DCO measurements: a pure 820MHz sine signal wasiegpmo
the RF input and the down-converted jitter and instantassefoequency was observed
over 20.000 cycles. a) Plot of N-period jitter measurem@pt as function of number
of cycles N and two lines used to estimatey@nd K o b) instantaneous baseband
frequency measuremenis = 6.12MHz, g = 977/KHz.



138 Chapter 6. Receiver Front-End Version 2

the RF input frequency and the local DCO frequency, and the meastaedard
deviation isos = 977/kHz

For a low bit error rate the frequency deviation should be high enougbpe ¢
with the jitter as was discussed in secti®®.2 The minimal required SNR for
a BER of 0.1% is estimated to be 9.8dB by making use of equafigri)( The
phase noise induced SNR floor at the output of the FSK demodulator is lgyve
equation 8.45 and is copied below for convenience

Aw?
RuCro + Ko
Combining the SNR floor with the required minimal SNR of 9.8dB, it is calcu-

lated that the minimal deviation frequency for a bit rate of 125kbps is approx
mately 1.12MHz.

maX{SNF%‘.Q,pN} ~ (62)

6.3.3 Bit Error Rate

The receiver BER performance is measured by transmitting a random-bit se
guence and sampling the time continuous digital demodulator output. The digi-
tal output is filtered and compared to the transmitted bit stream, and the BER is
calculated. A simplified diagram of the BER measurement setup is depicted in
figure6.17.

AWG  SigGen T Scope
01011 RF of e
Heo @ | L <oct owom

T

MATLAB
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| 10* {BER [ sync HA—

Figure 6.17: Bit error rate measurement setup using the on-chip FSK dehatat.

The BER of the DCDM demodulators of both WURX versions for differant b
rates are depicted in figuel8 For all the different bit rates the frequency devia-
tion is chosen to be 5MHz unless otherwise noted. The sensitivity of theeece

is defined as the input power below which the BER drops below 0.1%. This
boundary is given by the dashed horizontal line. The dashed clepessent the
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Figure 6.18: Measured bit error rate (BER) using the on-chip DCDM FSK dduniator,
for WURXV2.0 (dotted line) and WURXxV2.1 (solid line) as fimmcof the applied input
power for different bit rates.

BER of WURXxV2.0 and the solid curves represent the BER of WURxV2tk T
sensitivity of WURxV2.1 is improved by about 6dB with respect to WURXV2.0.
However, at higher bit rates the difference is smaller. It is very likely that
sensitivity improved because the gain imbalance between the | and Q paths im-
proved, since all the other parameters are very similar.

In the second version also a Vance FSK demodulator was added onachlfep

to the DCDM demodulator. According to literaturé3 the Vance demodula-

tor should be sub-optimal, which is confirmed by the measurements shown in
figure6.19a Especially at lower bit rates the DCDM demodulator outperforms
the Vance demodulator. However, at higher bit rates the Vance demaduléto
performs the DCDM demodulator. At higher bit rates and constant frexyue
deviation the FSK modulation gain decreases since the noise is shaped less in th
DCDM demodulator, which is discussed in more detail in secdi@n2 Thus at
higher bit rates the advantage of the DCDM demodulator vanishes.

For data rates up to 1.25Mbps the BER measurements are shown indfi@)Bie

The sensitivity scales approximately linear with the bit rate as expected; when
the bit rate increases from 6.25kbps to 625kbps the sensitivity incréases
-81.7dBm to -72.0dBm. From figur@ 19bit can be seen that the phase noise
induced noise floor becomes more prominent at higher bit rates as @idcuss
before.
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Figure 6.19: Measured bit error rate using the on-chip DCDM FSK demoduigsolid
curves) and Vance demodulator (dashed curves) of the WURXM2t-end as a func-
tion of the applied input power for different bit rates. Figua) depicts the difference

between both demodulator types and in b) the BER of the Varedllator for a wide
range of bit rates are depicted.
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6.3.4 Blocker Rejection

The blocker rejection of the receiver is measured with the on-chip dentodula
and a demodulator implemented in Matlab. The measurement setups for the on-
chip demodulator and Matlab demodulator are shown in figarégand6.20
respectively. The main difference between the two setups is the barfdfess
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Figure 6.20: Bit error rate measurement setup using the Matlab demodulat

in the analog | and Q channels, which is added in the Matlab demodulator setup.
The filter attenuates interferers present in the received signal, hengerdves
the blocker rejection.

The blocker rejection is measured by adding a continuous-wave (C\Wierger

to a 125kbps FSK modulated desired signal. The frequency of the degijread

is 816.5MHz and the power is set 6dB higher than the sensitivity level. The CW
interferer power is increased until the BER drops below 0.1%. The magsur

20
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Figure 6.21: Measured signal-to-interference-ratio for both the onpclsolid) and
ideal (dashed) demodulator, while maintaining BERE? for a bit rate of 125kbps as a
function of the interferer frequency.
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signal-to-interferer-ratio (SIR) for both the on-chip and ideal demddula de-
picted in figure5.21. The receiver is most sensitive at the 0’ and '1’ frequencies,
hence the 'peaks’ in the measured results.

The out-of-band blocker rejection of the on-chip demodulator can be wagro

by adding a channel-select filter in front of the demodulator as was done in
the Matlab implementation. The on-chip analog multiplexer and measurement
buffers limit the in-band blocker rejection of the ideal demodulator. Tloeeef

the measured in-band blocker rejection of the on-chip demodulator is better th
the rejection of the ideal demodulator.

6.3.5 AFC Loop

The automatic frequency control loop discussed in sectibAsnd 6.2.5was
implemented on a Xilinx Spartan-3E starter kit. The AFC loop analysis did not
take into account the receiver noise. To combat the noise, the offsttale
thresholdd. andH shown in figures.11were adjusted experimentally: the low
thresholdL was increased by 2 and the high threshdldvas decreased by 2.

During the measurement a random bit sequence was sent to the recigivar

bit rate of 62.5kbps. The slew rate was measured by applying a 25MHz step
to the carrier frequency and measuring the AFC loop response. Thelredas
results are shown in figur@.22a The maximal slew rate was calculated to be
35.55 MHz/ms, and the measured slew rate was 27.1 MHz/ms. The measured
slew rate is lower, since noise in the system decreases the error sigsahpin
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Figure 6.22: Bit error rate measurement setup. a) Step response of the A6
Receiver noise causes the slight variation in tracking dpd® Long term AFC loop
stability.
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the frequency feedback loop. This can be seen in figuzéa the derivative of
the DCO code is not constant.

Figure 6.22bshows the long term stability. The transmitter carrier frequency
(TX) is changed, and the fed-back inverse DCO cdagQ) is observed. From

the figure it is clear that the AFC loop tracks the changes very well. Mereov

it is observed that at the same DCO frequency the digital code can settle to two
different values. This is caused by the overlap in DAC codes discusssst-

tion 6.2.2

6.4 Comparison with Literature

The improved FSK receiver WURxV2.1 is compared against reported;, low
power FSK receivers, see tale8. Not all the parameters are known for all
the reported receivers. The presented IIP3 was estimated fromiitRBasons
and input 1dB compression point simulations and measurements.

Compared to the reported FSK receivers, the WURxV2.1 has a low pawer c
sumption, especially taken into account thi?,[13, 16] do not have frequency
calibration or an on-chip demodulator. Direct comparison in power consump
tion is difficult since also other parameters are different. However, tsepted
receiver has similar sensitivity and bit rate 4$§][ but WURxV2.1 has a 33%
lower power consumption. Additionally, the bit rate is higher than most receiv
presented in literature, and high enough for most sensor network appica

By comparing the power consumption, it is evident that the presented AFC loo
is a good and power efficient alternative to a PLL. For exampl@]iritie on-chip
PLL consumes 916.5uW.

The WURXxV2.1 has a relatively high 1dB compression point, because of the
mixer-first architecture. On the other hand, refereric§ has a poor blocker
rejection caused by its injection-locked architecture. Howe%d} fias a very

low energy per bit of approximately 0.1nJ/bit, which is about 2.5 times lower
than the presented receiver.

The reported receiver uses a more advanced technology than theemtbigers,
which is beneficial for digital signal processing. However, for anaod RF
circuits it has little benefit. Firstly, the threshold voltage of the used 40nm tech-
nology is higher than that of the 90nm CMOS technology used in the firsiorer

of the WURX front-end discussed in chapfeiThis high threshold voltage places

a lower bound on the supply voltage and power consumption. Additionally, to



Table 6.8: Performance summary and comparison.

WURX
REF 9 1 13 14 1 16
V1 V2.0 V2.1 ‘ [9] [12] [13] [14] [19] [16]
CMOS 90nm 40nm 40nm 130nm 180nm 130nm 180nm| 180nm | 130nm
Power (UW) 126 382 329 352 500 750 420 490 1920
Vad (V) 0.75 0.8&1.2 0.8&1.0 0.25 1.0 0.4 0.7 0.7 1.2
Freq. (MHz) || 782-932| 782-932 | 478-918 || 1500-1650| 2400 | 1950-2380| 920 | 398-408| 825-983
NF (dBm) 25 11.4 12 7.2 10.1 5.1 - - 10
Pragc (dBm) -30 -24 -22 -48 -31 -17.5 =347 - -10
IIP3 (dBm) -21 -14 -12 -48 - -7.5 - - -
-71 -74
P. dBm -65 - - - -73 -68 -83
sens(dBM) (125kbps)| (125kbps)
Ry, (kbps) 50 <625 <1250 - 100 300 5000 250 45-48
% (nJ/bit) 2.52 0.61 0.26 - 5.0 2.5 0.08 1.96 40

T The linearity is not directly specified in the paper, but estimated after congpdgrreported blocker rejection with th

presented second version of the WURX front-end.

" The 1dB compression point is not reported. It is estimated by assuming ¢hatiBicompression point is 10dB lowe

than the input referred third order interception point.

1474}
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decrease the 1/f noise the channel length of the transistors in the recieine

are increased from their minimal value of 40nm. The only place were the 40nm
gate length is used is the switches in the passive mixer. The reduced gdke leng
reduces the required DCO signal power and decrease the switchistames.

In figure 6.23four receivers are compared graphically using the radar plot, that
was introduced in sectioh 3. Although the WURX reported in chaptéhas the
lowest power consumption, it also has the lowest sensitivity and bit ratreak

the improved WURXV2.1 has a better balance between DC power consumption
and receiver performance. Referendé&][also has a mixer-first architecture,
whose linearity is larger at the cost of higher power consumption. Theslowe
energy per bit was consumed by4]. However, the blocker rejection was poor
due to the injection lock-in architecture.

WURXx V1
2 = WURx V2.1
== [13
- -[14

Figure 6.23: Graphical comparison of reported FSK receivers.
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6.5 Conclusion

The 25% duty-cycle scheme improved the noise figure by about 6dB cechfmar

the 50% duty-cycle scheme that was used in the first WURX tape-outpeesa
chapters. Because of the lower mixer noise figure and higher transducer power
gain the sensitivity of the second version also improved, such that it meets the
specifications given in sectidh6.2 Additionally the sensitivity scales linearly
with the bit rate as was expected.

Because of an asymmetric layout between the DCO buffer and passiveimixe
the first tape-out, the mixer did not switch correctly. The effect was atiediby
increasing the DCO buffer supply voltage. However this led to an approgiyna
50uW increase in power dissipation. The receiver front-end was later taped-
without the imbalance between the DCO phases. The I/Q imbalance wasdeduce
considerably after the new tape-out, which also led to an 5dB improvement in
sensitivity.

Compared to other reported receivers in literature the presentedeebeiy a
good linearity to power dissipation ratio, thanks to the mixer-first design.

From the comparison between the DCDM and Vance FSK demodulators ihis see
that the DCDM gives a 3dB improvement in sensitivity at low bit rates, bexaus
the DCDM demodulator shapes the noise and thereby reduces the ougmit no
after filtering when the modulation index is high. However, at lower modulation
index or higher bit rates the DCDM can not exploit the noise shaping argymor
since the data bandwidth is increased. Therefore, the DCDM looses then its
advantage and the Vance demodulator outperforms the DCDM demodulator.

After comparing the on-chip demodulator with the ideal demodulator imple-
mented in Matlab it is clear that the out-of-band blocker rejection would be
greatly improved by adding a bandpass filter in front of the limiters used in the
FSK demodulator.

Additionally, the implemented low-power automatic frequency control loop was
demonstrated. The loop was shown to be stable and can track frequepsy s
of 20MHz, which is a much larger step than is expected in a real environment
where the voltage and temperature variations are expected to be slowilygvary
The low power AFC loop is shown to be a good alternative to power-hungry
phase-locked loops in wideband FSK systems.
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CONCLUSIONS

IRELESS body area networks (WBAN) require low power sensor nodes,
W since the network needs to operate for prolonged periods on restrained
power sources. In this thesis the Wake-up Receiver (WURX) cotaepbeen
studied. It is shown that the WBAN energy consumption is reduced by making
trade-offs between the network, system and circuit level design pladsthe
WURX concept.

Small-scale WBANs are asymmetric in nature; they consist of many small, low
power sensor nodes and a single high-power data sink or master nada- W
troduced a closed-form MAC-layer energy consumption model for thetsyp-
nization between sensor nodes and master node. Using the model wabawve s
that for a typical WBAN application the synchronization energy can baced

by a factor 2 to 3 by using a WURx-enhanced synchronization scheme. Ho
much the average power consumption can be reduced exactly depetius on
required packet rate and link-setup latency. It is shown that the exact bmits
the packet rate and link latency depend on the main radio and the WURX power
consumptions.

In this thesis we focused on FSK receiver front-ends instead of O@i{-Bnds.
While envelope detector based OOK receivers have a lower averagg pon-
sumption, they require bulky and costly bulk or surface acoustic wavesfilter
Additionally, envelope detector based receivers are more vulnerableetfein
ers than FSK receivers which increases their packet error rate arghges the
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retransmission power consumption. Therefore, for interferer ricir@amwents
such as ISM bands, FSK is a better alternative than OOK.

The small communication distance for body-area-networks allows foruceed
receiver sensitivity. This lower sensitivity requirement has been exglbisee
by removing the power hungry low noise amplifier from the receiver feord;
leading to a mixer-first architecture.

In this thesis a closed-form analytical model has been presented theibéeghe
relationship of phase noise and I/Q imbalance and the wideband FSK signal-to
noise-ratio (SNR) and bit error rate (BER). This model is used duringribes-

layer design of the receiver architecture and its circuit implementation. This
model is used to obtain quantitatively how much 1/Q imbalance and phase noise
the receiver can tolerate as a function of modulation index. It was shaatn th
the phase noise requirement can be relaxed to -80dBc/Hz at 1MHz bifse
increasing the modulation index to 6.8. Since the local oscillator phase noise
requirement is relaxed, the ring oscillator is a better alternative to LC oscdlator
Moreover, technology scaling favors low power ring oscillators to LGllasors

as long as the phase noise requirement is relaxed.

It was shown that the power consumption reduces by exchanging e-futked-
loop (PLL) for a low power automatic frequency control (AFC) loop. Tack
PVT variations the AFC loop makes use of the already present FSK denadula
to measure the frequency offset between the transmitter and local oscillator

We validated the presented theory by implementing two WURX front-ends in
40nm and 90nm CMOS technologies. It is demonstrated that the WURX front-
ends designed using the presented theory can compete against stedeadf-
FSK receivers regarding power consumption, bit rate and sensitivitg. SEn-
sitivity, defined as the input power at which the BER drops below 0.1%,eof th
first WURX version was -65dBm at a bit rate of 50kbps while consuming on
126uW. The sensitivity of the second WURX version was improved to -#ddB
at a bit rate of 125kbps. The sensitivity was improved by changing the mixer
duty cycle from 50% to 25% and decreasing the oscillator phase noise. While
the power consumption of the second WURXx was increased to 329uW, also th
maximal bit rate was increased from 50kbps to 1.25Mbps. The energyitper
between the two WURX versions improved from 2.52nJ/bit to 0.26nJ/bit. Ad-
ditionally, the AFC was demonstrated to work for frequency steps of 25MHz
which is more than enough to track slowly varying PVT variations.



RECOMMENDATIONS

This thesis covers a wide range of topics from network statistics to transistor
level circuit design, with a main focus on low peak-power consumption.aNot
topics are covered in full detail. Possible directions for future reseactide:

e The effect of retransmission on average power consumption anchehan
occupation should be studied. This should include channel coding. In this
thesis a simple correlation code with a minimum Hamming distance was
chosen for its low complexity and power consumption. However, it could
be beneficial to implement a more complex code when the retransmission
overhead can be reduced significantly. Additionally, excessive strizn
sion might lead to congestion which reduces the quality of service of the
entire network.

* To be able to cope with a larger frequency offset the modulation index
can be increased even further than is done in this thesis. To coexist with
existing standards and allow for more nodes in a single frequency band
a signal could occupy two channels or bins: one for the “0” frequency
and one for the “1” frequency. The interference to other channeldea
reduced by filtering the signal away from these two bins in the transmitter.
However, the effect on inter-symbol interference and efficient wadeb
demodulation should be studied in more depth.

» The input impedance of the mixer-first receiver depends on the &adeb
load resistance, which enables adaptive source matching. This could be
studied in more detail. Additionally, the input impedance becomes solely
dependent on the source resistance when the load resistance is mach larg
than the switch and source resistances. Thus, the mismatch should be
unaffected by source impedance variations.

¢ An automatic frequency control loop is used as a replacement of the ubig-
uitous power-hungry phase locked loop. However, it is possible for the
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loop to start tracking interferers. Research is needed on baseband alg
rithms to prevent this. For example, the receiver should only track the
received signal when a package header is received correctly.



APPENDIX A

MAC PROTOCOL PACKET STATISTICS

In this appendix the MAC layer packet statistics used in se@i@rare derived
from the parametermiss pfa|seandl\l\,\+,uc. The appendix starts with the deriva-
tion of the asynchronous MAC statistics. At the end of the appendix the syn-
chronous MAC statistics are derived.

A.1 Number of Wake-up Calls

The probability density needs to be known before the expected numbedaf W
packet transmissions can be obtained. Initially, the limited number of retrans-
missions will be ignored; this issue is corrected afterward. TAblas used to
obtain the probability distribution. The first two columns specify the number of
wake-up calls and acknowledgments respectively, and the third colures thie
possible scenarios. The last column shows the probability of the giveasoe

Every time the number of WUCs is increased, the probability is multiplied by
Pmissand the number of possible scenarios increases by 1. Thereforeptiee p
bility of n WUC transmissions, specified Ipywuc n iS

pwucn= N(1— Pris9? Pk (A1)

Table A.1 is only valid when the maximal number of WUC transmissions is
unlimited. However, when a maximum,, . exists, an error is made for
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Table A.1: Wake up call retransmission probabilities

#WUC | # ACK | Scenario | Probability
1 1 WUC OK, ACK OK | (1— pmiss)”
2 1 WUC MISS Priss(1— pmiss)2
WUC OK, ACK OK
2 WUC OK, ACK MISS
WUC X, ACK OK
3 1 WUC MISS 2x P2 (1 — Prise)”
WUC OK, ACK OK
2 WUC MISS
WUC OK, ACK MISS
WUC X, ACK OK
3 WUC OK, ACK MISS
WUC X, ACK MISS
WUC X, ACK OK

Pwucng,.- This error is caused by the fact that aftéf;, . transmissions the
transmitter quits, whether the WUC and ACK are correctly received or mot. |
the table this possibility is not present. The error made can be easily carrecte

by changint\:p\,\,u(;,\kxlUC to

I\l\XIUC
Pwucng,e = 1 k; PWUC k-

By definition, the expected value is calculated as

ix €'Y Xapx (%) (A.2)
n=1

Note that in this appendix we will use to specify the expected value instead
of the expectation operatdt|.] to avoid confusion with energy. Again, we as-
sume that the number of retransmissions is unlimited, and we will show that the
approximation error is negligible whexy, ,c > 1. Substituting the probability
given by @A.1) in (A.2) gives

1— Do 2 Nyue
HWUCIM > K2 Phiss:

Pmiss &
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Figure A.1: Exact(solid line) and approximated (dashed line) expentadber of WUC
transmissions usingnfss= 1%.

This equation can be approximated by

14 Pmiss
1- pmiss'

Hwuc =~

Figure A.1 shows the actual and expected number of WUC transmissions for
Pmiss= 1%. It is clear that the approximation error is very small whgp, > 1.
The maximal error is BnisswhenNy, ;o = 1

A.2 Number of Acknowledgments

Similar to the expected number of wake-up calls, the expected number of ac-
knowledgmentsgiack is obtained by first calculating the probability distribution.
The probability ofn acknowledgments per link setup is given pyek, n, and is
calculated using tabla.1:

N/vuc 1
pACK n— 1 pmlss z pm|ss (A-3)

The given probability is only valid when there is no maximum on the number of
WUC transmissions. When the number of transmissions is limited, the approxi-
mation error is

N
Perror = (1_ pmiss) pmlivs%c'
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After correcting this approximation error from fromd.(8), the probability is
given by

quc Niuc
Pack,n= (1— pm|ss Z pm|ss+ (1— Pmisy) meSS .

Using the well-known summation of geometric series
n 1 pn+1

2 ¥

the pack n probability can be simplified to
Pack, n= (1 — pmiss) pnm_isls- (A.4)

The expected number of acknowledgments is calculated by substituting equa-
tion (A.4) in definition (A.2):

Nyuc
-P
Hack = 17”“55 —Nyuc p:\nk?'sgc :
Pmiss

The second term is small compared to the first term and can be neglected,

Hack =~ 71 - pmgc
1— Pmiss

The approximation error is maximallpmiss when N\X,UC =1, and decreases
rapidly for increasing number of retransmissions.

The energy consumption of retransmitting an acknowledgment can beediffer
from the energy consumption of the first transmission, because thednagrsis
already in transmit mode. Therefore the expected number of retransnsission
Uackx and the probability that at least the initial ACK packet is transmitted
pack>1 need to be specified. The latter one is

N\/TIUC
Pack>1 = Z Pack, n,
n=1
which simplifies to

.
Pack>1=1— pm’i"susc. (A.5)
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The expected number of retransmissions givemikykx is

Mackx = MaCK — Pack>1

_ Pmiss Nibue < + Pmiss >
= —_ A + ,
1— Pmiss Pmss | Mauc 1— Pmiss

neglecting the second term the expected number of retransmissions igiappro
mated by

Pmiss
~ . A.6
Hackx 1- Pmiss ( )

A.3 False Wake-up Statistics

When a node receives a wake-up call meant for another node,laaly fassumes
that it is the destination, it starts transmitting false acknowledgments (FACK).
The node will transmit the maximum number of acknowledgments. This will
consume a lot of power and congests the channel. In this section theetkpec
number of false acknowledgments per received packet per 'othey’ i®dal-
culated, assuming the number of false wake-ups increases as the nsimeork
increases.

Table A.2 is used to calculate the probability thatfalse ACK are transmit-
ted, given bypeack, n. The first column specifies the number of wake-up calls.
Furthermore, the third column gives the scenario, where ’false’ meaaiselyf
decoded packet, 'OK’ means that the packet is ignored as it shoulddo&an
specifies a don't care. Using the table the probabilityydélsely transmitted

Table A.2: Probability distribution of false acknowledgments

#WUC | # False ACK | Scenario | Probability
1 Nwuc false Ptaise Pwuc, 1
2 N\_/\';UC false, X Ptalse Pwuc, 2
N\XIUC_ 1 OK, false Pralse (1_ pfalse) Pwuc, 2
3 Nwuc false, X, X Ptaise Pwuc, 3
Nyuc—1 OK, false, X | praise (1— pfalse)szUC, 3
Nyuc—2 OK, OK, false | praise (1— Praise)” Pwuc, 3
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acknowledgments is
N\XIUC
+
PrFACK, n= pfalse(l_ pfalse) Nivue=n Z Pwuc, k-
k=N yct+1-n
After substitutingpwuc, k in the equation above, the probability of exactly
falsely transmitted ACK packets is
N

(1= pmied? Nwuc
Prack, n= pfalse(l_ pfalse) Nwue™" m

kF*niss- (A-7)

Prmiss KNG oo+1-n

The equation becomes cumbersome when the sum is computed. Howewer, it ca
be noticed that the probability is maximal for= N, ¢

Prack Ny, ~ Pralse
and the probability decreases rapidly with decreasindien ppiss< 1.
Using definition A.2) the expected number of falsly transmitted acknowledg-
ments per ‘other node’ in the network is
N\IJ\FIUC
HFack = Z K Prack, k-
K=1

Sinceprack, nis negligible except fon = N, it can be approximated by

HrFaCK =~ N\Eucpfalse- (A.8)

FigureA.2 depicts the exact and approximated valuegggx for two different
values ofpmiss Namely 1% and 10%. As the figure shows, the approximation er-
ror increases when the packet miss probability increases. Howewrerafctical
systemspmiss < 1%, the approximation can be used.
The probability that at least one false acknowledgment is transmitted, gywen
Prack>1, IS equal to

N\IT/UC

Prack>1 = z PracK k-
K=1

As was commented beforg@rackn is maximal forn = Nj{,uc and decreases
quickly for decreasing. Thereforepeack>1 iS approximately equal to

PFACK>1 = PraACKNjc

~ Pralse-
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The expected number of false acknowledgment retransmissions parnoithe!
in the network is

Hrackx = (HFACK — MFACKL) -

As was already stated the probability M, false acknowledgments is much
larger than the probability of 1 false acknowledgment transmission. Tdreref

Hrackx ~ Hrack and

MFACKx = WUC Pfalse- (A.9)

A.4 Synchronized Transceiver Packet Statistics

In this section the expected number of TDMA slots per received packehgi
by usiot is derived, which is very similar to the expected number of wake up

O|2 T T T T T T T T
— Exact
0.15 - - - Approximation

1 2 3 4 5 6 7 8 9 10

—— Exact
0.15¢ - - - Approximation

Figure A.2: Exact and approximated expected number of false ACK traazsoms
Urack as function of the maximal number of attempts. Using thegqtatliss and false
wake-up probabilities: a) giss= 1% and prase= 1%b) pmiss= 10%and prajse = 1%.
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calls given in sectiomd.1. The difference is that the initial WUC is not trans-
mitted. In case the first ACK transmission is successful only one needs to be
transmitted, the probability on this occurrence(1s- pmiss). One extra ACK
needs to be transmitted when the first one is unsuccessful, the probabiliig of

iS pmiss(1— pmiss). FoOr every extra ACK transmission the previous probability
needs to be multiplied bpmiss Therefore, the probability that ACK transmis-
sions are needed is

Psiotn = (1 — Pmiss) prr:quls'

The same approximation error is made as was done withughe: analysis;

the number of ACK transmissions is limited bif,,. times, when the ACK is

not correctly received within this number of attempts the packet is lost. Taking
into account the retransmission limit, the probability thatknowledgments are
send becomes

Pslot N, = Psiot.k
= uc
N/T/UC 1
PstotNj,c = 1= D Pslotk-
K=t

Using the definition given byA.2), the expected number is approximated by

¥
— phwue

~ Pmiss

Hslot & 1 )
— Pmiss

assumingNyy, ¢ > 1 andpmiss S 1%.
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NORDIC RADIO PARAMETERS

The Nordic nRF24L01 radio chip is often used, since it is a low-power high
rate transceiver. The parameters of this chip are summarized inBabl& he

Parameter | Explanation | Value
Twake Switching: Sleep— Standby 1.5ms
Tset Switching: Standby— Rx or Tx 130us
Tset Switching: Settling period when switching between 130us
Rx and Tx.
Psieep Power consumption in sleep (power down) mode. 2.7uW
Pstandby Power consumption in standby mode 1. 66uW
Pr Power consumption in Rx mode. (2 Mbps) 36.9mW
Pr Power consumption in Tx mode. (0dBm) 33.9mwW
Prset Power consumption when switching to Rx mode,| 25.2mwW
Prset Power consumption when switching to Tx mode.| 24mW
Ryake Power consumption when switching between 855uwW
sleep and standby mode.
k Length of minimal packet in bits. 34bits
Used for: sync, ACK, WUC
Ry Bit rate of main radio 2Mbps

Table B.1: NnRF24L01 parameters
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Nordic chip can operate in different power down modes. In this docuthent
"Power down mode" and the "Standby 1 mode" are used in the analysise In th
energy consumption analysis the differences between the power comsuwip
different regimes and the sleep/standby mode are used. When the mode is no
specified the node uses the sleep mode. The used power differeaces ar

AI:’x = I:)x - I:)slee p:
When the "Power down mode" is not used the power difference is
AF)x = I:’x - Pstandbya

this is the normal way of operation of the Holst node. It is specifically mentione
when this equation is used.
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SIMULATION SCRIPT

This appendix gives simplified pseudo-Matlab code for script used &sith-
ulation of the output SNR and BER, all the variables correspond to theiones
section3.4. To increase the simulation speed the phase rbiséncorporated in
the received signal instead of the matridMrx. To obtain accurate BER results
at least 100 bit errors need to be simulated, which means that for veryitow b

error rates the simulation time becomes very long.

function SNR_BER_sim(Rb,dw, Grf ,PN,g,e)
% Generate phase noise
% PN dBc/Hz @ 1MHz
clo
theta = sqrt(clo)xcumsum(randn=sqrt (dt));

= (2« pi+1e6)"2 + 107(PN/10);

% Generate bits

an = 2(randn > 0) — 1;
% Generate signal

phi
I = A » cos(phi + theta);

Q

r

= t.~anxdw;

A * sin(phi + theta);
[ Ql

% Generate bandwidth limited noise
nrf = filter ([randn ; randn]xsigma_rf);

nbb

= filter ([randn ; randn]+sigma_bb);

% Receiver
Mrx = Grf/2 = [1 0; —gxsin(e) gccos(e)];
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Mrx = r;
Mrx = nrf + nbb;
= sr + sn;

Sr
sn
S

% Hard limit

R = sqrt(s(1, :)."2 + s(2, :)."2);
Iim = s(1, :)./R;

Qlim = s(2, :)./R;

% differentiate

Ilimdot = [0 diff (Ilim)] ./ dt;

Qlimdot = [0 diff (Qlim)] ./ dt;

ydemod = (Qlim=# Ilimdot — Ilim.» Qlimdot);

% Integrate and dump filter
ydemod_iad =filter (ydemod(2end));

% Sample bits and obtain the BER
ybits_smp = 2(sample(ydemod_iad) <0)1;

% Calc BER
Nerr = sum(ybits_smp ~= an);
BER = Nerr / Nbits;

% Calculate output SNR
Psout = 101og10( mean(ydemod_iad."2) );
Pnout = 1681logl10( var (ydemod_iad) );
SNRout = Psout— Pnout;

end
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SUMMARY

Wake-up Receiver Based Ultra-Low-Power WBAN

NSORnNodes used in wireless body area networks operate on energy scav-
SEenging devices or small batteries. Moreover, it is often impractical or even
impossible to replace or recharge the batteries regularly. Thereforaatinede-
sign goal is to reduce their power consumption as much as possible. Teeredu
the average power consumption the sensor nodes are placed in dgemetie
as often and as long as possible, making the network synchronizationnghalle
ing. Combining the fact that the average packet rate is very low and the link to
link setup-latency requirement is relaxed a wake-up receiver (WURxaeced
synchronization scheme is beneficial. This thesis focuses on powestimadu
strategies for WURx making use of network, system and circuit levelirequ
ments.

In chapter2 Wireless Body Area Network (WBAN) properties are studied. It

is shown that the maximal transmission distance is approximately 10m, making
a single hop network topology a good fit. Additionally, it is shown that net-
work symmetry and synchronization has a big influence on the averager pow
consumption of wireless sensor nodes. Because of the asymmetric nature o
WBANS, the synchronization power is reduced by adding a WURX to th&osen
node.

The impact of system level design considerations on WURX design isrpeese
in chapter3. The chapter starts with a survey on modulation complexity, and
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it is shown that low-power receivers reported in literature either uselepe-
detector based OOK modulation or FSK modulation. While the reported OOK
receivers have lower power consumption, their inherent non-lingaranmakes
them susceptible to interferers and blockers. It is proven that by isicgethe
modulation index of FSK modulation the receiver becomes less susceptible for
phase noise, I/Q imbalance, LO feed-through and 1/f noise. Therefasro-IF
receiver using wideband FSK is proposed.

Subsequently, chaptédrshows architecture design trade-offs for zero-IF WURX
receivers. The mixer-first architecture is studied in depth and shownawiable
alternative for low-power WURX design, since the noise figure requinerise
relaxed. Moreover, power consumption is reduced by exploiting thecestu
wideband FSK receiver phase noise requirement. Combined with teclynolog
scaling the reduced phase noise requirement favors ring oscillatove &lab
oscillators. At the end of the chapter an automatic frequency control YAfep

is introduced. The low-power AFC loop replaces the power consumingepha
locked loop.

Chapters validates the viability of the low-power mixer-first architecture intro-
duced in earlier chapters. A first version of the WURX front-end isi¢alted in
90nm CMOS technology. Its functionality is confirmed by measurements. The
receiver consumes only 126uW and achieves a sensitivity of -65dB@kaps.
Additionally, a graphical method is used to compare the WURX front-end with
literature.

In chapter6 an improved version of the WURX front-end is presented. To in-
crease the receiver sensitivity compared to the first WURX version, ther mix
duty cycle is reduced from 50% to 25%. Besides the circuit level improvesmen
also a FSK modulator and AFC loop are implemented on chip. The second
WURX receiver is fabricated in 40nm CMOS instead of 90nm, which is only
fully utilized in the switching transistors in the passive mixer. The smaller switch
size reduces the LO power needed to drive them. The power consumptian o
second version is increased to 329uW. However, its sensitivity is improved
-74dBm at 125kbps. Moreover, bit rates up to 1.25Mbps are supplaaeling

to a energy efficiency of 0.26nJ/bit.

At the end of the thesis conclusions are drawn in chapter
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SAMENVATTING

Wake-up Receiver Based Ultra-Low-Power WBAN

NSOR nodes die gebruikt worden in draadloze body-area netwerken

(WBAN) maken meestal gebruik van energie-harvesters of kleine batterije
Bovendien is het vaak niet praktisch of zelfs onmogelijk om de batterijezl-reg
matig te vervangen of op te laden. Daarom is het belangrijk om het energiev
bruik van de nodes te minimaliseren. Om het gemiddelde energieverbruilevan
sensor nodes te minimaliseren worden de nodes zo vaak en lang mogelijk in de
energiezuinige slaapstand gehouden, wat de netwerksynchronisatieeijkt.
Aangezien de gemiddelde packetrate laag is, en een lange link-setup letency
toegestaan, is het gunstig om een wake-up-receiver (WURX) teigebrmoor de
netwerk synchronisatie. Dit proefschrift richt zich op strategieén pmedwerk-
, Systeem- en circuitniveau het energieverbruik van de WURX te minimalisere

In hoofdstuk2 worden WBAN eigenschappen bestudeerd. Een singlehop net-
werktopologie wordt gebruikt, omdat de maximale afstand tussen zendat-€en
vanger oangeveer 10 meter is. Verder is aangetoond dat netwerksyenemetr
synchronisatie een grote invloed heeft op het gemiddelde energieikexian
draadloze sensor nodes. Het energieverbruik dat nodig is voomddrenisa-

tie kan worden verminderd door toevoeging van een WURX aan de seodey
omdat WBAN asymmetrische netwerken zijn.

De impact van systeemniveaukeuzes op het ontwerp van WURX woedkat n
bestudeerd in hoofdstuk Het hoofdstuk begint met een overzicht van de com-
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plexiteit van verschillende modulatie types. Uit eerder gepubliceerd wigkk b
dat de meeste energiezuinige ontvangers gebruik maken van nietiteh@eK

of FSK modulatie. De gepubliceerde OOK ontvangers hebben vaak een lag
stroomverbruik, maar hebben als nadeel dat ze gevoeliger zijn voozstmters
doordat ze gebruik maken van niet-lineaire omhullende detectoren.rveodet
bewezen dat FSK ontvangers minder gevoelig worden voor 1/Q onbaléns
ruis, faseruis en LO feed-through als de FSK modulatie index verhoogdtw
Daarom wordt gekozen voor een zero-IF ontvanger met widebakdegiula-

tie.

Vervolgens worden in hoofdstuk verschillende zero-IF WURX ontwerp keu-
zes besproken, en wordt de “mixer-eerst” architectuur gepresdreeegeana-
lyseerd. In deze architectuur is de LNA verwijderd en is de mixer hetesers
circuit in de ontvangerketen. Met deze architectuur kan het energiente ver-
laagd worden omdat het ontvangen signaal niet versterkt wordt dipeR&en-
ties, maar in de basisband. Doordat de LNA ontbreekt, is het ruisgetiargr
dan in conventionele ontvangers. Aangezien de afstand tussen renol@van-
ger Klein is, kan het verhoogde ruisgetal worden toegelaten. Boveisliget
stroomverbruik verminderd door gebruik te maken van de gereduceé&ee
aan de faseruis. Door hogere faseruis toe te staan en gebruik te naakith-
nologie schaling zijn ringoscillatoren een beter alternatief dan LC oscillatoren
Aan het einde van het hoofdstuk wordt de energiezuinige automatissdueeh-
tieregeling terugkoppellus (AFC) als alternatief voor de PLL gepresehtee

In hoofdstuk5 wordt de “mixer-eerst” architectuur gevalideerd door een 90nm
CMOS implementatie. De functionaliteit is bevestigd door metingen. De ont-
vanger verbruikt slechts 126puW en heeft een gevoeligheid van f63uBeen
bitrate van 50kbps. Daarnaast wordt op grafische wijze het WURx-&nd
vergeleken met de literatuur. In hoofdstikvordt een verbeterde versie van het
WURX front-end gepresenteerd. Om de gevoeligheid van de ontveagerho-
gen ten opzichte van de eerste WURX versie, is de mixer duty cycle venaagd
50% tot 25%. Naast de aangepaste duty cycle, is ook een FSK modul&BCen
lus toegevoegd op de chip. De tweede WURX ontvanger is gefabrice4@mhim
CMOS in plaats van de eerder gebruikte 90nm, die slechts ten volle wondtt ben
in de schakeltransistoren in de passieve mixer. De kleinere switch verrrimeder
benodigde LO vermogen dat nodig is om ze te schakelen. Het enelgig¥er
van de tweede versie is verhoogd tot 329uW, de gevoeligheid is echiveter
naar -74dBm bij 125kbps. Bovendien worden bitrates tot 1.25Mbperstelind

en is het minimale energieverbruik per bit slechts 0.26nJ/bit.
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