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CHAPTER 1

INTRODUCTION

WIRELESSBody Area Networks (WBAN) are small-scale, in both area and
node count, networks centered on a human body. The low-power wire-

less nodes can contain many different sensors, for example: ECG, EEG, blood-
pressure and temperature sensors. This is graphically depicted in figure1.1.
While the required bit rate of the different sensors varies from a few kilobits
per second up to a few hundred kilobits per second, most applications require a
bit rate around 100kbps, see [1] and [2]. Additionally, the average packet rate of
a sensor node is very low. Some nodes like temperature sensors may only trans-
mit the measured data a couple of times a day, hence they are in sleep mode for
more than 90% of the time. Other sensor types like EEG and ECG might have
high peak bit rates when they are active. However they are not activated most
of the time. Additionally the required link to link setup latency requirement is
relaxed, which favors asynchronous networks.

The sensor nodes are battery powered and have to operate for a long period of
time, while it is often impossible or impractical to recharge or replace the bat-
teries on a regular basis. Therefore, the sensor nodes need to have very low
power consumption. Furthermore, since the network is centered around the hu-
man body, it is a small scale network by definition. The maximal distance be-
tween two nodes is approximately 10m. Combining the small network scale with
the low power requirement, a single-hop star network topology is a good fit. In
such a network there is one master node, for example a smart phone, with a big-
ger power supply and higher processing capabilities. Thus the body area sensor
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Figure 1.1: Example of a Wireless Body Area Network in which different sensor nodes
around the body cooperate in a small-scale network.

network is highly asymmetric. The asymmetric nature of the network can be
used to reduce the power consumption of the sensor nodes by mapping power
intensive tasks on the high power master node or by choosing a synchronization
scheme to make maximal use of the asymmetric power supply. Additionally, the
sensitivity of the sensor node can be decreased by increasing the transmit power
of the master node.

1.1 Wake-up Receiver

To reduce the sensor node power consumption to a level where the node can
operate for months on a small battery the node needs to sleep as long and often
as possible. A low-power Wake-up Receiver (WURx) is added to the sensor node
which wakes up the node when it receives a Wake-up Call (WUC) transmitted
by the master node. Figure1.2 gives the overview of a general wireless sensor
node. Depending on the application the main transceiver might be omitted. A
remote control application might only need a WURx for example.
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WURx Processor

Sensor
InterfaceTransceiver

Energy manager

Figure 1.2: A general wireless sensor node overview.

The WURx should be capable of receiving and decoding a wake-up callcontain-
ing an address and possibly a few bits of settings and information. An address
should be sent since we do not want to wake-up all the nodes in the network, as
this would lead to a waste of power. In fact, the WURx is used to synchronize
the master and sensor nodes only during the transmission of a packet. In between
packet transmissions the network is not synchronized in order to save power.

This thesis focuses on the design and implementation of the wake-up receiver,
both on the system level and circuit level.

1.2 Wake-up Receiver Challenges

Figure1.3shows a schematic overview of the required bit rates and correspond-
ing power consumption of current wireless standards. The depicted bit rate is the
bit rate over the air. From the application point of view the actual bit rate may be
lower because of channel coding, and synchronization overhead such as packet
headers. It has to be noted that besides the bit rate and power consumption also
sensitivity and linearity are important parameters. There is a clear trade-off be-
tween bit rate and power consumption. The figure also shows the three IMEC
application scenarios, depicted by the blue clouds. Within this thesis we target
the low-power WURx application scenarios and low-bit-rate narrow-band(NB)
applications. As can be seen the targeted power consumption is much lower than
state-of-the-art low-power standards like Zigbee, while still fulfilling the WBAN
specific receiver requirements. The stars show the measurement resultsof the
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Figure 1.3: Schematic overview of wireless standards and the low-powerIMEC appli-
cation areas.

first (WURxV1) and second (WURxV2.1) wake-up receiver presented in chap-
ters5 and6 in this thesis. The first version of the wake-up receiver front-end
has a fixed bit rate of 50kbps with a power consumption of 126µW. While the
second version has a constant power consumption of 329.6µW with a variable bit
rate between 6.25kbps and 1250kbps. Therefore, the second WURx isdenoted
by a region confined by two stars. For more information on the first and second
version of the wake-up receiver front-end see chapters5 and6, respectively.

A small scale Wireless Body Area Network (WBAN) is targeted. Since the
WBAN is inherently small-scale, the maximal transmission distance is 10m. To
reduce the power in the sensor nodes an asymmetric star-topology networkis
chosen. Moreover, there is a clear trade-off between power consumption and
linearity. To reduce the power consumption the linearity is sacrificed. To avoid
in-band interferer collision the master node manages the network, making sure
that only one node is active. Additionally, the master node can avoid collisions
with other networks by means of carrier sensing. The WURx itself should be
able to cope with out-of-band interference. For a more in-depth discussion on
the WURx specifications and requirements see section3.6.
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1.3 Aims of the Thesis

As shown in the introduction wireless sensor nodes targeted towards WBAN
applications can profit from a low-power wake-up receiver. However, the power
consumption of the WURx should be lower than standard compliant receivers.
The aim of this thesis is to study the feasibility of low-power wake-up receivers,
with special attention on power reduction techniques. To attain the desired power
consumption, the network, system and circuit levels are taken into account.The
following aspects are addressed:

• Typical WBAN requirements (chapter2)

• Effects of media access control (MAC) layer synchronization on the power
consumption (chapter2)

• The interaction between wideband FSK modulation and receiver front-end
design (chapter3)

• Power consumption reduction, by removing the low-noise-amplifier from
the receiver front-end and using a mixer-first architecture (chapter4)

• Low-power synchronization by replacing power-consuming phase-locked-
loops by a low-power automatic frequency control loop (chapter4)

• Implementation and evaluation of the proposed power reduction tech-
niques (chapters5 and6)

1.4 Scope of the Thesis

Within this thesis the implications of MAC layer synchronization on the power
consumption will be studied, but the implementation of MAC protocols is be-
yond the scope of this thesis. Furthermore, there exists a large variety of wireless
sensor networks with widely different requirements and characteristics.Each
different network type demands different design trade-offs in orderto come to
an optimal low-power receiver front-end. Therefore, the thesis will only focus
on small scale wireless networks, like wireless body area networks, and the de-
sign of low-power receiver front-ends used in the low-power sensornodes in
these networks. Moreover, this thesis focuses on the optimal circuit design of
low-power Frequency Shift Keying (FSK) modulation based wake-up receivers.
On-Off Keying (OOK) modulation will be mentioned but not analyzed in further
detail since it is less robust against interferers. Circuits will only be implemented
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in silicon with the aim of validating proposed power reduction strategies. This
thesis does not have as a goal to demonstrate a fully-integrated transceiver sys-
tem. The circuits will only be implemented in CMOS technology since it is the
most widely used technology and the technology of choice for highly integrated
mixed-signal systems.

1.5 Original Contributions

The original contributions of this thesis are:

• Closed-form energy consumption models of network synchronization.

• Modeling and analysis of the interaction between wideband-FSK modula-
tion and receiver impairments.

• Mixer-first architecture geared towards low-power receiver front-ends and
time-domain based modeling of the key performance parameters trans-
ducer power gain and noise figure.

• Optimal design strategy for mixer-first front-ends targeted towards low
power consumption.

• Analysis of power consumption and phase noise performance differences
between LC and ring oscillators taking technology scaling and limitations
into account.

• Implementation and evaluation of mixer-first receiver front-ends.

• Design and implementation of an automatic frequency control loop using
the in-place FSK demodulator as an alternative for power-hungry phase
locked loops.

• Graphical comparison between different receiver front-ends as an exten-
sion to Figure of Merit (FOM) based comparison.
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1.6 Thesis Outline

The thesis outline is depicted in figure1.4.

1 Introduction

2 Wireless Body Area Networks

3 Wake-up Receiver System Level Design

4 Low-Power Zero-IF Receiver Design

5 Receiver Front-End Version 1

6 Receiver Front-End Version 2

7 Conclusion

Implementation

Application

System

Circuit

T
heory

Figure 1.4: Thesis outline.

Chapter1 introduces Wireless Body Area Networks and the Wake-up Receiver
concept. Furthermore, the trends in both industrial and academic research are
summarized and remaining research challenges are identified.

In chapter2 several network and applications aspects of body area networks are
studied. Since low energy consumption is essential, the impact of network syn-
chronization on the energy consumption is studied at the Media Access Con-
trol (MAC) level. Additionally, common application related requirements are
extracted from literature. By combining the application related WURx require-
ments and the MAC layer study the WURx solution space is derived.

Chapter3 delves into the system-level aspects of the WURx design, starting with
a literature study of state-of-the-art low-power receivers with specialattention on
the chosen modulation schemes. A Zero-IF receiver architecture is chosen, be-
cause of the low power consumption target. Additionally, wideband-FSK mod-
ulation is proposed to overcome the inherent zero-IF design challenges like DC
offset, self-mixing and 1/f noise, and the effects of receiver impairments on the
Bit Error Rate (BER) are analyzed. The chapter concludes with WURx circuit
level design specifications.

Chapter4 focuses on circuit level design and modeling with special attention
on power consumption reduction. The power consumption is reduced at circuit
level by omitting the Low Noise Amplifier (LNA) from the receiver front-end,
leading to a mixer-first architecture. The input impedance, transducer power
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gain and noise figure of a passive mixer are modeled and used in the presented
optimal design methodology for mixer-first receivers. Additionally, the power-
consuming local oscillator is studied, and the LC and ring oscillator topologies
are compared. Also an Automatic Frequency Control (AFC) loop which makes
use of the FSK demodulator is presented as a power-efficient alternativefor a
power hungry PLL.

The feasibility of the mixer-first architecture is studied in chapter5, by imple-
menting and measuring a low-power receiver front-end. Furthermore, agraphi-
cal method for comparing different receiver front-ends given application require-
ments is presented.

In chapter6 a second version of the mixer-first receiver front-end with decreased
noise figure is presented. The AFC loop introduced in chapter4 is implemented
in an FPGA and tested in combination with the receiver front-end.

At the end of the thesis conclusions are drawn in chapter7.



CHAPTER 2

WIRELESS BODY AREA NETWORKS

THEREhas been a lot of research into Wireless Body Area Networks (WBAN)
; see for example the surveys presented in by [3] and [4]. In a WBAN,

sensors are placed on or near the body. Each node needs to be very small; hence
it can only have a small battery. Additionally, it is impractical or even impossible
to replace the batteries on a regular basis. Alternatively, the node can makeuse
of energy harvesting. In both cases the power consumption needs to be very low.
This is one of the biggest challenges in the design of WBAN nodes and can only
be achieved by making use of the special properties of WBANs.

In this chapter different sensor network aspects and reported WBAN applica-
tions are analyzed and summarized. Additionally, several Media Access Control
(MAC) protocols are compared using the WBAN properties. Since low power
consumption is of primary importance, the sensor node energy consumption of
the different MAC-layers are compared. With the energy consumption models,
the solution space is examined. At the end of the chapter the receiver require-
ments are obtained.

2.1 Wireless Sensor Network Properties

The power consumption of wireless sensor nodes can be greatly reduced by opti-
mizing the nodes with respect to network symmetry, synchronization, scale and
packet rate.
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Firstly, the network symmetry has a big impact on the system design. In a sym-
metric network the wireless sensor nodes have similar power supply and pro-
cessing power. On the other hand, in an asymmetric network there can be large
differences between nodes. In other words, the network is heterogeneous. Body
area networks (BAN) usually are asymmetric [3]. In such a network at least one
node has a bigger power supply and more processing power, and can take over
energy-consuming tasks from the low-power simple sensor nodes.

Additionally, the network size is an important network property. Unlike envi-
ronmental sensor networks, a WBAN is inherently small-scale. The maximal
distance between two nodes is less than 10m, and each network has less than100
nodes [1]. In such a small network, it is more power efficient to use single-hop
communication instead of multi-hop.

Since the network is small-scale, asymmetric and single-hop, a star topology
is suitable, which is used by most WBANs [3, 5]. In a star topology there is
only one master node which manages the network, as is depicted in figure1.1.
Since the master has a bigger power supply it can transmit with higher power and
acts as a gateway to the outside world. The rest of the network consists of low-
power, simple sensor nodes. Additionally, the master can be used for in-band
interference avoidance. Firstly the master node manages the network and makes
sure that only one sensor node is active at any given moment. Secondly,the
master can implement carrier sensing to reduce collisions with other networks
operating in the same band.

Finally, the packet rateλ and maximal allowed link setup latencyTlat are im-
portant in WBAN design. When the packet rate is low and the allowed network
latency is high, the nodes can sleep for very long periods to save power.In such a
network the network does not have to stay synchronized the entire time, because
there is enough time to synchronize before each transmission. Since the network
does not need to be kept synchronized in the long pauses between two consecu-
tive packages, the synchronization overhead is reduced. On the otherhand, when
the latency needs to be very low or when the packet rate is very high, thereis no
time to synchronize the network before every transmission. A more in-depth
analysis of network synchronization, with special attention for the Media Access
Control (MAC) layer, is given in the next section.
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2.2 MAC Layer Energy Consumption Model

Before data can be transferred between two nodes, they need to be synchronized.
This can be achieved in either of two ways: synchronize the network just before
the data transfer takes place, or keep the network synchronized continuously.
The first case is an asynchronous or contention-based network; the sensor nodes
ask for permission to start transmitting or the master node polls the sensor nodes
for data when needed. The latter type is a synchronized, or schedule-based net-
work, i.e. each node knows when it can transfer the data, for example in aTime
Division Multiple Access (TDMA) protocol.

The MAC-layer protocol, and therefore synchronization type, has a biginfluence
on the power consumption. Depending on the type of synchronization, power is
wasted because of:

• idle listening
• overhearing
• synchronization overhead

In an asynchronous network the idle listening and overhearing penalties can have
a big influence on the power consumption. Since each node does not knowwhen
it needs to listen for incoming data it needs to listen regularly even when there is
no data present. Additionally, a node also does not know when other nodes do get
a transmission slot. Therefore, the sensor nodes can overhear packets meant for
another node and react on it. Examples of asynchronous MAC protocolstargeted
towards sensor networks are B-MAC [6] and X-MAC [7].

The idle listening can be reduced by adding a very-low-power receiverto the
wireless sensor node. The receiver only listens for wake-up calls (WUC) from
the master node and wakes-up the rest of the sensor when needed. Additionally,
this wake-up receiver (WURx) can reduce the overhearing penalty when an ad-
dress is added to the WUC. It is only beneficial to add a WURx, when its power
consumption is less than the idle listening and overhearing penalties.

On the other hand, in a synchronous network, the master needs to assign slots
to nodes and the nodes need to listen for synchronization beacons. This syn-
chronization overhead consumes power. Furthermore, when the synchronization
between a sensor node and the network master is lost, the node needs to listen
continuously for the next synchronization beacon.

Within this section the power consumption of each type of network synchroniza-
tion is modeled. The energy consumption of the node is calculated per received
packet, taking into account the maximally allowed link-setup latencyTlat , the
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number of nodesNnode and the average packet rateλ . The energy needed to
transmit the data is not taken into account since it is equal for both synchroniza-
tion schemes.

Firstly, address coding and required address length are discussed. Next, the traf-
fic statistics and generic radio model are presented. The radio and trafficmodel
are used to obtain the energy consumption models for the different networktypes.
These models are eventually used in the following sections to explore the design
space and determine in what cases which network type is optimal.

2.2.1 Address Coding

Each node has a unique address to reduce the overhearing penalty. The node
correlates the received address with its own address, and compares theresult to
a threshold. If the correlation is higher than the threshold, the node is woken up.

Although maximum likelihood decoding leads to more reliable results than corre-
lation decoding, it is also much more complex and power consuming. Therefore,
correlation decoding is chosen. Correlation coding is very similar to minimum
distance or Hamming codes.

A correlation decoding function can be implemented power efficiently by NXOR
operations,

C=
l

∑
n=1

an NXOR rn ,

wherel is the address length,rn the received address bit andan the address bit
of the node. The output of the correlation function is the number of correct bits,
and the maximal value isl . The minimum number of bits that differ between
two addresses is called the Hamming distance, and is denoted byM. A code can
correct⌊1

2 (M−2)⌋ errors and detect(M−1) errors. It is better to choose an odd
Hamming distanceM, since it can correct as many bits as a longer code with
distanceM+1. The correlator thresholdT has to be in the range:l −M ≤ T < l
to make sure the node wakes up only if its own address is received. In practice,
noise will induce bit errors which can lead to a missed wake-up call or a false
wake-up, with probabilitiespmissandpf alse respectively.

Number of Nodes

The maximum number of addresses, and therefore sensor nodes, depends on the
address lengthl and the minimal number of different bits between two addresses
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M. It is impossible to give an exact number of possible addresses, this problem is
known as the sphere packing problem; the number of available addressesis equal
to the number of spheres with diameterM that can be packed in al dimensional
space where each dimension has only two states: "0" or "1".

However, an upper bound can be given: the number of addresses withHamming
distanceM (Nnodes) is less than the total number of nodes divided by the number
of nodes in a sphere with radius⌊M−1

2 ⌋. The radius is rounded half down, since
the number of bits is integer and the radius of two neighboring addresses should
be less or equal to the Hamming distance between the addresses. The radiusis
the Hamming distance divided by two, since the distance between the centers of
two equally sized and neighboring spheres is the sum of their radii.

The total number of possible unique nodes without taking into account the Ham-
ming distance is

Nnodes,max= 2l , (2.1)

and the number of addresses in a sphere with radius⌊M−1
2 ⌋ is

Nnodes,sphere=
⌊M−1

2 ⌋

∑
n=0

(
l
n

)
.

Combining the total number of nodes and the nodes per sphere, an upper bound
on the number of nodes with Hamming distanceM is

Nnodes≤
2l

⌊M−1
2 ⌋

∑
n=0

(
l
n

) . (2.2)

Coding Performance

A WUC is missed when the correct address was sent but the outputX of the cor-
relator is smaller than the thresholdT. Noting that the bit errors have a binomial
distribution with success probabilityp and number of trialsn, and the probability
of a single bit error is given bype, the miss probability is

pmiss= P(X ≤ T| p= 1− pe,n= l) . (2.3)

Additionally, the probability a WUC is missed afterN+
WUC attempts is

pwuc,miss= p
N+

WUC
miss .
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It is more difficult to calculate the false wake-up probability than the packet miss
probability. The probability of a false wake-up is highest when a ’neighboring’
address with Hamming distanceM is received; this case is taken as a conservative
false wake-up estimation. Since the distance is equal toM the received and actual
addresses sharel −M bits. It is assumed that the false wake-up probability when
a non-neighboring address is send is negligible.

The false wake-up event can be divided in two independent events: a false wake-
up with all the shared bits correctly received, and one with the shared bits con-
taining bit errors. The false wake-up probability is the sum of the probabilities of
these two events. Assuming none of the shared bits change and only the unique
bits change, the node is woken up when bit errors changeT−(l −M) unique bits
andpf alse is

pf alse

∣∣
No shared bits change=P(X > T − (l −M)|p= pe,n= M)×

P(Y = 0|p= pe,n= l −M) , (2.4)

where X specifies the number of unique bits that change and Y specifies the
number of shared bits that change, see figure2.1. Whenc shared bits change
alsoc extra unique bits have to change. The probability on this event is

pf alse

∣∣
c shared bits change=P(X > T +c− (l −M)|p= pe,n= M)×

P(Y = c|p= pe,n= l −M) . (2.5)

The maximal number of changed shared bits is by definition smaller than the
number of shared bits

c< l −M .

Additionally, for a false wake-up to occur,

c+T < l ,

T
Y X

c

l
M

shared bits unique bits
Address

False
Wake-Up

Figure 2.1: Address coding and the false wake-up event



2.2. MAC Layer Energy Consumption Model 15

should hold, see figure2.1. Combining these bounds,c is bound by

c< min{l −M, l −T} .

No longer assuming that only the shared bits can change,pf alse becomes

pf alse=
min(l−M,l−T)

∑
c=0

P(X > T +c− (l −M)|p= pe,n= M)×

P(Y = c|p= pe,n= l −M) . (2.6)

When the bit error probability is less than 1% and the address length is large
enough, e.g. larger than 10,pf alse can be approximated

pf alse≈ P(X > T − (l −M)|p= pe,n= M)P(Y = 0|p= pe,n= l −M) .

The approximation error is less than 0.4% whenl = 10 andpe = 1%.

It is clear that the probabilitiespmissandpf alse depend on the address length and
the bit error rate (BER). Depending on the application the thresholdT can be
changed to sacrificepmiss for pf alse or vice versa. Here we assume that both
probabilities need to be low, thus the thresholdT is chosen in a way to equate

8 10 12 14 16 18
10−8

10−4

100

k (bits)

p
(%

)

8 10 12 14 16 18
5

10

15

k (bits)

T
(b

its
)

pmiss
pf alse

Figure 2.2: pmiss, pf alse and T as function of the address length l for a network of 100
nodes and a BER of 0.1%. T is chosen in a way to equate both errorprobabilities.
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both error probabilities. Taking into account that most WBAN have less than100
nodes [1] and a BER of 10-3, figure2.2gives the error probabilities as a function
of the address length. For the minimal address length bothpmiss and pf alse are
less than 1%, which is already acceptable. Adding extra bits decreases both the
probabilities. However, the effect on the energy dissipation will be negligible
since the error is already very low. Taking a Hamming distance of 3, an address
length of 10 bits is good enough.

2.2.2 Radio Model

The state-transition diagram of a generic radio is shown in figure2.3, and the
corresponding parameters are listed in table2.1. The initial start-up behavior is
not shown; it is assumed that the radio is already initialized and that the main
radio starts in the sleep state. There are two radios depicted in the diagram:
the main radio and the WURx. Since the wake-up receiver is optional, it is
placed outside the main radio whose states are depicted within the large dashed
rectangle. The additional WURx can trigger the main radio to wake up or go into

Table 2.1: Radio platform parameters

Parameter Explanation

Twake Switching duration: Sleep→ Standby
Tset Switching duration: Settling period when switching to Rx

or Tx.

Psleep Power consumption in sleep mode.
Pstandby Power consumption in standby mode.
PR Power consumption in receive mode.
PT Power consumption in transmit mode.
PRset Power consumption when switching to Rx mode.
PTset Power consumption when switching to Tx mode.
Pwake Power consumption when switching between sleep and

standby mode.
∆Px Power increase in mode x compared to sleep modePx −

Psleep

k Length of minimal packet in bits. Used for: sync, ACK,
WUC

Rb Bit rate of main radio
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Sleep

Psleep

Main Radio Wake-up Receiver

WURx

PWURx

Pwake

Wake up
(Twake)

Pstandby

Standby

PT

Tx

PR

Rx

PTset PRset

Tx Settle
Time
(Tset)

Rx Settle
Time
(Tset)

Figure 2.3: General radio state-transition diagram.

receive mode depending on the current state of the main radio.

The states with a solid line are stable radio states, i.e. the radio can be in these
states for an arbitrary amount of time. The dotted lines are transition states, and
the time spent in this state is given within brackets. Furthermore, the power
consumption in each state is given outside the states.

In the sleep mode the radio is in its lowest power down state, while in the standby
mode the receiver consumes more power. On the other hand, the radio canwake-
up faster from the standby mode than from the sleep mode. Therefore, using the
sleep mode can be disadvantageous because the energy needed for waking up
might be larger than the energy saved by staying in the sleep mode instead of the
standby mode. In the following sections the conditions for which the sleep mode
is advantageous are analyzed.
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Some radios may not provide a sleep and standby mode or may not need settling
time between receive and transmit modes.Twake should be set to zero in the
former case andTset should be set to zero in the latter case. When the radio is
always on and does not need to settle, both of the parameters should be set to
zero.

In this thesis the Nordic nRF24L01 radio chip is used in the application analysis,
but the radio parameters are general enough to allow for other radios.

2.2.3 Network Statistics

In an asynchronous network the master node transmits wake-up calls (WUC) and
waits for the node to transmit an acknowledgment (ACK). When a WUC or ACK
packet gets missed with probabilitypmiss, they need to be retransmitted. However
the maximum number of transmissions is limited toN+

WUC; after this number of
transmissions the transmitter quits and the wake-up process has failed. In each
WUC a counter value is transmitted which specifies the number of transmissions
left. Using this counter value the receiver knows exactly how many times it can
try to transmit an acknowledgment. The node will transmit the acknowledgments
until either the connection is set-up or the maximum number of transmissions is
reached.

It is also possible for the node to wake up when a WUC is received which was
meant for another node: a false wake up. After such an event the nodestarts
transmitting false acknowledgment (FACK) packets. The false wake-up event
leads to the overhearing penalty previously mentioned. The probability of a false
wake up is given bypf alse.

Table2.2gives a list of asynchronous and synchronous MAC layer packet statis-
tics expressed as functions ofpmiss, pf alse and the maximal number of transmis-
sionsN+

WUC. The probabilities and statistics are derived in appendixA.

The synchronous MAC protocol is discussed in-depth in section2.2.6. The ex-
pected number of TDMA slots per received packet is given byµslot, which is very
similar to the expected number of wake up calls. The variableµslot is derived in
appendixA.4 and is approximately

µslot ≈
1− p

N+
WUC

miss

1− pmiss
,

assumingN+
WUC> 1 andpmiss. 1%.
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Table 2.2: List of the used asynchronous (top) and synchronous (bottom) MAC layer
packet statistics.

Statistic Probability/Value Explanation

µWUC ≈ 1+pmiss
1−pmiss

Average number of WUC transmissions per
received packet.

pACK≥1 1− p
N+

WUC
miss Probability that the sensor node transmits at

least one ACK packet.

pFACK≥1 ≈ pf alse Probability that the sensor node transmits at
least one false ACK packet.

µACKx ≈ pmiss
1−pmiss

Average number of retransmitted acknowl-
edgments per received packet.

µFACKx ≈ pf alse
(
N+

WUC−1
)

Average number of retransmitted false ac-
knowledgments per received packet and
node in the network.

µslot ≈ 1−p
N+

WUC
miss

1−pmiss
Expected number of TDMA slots per re-
ceived packet.

2.2.4 WURx-enhanced Asynchronous Network

In the WURx-enhanced scheme, a WURx is added to the sensor node, which is
used to listen for wake-up calls and waking up the sensor node when needed.
There are two sub-categories of the WURx-enhanced MAC scheme: with and
without main receiver. When the node needs to receive a lot of data and the
low bit rate of the WURx is not sufficient an additional receiver can be added at
the cost of higher power consumption. When the node is woken-up it transmits
an acknowledgment and the data transfer can commence. Figure2.4 shows a

Master

WURx
Tx

WUC ACK WUC ACK

Rx Rx

Tx

Tx Rx Tx Rx

Tcycle Tlisten

Figure 2.4: Wake-up event for a WURx-enhanced MAC protocol.
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simplified overview of a wake-up event when the WURx enhanced scheme is
used. To save power the WURx can be duty-cycled when the latency requirement
allows for it, as is shown in the figure. The duty cycle period is chosen as long
as possible to minimize the power consumption. Additionally the master needs
to be able to transmitN+

WUC calls within the latency requirement. Therefore,
the cycle period is chosen equal to the latency requirementTlat divided by the
maximum number of attempts, i.e.

Tcycle=
Tlat

N+
WUC

.

A detailed wake-up cycle is shown in figure2.5. The radio parameters corre-
spond with the parameters used in the radio state model depicted in figure2.3.
The wake-up periods are only present when the nodes go to the deep sleep mode.
To ensure that the WURx will also wake up the node when the listen cycle starts
in the middle of a WUC packet, at least two WUCs have to fit within the listen
periodTlisten,

Tlisten> 2(Tset+Twuc)+Tpkt+Twake. (2.7)

Additionally, the listen period can never be longer than the complete cycle

Tlisten≤ Tcycle, (2.8)

and the duty cycle ratioη , the fraction of time a sensor node is active, is

η =
N+

WUCTlisten

Tlat

=
Tlisten

Tcycle
.

Master

WURx

Tx

Set

Tset

WUC

Tx

Twuc

Wake-up

Twake

ACK

Rx

TpktTwake

Listen for WUC

Rx

Twuc < Tlisten< 2(Tset+Twuc)+Tpkt+Twake

Wake-up

Twake

Set

Tset

Set

Tset

Set

Tset

Set
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Twake

WUC

Tx

Twuc

ACK

Rx

Tpkt

ACK

Tx

Tpkt

Figure 2.5: Detailed view of a wake-up event.
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The packet lengthsk of the WUC and ACK are assumed to be equal. However,
the bit rates of the main radioRb and WURxRbw can be different and therefore
the WUC and ACK packet durations can be different,

Twuc=
k

Rbw

Tpkt =
k

Rb
.

A lower bound on the requiredRbw is obtained by combining (2.7) and (2.8)

Rbw ≥ 2k
Tcycle−2Tset−Twake−Tpkt

. (2.9)

The average energy dissipation per received packet is obtained by assuming that
on average each node receives the same number of packets and a packet is re-
ceived every1

λ seconds. The dissipation of the sensor node is divided in 4 parts,

Enode=
Psleep

λ
+η

PWURx

λ
+[pACK≥1+ pFACK≥1(Nnodes−1)]EACK1

+[µACKx+µFACKx(Nnodes−1)]EACKx, (2.10)

the first term specifies the transceiver energy consumption in sleep mode,the sec-
ond term the energy consumption of the duty-cycled WURx, the third term is the
energy required when transmitting the first acknowledgment and the fourthand
final term specifies the energy needed for retransmitting the acknowledgments.
The false acknowledgment statisticspFACK≥1 andµFACKx were defined per ‘other
node’ in the network. Therefore, they are multiplied by number of ‘other nodes’,
or the total number of nodes minus 1. The expected number of transmitted ac-
knowledgments and retransmitted acknowledgments are derived in section2.2.3,
and the energy consumed per acknowledgment is

EACK1 = ∆Ewake+∆ETset+Tpkt∆PT

EACKx= (Twake+TWUC+Tset)∆Pstandby+∆ETset+Tpkt∆PT .

2.2.5 WURx-less Asynchronous Network

The asynchronous network scheme is very similar to the WURx-enhanced
scheme, with the difference that the WURx is not present and the main receiver
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Figure 2.6: Detailed view of a synchronization cycle for the WURx-less asynchronous
MAC protocol.

listens for the wake-up calls. Therefore, in the asynchronous MAC protocol the
WUC and ACK packets duration is the same. Although this scheme consumes
more power than the WURx enhanced scheme, it has benefits for systems with
very strict latency requirements since the wake-up time is shorter. Figure2.6
shows the synchronization cycle.

The energy consumption of the sensor node is similar to the WURx-enhanced
case (2.10)

Enode=
Psleep

λ
+

1
λTcycle

Ecycle+[pACK≥1+ pFACK≥1(Nnodes−1)]EACK1

+[µACKx+µFACKx(Nnodes−1)]EACKx,

where the valuespACK≥1 andµACKx were derived in appendixA and summarized
in table2.2, and

EACK1 = ∆ETset+Tpkt∆PT

EACKx=
(
Tpkt+Tset

)
∆Pstandby+∆ETset+Tpkt∆PT

Ecycle= ∆Ewake+∆ERset+Tlisten∆PR.

2.2.6 Synchronous Network

The synchronous MAC scheme is different from the two MAC schemes men-
tioned in the previous sections. The main difference is that the whole network
is always synchronized, whereas in the asynchronous MAC protocolsthe trans-
mitter and receiver are only synchronized before a transmission. Furthermore,
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Superframe 1
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Superframe 2
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Tx Rx RxData

Sync slot Slot 1 Slot N

Rx Tx Data
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Tx Data
WUC
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Figure 2.7: Synchronous MAC scheme in case of a wake-up event. As an example the
timing diagrams of the master and node 1 are shown.

the system is highly asymmetric. Within this section the energy consumption of
a sensor node in a low-power TDMA MAC protocol similar to [8] is presented.
The energy consumption of the master node is not taken into account, since itis
assumed that its power supply is much bigger than that of a wireless sensor node.

Figure 2.7 shows an overview of the synchronous scheme. The master node
transmits synchronization beacons at known intervals to keep the network syn-
chronized. Additionally, the master node assigns the time slots to the nodes in
the network. Each frame is divided in multiple time slots; one for every node,
within these slots only the assigned nodes can transmit their data. The nodes
notify the master they have data to transmit using a wake-up call and then start
sending the data.

A receiving node only needs to receive a synchronization beacon every super-
frame; the time between two beacons is determined by the stability of the local
clock. The local clock accuracy given byΘ is expressed in ppm. The maximally
allowed clock skew is given byTskew, which is used as guard time. A more
detailed view is shown in figure2.8. Again the wake-up periods are only present
when the nodes go to deep sleep mode. The gray areas are needed to deal with
clock skew. The latency has to be smaller thanTlat , and within the latency period
all theNnode nodes need to be able to transmitN+

WUC wake-up calls. Therefore,
the TDMA slot time is

Tslot =
Tlat

N+
WUC(Nnode+1)

.

It is assumed that the minimal time between two beacons is large enough to
ensure correct transmission:Tbeacon≫ Tlat

N+
WUC

. On the other hand, the maximum

time between two synchronization beacons to keep the network synchronized is
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Figure 2.8: Detailed view of the synchronous MAC scheme in case of a wake-up event
with the radio state variables. The clocks of the master nodeand Node 1 are not fully
synchronized.

a function of the clock accuracy and the time reserved for the clock skew:

Tbeacon≤
Tskew

Θ(ppm)
106 .

In the following analysis we assume the time between beacons is minimal to
reduce the energy consumption. The average number of beacons per received
packetµbcn/pkt is

µbcn/pkt =
1

λTbeacon
.

When a node misses the synchronization beacon it stays in receive mode until it
receives the next beacon in order to resynchronize. While resynchronizing, all
the packets are lost. The probability of this event is assumed to be equal to the
packet miss probabilitypmiss. If Tbeaconis large, the resynchronization penalty is
severe.

The average energy consumption of a sensor node, calculated per received packet
is:

Enode=
Psleep

λ
+µbcn/pktEsync+ pmiss

∆PR

λ
+µslotEslot , (2.11)

where

Esync= ∆Ewake+∆ERset+
(
Tskew+Tpkt

)
∆PR

Eslot = ∆Ewake+∆ETset+Tpkt∆PT .
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2.2.7 Application Example

In this section the average power consumption per packet is calculated fora
typical application. The application resembles the Holst ECG demonstrator. It
is a network of sensor nodes attached to the human body, which consists ofone
master node and three sensor nodes. The application parameters are listedin
table2.3. The WURx front-end presented in chapter6 and Nordic radio given
in appendixB are used when comparing the power consumption in synchronous
WURx-enhanced networks.

Table 2.3: Application and WURx parameters

Parameter Value

λ 33 pkt/sec
Tlat 30 ms
Nnodes 3 sensor + 1 master

pmiss, pf alse 1%
N+

WUC 3

PWURx 329 µW
Rbw 625 kbps

The average power consumption per packet depicted in figure2.9 is calculated
using the model presented in section2.2. The average power consumption
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Figure 2.9: Average power consumption per packet for the WURx-enhancedand syn-
chronous networks.
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needed for the synchronization is split in the different modes used in the radio
model given in figure2.3. The power needed to transmit the acknowledgments,
consisting ofPtset andPt , is the same in both cases, since the same retransmis-
sion scheme and transmitter are used. The penalty for a false wake-up in the
WURx-enhanced scheme only attributes 4.5% to the total power consumption.
Thus the simple address coding scheme suffices. Moreover, the Nordic radio
wake-up powerPwake and sleep powerPsleep are almost equal in both synchro-
nization schemes. However, the power is reduced by using the WURx (PWURx)
to listen for wake-up calls instead of the Nordic radio (Prset+Pr ). When using
the WURx-enhanced synchronization the power is reduced by 58% whencom-
pared to the synchronous network. Note that the amount of power savedstrongly
depends on the packet rateλ and latencyTlat requirements.

2.3 Applications

Many different applications for WBAN can be found in literature. An overview
of required transmission distances and latency requirements reported in the
overview papers [1] and [2] are given in table2.4. From the given literature

Table 2.4: WBAN network parameters

Ref # nodes typ/max Distance Latency

[1] 10 /<100 2m / 5m 10ms / 1s setup
[2] 6 /<256 <3m 125ms (medical) / 250ms (non-medical)

it can be concluded that a typical WBAN network consists of 10 nodes andthe
transmission distance is less than 10m.

Furthermore, the application space of WBAN networks can be divided in three
scenarios:

Multimedia Applications in this scenario have a very high bit rate, which is not
supported by the WURx. Therefore, an additional high bit rate, high power
receiver needs to be added to the sensor node for the data transfer.

Active RFID In this category, the application bit rate is relatively low and the
WURx can handle the data transfer. Most data is transmitted from the low-
power sensor node to the master node. Application examples are fitness
sensors, medical sensors and a ’forgotten things’ network.
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Figure 2.10: Radio topologies used in the three different application scenarios, where
the arrow sizes depict the amount of data transfer from master to sensor node or vice
versa. a) Multimedia b) Active RFID c) Remote control.

Remote control The master sends very simple commands to peripheral devices,
for example to turn devices on or off, select a radio station and control
hands-free devices.

The radio topologies used in the three different scenarios are depicted infig-
ure2.10. Additionally, the data transfer is schematically depicted by the size of
the arrows.

In literature many WBAN applications are presented, although most of them tar-
get medical applications. A short survey is given in table2.5. It is interesting
to note that the estimated data rate for ECG applications ranges from 3kbps to
288kbps. This can partly be explained by the number of leads used. It could be
that in some applications the raw data is processed locally and only the measured
parameters are transmitted, thereby greatly reducing the amount of data to trans-
mit. From the reported applications it can be concluded that most applications
fall into the active-RFID category.

2.4 Solution Space

Since the targeted WBAN network is asymmetric and uses a star topology, only
the power consumption of the low-power sensor nodes are of concern.Further-
more, since the data transfer phase is the same for the MAC protocols, only the
power consumption of the synchronization phase is taken into account.

Depending on the application parameters, one of the MAC protocols leads to
the lowest power consumption of the wireless sensor nodes. The most impor-
tant application parameters are the number of nodesNnode, packet rateλ and
the maximal latency requirementTlat . Even without making assumptions about
the specific radios used, the solution space can be divided between the different
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Table 2.5: Typical WBAN application parameters as seen from the sensornode perspec-
tive.

Ref Scenario Application Sensor Data rate

[1] Active RFID Fitness Speed, distance, heart rate<500 kbps
Mobile Sensor, headset, handsfree<500 kbps

Remote ctrl Remote control Headset ctrl, printers, ID
Multimedia Video Video communications <20 Mbps

[3] Active RFID Medical ECG (12 leads) 288 kbps
ECG (6 leads) 71 kbps
EMG 320 kbps
EEG (6 leads) 43.2 kbps
Blood saturation 16 bps
Glucose sensor 1600 bps
Temperature 120 bps
Motion sensor 35 kbps
Cochlear implant 100 kbps
Artificial retina 50-700 kbps

Multimedia Audio Audio streaming 1 Mbps

[4] Active RFID In-body Glucose sensor Few kbps
Pacemaker Few kbps

Medical ECG 3 kbps
SpO2 32 kbps
Blood pressure <10 bps

Non-medical Forgotten things 256 kbps
Social networking <200 kbps

In-body Endoscope capsule >2 Mbps
Non-medical Music for headset 1.4Mbps
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MAC protocols. A schematic overview of these regions is shown in figure2.11
(the axes are not drawn to scale).

Tlat (ms)

λ
(p

kt
/s

ec
)

Sync

WURx

Async
(when no WURx)

Figure 2.11: Solution space showing the most optimal MAC synchronization scheme as
a function of the latency and packet rate, note that the axes are not drawn to scale.

The practical boundary conditions are not taken into account yet, they will be
discussed later in this section. Three different regions can be distinguished:

Sync In this region the synchronous scheme is the best alternative. The WURx
and main transceiver in the asynchronous scheme cannot be duty cycled,
either because the maximally allowed latency is too low and the radio can
not wake up fast enough, or the packet rate is too high. Therefore the
transceiver does not spend a lot of time in the sleep mode in the asyn-
chronous MAC protocols, and the WURx-enhanced MAC protocol con-
sumes a lot of power.

WURx When the packet rate is lower and the latency is higher the WURx be-
comes a better alternative, since the sensor node is in sleep mode for longer
periods. Additionally, a lot of time slots are assigned but not used in
the synchronous TDMA protocol. Therefore, the TDMA synchronization
overhead per received packet increases. Consequently, adding aWURx to
the sensor node reduces the power consumption.

Async When the latency and packet rate requirements are further relaxed, even
the WURx-less asynchronous MAC protocol is more power efficient than
the TDMA MAC. However, adding a WURx always reduces the power
consumption as long as the WURx consumes less power than the main
radio.

The WURx-enhanced protocol is the best choice when its energy consumption
given by (2.10) is less than the energy consumption of the TDMA protocol given
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by (2.11). After multiplying both equations by the packet rate to obtain the power
consumption, and assumingµslot ≈ 1 andµACK1 + µFACK1 ≈ 1, the inequality
becomes

PWURx+λ (µACKx+µFACKx)EACKx︸ ︷︷ ︸
ACK retransmission

<
1

Tbeacon
Esync

︸ ︷︷ ︸
Sync overhead

+ pmiss∆PR︸ ︷︷ ︸
Resync penalty

.

In other words, the WURx-enhanced protocol is more power efficient when its
synchronization overhead is less than the TDMA overhead. Furthermore, the
WURx power budget is

PWURx=
1

Tbeacon
Esync+ pmiss∆PR−λ (µACKx+µFACKx)EACKx.

It is assumed there is only one synchronization channel. This introduces limits
on the maximal number of nodes, packet rate and minimal latency requirements.
The boundary conditions are schematically depicted in figure2.12. Again, the
axes are not drawn to scale. The boundary conditions are:

Above I; high packet rate; low latency At a very low latency and high packet
rate the channel will be utilized more than 100%, hence there is no viable
solution.

Between I and II The synchronous TDMA MAC scheme can manage with the
lowest latency, and is the only viable MAC scheme. An asynchronous
MAC scheme needs additional time to listen for WUCs. Also the WURx
is not viable in this region since additional time is needed for waking up

Tlat (ms)

λ
(p

kt
/s

ec
)

No solution
Sync only

Sync, Async

II
IIII

Sync, Async, WURx

Figure 2.12: Feasible synchronization schemes as a function of the link-setup latency
and packet rate.
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the main radio after the WUC is received and the WUC itself takes longer
to transmit because of the lower WURx bit rate. In the TDMA protocol at
least the WUC and settling time has to fit within one time slot. Therefore
in this region the following conditions hold:

Tslot > Tpkt+Tset

Tlat

N+
WUC

> (Nnode+1)
(
Tpkt+Tset

)
.

Between II and III The latency requirement is more relaxed and the packet rate
is lower. The WURx-less asynchronous protocol can be used when the
listen period and wake-up time fits within the synchronization cycle:

Tcycle> Twake+Tset+Tlisten

Tlat

N+
WUC

> Twake+3Tset+3Tpkt .

Below III The bit rate of the WURx is not a problem anymore, because higher
latency is tolerated. Therefore the boundary condition III is the same as the
boundary condition on the WURx bit rate given by (2.9), and the following
holds:

Tlat

N+
WUC

> 2Twake+3Tset+Tpkt+2TWUC.

In order to calculate the average synchronization power consumption of wireless
sensor nodes, the actual power consumption of the transceivers needto be known.
A typical low-power transceiver is the Nordic nRF24L01 radio chip. Its power
consumption and other specifications are given in appendixB. Additionally, the
second WURx version described in section6, with a data rate of 625kbps is used
to calculate the average power consumption.

Table 2.6: WBAN network parameters

Parameter Nnode Packet sizek N+
WUC pmissandpf alse

Value 10 32 3 0.1%

Using a typical network size of 10 nodes and the network parameters given in
table2.6 the power consumptions shown in figure2.13are obtained. Note that
the latency axis is inverted for ease of reading. The WURx-enhanced MAC pro-
tocol leads to the lowest power consumption when the packet rate is low and the
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Figure 2.13: Average synchronization power consumption using the Nordic nRF24L01
transceiver, WURx V2 and the parameters given in table2.6. In the green (light) area
the WURx-enhanced MAC is the best choice and in the red (dark)area the synchronous
TDMA MAC protocol leads to lower power consumption.

latency requirement is not strict, i.e. whenTlat is high. In this region the sensor
node can sleep for prolonged periods of time and the WURx can be duty cycled
to save power. From the application table2.5it is clear that many applications fit
these properties.

2.5 Conclusion

In this chapter, the WBAN and WURx concepts were introduced, and a literature
overview of WBAN applications was given. Additionally, the energy consump-
tion of both asynchronous and synchronous MAC layer protocols wereanalyzed.
The targeted WBAN applications for the Wake-up Receiver consist of a small
number of nodes, approximately 10, and has a short transmission distance, i.e.
less than 10m. Additionally, the network is highly asymmetric, i.e. the mas-
ter node has a large power supply and processing capability, whereas the sensor
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node has only a very small power supply and should be kept as simple as pos-
sible. Therefore, the network uses a single-hop star topology. Furthermore, the
packet rate is low, namely less than 10 (pkt/sec) and the latency requirementTlat

is not very strict.

MAC-layer protocols used for network synchronization have a big influence
on the energy dissipation needed for node-to-node communication. Energy is
wasted in the link synchronization because of:

• idle listening
• overhearing
• synchronization overhead

The idle listening energy consumption is the main contributor in asynchronous
network protocols. In synchronous networks most energy is consumedin the
frame synchronization, thus in the synchronization overhead. In both network
types the overhearing problem can be neglected when assuming a small network
size, i.e. no more than a few hundred nodes, packet error rate of less than 1%,
and address coding with a few bits Hamming distance.

In the proposed WBAN scenario the WURx-enhanced MAC scheme leads tothe
lowest power consumption.
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CHAPTER 3

WAKE-UP RECEIVER SYSTEM LEVEL

DESIGN

IN the previous chapter the WBAN system and application parameters were
discussed. In this chapter the focus lays on the high-level wake-up receiver

(WURx) system design. The goal is to make choices on the modulation and
receiver specifications, which can be used in the circuit design discussed in the
following chapters.

In the first section, a state-of-the-art literature survey of ultra-low-power re-
ceivers is presented. Next, the modulation complexity is discussed; it is shown
that On-Off Keying (OOK) and Frequency Shift Keying (FSK) are viable modu-
lation schemes for ultra-low-power receiver design.

The zero-IF architecture is a good candidate for low-power receivers, since only
one frequency down-conversion stage is needed. Additionally the baseband
bandwidth is minimal, leading to a low power consumption in the baseband
stage. On the other hand, zero-IF receivers are sensitive to DC offsets partly
caused by LO feed-through, amplitude modulated interferers, and low frequency
1/f noise. Using wideband-FSK modulation the DC offset and 1/f noise problems
can be alleviated, as is discussed in section3.3. Therefore, wideband FSK modu-
lation is chosen for the WURx design. In section3.4a mathematical model of the
FSK receiver and demodulator including receiver impairments such as receiver
noise figure, I/Q imbalance and phase noise is developed. The receivermodel
is used within section3.5 to develop a closed-form analytical model, which is
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then used to study the influence of the receiver impairments on the bit error rate
(BER) and the output signal-to-noise-ratio (SNR) both below and above the FM
threshold. When the input SNR drops below the FM threshold the output SNR
degrades rapidly. The closed-form models can be used when derivingminimal
receiver specs for low-power FSK receivers. Additionally the models are a means
of gaining insight into the influences of the receiver impairments on its perfor-
mance. The results are used to estimate the required SNR at the output of the
receiver for a specified BER, which can be used to obtain the noise figure and
phase noise requirements as is done in section3.6.

3.1 State of the Art

Over the last years, many low-power receivers have been reported.Almost all of
the reported receivers use either FSK or OOK modulation, as listed in table3.1
and3.2 respectively. It is clear that the reported FSK receivers in general con-
sume more power than the reported OOK systems. This is mainly caused by
the frequency reference, for example an on-chip Phase Locked Loop (PLL) [9],
needed by the FSK receivers. However in general, the reported FSK receivers
have a higher bit rate than the OOK receivers.

Almost all reported low-power OOK receivers use envelope-detectors. The non-
linear nature of the envelope detectors is used to demodulate the OOK signals,
which makes them very sensitive to interferers. Hence, external, i.e. off-chip,
bulk acoustic wave (BAW) filters are necessary to filter the interferers atthe input
of the OOK receivers. An exception is [20] which uses a mixer-first architecture
to obtain a very high linearity at the cost of high power consumption.

Other low-power receivers use FSK modulation [9, 12–15], which is slightly
more interferer-robust than OOK modulation [27]. Because the frequency ref-
erence needs to be stable, most FSK receivers use power consuming PLLs [9].
Receivers using injection-locking [14] have a lower power consumption, but are
more sensitive to blockers.
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Table 3.1: Reported state-of-the-art low-power FSK receivers.

REF
CMOS Power Frequency NF P−1dBc Psens Rb

(nm) (V / µW) (MHz) (dB) (dBm) (dBm) (kbps)

[9] 130 1.2 / 1920 825-983 10 -10 -83 45-48
[10] 180 1.0-1.6 / 2100 434/868 2.5/4.5 -45/-42∗ -111/-108 12.5-100
[11] 250 2.7 / 800 900 12 -13 -90 20
[12] 180 1.0 / 500 2400 10.1 -31 - 100
[13] 130 0.4 / 330 1950-2380 7 -17.5∗ - 300
[14] 180 0.7 / 420 920 - - -73 5000
[15] 180 0.7 / 490 398-408 - - -68 250
[16] 130 0.25 / 352 1500-1650 7.2 -48 - -
[17] Sim 1.5 / 281 900 - - -73 250
[18] 180 1.8 / 11700 760-1000 19 -15 - -
[19] 180 0.7 & 1.0 / 1088 2220-2450 10.1 -31 - 100

∗ Since the 1dB compression point was not given it is estimated by subtracting 10dB from the reported IIP3.
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Table 3.2: Reported state-of-the-art low-power OOK receivers.

REF
CMOS Power Frequency NF P−1dBc Psens Rb

(nm) (V / µW) (MHz) (dB) (dBm) (dBm) (kbps)

[20] 65 1.2 / 67000 200-2000 6.5 1† - 0.1-10
[21] - 0.9-1.3 / 400 1900 - - -100.5 5
[22] 90 - / 400 402-450 - - -93 120
[23] 90 0.5 / 52 1900-2100 - - -72 100
[24] 90 0.5 / 65 1900 - - -49 20-100
[25] 90 1.0 / 64 (146) 780-950 - -30 -45 (-86) 1-100
[26] 90 1.0 / 51 915 / 2400 - - -75 / -64 100

† Since the 1dB compression point was not given it is estimated by subtracting 10dB from the reported IIP3.
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3.2 Modulation Complexity

Since the main design goal is low power consumption, the modulation complex-
ity should be kept as low as possible. The higher the complexity, the more strin-
gent the receiver and transmitter requirements on various performance parame-
ters, for example error vector magnitude (EVM), phase noise and I/Q imbalance.
Figure3.1 shows the complexity of many digital modulation types that are dis-
cussed in [27]. When comparing the modulation complexity shown in figure3.1

ComplexityLow

OOK-Envelope detection
FSK-noncoherent detection

CP-FSK-Discriminator detection
DPSK

DQPSK

APK
M-ary PSKQPR

CP FSK-Optimal detection
MSK

OK-QPSK
QAM,QPSK

BPSK

High

Figure 3.1: Modulation complexity for various modulation types; this figure is adopted
from [27]. OK-QPSK is also known as O-QPSK.

with the state of the art receivers summarized in tables3.1 and3.2, it can be
noted that the reported low-power receivers use, indeed, the two leastcomplex
demodulation schemes: envelope detector based OOK and non-coherentFSK
demodulation. Therefore, in the view of low-power receiver design, either OOK
or FSK modulation should be considered.

While envelope detector based OOK receivers have a lower average power con-
sumption, they require bulky and costly bulk acoustic wave (BAW) or surface
acoustic wave (SAW) filters. The reported ultra-low-power OOK receivers use
an envelope detector instead of a down-conversion mixer to translate the received
signal from the carrier frequency down to the baseband frequency.The non-
linear nature of the used envelope detectors make the OOK receivers morevul-
nerable to interferers than FSK receivers, which increases their packet error rate
and increases the retransmission power consumption.

Considering the power consumption, required external filters and frequency se-
lectivity, FSK modulation is chosen. The power consumption is reduced by gen-
erating signal gain at lower frequencies and removing the LNA from the RF
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front-end as will be explained in section4.1, and replacing the PLL with a power-
efficient automatic frequency control (AFC) loop, see section4.4.

3.3 Zero-IF Architecture

The zero-IF architecture lends itself for low-power integrated CMOS receivers.
In a zero-IF receiver the received signal is directly down-converted to DC, as can
be seen in the block diagram depicted in figure3.2. The same architecture is
used in low-IF receivers where the received signal is down-converted to higher
frequencies. The receiver architecture is very power efficient since only one

90o

Figure 3.2: Simplified block diagram of the zero-IF receiver analog front-end.

frequency down-conversion stage and oscillator are needed. Moreover, the base-
band signal bandwidth is very low and hence the ADC and baseband amplifiers
and filters consume less power when compared to low-IF architectures.

However, the zero-IF architecture has some down-sides. For one, thereceiver
is sensitive to DC offsets caused by offsets in the baseband amplifiers andself-
mixing of the LO signal. Additionally, the receiver is sensitive to 1/f noise since
most of the signal is concentrated around DC where the 1/f noise is highest.
When a modulation scheme is used which has as little signal power round DC
as possible a high-pass filter can be used to remove the DC offset and decrease
the 1/f noise. An additional benefit is the faster start-up time, which helps reduc-
ing the overall power consumption in duty-cycled systems. Therefore, wideband
FSK modulation is chosen for the design of the system in this thesis. The modu-
lation index

h= 2∆ f
Rb

(3.1)

depends on the frequency deviation∆ f and the bit rateRb. Whenh increases,
the power spectral density concentrates more and more around the frequency
deviation as can be seen in figure3.3.
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Figure 3.3: Power spectral density of random modulated FSK signals for different mod-
ulation indices a) h=1 b) h=2 c) h=10.

3.4 FSK Receiver Model

Figure3.4shows a simplified schematic of a limiter-discriminator FSK receiver;
the receiver impairments are neglected for the moment. The limiter-discriminator
is used since it is an optimal FSK demodulator [28]. All the signals are repre-
sented in the power domain, not in the voltage or current domains. First, the

I&DDiscriminator
r(t)

y(t)
ni(t)

HIF(ω) HI&D (ω)

Figure 3.4: Schematic overview of an FSK receiver.

received signalr(t) is down-converted to baseband frequencies, where the low-
pass IF filterHIF(ω) ensures that only the down-converted signal remains and
all the higher harmonics are filtered out. The IF filter is modeled as an ideal
brick-wall filter and the modulus of its transfer function is

|HIF(ω)|= rect

(
ω

2BIF

)
, (3.2)

whereBIF is the IF filter bandwidth. The down-converted bandwidth-limited
signal is then demodulated using the frequency discriminator and finally filtered
by an integrate-and-dump (I&D) filterHI&D (ω), which is a matched filter for
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block-pulse data with added white Gaussian noise. The modulus of the integrate
and dump filter is given below, whereRb =

1
Tb

is the bit rate,

|HI&D (ω)|= sinc

(
ω

2Rb

)
.

The incoming signalr(t) and input noiseni(t) are expressed as real functions of
the complex RF signal, i.e.

r(t) = Re{[Aexp{− jϕ(t)}]exp{ jωot}}
ni(t) = Re{[ni,I (t)− jni,Q(t)]exp{ jωot}} ,

where the variance, and power ofni(t) is

σ2
i = kBToBIF ,

and A2

2 is the received signal power,ωo the carrier frequency andϕ(t) the FSK
signal phase. Furthermore, the additive white Gaussian input noise with power
spectral densitykBTo

2 is given byni(t). The real noise processesni,I (t) andni,Q(t)
are uncorrelated and their variances are equal to the variance of the real-valued
processni(t). The carrier-to-noise-ratio (CNR) is given by

ρ =
A2

2σ2
i

. (3.3)

The low-pass equivalent signals can be written as vectors

rrr(t) = A

[
cos(ϕ(t))
sin(ϕ(t))

]

nnniii(t) =

[
ni,I (t)
ni,Q(t)

]
.

The first element represents the in-phase component and the second element the
quadrature-phase component; they are denoted by subscriptsI and Q respec-
tively.

In this chapter we analyze binary modulated data and assume that the bitsan are
rectangular pulses with an amplitude±1 and a bit periodTb. The corresponding
FSK phaseϕ is

ϕ(t) = ∆ω
∫ t

−∞

∞

∑
n=−∞

an rect

(
τ −nTb

Tb

)
dτ , (3.4)
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where∆ω is the frequency deviation and the modulation index is defined in (3.1)
as

h=
∆ω
πRb

.

FSK modulation is called “Wideband FSK” when the modulation index is larger
than 1 [29].

3.4.1 Non-Ideal Receiver Front-End

Figure3.5shows the real front-end with impairments; four impairments are taken
into account: the gaing and phaseε mismatch between the I and Q paths, the
local oscillator phase noiseθ(t), noise generated before the I/Q splitnr f , and
noise generated after the I/Q splitnbb with noise powerσ2

r f andσ2
bb. The noise

factor is a measure of signal to noise ratio degradation, and given the input noise
is thermal it is:

F
def
=

SNRin

SNRout
,

which is relatively high in low-power mixer-first topologies, where noise perfor-
mance is traded for lower power-consumption, see [30] and [31]. The RF and
baseband noise variances as a function of the noise factor are:

σ2
r f = FRF σ2

i

σ2
bb = (FBB−1)σ2

i . (3.5)

π
2 + ε

g

1

cos(ω0t +θ(t))
GRF

nbb,I (t)

nbb,Q(t)

nr f (t)

GBB

GBB

sI (t)

sQ(t)

Figure 3.5: Block diagram of the non-ideal receiver front-end.
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The LO phase noise model is discussed in more depth in section3.4.2. In an
ideal receiver front-end the phase mismatchε equals zero and the gaing equals
one. The output signal vectorsss(t) of the receiver front-end is

sss(t) = GBB
{

MMMrx(t) [rrr(t)+nnnr f (t)]+nnnbb(t)
}
, (3.6)

where the matrixMMMrx incorporates the receiver I/Q imbalance and phase noise

MMMrx(t) =
GRF

2

[
1 0

−gsin[ε ] gcos[ε ]

]
×

[
cos[θ(t)] −sin[θ(t)]
sin[θ(t)] cos[θ(t)]

]
,

which is simplified to

MMMrx(t) =
GRF

2

[
cos[θ(t)] −sin[θ(t)]

gsin[θ(t)− ε ] gcos[θ(t)− ε ]

]
. (3.7)

A factor of 1
2 is present in the RF gainGRF, since only the down-converted sig-

nal after the mixer passes through the filter, whereas the up-converted signal is
filtered out.

3.4.2 Receiver Phase Noise and Jitter

There is a clear trade-off between power consumption and LO phase noise that
has been discussed in literature [32, 33]. Therefore, in ultra-low-power receivers,
the LO phase noise cannot be neglected.

Oscillator Phase Noise

Figure3.6shows a typical LO phase noise power spectral density (PSD). In the
three regions I to III, different noise sources are dominant: in region Ithe LO-
internal 1/f noise sources, in region II the LO-internal thermal noise sources,
and in region III the LO-external thermal noise sources. The total phase noise
contribution in region III is filtered by the receiver low-pass filters and can be
neglected.

In the analysis of the impact of local oscillator phase noise on the SNR at the
output of the FSK demodulator, not the phase noise itself but the change in phase
noise over a time differenceτ is of interest. The phase difference, defined as

θ(τ)|τ=t1−t2
def
= θ(t1)−θ(t2) ,
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is normally distributed (N ) with zero mean, and the variance is approximated
by σpn(τ)2, see [34] and [35]; note that the variance depends on the time differ-
enceτ:

θ(τ)∼ N
(
0,σpn(τ)2)

σ2
pn(τ) =CLO |τ |+KLO τ2. (3.8)

The parameterKLO accounts for internal 1/f noise (region I in figure3.6), and
theCLO parameter for the white, thermal phase noise (region II in figure3.6).

It is well known, see e.g. [34], that the PSD of thermally generated phase noise,
region II in figure3.6, can be written as

Sθ ,white(ω) =
CLO

ω2 , (3.9)

which can be used to obtainCLO from a phase noise measurement:

CLO = ω2
offset10

L (ωoffset)
10 , (3.10)

whereωoffset is the frequency offset, relative to the center frequencyωo, where
the phase noise is measured. Additionally, the 1/f noise parameterKLO is

KLO =CLO ω1/f
1−Γ

π
,

whereω1/f is the frequency at which the 1/f noise power is equal to the thermal
noise power, andΓ is Euler’s constant (≈ 0.5772).

log(ωo f f set)

L
(ω

o
f
fs

et
)(

dB
c/

H
z)

L ∝ 1
ω3

I II

ω1/f

L ∝ 1
ω2

III

Figure 3.6: Typical local oscillator phase noise power spectral density.
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Oscillator Jitter

The instantaneous oscillator period of the n-th cycle is

T[n] = T0+∆T[n] ,

whereT0 is the nominal period and∆T[n] is the cycle-to-cycle jitter of period
n. The absolute jitter is defined as the time difference between the n-th nominal
zero crossing and the zero crossing corrupted by jitter:

Tabs[n] =
n

∑
k=1

∆T[k] ,

and is a measure for long-term oscillator stability. Using equation (3.8) the abso-
lute jitter variance can be related to the oscillator phase noise variance by equa-
tion

σ2
pn = ω2

oσ2
abs. (3.11)

After rearranging (3.11), the absolute time jitter variance is given by a second
order polynomial

σ2
abs(τ) =

CLO

ω2
o
|τ |+ KLO

ω2
o

τ2 , (3.12)

which is similar to the model presented in [35]. In this thesis the parameters
CLO andKLO are not normalized to the center frequency. The dependence of the
variance on the periodτ resembles the fact that the jitter is accumulated.

3.4.3 Limiter Discriminator Model

The complex amplitude of an FSK modulated signal does not contain any in-
formation. When the modulation index is larger than 0.5, the amplitude can be
limited by a hard limiter. The output signal of the limiter is subsequently de-
modulated by a frequency discriminator, which returns the time derivative ofthe
phase information. The transfer of the ideal limiter-discriminator is

LD [sss(t)] =
∂
∂ t

∠sss(t).
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3.5 Effects of Receiver Imperfections on FSK BER

The receiver bit error rate increases with receiver impairments. Especially in low-
power applications, the receiver impairments cannot be neglected. The receivers
may have high noise figures and I/Q imbalance, since performance is tradedfor
low power consumption. For example, there is a clear trade-off between thelocal
oscillator power consumption and its phase noise [32, 33].

The performance of FSK modulation has been studied since the 1940’s when
modern communication systems came into use, see Rice [36–38], Blach-
man [39, 40] and Middleton [41]. The well-known FM threshold effect and
click noise was studied in-depth in [38] and a simpler derivation was presented
in [40]. Furthermore, a closed-form bit-error-rate (BER) including the inter-
symbol-interference (ISI) effect was presented in [42, 43]. However, these works
assumed high performance systems and did not take receiver imperfections into
account; they only considered channel noise.

The influence of the phase noise on the click noise was studied in [44] and [45].
It was shown in [44] that phase noise does not influence the click noise in binary
FSK modulation in practical cases. However, [45] showed that phase noise in
combination with narrow baseband filters does have a small effect on the click
noise. This is caused by the influence of the phase noise on the signal envelope.
However, the effect is shown to be small. Therefore, we neglect the phase noise
influence on the click noise process.

I/Q imbalance not only influences the susceptibility to interference in low-IF
systems, see for example [46], but also lowers the signal-to-noise-ratio (SNR)
and therefore deteriorates the BER. Additionally, practical receivers add noise in
the signal paths and introduce LO phase noise.

Within this section the impact of receiver impairments on the output SNR and
BER of an FSK limiter-discriminator demodulator are analyzed, both above and
below the FM threshold. The closed-form analytical models can be used in an
iterative design process, since the design space is very large and it is infeasible
to simulate every possible parameter combination. Additionally the models are
a means of gaining insight into the influences of the receiver impairments on its
performance.

The limiter-discriminator demodulator is chosen since it is often used and easy
to implement in practical receivers and can be designed to achieve near-optimal
performance [47]. Additionally it was shown in [48] section II and [28] sec-
tion 4.4.3 that the fixed-time-delay demodulator can be described by the same
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equations as the limiter-discriminator demodulator. Moreover, since no infor-
mation is present in the signal amplitude, the limiter-discriminator demodulator
can be implemented using an energy-efficient 1-bit demodulator [49], or using
low-power fixed-time-delay cells [28, 48]. The presented model gives insight
into the impact of receiver impairments on the SNR, which can be used to make
a trade-off between performance and power consumption and to obtain minimal
circuit requirements for I/Q imbalance and phase noise. The model is compared
against simulation results and shown to be in good agreement.

Within this thesis, we mainly focus on wideband FSK, since it has a larger FM
modulation gain at the cost of bandwidth efficiency [29]. This trade-off bene-
fits low-power receiver design. However, it is shown in section3.5.2 that the
obtained models also fit well for narrow-band FSK.

The FSK receiver model presented in section3.4 is used throughout the SNR
and BER analysis. Moreover, the I/Q imbalance, receiver generated noise and
the phase noise model is presented. The signal-to-noise-ratio and bit error rate
analysis is discussed in section3.5.1. In this section, the SNR is obtained by
applying the Wiener-Khinchin theorem to the autocorrelation of the demodulator
output signal. Although the presented model assumes binary FSK modulation,
it can be generalized to M-ary FSK modulation. All the analysis steps presented
in section3.5.1still hold for M-ary FSK. However, the click noise and signal
power become a function of the transmitted symbol. Therefore, the output SNR
should be averaged over all the possible symbols. Additionally the BER analysis
should be altered to include M-ary modulation. In section3.5.2the results of the
analysis are presented, which are then used in section3.6 to derive the WURx
specifications.

3.5.1 Bit Error Rate Analysis

The SNR and BER of the FSK receiver with impairments given in section3.4 is
obtained by the following steps:

1. Obtain the relationship between the demodulated output signal and the
received input signal.

2. Calculate the autocorrelation of the demodulated output.
3. Obtain the power spectral density (PSD) of the demodulated signal by tak-

ing the Fourier transform of the autocorrelation function using the Wiener-
Khinchin theorem.

4. Model the click noise, which is the cause of the FM threshold effect.
5. Use the obtained PSD to calculate the SNR of the output signal.
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6. The obtained output SNR is used to predict the receiver BER.

Throughout this section we assume a quasi-stationary modulation, as was done
in [28], meaning that the modulated signalϕ(t) varies slowly compared to the
deviation frequency. Using the quasi-stationary approximation, the frequency of
the FSK modulated signal is considered to be constant within a bit period and
therefore,

ϕ(t0+ τ)−ϕ(t0) = ∆ω τ
ϕ̇(t) = ∆ω

In this section the noise sources are denoted bynx, the signal vectors bysssxxx, and
the signal phases byαx, wherex is the name of the noise or signal source. The
corresponding autocorrelations and power spectral densities are denoted byRx

andSx respectively.

Demodulated Output Signal

The signalsss=

[
sI

sQ

]
at the output of the receiver front-end depicted in fig-

ure3.5 is divided in a signal component corrupted by LO phase noisesssrrr and a
receiver generated noise componentsssnnn multiplied by the baseband gainGBB:

sss(t) = GBB[sssrrr(t)+sssnnn(t)]

sssrrr(t) = MMMrx(t)rrr(t)

sssnnn(t) = MMMrx(t)nnnr f (t)︸ ︷︷ ︸
sssnr f

+nnnbb(t)︸ ︷︷ ︸
sssnbb

.

Since the baseband gain equally affects the noise and signal components,it can
be neglected in the SNR calculations. Figure3.7 graphically depicts the vector
representation of the signal and noise components. The output of an ideal FSK
demodulator is the rate of change of the received signal phase:

y(t) =
∂
∂ t

(αr +αn) . (3.13)

The noise vectorsssnnn can be divided in a part with the same orientation as the
signal component (n1) and a component perpendicular on the signal component
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sssrrr

sss sss nnn

n1

n2

0 I

Q

αr

αn

Figure 3.7: Vector representation of the output signal of the receiver front-end.

(n2). These two components are

n1 = ŝssrrr •sssnnn (3.14)

n2 = ŝssrrr ×sssnnn, (3.15)

where• is the dot-product,× represents the cross-product andx̂xx a unit vector.
Assuming the noise component is smaller than the signal component, the noise
induced phase shiftαn can be approximated by

sin(αn) =
n2

|sssrrr |

αn||sssrrr |>|sssnnn| ≈
sssrrr ×sssn

|sssrrr |2
, (3.16)

where the squared signal vector length|sssrrr |2 is

|sssrrr |2 = A2
(

GRF

2

)2{
cos2 [ϕ(t)+θ(t)]

+g2sin2 [ϕ(t)+θ(t)− ε ]
}
.

The time derivative of the signal phase is

∂
∂ t

∠sssrrr(t) =
∂
∂ t

arctan

(
sr,Q(t)
sr, I (t)

)

∂
∂ t

∠sssrrr(t)≈ ϕ̇(t)+ θ̇(t) , (3.17)

where the subscriptsI andQ represent the in-phase and quadrature-phase com-
ponents respectively. As was to be expected the signal component contains the
demodulated signal̇ϕ(t) corrupted by the LO phase noiseθ̇(t).
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There are two noise sources in the receiver, noise generated before(nr f ) and after
(nbb) the I/Q mixer. These two components are modulated by the FSK phaseϕ(t)
when they are passed through the non-linear limiter discriminator

αn ≈
AG2

RF

4|sssrrr |2
{

gcos(ε) [nr f ,Qcos(ϕ)−nr f , I sin(ϕ)] +

2
GRF

[nbb,Qcos(ϕ +θ)−gnbb, I sin(ϕ +θ − ε)]
}
. (3.18)

The noisenr f is affected by the I/Q imbalance in the same way as the signal
component. Furthermore, the baseband noise contributionnbb is divided by the
receiver gainGRF, which is in accordance with the Friis equation.

Autocorrelation

As was mentioned before, the noise sources are denoted bynx, the signal vectors
by sssxxx, and the signal phases byαx, wherex is the name of the noise or signal
source. The corresponding autocorrelations and power spectral densities are de-
noted byRx andSx respectively.

The time derivative of the phase of the receiver generated noiseα̇n term on the
right hand side of equation (3.13) is a linear combination of the time derivatives
of the phase of two noise contributions: RF noise generated before the I/Qmixer
αnr f and baseband noise generated after the I/Q mixerαnbb, see figure3.5. Since
the contributions are independent, their autocorrelation can be be obtainedsepa-
rately and then added together to obtain the total noise autocorrelation

Rα̇n(τ) =
∂ 2

∂τ2Rαnr f (τ)+
∂ 2

∂τ2Rαnbb(τ).

The FSK signal and RF noise source are independent processes andthe FSK
signal transfer function is linear. Thus the autocorrelationRαnr f (τ) of the re-
ceiver output phase caused by the RF noise sourcenr f is a product of the FSK-
signal transfer function autocorrelationRg(τ) and RF noise source autocorrela-
tionsRnr f (τ):

Rαnr f (τ) = E

{
sssrrr(t1)×sssnr f (t1)

|sssrrr(t1)|2
sssrrr(t2)×sssnr f (t2)

|sssrrr(t2)|2

}

= Rg(τ)Rnr f (τ),
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with τ = t1− t2. Using the quasi-stationary approximation the autocorrelation
Rg(τ) is approximately

Rg(τ) =
2(1+g2)gcos(ε)

A2

cos(∆ωτ)
(1+g2)2sin2(∆ωτ)+4g2cos2(ε)cos2(∆ωτ)

≈ 1
A2

1+g2

2gcos(ε)
cos(∆ω τ) . (3.19)

In a similar manner the autocorrelation of the baseband noise is obtained as a
product of the autocorrelations of the transfer function, baseband noise source
and phase noise source:

Rαnbb(τ) = Rf (τ)Rnbb(τ)Rθ (τ)

Rf (τ) =
4gcos(ε)

A2
(GRF

2

)2

cos(∆ω τ)
(1+g2)2sin2(∆ωτ)+4g2cos2(ε)cos2(∆ωτ)

≈ 1

A2
(GRF

2

)2

1
gcos(ε)

cos(∆ω τ). (3.20)

Power Spectral Density

Using the Wiener-Khinchin theorem, the PSD can be obtained from the autocor-
relation of the demodulator output

Sy(ω) = F{Ryy(τ)} .

The output PSD can be evaluated in parts as was done for the autocorrelation of
the demodulator output. Equations (3.21), (3.22) and (3.23) give the signal, RF
noise and baseband noise PSD components respectively, where the notation ∗ is
used to indicate the convolution operation:

Sy(ω)|rrr = ω2[Sϕ(ω)+Sθ (ω)
]

(3.21)

Sy(ω)|nnnr f
=

ω2

2π
[Sg(ω)∗Snr f (ω)] (3.22)

Sy(ω)|nnnbb
=

ω2

(2π)2 [Sf (ω)∗Snbb(ω)∗Sθ (ω)] . (3.23)
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All the PSD components have a quadratic frequency shaping (ω2), which is
caused by the time derivative operation in the demodulator. This quadratic shap-
ing was already observed and is the cause of the FSK modulation gain.

If the 1/f noise in the oscillator is neglected the phase noise contribution leads to
a white white noise floor at the output of the demodulator, since the phase noise
has the well known 1/ω2 shape. The additional 1/f noise contribution leads to
an increased noise floor near DC. Thus, when the receiver noise is absent, the
phase-noise-induced noise floor will limit the maximal output SNR.

Assuming wideband FSK modulation, the noise PSD given by (3.23) can be sim-
plified. In the wideband FSK case the phase noise bandwidth is much smaller
than the receiver noise bandwidth. Therefore, the phase noise, although it mod-
ulates the whole baseband noise, only influences the “tail” of the basebandnoise
which falls outside the message bandwidth and therefore is filtered out. In this
case the convolutionSnbb(ω)∗Sθ (ω) can be approximated, see [28]

1
2π

∫ ∞

−∞
Snbb(ω −Ω)Sθ (Ω)dΩ ≈ Snbb(ω)

∫ ∞

−∞

Sθ (Ω)

2π
dΩ. (3.24)

The integral on the right-hand side equals one by definition‡.

The PSDs of the two noise components are a function of the spectral densities of
RF noiseSnr f (ω) and baseband noiseSnbb(ω), which are assumed to be white
with a bandwidthBIF caused by the brick-wall filter at the input of the demodu-
lator:

Snr f (ω) =
πσ2

i

BIF
rect

(
ω

2BIF

)

Snbb(ω) =
πσ2

rx

BIF
rect

(
ω

2BIF

)
.

By applying the convolutions in the noise PSDs and using the autocorrelations
given by (3.19) and (3.20), the output noise PSD before the integrate-and-dump
filter of the noise generated before the I/Q mixer is:

Sy(ω)|nnnr f
= ω2 πσ2

i

2A2BIF

1+g2

2gcos(ε)

∫ BIF

−BIF

[δ (∆ω −Ω+ω)+δ (∆ω +Ω−ω)]dΩ ,

‡The phase-noise spectrum is defined relative to the carrier power and given in dBc/Hz. Thus
the integrated spectral density should be one.
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and the noise PSD caused by the noise after the I/Q imbalance is:

Sy(ω)|nnnbb
=ω2 πσ2

rx

2A2
(GRF

2

)2
BIF

1
gcos(ε)

×

∫ BIF

−BIF

[δ (∆ω −Ω+ω)+δ (∆ω +Ω−ω)]dΩ .

Click Noise

At low CNR, below 13dB, the output SNR of the FSK demodulator decreases
significantly. This is explained by the click noise phenomenon analyzed by
Rice [38]. Clicks are introduced by the limiter in the demodulator. At low CNR’s
the noise vectorsssnnn shown in figure3.7 is of comparable length with the signal
vectorsssrrr and can introduce additional encirclements of the origin. Rice modeled
the click noise as a train of delta functions with area±2π and the occurrence as
a Poison process with rateN+ (N−) for positive (negative) clicks. Rice did not
include false clicks, but it is shown in [50] that this effect can be neglected.

The effect of phase noise on the click noise was studied in [44] and [45].
Mazo [44] showed that for FSK modulation and practical values of phase noise
the effect of phase noise on the click noise process can be neglected. The work
in [45] showed that in the case of narrow-band FSK the phase noise has a small
influence on the click noise, since the filter bandwidth is of the same order as
the bit rate and the phase noise leads to a variance in the signal’s envelope.The
envelope variation does have a small effect on the click noise. However,within
this thesis we mainly focus on wideband FSK and therefore neglect the influence
of phase noise on the click noise process.

The demodulator output is filtered by an integrate and dump filter, which inte-
grates the positive and negative clicks each with power(2π)2 over a bit period
1
Rb

. Therefore, the click noise power at the output of the I&D filter is given by

Pclick = (2π)2(N+−N−)Rb.

From figure3.7 it can be deduced that a positive click occurs when

|sssnnn|> |sssrrr | (3.25)

π < αn ≤ π +d(αn+ϕ) (3.26)

α̇n+ ϕ̇ > 0 (3.27)
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and a negative click when

|sssnnn|> |sssrrr | (3.28)

π > αn ≥ π +d(αn+ϕ) (3.29)

α̇n+ ϕ̇ < 0. (3.30)

A good click noise model was obtained by Rice [38, 51]. The reported click rate
as a function of the carrier to noise ratioρ defined in (3.3) without I/Q mismatch
and phase noise is

N =

[
ϕ̇
2π

+
r exp{−aρ} I0{aρ}√

4πρ

]
exp{−ρ} , (3.31)

in which r is the radius of gyration, as defined in [38] and [28],

r2 =

(
1

2π

)2 ∫ ∞
−∞ ω2Sn(ω) |HIF(ω)|2dω
∫ ∞
−∞ Sn(ω) |HIF(ω)|2dω

,

anda is defined as

a=−1
2

(
ϕ̇
r

)2

,

whereSn(ω) is the PSD of the noise. The receiver used in this chapter, depicted
in figure3.4, has a rectangular low pass IF filter with noise bandwidthBIF and
r = BIF√

3
. This click noise model can also be used for the presented receiver with

I/Q imbalance, by incorporating the receiver imperfections inρ.

In case there is an I/Q imbalance in the receiver, the vector length is also a func-
tion of the instantaneous signal phaseϕ(t). However, the bit rate is much lower
than the FSK frequency deviation. Therefore, the click rate is calculated with ϕ
as parameter and then the average is taken overϕ . The envelope of the noise
vector is given by

|sssnnn|=
√

n2
1+n2

2,

wheren1 and n2 are the perpendicular noise components as given by (3.14)
and (3.15) respectively. They are correlated zero-mean Gaussian processeswith
variancesσ2

n1
andσ2

n2
. The probability density function (pdf) of the envelope of

two correlated Gaussian processes was given in [52]. However when the noise
generated in the RF front-end is large enough, the correlation between thenoise
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componentsn1 andn2 can be neglected. Thus when the RF noise figureFRF is
larger than a few dB, bothn1 andn2 are approximately two uncorrelated zero-
mean Gaussian noise sources, and the pdf of the noise vector|sssnnn| can be approx-
imated by the Rayleigh distribution with varianceσ2:

f|sssnnn|(z)≈
z

σ2 exp
(
− z2

2σ2

)
U(z)

σ2 ≈
σ2

n1
+σ2

n2

2
.

Using the approximation, the equivalent carrier to noise ratio including the I/Q
gain imbalance and noise figure is

ρn f = ρ
1

(FBB−1)
(

2
GRF

)2
+FRF

1+g2

2

. (3.32)

Using the Rayleigh distribution, the probability withϕ as parameter is obtained:

P

(
|sssnnn|> |sssrrr |

∣∣∣ϕ
)
= exp

{
−ρn f

[
cos2(ϕ)+g2sin2(ϕ − ε)

]}
. (3.33)

The probability distribution approximation is compared against Matlab simula-
tion results, as depicted in figure3.8. In the Matlab simulation 200.000 noise
samples were generated perϕ value. Two cases were simulated: high I/Q imbal-
ance, see figure3.8a, and a practical receiver, see figure3.8b. Only in the case
of extremely high I/Q imbalance and low noise figure the correlation betweenn1

andn2 can not be neglected. However, in practical situations (3.33) holds. Fig-
ure 3.8 clearly shows the impact of I/Q imbalance on the click noise. Because
of the I/Q imbalance, the signal trajectory in the I and Q space is no longer a
circle but becomes more and more elliptic; therefore the vector length|sssrrr | varies
with the FSK phaseϕ . At ϕ where the vector is very short, the probability

P

(
|sssnnn|> |sssrrr |

∣∣∣ϕ
)

increases leading to an increased click rate.

After substituting (3.32) in the Rice click rate model given by (3.31) and averag-
ing over the phaseϕ , the average click noise power is approximated by

Pclick ≈(2π)2Rb
ϕ̇
2π

exp{−ρx} I0{ρy}
[
1+

exp{−aρx} I0{aρx}√
aρx

]
(3.34)

ρx =ρn f
1+g2cos(ε)2

2

ρy =ρn f
g2cos(ε)2−1

2
.
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Figure 3.8: Simulation and model results ofP
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for low CNR, GRF = 2,

FRF = 0dB andρ = 0dB. (a) The results for large I/Q imbalance: g= 0.1, ε = 25deg
and FBB = 0dB (b) The results for practical I/Q imbalance: g= 0.9, ε = 5degand
FBB = 10dB

SNR

The noise power consists of four contributions: the local oscillator phasenoise,
RF noise generated before the I/Q mixer, baseband noise generated after the I/Q
mixer and the click noise contribution. Each contribution can be obtained by
substituting the PSDs given by (3.21) to (3.23) in (3.35), whereHI&D (ω) is the
integrate-and-dump filter at the output of the demodulator:

Px =
1

2π

∫ ∞

−∞
Sy(ω)|x |HI&D (ω)|2dω . (3.35)

By substituting the RF noise PSDSnr f (ω) and the Fourier transformF{Rg(τ)}
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in (3.35), the RF noise power integral is obtained:

PRF =
σ2

r f

4A2BIF

1+g2

2gcos(ε)
∫ BIF

−BIF

∫ ∞

−∞
ω2 |HI&D (ω)|2 [δ (∆ω −Ω+ω)+δ (∆ω +Ω−ω)]dωdΩ

=
FRF

8ρBIF

1+g2

2gcos(ε)
×

∫ BIF

−BIF

[
(Ω−∆ω)2 |HI&D (Ω−∆ω)|2+(Ω+∆ω)2 |HI&D (Ω+∆ω)|2

]
dΩ .

Solving the integral and using the fact thatω2 |HI&D (ω)|2 is an even function,
the RF noise contribution after the I&D filter is

PRF =
FRF

4ρBIF

1+g2

2gcos(ε)

∫ BIF+∆ω

−BIF+∆ω
γ2 |HI&D (γ)|2dγ

=
R2

bFRF

ρ
1+g2

2gcos(ε)

[
1− ∆ω

BIF
sinc

(
2∆ω
Rb

)]
. (3.36)

For wideband FSK the sinc term can be neglected and the RF noise contribution
becomes

PRF ≈ R2
b

ρ
FRF

1+g2

2gcos(ε)
.

In a similar way the baseband noise contribution is obtained:

PBB =
R2

b

ρ
FBB−1
(GRF

2

)2

1
gcos(ε)

[
1− ∆ω

BIF
sinc

(
2∆ω
Rb

)]
(3.37)

≈ R2
b

ρ
FBB−1
(GRF

2

)2

1
gcos(ε)

,

where the receiver noise variance given by (3.5) is used.

Using the definitions of the phase noise varianceσ2
pn in [34] the phase noise

power after the I&D filter is

Pθ̇ =
1

T2
b

σ2
pn(Tb)

= RbCLO +KLO . (3.38)
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The signal power is

Ps =
1
Tb

∫ Tb

0
|ϕ̇(τ)|2dτ

= ∆ω2, (3.39)

using the quasi-stationary approach and assuming the FSK signalϕ̇(t) passes
through the filter.

Combining the signal power and all the noise power contributions the SNR is

SNR=
Ps

PRF+PBB+Pθ̇ +Pclick
. (3.40)

Bit Error Rate

The limiter-discriminator demodulator shown in figure3.4 converts the FSK
modulated input signal to an OOK modulated output signal. Therefore, the bit
error rate of the received signal can be calculated in a similar manner as theBER
of an OOK signal with a SNR given by (3.40). Contrary to the narrow-band case
presented in [42], the received wideband-FSK signalsss(t) depicted in figure3.7
encircles the originh

2 times per received bit. Consequently, a few FM clicks do
not necessarily lead to a bit error when the modulation index is high. Therefore,
the click noise power after the integrate-and-dump filter is added to the powerof
the other noise sources.

The output amplitudey(t) of the FSK demodulator has a normal distribution
N
(
µ ,σ2

)
with mean

µ =±∆ω

for a transmitted ‘0’ and ‘1‘, variance

σ2 = PRF+PBB+Pθ̇ +Pclick ,

and probability density function

fy (x|µ) = 1√
2πσ

exp

{
−(x−µ)2

2σ2

}
.

Analogous to OOK demodulation, the receiver decides whether a ‘0’ or ‘1’ is
transmitted by comparing the received signal with a threshold level. Assuming



60 Chapter 3. Wake-up Receiver System Level Design

the 50% of the transmitted data is ‘0’ and 50% is ‘1’ the optimal threshold value
is 0. Subsequently, the BER is given by

BER=
1
2

∫ 0

−∞
fy(x|∆ω)dx+

1
2

∫ ∞

0
fy(x|−∆ω)dx.

The BER can be rewritten as

BER=
1
2

Erfc

{√
SNR

2

}
, (3.41)

whereSNRis the signal-to-noise ratio at the output of the integrate-and-dump
filter given by (3.40), see [29]. The complementary error function is

Erfc{z} def
=

2√
π

∫ ∞

x
e−x2

dx.

3.5.2 Simulation and Model Results

In the previous sections we have studied three effects of a non-ideal receiver on
the performance of FSK modulation: receiver generated noise both in RF and
baseband, I/Q imbalance and phase noise. In this section the model is compared
against simulation results.

Simulation setup

The Matlab simulation was an implementation of equations (3.6) and (3.7). Per
simulation 1.900 million samples of the noise sourcesnr f , nbb andθ were gen-
erated, and the SNR and BER were simulated for various values of the receiver
parametersg, ε andGRF. The simplified pseudo-code of the Matlab script is
given in appendixC.

Signal to noise ratio model

A typical example of the SNR as a function of the input carrier to noise ratio
is depicted in figure3.9. From the figure it is clear that there are three regions,
labeled I to III.

Between regions I and II the FM threshold is visible. Below the threshold, in
region I, the click noise is the dominant noise source, see figure3.9b, and the
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output SNR is severely degraded. Above the threshold the click noise canbe
neglected. In region III the phase noise dominates the output noise powerand
the channel and receiver noise contributions can be neglected. Therefore, the
output SNR flattens and an improvement in input CNR is no longer beneficial.

Figure3.10ashows the simulation and model results of the output SNR for differ-
ent bit rates and modulation indices, but equal frequency deviation. It isclear that
the FSK modulation gain increases for smaller bit rates, which shows a trade-off
between bandwidth efficiency and modulation gain.

Unless otherwise stated, the bit rate used for the simulations is 10kbps and the
FSK frequency deviation is 250kHz. With this frequency deviation the signal
fits within the largest band in the 915MHz (USA) / 868MHz (Europe) ISM
band. Additionally, unless otherwise specified, the receiver parametersare:
GRF = 10(dB),NRF = 5(dB), NBB = 20(dB) andL (1MHz) = −130(dBc/Hz),
which are practical numbers.

As said, below the FM threshold, region I in figure3.9, the click noise is domi-
nant, whereas above the FM threshold, regions II and III in figure3.9, the click
noise can be neglected. We will study the regions above and below the threshold
separately, because the results are very different.

Above Threshold Above the FM threshold the click noise can be neglected,
which eases the analysis of the receiver impairments. Firstly, we will study the
effect of the receiver generated noise and assume there is no I/Q imbalance and
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Figure 3.9: (a) Output SNR as function of the carrier to noise ratioρ , with: ∆ f =
250(kHz), Rb = 10(kbps), GRF = 10(dB), g= 1, ε = 0deg, FRF = 3(dB), FBB = 15(dB)
andL (1MHz) =−130(dBc/Hz) (b) Modeled output noise used in equation (3.40).
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Figure 3.10: Simulated and modeled output SNR as function of input carrier-to-noise-
ratio ρ . (a) Shows results for different bit rates and constant frequency deviation. (b)
Shows the implications of LO phase noise without I/Q imbalance, i.e. g= 1, ε = 0deg.
As can be seen, the LO phase noise limits the maximal output SNR. (c) The FM-threshold
shifts towards higherρ when the I/Q imbalance increases. (d) The RF noise factor FRF

degrades the carrier-to-noise-ratio linearly and shifts the FM-threshold towards higher
ρ .

phase noise. In this situation the SNR is simplified to

SNRF =
ρ∆ω2

R2
b

1
Ftot

, (3.42)

whereFtot is the receiver noise factor described in section3.4.1:

Ftot = FRF+
FBB−1
(GRF

2

)2 .

The noise factorFtot could also be obtained using Friis’ formula.

The effect is as would be expected; the noise factor reduces the carrier to noise
ratio ρ. It becomes more interesting when also the I/Q imbalance is taken into
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account:

SNRF,IQ =
ρ∆ω2

R2
b

1
Feff

(3.43)

Feff =
1

gcos(ε)

(
FRF

1+g2

2
+

FBB−1
(GRF

2

)2

)
.

Effectively, the receiver noise factor is increased by the I/Q imbalance.The I/Q
imbalance has a larger influence on the noise generated after the mixer (FBB)

than before the I/Q mixer (FRF). The factor1+g2

2 can be regarded as the effective
power gain for the noise generated before the I/Q mixer. Additionally, the factor
gcos(ε) can be thought of as the "decorrelation" factor between the noise in the
I and Q paths. When the factor is 1 the noise in both paths is completely uncor-
related and when the factor is 0 both paths are completely correlated. The simu-
lation results for three different gain and phase errors are shown in figure3.10c.
It is clear that above the FM threshold the output SNR only slightly varies. The
degradation is much smaller than the SNR degradation caused by the receiver
noise factor. Thus, FSK receivers are robust against I/Q imbalance,implying
that FSK is a good candidate for energy-restricted systems.

The SNR with the phase noise included is

SNRF,IQ,PN=
∆ω2

R2
b

ρ Feff+(RbCLO +KLO)
. (3.44)

It can be seen that the phase noise adds a white noise floor, see region III in
figure 3.9; for very high input carrier to noise ratioρ the SNR saturates. The
maximal SNR,

max{SNRF,IQ,PN}=
∆ω2

RbCLO +KLO
, (3.45)

shows, as expected, that the receiver becomes less susceptible to phase noise
when the deviation frequency∆ω increases. Thus, the LO phase noise can be
increased, and the power consumption decreased at the cost of higherfrequency
deviation and therefore lower spectral efficiency.

Below Threshold Below the FM threshold, region I in figure3.9, the click
noise dominates the noise power. Therefore, we will only study the effectsof the
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receiver impairments on the click noise in this section. The click noise model
was discussed in section3.5.1.

From the approximation for the click noise given in (3.34) it appears that the
phase noise does not have an influence on the click noise and the FM threshold.
This is in agreement with the simulation result depicted in figure3.10band the
work presented in [44].

However, the I/Q imbalance deteriorates the output SNR below the FM threshold,
as can be seen in figure3.10c. This is in contrast to the situation above the FM
threshold. Again, the model is reasonably accurate except for very lowρ where
the click noise model presented in [38] does not hold anymore.

The third receiver impairment studied, the noise figure, shifts the FM threshold
to higher carrier to noise ratios, see figure3.10d.

SNR Model Accuracy

The accuracy of the SNR model is analyzed by calculating the average relative
error (ARE),

ARE=
1
M

M

∑
n=1

|SNRmod−SNRsim,n|
|SNRsim,n|

,

whereM is the number of simulation results, for different CNR. The model is
more accurate for high input CNRρ than for low CNR. Therefore the relative
error decreases when higher CNR are taken into account. Since the required
BER usually is below 10−3 this is taken as a lower bound on the input CNR. The
upper bound on CNR is taken to be 70dB; higher values will only decreasethe
ARE.

The average relative error for various gain and phase imbalances is shown in
figure3.11a. In subfigure (a) the ARE is shown as function of I/Q imbalance and
in (b) as a function of phase noise and bit rate. In both cases the ARE is shown
for input CNRs such that the BER< 10−3 or < 10−5. It can be seen that the
SNR model presented in this section in in agreement with the simulation results,
and that the model gets more accurate for lower BER. The error increases as the
I/Q imbalance increases, but is still sufficiently low to get an impression on the
influence of the I/Q imbalance on the output SNR.

The ARE for different phase noise, bit rates and therefore modulation indices is
shown in figure3.11b. Although we used three assumptions based on wideband
FSK:
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• neglect the modulation of baseband noise by phase noise (3.24);
• neglect the phase noise effect on click noise;
• neglect the sinc part in (3.36) and (3.37);

their effect indeed also turns out to be very small for low modulation indices and
hence can be neglected, which validates our assumptions.
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Figure 3.11: Average relative error of the SNR model for carrier to noise ratios such
that: BER< 10−3 and< 10−5 (a) as function of I/Q imbalance. (b) as function of phase
noise and bit rate.
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Figure 3.12: Modeled and simulated bit error rate for a receiver with highI/Q im-
balance and a receiver without I/Q imbalance, with:∆ f = 250(kHz), Rb = 50(kbps),
GRF = 10(dB), FRF = 5(dB), FBB = 20(dB) andL (1MHz) =−75(dBc/Hz).
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Bit error rate model

The effect of the I/Q imbalance on the BER is depicted in figure3.12, where the
length of the simulated lines give the 90% confidence interval. It is infeasible
to simulate BER for even higher input CNR(ρ), since the simulation time would
increase exponentially. The effective input CNR degrades by approximately 3dB
when the I/Q imbalance is very high,g= 0.6 andε = 40deg. Additionally, it is
shown that the presented BER model is accurate enough to predict the effects of
receiver impairments.

3.6 Wake-up Receiver Specifications

The main design goal of the wake-up receiver is low power consumption, while
maintaining a BER below 0.1%. In this section the required sensitivity and noise
figure is calculated in section3.6.2. Additionally, the maximally allowed phase
noise is important since the required phase noise is proportional to the localos-
cillator power consumption as will be discussed in section4.2. The maximal
allowed phase noise is given in section3.6.3.

3.6.1 Interferer robustness

There is a clear trade-off between linearity, needed for a high interferer robust-
ness, and power consumption. To greatly reduce the power consumption,the
interference robustness needs to be sacrificed. There are two different interferer
scenarios: in-band and out-of-band interferers. The out-of-bandinterferers are
partly rejected by the filtering operation of the zero-IF architecture. This would
not have been the case in an envelope-based OOK receiver. In sucha receiver an
external filter, for example a BAW or SAW is needed. To cope with the in-band
interferers we partly rely on the inherent linearity of the mixer-first architecture.
Additionally, we assume that the master node implements a form of interference
avoidance, for example by means of carrier sensing. However, this is beyond the
scope of this thesis and requires additional research.

3.6.2 Sensitivity and Noise Figure

In chapter2 it was derived that a transmission distance of 10m and a bit rate of
125kbps is enough for most WBAN applications. Given a modulation index of2
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the frequency deviation is 250kHz and the signal bandwidthBW is 1MHz. Using
the free-space path loss (FSPL) model and carrier frequencyfc of 915MHz the
path loss is calculated to be 51.7dB using

FSPL= 20log10

(
4π d fc

c

)
,

where the transmission distance and speed of light are given byd andc respec-
tively. Combining the path loss, and 10dB link margin transmit powerPTX of
-10dBm, the sensitivityPsensshould be better than -72dBm.

The received carrier-to-noise-ratio is obtained using

ρ = Psens−10log10(kBT)−10log10(BW) ,

given an omnidirectional antenna, thus an antenna gain of 0dBi. The received
CNR is 42dB assuming room temperature.

After substituting the required BER of 0.1% in equation (3.41) the required de-
modulator output SNR (SNRo) is calculated to be be 9.8dB. Additionally, the
local oscillator is designed such that its phase noise is not a limiting factor at a
BER of 0.1% and the gain and phase errors are taken to be 20% and 20 degrees
as a safety margin. Using the SNR model presented in3.5.1, the maximally al-
lowed noise figure is 40dB. However, some margin should be taken into account
when designing the receiver.

3.6.3 Phase Noise

As was discussed in section3.5.2the phase noise adds a BER floor; no matter
how high the input CNR is, the BER will never be lower than this BER floor.
Using equation (3.45) and ignoring the 1/f noise the maximal thermally induced
phase noise parameter is obtained

CLO <
∆ω2

Rb max{SNR} .

The phase noise at a frequency offset of 1MHz is calculated using3.10,

L (ωoffset) = 10log10

(
CLO

ω2
o f f set

)
.

Tolerating a BER floor of 0.001%, the maximum demodulator output SNR is cal-
culated using (3.41) to be 12.6dB, leading to a maximal phase noise requirement
of L (1MHz)<−75.6 dBc/Hz assuming a deviation frequency of 1MHz and bit
rate of 50kbps.
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3.7 Conclusion

In this chapter the system level design of the low-power wake-up receiver was
discussed. From the modulation complexity and state-of-the-art literature study
it was derived that either OOK or FSK modulation lends itself well for low-power
receivers. When using wideband-FSK modulation in combination with a zero-
IF receiver most signal power is concentrated around the deviation frequency
instead of DC. Therefore, a high pass filter can be used to remove the DC-offset
and 1/f noise in the baseband stage.

Additionally SNR and BER models have been presented and shown to be accu-
rate both above and below the FM threshold. Besides the wideband-FSK case,
the models also work well for non-wideband FSK modulation. The presented
model is very useful in defining the minimally required receiver specifications as
was done in section3.6. It facilitates the design of a low-power receiver. More-
over, the model can be used when making a decision on the trade-off between
transceiver performance and power consumption.

The I/Q imbalance increases the effective receiver noise figure, and has a larger
influence on the IF noise than on the RF noise. Additionally, it mainly dete-
riorates the SNR and BER below the FM threshold. The receiver noise figure
has the same effect as was given by Friis’ noise equation, and deteriorates the
performance for all values of input carrier-to-noise ratio. On the otherhand the
phase noise only influences the output SNR and BER for very high input carrier-
to-noise ratios. It effectively adds a noise floor at the output of the modulator
and saturates the output SNR. The noise floor can be decreased by increasing the
frequency deviation. Hence a trade-off between spectral efficiencyand LO phase
noise, and indirectly LO power consumption, is shown to exist.



CHAPTER 4

LOW-POWER ZERO-IF RECEIVER

DESIGN

IN the previous chapter, the system-level design choices were analyzed. In this
chapter the circuit-level design choices and circuit optimizations are studied

given the system-level boundary conditions, whereas the actual circuitimple-
mentations and measurement results will be presented in chapters5 and6.

In a short-range sensor network the receiver sensitivity is allowed to berelatively
low, as has been discussed in section3.6.2. Therefore, the network will still
operate when the receiver has a high noise figure of up to 40dB. To save power
the high frequency RF LNA can be replaced by a low-power gain stage in the
low-frequency baseband domain. This makes the mixer the first stage in the
receiver and therefore the input RF port needs to be matched to the off-chip
antenna. In section4.1, the mixer input impedance, conversion power gain and
noise figure are modeled. Additionally the optimal mixer-first design procedure
is given.

Also, the local frequency reference in a receiver usually consumes alot of power.
By increasing the modulation index of the wideband-FSK modulation, the phase
noise requirement can be reduced considerably, see sections3.5.2and3.6.3. The
reduced phase noise requirement is exploited in section4.2 to reduce the power
consumption of the local oscillator. Moreover it is shown that for the same high
phase noise value, ring oscillators consume less power than LC oscillators,be-
cause of technology limitations.
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Besides the phase noise also the frequency stability of the local oscillator is
important. Therefore, most FSK receivers use power consuming phase-locked-
loops (PLL) [9]. Receivers using injection-locking [14] are less power hungry
but more sensitive to blockers. To overcome these challenges, an on-chip FSK
demodulator (section4.3) is used to measure the frequency offset between the re-
ceived signal and the local frequency reference. The measured frequency offset
is fed-back to the local oscillator inside the automatic frequency control (AFC)
loop. In section4.4the stability and performance of the AFC loop is studied.

4.1 Passive Mixer-First Design

By omitting the LNA from the receiver chain, the mixer becomes the first sub-
circuit, and is therefore directly connected to the antenna. A disadvantageis
the reduced isolation from the oscillator to the antenna. However, in low-power
sensor nodes the oscillator is also low-power and the isolation of the passive
mixer is good enough; in the second WURx described in chapter6 the oscillator
signal power measured at the antenna input was below the noise floor of the
measurement equipment.

Since it is the first sub-circuit, its available power gain has a big influence onthe
overall noise figure, according to Friis’ noise figure equation. A passive voltage
domain mixer topology is chosen instead of a Gilbert cell mixer, for its low 1/f
noise and power consumption and its high linearity.

Since the available power gain of a passive mixer can not be higher than 0dB, also
the available power gain of the following amplifier and the matching between the
mixer and baseband amplifier are important. Taking the mixer output matching
into account, the design goal is to maximize the transducer power gain.

In this section an analytical model for the passive mixer input impedance, con-
version voltage and power gain and noise figure is presented. The modelis valid
for both voltage domain and current domain mixers. This is different from the
analysis presented in [53] in which an infinite load impedance is assumed and
the transducer power gain is not analyzed. The presented model is usedto design
a passive mixer with maximal transducer power gain. Firstly, the time-domain
mixer model is discussed, which is subsequently used to model the voltage con-
version gain, input impedance and transducer power gain. Finally, theseanalyti-
cal models are used to come to an optimal mixer design.
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4.1.1 Time-Domain Passive Mixer Model

Figure4.1shows an equivalent circuit model of the four phase passive quadrature
mixer. The mixing transistors are modeled by switches with an on-resistancersw.
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Figure 4.1: Simplified schematic of the I and Q mixer, where the transistors are modeled
as switches with resistance rsw.

There is a trade-off between the switch on-resistance

rsw ∝
L
W

, (4.1)

and the LO powerPLO needed to drive the switch gate capacitance

Cswitch∝ WL. (4.2)

As shown in the above equations, when the transistor widthW, the resistance
decreases and the switch gate capacitance increases. It is clear that thelength
L should be minimized for both the on-resistance as well as the LO power con-
sumption.

The mixer loadRL andCL include the input impedance of the next stage. Fur-
thermore, the RF input signal source is modeled by a voltage source

VRF(t) = ARF cos(ωct +ϕ),

and series resistanceRS. At the carrier frequency, the signal input comprises
both the external signal source and optional matching circuit. The phase of the
RF signal is represented byϕ, which can contain phase or frequency modulation
and thusϕ can be time dependent. Since the modulation bandwidth is much
smaller than the carrier frequencyωc, it is assumed that the RF carrier frequency
is equal to the LO frequency with periodTc =

2π
ωc

, andϕ is constant during one
RF carrier cycle. The in-phase (I) and quadrature-phase (Q) differential output
signals areVo,0(t)−Vo,2(t) andVo,1(t)−Vo,3(t), respectively.
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Besides the circuit elements, also the LO duty cycle has a big influence on the
mixer gain and input impedance. The duty cycleη is specified as a percentage
of the LO-cycle during which a single switch is closed. The duty cycle has to
be lower than 50% since otherwise the differential output paths are shorted every
cycle, reducing the output voltage and conversion gain. On the other hand, the
duty cycle should be larger than 25%. Otherwise, the RF input is not connected
to one of the outputs during some time and the input impedance will have large
peaks during each LO period.

The four corresponding local oscillator phases given byLOn(t) are depicted for
both 25% and 50% duty-cycle schemes in figure4.2. To avoid I/Q cross-talk,
none of the LO signal phases should overlap each other, leading to a 25%duty
cycle scheme, see [54]. Within this chapter the source and switch resistances
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Figure 4.2: In-phase LO0,2(t) and quadrature phase LO1,3(t) local oscillator phases,
where the LO period is given by Tc for two different duty cycles: a) 25% b) 50%.

are combined(ron = RS+ rsw), which holds when there is no overlap current
between the in-phase and quadrature-phase outputs. This is the case when either
there is no LO overlap or the switch resistancersw is large compared to the source
resistanceRS.

The switch turn-on time moment of LO phasen is

Ton,n =
Tc

2

(n
2
−η

)
,

and turn-off time instance is

To f f,n =
Tc

2

(n
2
+η

)
,

whereη is the duty cycle.

Each of the four output phases are modeled by two time-domain differential
equations: one for the on-state and one for the off-state. In the on-statethe
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switch is closed and the differential equation is:

[VRF(t)−Vo,n(t)]
1

ron
=Vo,n(t)

1
RL

+CL
∂
∂ t

Vo,n(t). (4.3)

When the switch is opened, the equation becomes

0=Vo,n(t)
1

RL
+CL

∂
∂ t

Vo,n(t). (4.4)

The differential equations can be solved separately, assuming the mixer is in
the steady state, and there is no overlap current, while taking into account the
boundary conditions between the switch on and off states. In the on-state the
output voltage is

Vo,n(t) = Ac

[
Aon,nexp

{
− t −Ton,n

τon

}
+cos(ωct +φ −θ)

]
,

and in the off-state the output voltage is

Vo,n(t) = AcAo f f,nexp

{
− t −To f f,n

τo f f

}
,

whereAc denotes the RF output amplitude and the factorsAon,n andAo f f,n are
used to represent the boundary conditions originating from the memory effect
caused by the load capacitances. The corresponding mixer time constants for
both states are

τo f f = RLCL

τon =
ronRL

ron+RL
CL .

It will be shown in later sections that the mixer power gain and input impedance
can be described by just three input parameters: normalized on-state RC time
constant

τ ′
on = ωcτon, (4.5)

normalized load impedance

R′
L =

RL

ron
,
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and switch resistancersw. All the other constants can be written as functions of
these three parameters. In particular the normalized off-state RC time constant

τ ′
o f f = τ ′

on

(
1+R′

L

)
.

The constantsAon,n andAo f f,n are obtained by solving the boundary conditions
at the turn-on and turn-off instants:

Vo,n(Ton,n)|on = Vo,n(Tc+Ton,n)|o f f

Vo,n(To f f,n)
∣∣
on = Vo,n(To f f,n)

∣∣
o f f .

After solving the boundary conditions, the constants are

Aon,n =
cos([ n

2 +η ]π +ϕ −θ)Co f f −cos([ n
2 −η ]π +ϕ −θ)

1−ConCo f f

Ao f f,n =
cos([ n

2 +η ]π +ϕ −θ)−cos([ n
2 −η ]π +ϕ −θ)Con

1−ConCo f f
,

where

Con = exp

{
−2ηπ

τ ′
on

}

Co f f = exp

{
−2(1−η)π

τ ′
o f f

}
.

The output RF amplitude is

Ac = ARF
R′

L

1+R′
L

1√
1+ τ ′

on
2
, (4.6)

and the phase shift

θ = arctan(τ ′
on) .

Thanks to the fact that all the outputs have equal impedances and the switching
instances are symmetrical, the transfer model is similar to a resistive dividerR′

L
1+R′

L

and a low pass filter with time constantτon.

The modeled output voltagesVo,n(t) are compared against Cadence transient sim-
ulations to validate the analysis correctness. The voltage signals are depicted in
figure 4.3. The circuit parameters used for the validation are similar to the pa-
rameters of the implementation of the receiver front-end presented in chapter 6.
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Figure 4.3: Model (line) and Cadence simulation (markers) results for the transient
output waveforms, forϕ = 0, RS = 405Ω, rsw = 100Ω, RL = 4670Ω and CL = 420f F
and a 25% duty cycle.

4.1.2 Voltage Conversion Gain

Since the RF and baseband signals are periodic, they can be written as a Fourier
series. Within this section we use the following Fourier series definition for
function f (t):

f̂ (t) =
af ,0

2
+

∞

∑
n=1

[af ,ncos(nωct +nφ)+bf ,nsin(nωct +nφ)]

af ,n =
2
Tc

∫ Tc

0
f (t)cos(nωct +nφ)dt (4.7)

bf ,n =
2
Tc

∫ Tc

0
f (t)sin(nωct +nφ)dt , (4.8)

where the initial phasenφ is included to achieve simpler coefficients; with this
definition, the Fourier coefficients of the RF signal are zero except foraVr f ,1 =
ARF.

The voltage conversion gain from the RF input to zero-IF output is defined as

Gv
def
=

max
{

aVi,0(ϕ)
2

}

aVr f ,1
. (4.9)

Either the in-phase or quadrature-phase output could be taken for the voltage
conversion gain; here we use the in-phase signal:VI (t) = Vo,0(t)−Vo,2(t). The
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output DC Fourier coefficient of the in-phase component is

aVi,0(ϕ) =
Ac

π
{Acos(ϕ −θ)+Bsin(ϕ −θ)} .

From the equation it can be seen that the DC output voltage varies with the
modulated RF phase. Therefore, the maximum ofaVi,0(ϕ) is taken with respect
to ϕ to obtain the amplitude of the down-converted signal

max
{

aVi,0(ϕ)
2

}
=

Ac

π

√
A2+B2, (4.10)

where

A= 2sin(ηπ)+cos(ηπ)R′
Lτ ′

on
(1−Con)(1−Co f f)

1−ConCo f f

B= sin(ηπ)
[

τ ′
on(2+R′

L)−R′
Lτ ′

on
Con−Co f f

1−ConCo f f

]
.

After substituting (4.6) and (4.10) into the voltage conversion gain defini-
tion (4.9), the voltage gain is obtained as

Gv =
1
π

R′
L

1+R′
L

√
A2+B2

1+ τ ′
on

2 .

The voltage conversion gain only depends on the parametersτ ′
on andR′

L as was
discussed before.
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Figure 4.4: Modeled (mesh) and simulated (red crosses) voltage conversion gain Gv for
a) 25% and b) 50% duty-cycling.
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The voltage conversion gain can be higher than 0dB, see figure4.4, because
the differential-ended output is taken while the input is single ended, leadingto a
maximal gain of 6dB. In deriving the voltage conversion gain it was assumedthat
the overlap current was negligible. When this assumption holds, i.e. when either
the duty cycle is 25% or the normalized on-state time constantτ ′

on is small and the
load resistance is large, the model fits well. In the case of high overlap current,
the model is not valid anymore as can be seen in figure4.4b. However, the
gain is higher when there is no overlap between the four LO phases. Therefore,
25% duty cycling will be used in the rest of this chapter, and the model is valid.
Moreover, from the figure and the underlying equations it is clear that thevoltage
gain reaches its maximum whenτ ′

on → ∞

Gv,lim = lim
τ ′on→∞

Gv

=
2
π

R′
L sin(ηπ)
1+R′

Lη
. (4.11)

However, the maximum ofτ ′
on is limited by practical values ofRL andCL.

4.1.3 Input Impedance

The complex input impedance seen from the RF voltage source is defined asthe
voltage divided by the current at the RF frequencyωc:

ZRF
def
=

VRF|@ωc

Iin|@ωc

,

and the mixer input impedance is

Zin = ZRF−RS. (4.12)

The voltage and current were depicted in figure4.1, and source impedanceRS is
subtracted since it is in series with the input impedance of the passive mixer.

It is more convenient to calculate the input admittance using the complex Fourier
coefficients of the RF voltage and current, which can be expressed in terms of
the sin and cos Fourier coefficientsaf ,n andbf ,n, respectively defined as (4.7)
and (4.8)

f̂ (t) =
∞

∑
n=−∞

cf ,nexp{ j n(ωct +ϕ)}

cf ,n =
af ,n− j b f ,n

2
.
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By using the complex Fourier components, the input admittance is

YRF =
cIr f ,1

cVr f ,1

=
aIr f ,1− j bIr f ,1

aVr f ,1− j bVr f ,1
.

The RF voltage Fourier coefficientsaVr f ,1 andbVr f ,1 were already given in sec-
tion 4.1.2and are copied below for convenience

aVr f ,1 = ARF

bVr f ,1 = 0.

The input current is

Iin(t) =
VRF(t)−VBB(t)

ron
,

andVBB(t) is the virtual baseband voltage seen at the passive mixer input,

VBB(t) =
3

∑
n=0

Vo,n(t)LOn(t) ,

where LOn(t) is the switch function shown in figure4.2. The complex RF
impedance is

YRF =
1

ron

1+ γR′
L

1+R′
L
, (4.13)

where the complexγ coefficient is

γ =
τ ′

on(τ ′
on+ j)

1+ τ ′
on

2

{
1− 2

π
1− j τ ′

on

1+ τ ′
on

2

[
j
1+ConCo f f

1−ConCo f f
− Con−Co f f

1−ConCo f f

]}
. (4.14)

Equation (4.14) is complex valued and the real and imaginary parts ofγ are
plotted in figure4.5. When the on-state bandwidth is very high, i.e.τ ′

on is low, γ
approaches 0 and the mixer input impedance can be modeled as a series circuit of
ron andRL. In this case, the load capacitanceCL can be neglected. On the other
hand, when the on-state bandwidth is very low, i.e.τ ′

on is high,γ approaches 1
and the input impedance becomes equal toron. Thus,CL is dominant and the
steady-state baseband output voltage saturates to a DC voltage.
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The limit case whereτ ′
on → ∞ is of interest, since the gain reaches its maximum

value. In the limitγ becomes real valued,

lim
τ ′on→∞

γ = 1− 8
π2

1+R′
L

4+R′
L
.

Althoughτ ′
on will never reach infinity,γ will approach the limit value whenτ ′

on>
10 as can be seen in figure4.5. As a results, the imaginary part of the input
impedance also becomes zero and the real partRin becomes,

lim
τ ′on→∞

Rin = RS
8R′

L

R′
L (π2−8)+4π2 + rsw

R′
Lπ2+4π2

R′
L (π2−8)+4π2 . (4.15)

In case of an ideal switch (rsw = 0Ω) and infinite load impedance the input
impedance reduces to

lim
τ ′on→∞,R′

L→∞
Rin (rsw= 0)≈ RS

8
π2−8

≈ 4.28RS,

which corresponds with the result in [53]. It is interesting to note that the input
impedance is a function of the source impedance. Moreover, a conjugate power
match between the power source and passive mixer is only possible when the
load impedance is finite.
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Figure 4.5: Real and imaginary part ofγ as a function ofτ ′on and R′L.
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4.1.4 Transducer Power Gain

The complex part of the input impedance can be matched with an inductor be-
tween the RF source and the passive mixer. Additionally, the inductor can tune
out the bondpad and other parasitic capacitances, reducing the imaginarypart
of the input impedance to zero. Therefore, the imaginary part will be neglected
when calculating the transducer power gain:

Gt =

(
Rin

Rin +RS

)2 2RS

RL
G2

v , (4.16)

assuming the load resistanceRL is much larger than the output impedance of the
mixer. After substitutingron = RS+ rsw in (4.11) and (4.15), the gain in the limit
caseτ ′

on → ∞ becomes

lim
τ ′on→∞

Gt =




8
π2

R′
L

4+R′
L
RS+ rsw

RS+ rsw




2

2RS

R′
L (RS+ rsw)

G2
v,lim. (4.17)

4.1.5 Maximal Transducer Power Gain

The transducer power gain depends on the switch resistancersw, source resis-
tanceRS, normalized on-state time constantτ ′

on and the normalized load resis-
tanceR′

L. Because the four parameters are independent, their optimal values can
be obtained separately.

It was already shown that the gain increases asτ ′
on increases. The optimalRS is

obtained by solving

∂
∂RS

[
lim

τ ′on→∞
Gt

]
= 0.

There is no solution when the switch resistancersw is 0Ω; in fact the transducer
power gain no longer is a function ofRS. On the other hand, whenrsw> 0 the
optimal source impedance equals

RS,opt =
rsw

2

∣∣∣∣∣∣∣

1

1− 12
π2

R′
L,opt

4+R′
L,opt

∣∣∣∣∣∣∣
. (4.18)
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The absolute value ofRS was taken, since the source impedance cannot be neg-
ative. Similarly, the optimalR′

L is found by substituting the obtainedRS,opt and
solving

∂
∂R′

L

[
lim

τ ′on→∞
Gt(RS,opt)

]
= 0,

leading to

R′
L,opt =

4π√
π2−8

.

Figure4.6 shows the modeled and simulated transducer gainGt(RS,opt) where
the optimal source resistance given by (4.18) is used. The modeled and sim-
ulated transducer gain results are depicted by the black mesh and red crosses
respectively. The thick black line plotted at maximalτ ′

on shows the limit case

lim
τ ′on→∞

Gt(RS,opt) =

(
2
3

)3 1

R′
L

(
1− 8

π2
R′

L
4+R′

L

)G2
v,lim ,
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Figure 4.6: Modeled (mesh) and simulated (red crosses) transducer power gain Gt with
switch resistance rsw = 100Ω. The thick line gives lim

τ ′on→∞
Gt(RS,opt) and the black dia-

mond marks the maximal transducer power gain.
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and the black diamond marks the maximal transducer power gain

lim
τ ′on→∞

Gt(RS,opt,R
′
L,opt) =

(
4
3

)3 1
(

π2+
√

π2−8
)2 .

The figure shows that the transducer power gainGt increases asτ ′
on increases, as

was the case for the voltage conversion gainGv shown in figure4.4. Although
the gain still increases asτ ′

on > 100, the additional increase becomes negligible.

4.1.6 Noise Figure

The differential output noise of the mixer consists of three thermal noise contri-

butions: noise generated in the source
(
V2

n,s

)
, the switches

(
V2

n,sw

)
and in the

load
(
V2

n,l

)
. The noise generated by the sourceRS and switchrsw shown in fig-

ure4.1are both located at the input of the mixer and therefore are both multiplied
by the mixer voltage gainGv given by (4.9). Not only the input noise concen-
trated round the first harmonic of the oscillator signal but also the noise around
all the other harmonics are down-converted to the DC output. Taking the har-
monic down-conversion into account, the noise contribution of the input noise
becomes

V2
n,s = 4kTRSG2

v

∞

∑
n=1,3,...

2
n2

V2
n,sw= 4kTrswG2

v

∞

∑
n=1,3,...

2
n2

where the harmonic down-conversion factor takes into account both the positive
and negative harmonics, and can be further simplified:

∞

∑
n=1,3,...

2
n2 =

π2

4
.

The transfer functionHL of the noise generated by the load to the baseband output
is obtained by solving the time-domain differential equations similarly as was
done in section4.1.1, i.e.

HL =
1+αR′

L

1+R′
L

,
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whereα is

α =
3
4
+

(1−Con)(1−Co f f)

1−ConCo f f

τ ′
on− τ ′

o f f

2π

≈ 3
4
− (1−Co f f)

R′
Lτ ′

on

2π
.

Using the transfer function, the load contribution to the output noise is

V2
n,l = 4kTRLH2

L .

The noise figure of the mixer is obtained by dividing the total differential output
noise by the source noise generated at the fundamental frequency

NF = 10log

{(
1+

rsw

RS

)
π2

4
+

2RL

RS

H2
L

G2
v

}
. (4.19)

Note that the differential output contains two load resistances.

The simulated and modeled noise figure is shown in figure4.7, where the axes
are rotated compared to the gain plots shown before, for better readability.The
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Figure 4.7: Modeled (mesh) and simulated (red crosses) noise figure NF with switch
resistance rsw= 100Ω. The thick line giveslimτ ′on→∞ NF(RS,opt) and the black diamond
marks the noise figure belonging to the maximal transducer power gain.
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thick black line denotes the noise figure belonging to the limit case discussed in
section4.1.4

lim
τ ′on→∞

NF = 10log

{
π2

4

(
1+

rsw

RS,opt

[
1+

4
R′

L

])}
,

and the diamond symbol denotes the noise figure belonging to the maximal trans-
ducer gain.

The noise figure can be modeled by a two cascaded networks. The first network
has a noise factorF1 =

4
π2 and available power gainGA,1 =

π2

4 , and the second

network has the noise factorF2 = 1+ rsw
RS

(
1+ 4

R′
L

)
.

The first network represents the ideal mixing function, and the second network
represents the noise generated by the circuit losses. The fundamental limiton the
noise factor of the presented 4-phase passive mixer is set by the noise factor of
the first network, which reduces as the number of mixer phases increases [53].
Note that there is a 3dB difference in minimal noise figure, because here weuse
the output SNR of one differential output phase, whereas [53] uses the combined
SNR of all the output phases.

4.1.7 Optimal Design

As is visible from figure4.7the noise figure given by (4.19) is close to minimal at
the maximal transducer gain. Therefore, the maximal transducer gain is chosen
as the optimal design point. Additionally, there should be no overlap between LO
phases for a maximal power gain, thus a duty cycleη of 25%. Recapitulating,
the optimal normalized load resistance and source resistance are

R′
L,opt =

4π√
π2−8

RS,opt =
rsw

2
1

1− 12
π2

R′
L,opt

4+R′
L,opt

.

It is interesting to note that, for a fixed duty cycle, the optimal normalized load
resistanceR′

L,opt is a constant and does not depend on other parameters. There-
fore the actual non-normalized load resistance only is a function of the source
resistance:

RL = R′
L,opt (RS+ rsw) ,
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which is similar to the conjugate impedance matching required for optimal power
transfer. The source and load resistances are proportional to the switch on-
resistancersw, and the maximal gain is independent ofrsw. Taking into account
the trade-off between the LO power needed to drive the switch andrsw discussed
in section4.1.1, the switch should be made as small as possible to minimize the
LO power consumption. However, the minimal size is limited by the impedance
transformation ratio betweenRS,opt and the external signal source; at some point
rsw becomes too high and the external signal source can no longer be matchedto
the passive mixer using practical discrete components. Once all the resistances
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Figure 4.8: The transducer power gain Gt , normalized source resistanceRS
rsw

and load
capacitance CL as function of the normalized on-state time constantτ ′on using the optimal
normalized load resistance R′L,opt. The solid line represents the model results and the
dashed line shows the result when RS,opt is substituted.
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are known, the required load capacitance is obtained fromτ ′
on as

CL =
τ ′

on

ωc

1
RS,opt+ rsw

(
1+

1
R′

L,opt

)
.

The transducer power gainGt given in (4.16) increases asτ ′
on increases, see fig-

ure 4.8(a). A largeτ ′
on is equivalent to a low bandwidth of the low-pass mixer

output filter. When the bandwidth is low the input RF signal is converted more
efficiently to the DC output and the harmonics of the RF signal at the output of
the mixer are reduced. However, also the requiredCL increases, which can lead
to impractical large sizes, see figure4.8. The gain does not increase significantly
whenτ ′

on > 1. It is beneficial for the impedance matching betweenRS and the
mixer input impedance to chooseτ ′

on slightly larger than one, because it leads to
a reduced impedance ratio.

4.2 Low-Power Local Oscillator Design

By relaxing the oscillator requirements, most notably the phase noise perfor-
mance, the power consumption can be decreased. The main target is to obtain
a low power oscillator that satisfies all the minimal requirements, without being
over-designed. Within this section the traditional cross-coupled LC oscillator is
compared to the ring oscillator topology. Both are designed to have differential
quadrature outputs. The theoretical background is given in section4.2.1.

In the case of an LC oscillator, energy is only needed to start the oscillation
and replenish the energy loss in its tank. Fundamentally, the ring oscillator
charges and discharges the load capacitance each cycle, in other words energy
is wasted every cycle. Therefore, it is usually assumed that the ring oscillator
is less power efficient than the LC type. However, technological limits on the
maximal impedance change this conclusion, as will be explained in more depth
in sections4.2.4and4.2.5. Additionally, section4.2.4gives theoretical lower
bounds on the power consumption of the two oscillator types.

4.2.1 Oscillator Design Considerations for Minimum Power

The parameters given in table4.1 are used throughout this section. These pa-
rameters give a common basis on which different oscillator topologies can be
compared.
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Table 4.1: Parameters used for the comparison of the LC and ring oscillators.

Parameter Meaning

fosc Oscillation frequency
∆V Differential signal voltage amplitude
Psig Signal power
L (∆ f ) Phase noise in dBc/Hz at frequency offset∆ f

For stable oscillations to occur, the oscillator needs to comply with Barkhausen’s
criteria given by

|H ( fosc)|= 1

∠H ( fosc) = π +2kπ , k∈ Z .

In these equations, the oscillation frequency is given byfosc. Note that the loop
gain, i.e.|H ( fosc)|, should be designed larger than one in order for the oscillation
to start, but reduces to one in steady state oscillation either due to non-linearities
of the system that occur when the amplitude of the signal becomes significant,
or by means of an amplitude control loop.

Leeson’s phase noise model

L (∆ f ) =
2FkT
Psig

(
fosc

2Q∆ f

)2

(4.20)

is used to determine the quality of the oscillator. It can be applied to both the LC
and the ring oscillator. It is important to note that the phase noise is inversely
proportional to the signal powerPsig; assuming the oscillator efficiency stays
constant, the signal power and therefore dc power can be decreasedby relaxing
the phase noise requirements.

4.2.2 LC Oscillator Design

A widely used LC oscillator topology is depicted in figure4.9, whereCL encom-
passes both the tuning capacitance and parasitic capacitances. It is assumed that
two of these oscillator cores are used to generate the required I and Q outputs,
and that the coupling between these two cores consumes no power and hasno
influence on the operation of the separate cores.

The oscillator will oscillate at the resonance frequency of the LC tank

fosc=
1

2π
√

LCL
,
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Figure 4.9: Cross coupled LC oscillator schematic.

when the negative resistance looking into the cross coupled pair compensates the
tank losses

gm

2
≥ 1

2π foscQL
.

When the LC oscillator operates in the current limited regime, the differential
voltage amplitude in case of ideal switching [55] is

∆V ≈ 4
π

Itail Rpar .

The parasitic LC tank resistanceRpar is approximately equal to

Rpar ≈ 2π foscQL,

when assumed that the inductor dominates the Q factor. In this regime the DC-
to-RF efficiency of the oscillator is maximal.

4.2.3 Ring Oscillator Design

A ring oscillator is a cascade ofN inverting amplifier stages, where the output of
the last stage is connected to the input of the first stage. In case of an even number
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Figure 4.10: A single stage of a ring oscillator.

of stages, the polarity of one of these stages needs to be inverted to satisfythe
Barkhausen criteria. Each of the stages has a frequency dependentphase shift
and is modeled as a single pole amplifier with transfer function

H1( jω) =
Av

1+ jω
2π fp

,

whereAV is the DC gain andfp is the frequency of the most dominant pole.
Combining the transfer function with Barkhausen’s criteria leads to a condition
on the DC gain:

|Av|=
√

1+ tan2
(π

N

)
.

An amplifier stage including parasitic capacitancesCL is depicted in figure4.10.
The two P-type transistors in the load are biased in the triode region.

At RF frequencies the ring oscillator will never reach the full output voltage
swing, but will always be a factorε smaller, as was discussed in [56]. This effect
is shown in figure4.11, whereA is the theoretical amplitude andεA is the actual
amplitude.



90 Chapter 4. Low-Power Zero-IF Receiver Design

A
εA

−A
−εA

1
2 f0

1
f0

Figure 4.11: In a ring oscillator the amplitude is a factorε times the theoretical ampli-
tude A.

The swing parameters used in [56] are given below. The parameters only depend
onN; for a 4-stage ring oscillator,ε ≈ 0.839.

1= (1+ ε)N−1(1− ε) (4.21)

ξ =

(
1+η2N

1−η

)2

(4.22)

η =
1− ε
1+ ε

. (4.23)

Using the models presented in this section, the differential voltage amplitude is

∆V = εRLItail ,

and the oscillation frequency is given by

fosc=
εItail

2N ln(1+ ε)CL∆V
. (4.24)

4.2.4 LC and Ring Oscillator Design Approach

The total power consumption of the LC and ring oscillator systems are

PLC = 2VddItail (4.25)

Pring = NVddItail . (4.26)

A factor 2 is added to the LC oscillator (4.25) since two LC cores are needed
to generate the I and Q outputs. Moreover, the ring oscillator should have an
even number of stagesN. To minimize the power consumption of the oscillator,
the product of the number of stagesN, supply voltageVdd and tail currentItail
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should be minimized for a given phase noise requirement. The best trade-off
between power consumption and phase noise is obtained at the lowest number of
oscillator stages [57]. Since a quadrature output is needed, the number of stages
is chosen to be 4. Additionally the supply voltage is shared with other circuits,
and therefore is fixed. This leaves the tail current as the only degree offreedom
for the designer.

A lower bound for the tail current is obtained from the maximally acceptable
phase noise level. Leeson’s phase noise model was given by (4.20) and copied
below for convenience:

L (∆ f ) =
2FkT
Psig

(
fosc

2Q∆ f

)2

.

The mapping of the circuit components to the noise factorF for the LC oscillator
was given in [58]. For the ring oscillator the phase noise model was presented
in [59] and extended in [56], respectively. The quality factorQ for the LC oscil-
lator is approximately equal to the quality factor of the tank inductor. The quality
factor for the ring oscillator is used to fit Leeson’s equation to the ring oscillator
phase noise model given in [56]. The parameters for the ring and LC oscillators
are given in table4.2. In this parameter tableγ is the factor used in the mosfet
channel noise model andε andξ were given by equations4.21and4.22respec-
tively. To obtain the lowest phase noise for a given current, the quality factor

Table 4.2: Phase noise parameters for both the LC and ring oscillator.

LC Ring

Psig
2
π ∆VItail

1
2∆VItail

F 2+2γ + 4π∆V
9Vx

γ 2ε +2γ ∆V
Vx

+ γ2εAv

(
1− [1+ ε ]−2

)

Q ≈ QL

√
ln(1+ε)

εξ

should be maximized. With an increasing number of stages the quality factor
increases and approaches

√
ln(2), which is much lower than the quality factor of

practical LC oscillators.

By choosing the maximal allowed phase noise, a minimal tail current is obtained.
This tail current in combination with the desired voltage swing∆V

∆VLC ≈ 4
π

Itail QωoL (4.27)

∆VRing= εItail
Lp

µpCoxWp
(
Vdd−|VT p|− ∆V

2ε
) , (4.28)
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is used to determine the required circuit impedance. WhenItail is decreased,
the load impedance has to be increased. In the case of the LC oscillator, the
inductanceL has to be increased whereas theLp

Wp
ratio has to increase for the

ring oscillator type, see (4.27) and (4.28) respectively. However, an increasing
inductance leads to an increase of the parasitic capacitances. At some point the
inductance can no longer be increased, because the self-resonancefrequency be-
comes too low. This maximal inductance value depends on the technology used
and the practical implementation of the on-chip inductor, such as e.g. layout.

Given the transistor widthWp is minimal, the total area increases with an increase

of Lp

Wp
, which in turn leads to larger parasitic capacitances. At some point the

desired oscillation frequency can no longer be obtained, hence the current can
not decrease anymore. Again the parasitics and thus the minimal capacitance
depends on the technology used.

Besides the phase noise and swing requirements also the oscillation criteria
should be met. The gain criteria can be met by scaling the NMOS transistors
and the right oscillation frequency can be set by adding additional capacitances
to the load. When the parasitic capacitances are larger than the required total
capacitance, the tail current should be increased which leads to a more relaxed
requirement on the load.

The minimal LC tail current can be obtained by substituting the maximal quality
factorQ and inductanceL in (4.27). Substituting the tail current in (4.25) yields
the minimal power consumption

PLC, min =
Vdd∆V

4QmaxLmaxfosc
.

The minimal tail current for the ring oscillator is obtained by substituting the
minimal capacitance in (4.24). Using this current, the minimal ring oscillator
power consumption is obtained

Pring, min=
2N2 ln(1+ ε)Vdd∆V

ε
Cmin fosc.

4.2.5 LC vs Ring Oscillators

The ring oscillator consumes less power than the LC type forL (∆ f ) exceeding a
cross-over pointLX (∆ f ). AssumingPLC, min<Pring, min, the cross-over pointLX
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is obtained by calculating the phase noise of the ring oscillator forPring =PLC, min,

Pring = PLC, min

Itail, ring =
∆V

4NQmaxLmaxfosc

LX(∆ f ) = Lring(∆ f )
∣∣
Itail, ring

LX(∆ f ) = Fring
4kTNQmaxLmaxfosc

∆V2

(
fosc

Qring∆ f

)2

.

The conditionPring, min<PLC, min is rewritten as an upper bound on the oscillation
frequency

PLC, min > Pring, min

Vdd∆V
4QmaxLmaxfosc

>
2N2 ln(1+ ε)Vdd∆V

ε
Cmin fosc

fosc<
1

2N
1√

LmaxCmin

√
ε

2ln(1+ ε)Qmax
.

The power consumptions of both oscillator types are compared with respectto
the required phase noise. The parameters used for this comparison and practical
values for the used TSMC CMOS 90nm process are given in table4.3.

Table 4.3: Parameters used for the comparison of the LC and ring oscillators.

Parameter Value

fosc 915 MHz
∆V 0.35 V
Vdd 1 V
N 4

Parameter Value

Lmax 20 nH
Qmax 11
Cmin 3 fF

The predicted and simulated power consumption of the ring oscillator are shown
in figure4.12. It can be seen that the model is very close to the simulation results.
At low power consumption the error increases, since the transistor sizes decrease
and the used mosfet models fit less well for smaller transistors.

Figure4.13 shows the minimal power consumption as a function of the max-
imal tolerable phase noise for both the ring and LC oscillators. Additionally,
the calculated cross over phase noise pointL (∆ f ) is shown by the dashed line.
It is not possible to consume less power for a certain phase noise requirement.
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Figure 4.12: Simulated and predicted power consumption of the ring oscillator as a
function of the required phase noise.

However, it is possible to design a circuit that consumes more power. Hence, the
figure shows a lower bound on the energy consumption. The bottom figuregives
the required inductance and capacitance for the LC and ring architecturerespec-
tively. The two figures show the load impedance has to increase, i.e. higher
inductanceL and lower capacitanceC, as the power consumption decreases.

At low phase noise levels an LC oscillator is more power efficient than a ring
oscillator, see figure4.13, which is expected from theory. However, at higher
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Figure 4.13: Lower bound on the power consumption and required inductance and
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phase noise levels this no longer holds, since at a certain point the impedance of
the load can no longer increase because of technological limitations. Thus the
technology limits the minimal power consumption.

The parasitic capacitance scales with technology, leading to a lower power con-
sumption of the ring oscillator. This is in contrast with the power consumption
of the LC oscillator. However, the downside is that the phase noise will increase
at the same time. Additionally, the power consumption of the ring oscillator
decreases with a decrease of the oscillation frequency.

The LC performance can be increased by using a different technologythat in-
creases the quality factor or the maximal inductance. When the quality factor is
increased either the phase noise is decreased with constant power consumption
or the power consumption is decreased with constant phase noise.

4.3 FSK Demodulator

Figure4.14ashows the block diagram of the theoretical FSK demodulator, and
figure 4.14bshows the 1-bit implementation. The 1 bit multipliers are imple-
mented by the XOR and NXOR gates and the 1-bit adder by the AND gate.

∂
∂ t

∂
∂ t

+

-

I

Q

Y

(a)

∂
∂ t

∂
∂ t

I

Q

Y

(b)

Figure 4.14: Block diagrams of (a) a mathematical FSK demodulator and (b)a 1-bit
FSK demodulator.

The demodulator is a one-bit implementation of a Digital Cross-Differentiate
Multiply (DCDM) demodulator. The in-phase (I ) and quadrature-phase (Q) sig-
nals are

I(t) = Acos([an∆ω +ωo f f ] t)

Q(t) = Asin([an∆ω +ωo f f ] t) ,



96 Chapter 4. Low-Power Zero-IF Receiver Design

whereA is the signal amplitude,ωo f f and∆ω are the frequency offset and FSK
frequency deviation. The data is given byan =±1. The derivatives of the input
signals are

İ(t) =−A[an∆ω +ωo f f ] sin([an∆ω +ωo f f ] t)

Q̇(t) = A[an∆ω +ωo f f ] cos([an∆ω +ωo f f ] t) .

Since all the information is contained in the frequency, hard limiters can be used
to remove the amplitude noise and improve the performance. The hard limiter
operates on the signal envelope and is denoted byL {.}. The demodulator output
Y is

Y(t) = L
{

I(t)Q̇(t)−Q(t)İ(t)
}

= L {A}L
{

A[an∆ω +ωo f f ]
}
.

Depending on the offset frequency the output can be written as

Y(t) =





1 if ωo f f ≥ ∆ω
1 if −∆ω < ωo f f < ∆ω andan = 1

0 if −∆ω < ωo f f < ∆ω andan =−1

0 if ωo f f ≤−∆ω

(4.29)

Note that the output of the demodulator is unipolar whilean is a bipolar signal.
Assuming there is no amplitude noise, the demodulator performance does not
deteriorate as long as the frequency offset is less than the frequency deviation.

4.4 Automatic Frequency Control Loop

A free-running ring oscillator is used to achieve low power consumption. How-
ever, a ring oscillator is sensitive to power supply and temperature variations.
To stabilize the oscillation frequency, a control loop is needed. A non-coherent
FSK receiver does not require a phase-locked-loop, a frequencycontrol loop is
sufficient. A simplified block diagram of the automatic frequency control loop
is shown in figure4.15. The depicted loop is implemented in the discrete time
for ease of digital implementation. However, it is also possible to use a time
continuous loop. The mixer and FSK demodulator act as frequency comparator;
the mixer is used to obtain the LO frequency offset (ωo f f ), and the demodulator
translates the frequency offset to a voltage. The demodulator was modeledin sec-
tion 4.3and the demodulator output was given by equation (4.29). The measured
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Figure 4.15: Simplified block diagram of the automatic frequency controlloop.

offset is sampled and filtered using a moving average filter by the off-chip AFC
implementation. The discrete time-domain representation of the implemented
moving average filter is

ymavg[k] =
N−1

∑
n=0

x[k−n] ,

whereN is the number of FIR taps. Note that the filter coefficients are 1 instead
of 1

N for ease of implementation. As a result, the gain of the filter is not 1, butN.
The integration time of the moving average filter isTmavg= NTs, whereTs is the
sample time.

Besides the frequency offset, the filtered signal also contains the filteredFSK
dataan. The residual FSK data is removed by the threshold detector. For the
AFC to discriminate between valid data and frequency offsets the maximal run
length of a sequence of either zeros or ones need to be limited. Hysteresis isused
in the threshold detector to remove undesired toggling when the error crosses the
threshold. Finally, the filtered error is amplified, integrated and fed-back tothe
on-chip ring oscillator.

4.4.1 Closed Loop Analysis

The AFC loop is linearized, to ease the closed-loop analysis. Additionally, the
AFC loop is analyzed without input noise. The threshold detector is removedin
the linearized model, assuming the frequency offset is larger than the threshold.
When the offset is smaller than the threshold, the gain of the threshold detector is
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zero and the loop is disabled. The demodulator can be modeled as a limiter when
no data is present or when the frequency offset is larger than the FSK frequency
deviation. The gain of the limiter is inversely proportional to the input signal.
Since the demodulator only reacts to frequency offsets larger than the frequency
deviation∆ω , the maximal demodulator gain is12∆ω .

ωc

ωo f f
Demod

1
2|ωo f f |

N−1

∑
n=0

z−n

A

A

∫

1
z−1 Kdco

+

-

+
- N

2

Figure 4.16: Linearized discrete-time model of the AFC loop, including the linear gain
of the blocks.

The linearized discrete-time AFC loop is depicted in figure4.16, and the Z-
domain closed loop transfer function becomes

Hcl(z) =
G∑N−1

n=0 zn

zN +(G−1)zN−1+G∑N−2
n=0 zn

,

where the open loop gain is

G=
AKdco

2
∣∣ωo f f

∣∣ .

The AFC loop is stable when all the poles of the closed-loop transfer function
lie within the unit circle|z| = 1. The poles depend on the open loop gainG.
The criteria onG for a stable loop can be checked analytically using the “Jury’s
stability test”. However, the table needed for the test contains 2N − 3 rows,
making it very cumbersome to check the stability for moving average filters with
many taps. Instead the upper bound onG is numerically found using Matlab.
The upper limit onG as a function of filter lengthN is depicted in figure4.17.
The fitted curveG= 4.5

N2 fits well with the numerical Matlab results. Moreover,
the fitted curve lies below the upper limit onG for everyN and can be used as an
upper limit onG. Thus the loop is stable when the gainA satisfies

A<
4.5
N2

2
∣∣ωo f f

∣∣
Kdco

. (4.30)
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Figure 4.17: Upper limit of the open loop gain G for stable operation. The red dashed
line represents the fitted curve G= 4.5

N2 .

Figure4.18shows the closed-loop transfer function for three different open loop
gain valuesG. When the loop is on the edge of stability (G = 4.5

N2 ), there is a
large peak in the amplitude response. When

∣∣Hcl
(
ejΩ)∣∣ > 1 the loop can over-

compensate the frequency error, which is undesired. Therefore, theupper bound
of the open loop gain is set as

G=
1

N2 .
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Figure 4.18: Modulus of the closed loop transfer function for three different open loop
gains and N= 8.



100 Chapter 4. Low-Power Zero-IF Receiver Design

Substituting the maximal demodulator gain12∆ω , A is upper bounded as follows:

A<
1

N2

2∆ω
Kdco

.

The slew rate, or maximal DCO frequency step per second is obtained by ob-
serving that the maximal output of the moving average filter isN

2 and the gain
per second of the integrator is1Ts

. Therefore, the slew rate becomes

SR= AKdco
N

2Ts
(rad/s2) .

4.4.2 System Level Implications

The automatic frequency feedback loop uses the received data to calibrate the lo-
cal free-running oscillator against process, voltage and temperature (PVT) mis-
matches. This feedback scheme has implications on the system.

When the receiver is started for the first time the free oscillator offset is com-
pletely unknown. Therefore, the receiver should scan the spectrum by sweeping
its oscillation frequency. Care should be taken not to track interfering signals.
Therefore, the digital baseband should first determine whether the received sig-
nal is an interferer or not before it starts tracking it.

Once the desired signal is received the receiver knows approximately which DCO
code corresponds to the desired frequency band. Since the temperature and tem-
perature only change slowly the receiver does not need to track fast varying error
signals. Moreover, once the DCO code is known also the maximal and minimal
bounds on the variation can be estimated. Also the supply voltage could be fed
forward to the control loop to estimate the first order frequency deviation due
to supply voltage variations. This information should be used in the feedback
loop to ensure that the loop does not unlock. Additionally when there is no input
signal the loop should not track the received noise but should be disabled. This
can be achieved by implementing a received signal strength indicator (RSSI) and
comparing the received signal strength to a minimal signal threshold.

For the AFC to work it is not required that binary zeros and ones are equiprob-
able. However, for the AFC to discriminate between valid data and frequency
offsets the maximal run length of a sequence of either zeros or ones needto be
limited.
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4.5 Conclusion

In this chapter closed-form models and optimal design procedures were pre-
sented that make use of body area network specific requirements. The short com-
munication distance is exploited by removing the low-noise amplifier (LNA), and
generating gain at the low-frequency baseband stage. The reduced isolation from
the oscillator to the antenna is not a problem, because the oscillator signal itself
is very low power in a WURx. In the mixer-first topology the mixer is matched
to the off-chip antenna and its transducer power gain has a large influence on the
overall noise figure. As was discussed in section4.1the maximal transducer gain
is obtained when the overlap current between the I and Q phases is minimized,
which means a oscillator duty cycle of 25%. In section4.1.7the optimal mixer
impedances where given. Furthermore, it was shown that the optimal load and
source impedances scale linearly with the switch on-resistance.

Besides the LNA also a stable local frequency reference consumes a lotof power.
Given relaxed phase noise requirements and taking into account technology lim-
itations on the parasitic capacitances and on-chip inductor quality factor it was
shown that ring-oscillators can be more power efficient than LC oscillators. By
exploiting the FSK demodulator as a frequency offset detector the receiver chain
is used in an automatic frequency control loop to stabilize the free-running low-
power oscillator. The feedback loop should use all the information in the feed-
back loop for a robust control.
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CHAPTER 5

RECEIVER FRONT-END VERSION 1

A mixer-first wideband-FSK architecture has been proposed in the previous
chapters to reduce the receiver power consumption at the cost of bandwidth

efficiency. In this chapter the feasibility of a low-power mixer-first front-end
is studied. Special attention is paid to the passive mixer and first IF amplifier
since they determine the noise figure of the complete receiver. Moreover,a lot of
design effort is spent on the local oscillator, since it is the most power consuming
sub-circuit.

In chapter4, the theoretical optimal design paradigm of the passive mixer and
local oscillator was presented. The transistor implementations of the circuits
are presented in section5.1, after which the measurement results are given in
section5.2. These results are compared against other reported low-power FSK
receivers using a radar plot in section5.3. A radar plot is used since the spe-
cific receiver optimization target can be seen immediately, e.g. low-power con-
sumption, high linearity, etc. The chapter ends with conclusions and presents
recommendations for future low-power front-end designs.

5.1 Implementation

The mixer-first receiver architecture depicted in figure5.1 is used for the WURx
front-end. The transistor level implementations of the receiver sub-blocks are
given in this section. All the circuits are designed with low power consumption
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Figure 5.1: Proposed mixer-first receiver architecture.

in mind. As was already mentioned the LNA is omitted to reduce power con-
sumption and the passive mixer shown in section5.1.1is matched to the external
50Ω signal source. The low-power oscillator and IF amplifier implementations
are presented in sections5.1.2and5.1.3. The measurement results of the sub-
circuits and the complete receiver are given in section5.2.

5.1.1 Mixer

A passive mixer has been chosen instead of an active mixer, since powercon-
sumption is of the utmost importance. Additionally, the passive mixer has lower
1/f noise and usually a larger linearity than an active mixer. Although the band-
pass filter reduces the 1/f noise it is still important to keep the 1/f noise low, since
the 1/f noise corner frequency can easily be higher than the cut-off frequency of
the bandpass filter. The presented passive mixer uses 50% duty-cycling.

Since no LNA is present, the mixer is the first block in the RF front-end. There-
fore, the input of the mixer should be matched to 50Ω in order to have the max-
imal power transfer. The circuit of the mixer is shown in figure5.2. The load
resistanceRL represents the input impedance of the following stage.

To minimize the overall noise figure, the power gain of the passive mixer should
be maximized by choosing the optimal load impedanceRL. Actually, the avail-
able power gain should be optimized, but the available power gain of the IF am-
plifier is maximal when its input is also matched. These two optimization goals
can both be obtained when the transducer gain is maximized, as was discussed
in section4.1. Additionally, there is a trade-off between the mixer switch resis-
tances and the required LO power needed to drive the switches. Limiting the LO
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Figure 5.2: Passive quadrature mixer circuit

buffer power consumption to 20µW, the switch resistance is limited to approxi-
mately 200Ω. Using these choices, figure5.3 shows the transducer power gain
as a function ofRL. The optimal load resistance is approximately 2.3kΩ.
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Figure 5.3: Simulated transducer power gain Gt of the passive quadrature mixer as
function of the load impedance RL.

5.1.2 Local Oscillator

Because the RF signal frequency is relatively low, only 868MHz/915MHz, a ring
oscillator can be less power-consuming than an LC oscillator, see section4.2.
This can be explained by the fact that the energy lost in the on-chip inductor
is larger than the energy needed to charge the load capacitance of each ring-
oscillator stage. Moreover, with a decrease in technology-node size, thepara-
sitic capacitances and therefore the energy needed to charge each node decrease.
However, this also leads to an increased phase noise. Assuming a maximal bit
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Figure 5.4: Schematic overview of the four stage ring oscillator, including the amplitude
stabilization.

Vdd

Amp Control

Itune

V−
i V+

i

V+
o V−

o

(a)

Vdd

Amp Control

Itune

Vbias

(b)

Figure 5.5: Transistor level ring oscillator circuits. a) Differential amplifier stage used
in the ring oscillator b) Bias copy circuit.

rate of 50kbps and FSK frequency deviation of 250kHz the maximal tolerable
phase noise is -70dBc/Hz at a 1MHz offset, see section3.5. Based on this high
phase noise tolerance and the model results presented in section4.2.5, a ring
oscillator is chosen.

The proposed receiver has a zero-IF architecture. Therefore, both an I and Q
output are needed. Additionally, differential outputs are needed for thepassive
mixer. To generate differential quadrature signals, four oscillator stages are used,
as is shown in figure5.4, and a single amplifier stage is depicted in figure5.5a.
The load of the differential amplifier comprises two transistors which are biased
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deep in the triode region.

The frequency is tuned by changing the tail current, which enables a very large
tuning range. There is a big drawback of this solution: the amplitude changes
with the frequency. An amplitude feedback loop is used to counter the amplitude
variation, which is also shown in figure5.4. A scaled bias circuit, equivalent to
the amplifier stage, is added. The bias copy circuit depicted in figure5.5bis used
to sense the bias level instead of directly sensing the dc level of the LO itself,
because the input of the opamp would load the LO which is very sensitive dueto
the ultra low power consumption. The external reference is compared with the
copied bias and the load is tuned to reduce the amplitude modulation.

5.1.3 IF Amplifier

In section5.1.1 the optimal load impedance was derived to be 2.3kΩ for this
design. This is much lower than the input impedance at the gate of a transistor.
Therefore, a common-gate input stage is chosen which is depicted in figure5.6a.
The second stage consists of two single-ended common source stages, one of
which is depicted in figure5.6b. The two stages are connected by a series ca-
pacitor, which introduces high pass filtering used to remove DC offset andlow
frequency 1/f noise as was discussed in section3.3.
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Figure 5.6: Transistor implementations of the IF amplifier. a) Common gate input stage
b) One of the two single-ended common source output stages.
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The common mode feedback loop in the first stage containing the feedback am-
plifier Af b and both transistorsM f b,1 andM f b,2 stabilizes the biasing with respect
to the input port, which is directly connected to the passive mixer. Moreover, it
is important that the biasing point is well defined, because this will affect the
switching behavior of the transistors in the passive mixer.

Without the voltage to current feedback implemented by transistorsMs,1/2, the
differential input impedance is

Rin = 2
1+gdsf bRL

gmf b+gdsf b
.

The input impedance is highly dependent on the trans-conductancegm of the
feedback transistorM f b, which dependents linearly on the bias current. To re-
duce the bias current needed for the 2.3kΩ input impedance a voltage to current
feedback loop consisting ofMs,1/2 is implemented; the feedback reduces the
input impedance. Assuming the feedback resistanceRf b and the drain-source
output impedance ofMs,1/2 are negligible compared to the input impedance, the
differential input impedance becomes

Rin = 2
1+gdsf bRL

gmf b+gdsf b

1
1+gmsRL

.

The voltage gain of the first stage is equal to

Gv =

(
gmf b+gdsf b

)
RL

1+gdsf bRL
.

Because a wideband-FSK modulation is used, most of the signal power is not
concentrated round DC, hence bandpass filtering is implemented by means of
AC coupling between the two amplifier stages.

5.2 Measurement Results

The chip was fabricated in 90nm CMOS and packaged in a standard QFN56
package which was placed on a PCB. Figure5.7shows the PCB setup including
an on-chip measurement buffer capable of driving a 20pF off-chip capacitance
and a differential to single-ended converter. The LC matching circuit is placed
on the PCB to match the receiver input to a 50Ω source.

The die photo is shown in figure5.8. Besides the receiver front-end, also stand-
alone versions of the IF amplifier and the LO were taped-out. Therefore,the
amplifier and oscillator performance could be measured separately.
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OPAMPLOI
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Figure 5.7: Receiver measurement setup including the on-chip measurement buffer and
off-chip opamp measurement circuit.

LO
IF amp

Rx

Mixer

Figure 5.8: Die photo, with: IF amplifier (dashed line), local oscillator (dotted) and the
complete receiver front-end.
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5.2.1 LO Measurements

Figure5.9 shows the measured LO tuning range and the corresponding power
consumption, which includes the LO buffers. The power consumption increases
almost linearly with the oscillation frequency. The measured amplitude error
between the I and Q outputs is less than 2% between 350MHz and 1100MHz
and the phase error is less than 7 degrees.
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Figure 5.9: Oscillator tuning range and power consumption of the VCO core including
the LO buffers and amplitude control loop.

The phase noise was estimated by measuring the oscillator jitter using the phase
noise and jitter model presented in section3.4.2. At a frequency offset of 1MHz
the phase noise was estimated to be -71dBc/Hz. This is higher than the simulated
phase noise of -75dBc/Hz @ 1MHz offset, see figure5.10. The phase noise
model was presented in section4.2.5. The difference between the simulated and
measured phase noise can be caused by incorrect modeling of the transistor 1/f

P
(µ

W
)

PN (dBc/Hz) @ 1 (MHz)

Lower Bound (Model)
Lower Bound (Sim)
WURx V1 (Measured)
WURx V1 (Sim)

Figure 5.10: Measured (+) and simulated (triangle) phase noise of the WURx V1 oscil-
lator. Additionally, the modeled and simulated lower boundof the rind oscillator phase
noise are depicted.
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Figure 5.11: Measured instantaneous oscillator frequency.

noise or a higher noise contribution of the amplitude feedback loop: the noise
produced in the feedback loop is fed into a common-mode node and can appear
at the differential output because of mismatches in the differential oscillatorcore.
It should also be noted that the phase noise is estimated using the measured LO
jitter, which is less accurate than a direct phase noise measurement.

Figure 5.11 shows a histogram of the measured instantaneous oscillator fre-
quency when it is tuned to 1232MHz. From the plot it is clear that the instanta-
neous frequency has a Gaussian distribution with standard deviationσ=9.8MHz.

5.2.2 Amplifier Measurements

The measured and simulated transfer function of the IF amplifier are depictedin
figure 5.12. The simulated transfer function corresponds well to the measure-
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Figure 5.12: Measured and simulated IF amplifier transfer function.
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Figure 5.13: This figure shows the measured and simulated IM3 and fundamental IF
amplifier output tones given the two input tones at f1 = 1MHz and f2 = 1.2MHz. The
measured fundamental frequency is 1MHz and the measured IM3component is located
at 800kHz. The measured input referred IIP3 is PIIP3 = -29.8dBm.

ments.

The linearity is measured by measuring both the 1dB input compression point
P1dBc and third order input interception pointPIIP3. At the input of the amplifier
two tones at 1MHz and 1.2MHz are applied. Subsequently the power of both
tones is increased and the power of the fundamental output tone at 1MHz and of
the third order inter-modulation component at 800kHz are measured and plotted
in figure5.13. From the figure it can be concluded that the measured and simu-
lated IM3 and fundamental components and therefore IIP3 results match closely.
The input referred 1dB compression point isP1dBc = -38.9dBm and the input
referred third order interception point is approximatelyPIIP3 = -30dBm.

5.2.3 Receiver Front-End Measurements

Figure5.14shows the quality of the input match of the receiver front-end. The
optimum frequency point is shifted to higher frequencies compared to simula-
tions. This is because of an over-estimation of the parasitic capacitances in the
simulations and component mismatches.

A summary of the measured receiver front-end specifications is given in table5.1.
Note that the measured front-end linearity is higher than the linearity of the IF
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Figure 5.14: Measured S11 of the mixer-first receiver front-end.

amplifier, because the first stage is a passive mixer which has a power loss. This
is also the reason the noise figure is relatively high. To overcome the phase
noise, the frequency deviation was increased to 2.5MHz to obtain a BER of 10−3.
Matlab was used to demodulate the received signal and measure the BER.

Table 5.1: Receiver front-end measurement summary.

Technology 90nm CMOS

VVVdd (V) 0.75

Power (µW)
WURxV1 126
IF amplifier 2 x 24
LO 77 (@ 900MHz)

Freq. (MHz) 700-1000

PPP1dBc (dBm)
WURxV1 -30
IF amplifier -38.9

IIP3 (dBm)
WURxV1 -21
IF amplifier -29.8

NF (dBm) 25

PPPsens(dBm) -65

RRRb (kbps) 50
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5.3 Comparison with Literature

The presented front-end is compared against the literature and the key perfor-
mance parameters are given in table5.2, where the sensitivity was obtained with
a BER of 10−3 and the reported power consumption includes the local oscillator.
The other front-ends are chosen because they all use FSK modulation and have
very low power consumption. It is clear that the presented receiver hasa much
lower power consumption than the other receivers. The power consumption of
the presented oscillator including LO buffers is only 77µW at 900MHz, which
is much lower than the oscillators presented in literature. However, the linear-
ity and noise figure of [9, 13, 18] are better, showing a trade-off between power
consumption and linearity. Especially [9] has a much higher linearity at the cost
of a high power consumption, which makes the receiver better suited for high
performance applications. Additionally, it is clear that the low supply voltage
of 0.25V used in [16] leads to a low 1dB compression point and low IIP3. The
increased noise figure of the reported receiver can be explained by the absence
of the LNA and the very low power consumption of the VCO.

Most receivers reported in table5.2 require only one voltage supply, except
for [19]. Having multiple power supplies has the disadvantage that additional
DC-DC converters are needed, which decreases the power efficiency of the sys-
tem.

The reported bit rates roughly range from 50kbps to 300kbps, with the exception
of [14]: this receiver has a bit rate of 5Mbps, and has the best energy efficiency
(nJ/bit). However, the receiver injects the received RF signal into its local oscilla-
tor at the cost of lower linearity, making it a better alternative for low power high
bit rate applications operating in a licensed band, where the level of interference
is very low.
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Table 5.2: Performance summary and comparison.

REF WURx V1 [9] [12] [13] [14] [15] [16] [18] [19]

CMOS 90nm 130nm 180nm 130nm 180nm 180nm 130nm 180nm 180nm
Power (µW) 126 1920 500 750 420 490 352 11700 1088
Vdd (V) 0.75 1.2 1.0 0.4 0.7 0.7 0.25 1.8 0.7 & 1.0

Freq. (MHz) 700-1000 825-983 2400 1950-2380 920 398-408 1500-1650 760-1000 2220-2450
NF (dBm) 25 10 10.1 5.1 - - 7.2 19 10.1
P1dBc (dBm) -30 -10 -31 -17.5* -34† - -48 -15 -31
IIP3 (dBm) -21 - - -7.5 - - -48 - -

Psens(dBm) -65 -83 - - -73 -68 - - -
Rb (kbps) 50 45-48 100 300 5000 250 - - 100
PDC
Rb

(nJ/bit) 2.5 40 5.0 2.5 0.084 1.96 - - 10.9

† The linearity is not directly specified in the paper, but estimated after comparing the reported blocker rejection with the
second version of the WURx front-end presented in chapter6.

* The 1dB compression point is not reported. It is estimated by assuming that the 1dB compression point is 10dB lower
than the input referred third order interception point.



116 Chapter 5. Receiver Front-End Version 1

It is clear that the optimization targets of the reported receivers are different;
the design target of the front-end reported within this chapter was low power
consumption, whereas [14] was optimized for low energy per bit and [9] was
designed to have better linearity. These different design and optimization targets
make it difficult to compare the receivers with each other, since multiple perfor-
mance parameters have to be taken into account. Moreover, some design parame-
ters are related and can be traded. For example, power consumption and linearity
are directly linked: two parallel connected amplifiers consume twice as much
power as a single amplifier, but at the same time are twice as linear [60]. To ease
the comparison, Figure of Merits (FOM) are used. In a FOM different perfor-
mance parameters are mapped onto a one-dimensional figure, such that theFOM
does not change with design parameter scaling. Ideally a FOM is insensitiveto
these kinds of scaling; once the FOM of a receiver is known, the circuit can be
scaled to trade-off between parameters that are taken into account in the FOM.
Therefore, different receivers can be compared using FOMs. However, FOMs
also have limitations. At a given application scenario, some performance param-
eters have more stringent specifications than the others. For example, wake-up
receivers should be optimized for low power consumption, instead of veryhigh
bit rates.
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Figure 5.15: Graphical comparison of reported FSK receivers.
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Another way of comparing receivers is by plotting the performance parameters,
like 1dB compression point, power consumption, bit rate and sensitivity, in one
radar plot, see figure5.15. The axes are scaled such that the performance in-
creases when the point moves away from the origin. Moreover the axes are
grouped together such that the combination of two neighboring axes give addi-
tional information. As was mentioned before there is a clear trade-off between
power consumption and linearity; in conventional receivers one is tradedfor the
other. Similarly, the ratio of the power consumption and bit rate (PDC

Rb
) is a mea-

sure of energy efficiency often reported in nJ/bit. The combination of bit rate and
sensitivity gives a measure of the noise figure, whereas the combination ofthe
sensitivity and 1dB compression point gives a measure of dynamic range.

By comparing the pointing direction of the “arrow” of different receivers de-
picted in the same radar-plot their strong points can more easily be compared.
For example, the WURx presented in this chapter represented by the green
squares in figure5.15 is pointing in the power consumption direction, i.e. the
WURx is geared towards low power consumption at the cost of sensitivity and
linearity. Similarly [14] (blue diamond) is optimized for high bit rate and high
power efficiency in (nJ/bit) and [9] (red triangle) is optimized for high sensitivity
and linearity. Note that the pointing direction can only be compared between
different receivers.

5.4 Conclusion

The front-end presented in this chapter uses a mixer-first architecture,and the
received signal is amplified at the baseband frequency. Amplification at low
frequencies can be performed more power efficiently than amplification at higher
frequencies, since the required gain-bandwidth-product at higher frequencies is
higher. From the measurement results it is clear that the proposed mixer-first
architecture is feasible and reduces the overall power consumption. However,
the obtained noise figure was high because a sub-optimal 50% duty cycling was
used. Therefore, 25% duty-cycling is used in the second WURx design presented
in chapter6.

The phase noise requirements of the receiver are reduced by means ofincreasing
the FSK modulation index. This is exploited by implementing a low-power ring
oscillator; the ring oscillator including the LO buffers only consumes 77µW at
an oscillation frequency of 900MHz. The simulated oscillator power consump-
tion is close to the theoretical lower bound presented in section4.2.1, given the
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simulated phase noise. However, the measured phase noise was a few dB higher
than expected and limits the minimal BER to 0.1%. If a better BER is required
the LO should have a lower phase noise at the cost of higher power consumption.

WURx version 1 was compared against other reported low-power FSK receivers
using a radar plot. It gives additional information about the different optimization
targets of compared receiver front-ends. By comparing the performance differ-
ences the merits of different receivers are observed. Compared to other reported
FSK receivers, the power consumption of the proposed WURx was low, at the
cost of sensitivity.



CHAPTER 6

RECEIVER FRONT-END VERSION 2

THE goal of the first version of the WURx, described in chapter5, was to
study the mixer-first topology. However, it used a 50% oscillator duty-

cycling scheme, while the optimal duty cycle is 25%, see section4.1. Therefore,
in a second version, which is discussed in this chapter, the 25% scheme is imple-
mented. Additionally, an on-chip digital tuning DAC and FSK demodulator are
implemented, enabling the implementation of the automatic frequency control
loop discussed in section4.4.

In this chapter the circuit implementation and measurement results of this second
version of the WURx are presented. The implementation issues and simulation
results are given in section6.2. In section6.3 the simulation results are com-
pared to the actual measured data. Additionally, the results are compared to the
receivers reported in literature. At the end of the chapter, conclusionsare drawn.

6.1 Design Targets

The receiver targets the European 868MHz ISM band and the North-American
915MHz ISM band. Therefore, the DCO should be able to tune to those bands
taking into account±3σ process variation. On top of that, the receiver should
attain a BER lower than 0.1% at a received signal strength of -72dBm and abit
rate of 100kbps, as was discussed in section3.6.2.
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Figure 6.1: Schematic overview of the WURx architecture. Every block inside the
dashed box is implemented on-chip.

6.2 Implementation

Figure6.1 shows the block diagram of the WURx architecture. The RF mixer-
first front-end is matched to a 50Ω source using an off-chip LC network. The
number of required bondpads is minimized by using a serial JTAG interface,
which is used for programming the receiver settings. Additionally, two analog
multiplexers are placed on the chip to be able to measure the seven different
signals listed in table6.1 using only two bondpads. The analog I and Q signals
are digitized using hard-limiters as is discussed in section3.4.3.

Table 6.1: Available signals at the output of the on-chip analog multiplexers.

Code MUX 1 MUX 2
00 Digital Q Digital I
01 Digital dI

dt Digital dQ
dt

10 - Demodulator output
11 Analog I Analog Q
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In this section emphasis is placed on the design and simulation of the low-power
front-end comprising a passive mixer (section6.2.1), digital controlled oscillator
(section6.2.2), variable gain amplifier (section6.2.3), FSK demodulator (sec-
tion 6.2.4) and Automatic Frequency Control loop (section6.2.5). The on-chip
JTAG interface will not be discussed in detail.

6.2.1 Passive Mixer

Figure6.2 depicts the transistor implementation of the passive mixer described
in section4.1. The transistors are relatively small to decrease the load and there-
fore the power consumption of the local oscillator buffer; their W/L is 12µm /
40nm. This is the only circuit where the small 40nm gate length is used. In other
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Figure 6.2: Implementation of the passive mixer.

subcircuits of the WURx front-end longer devices are used to either decrease the
process spread or reduce the flicker noise.

6.2.2 Local Oscillator

Given the power consumption versus phase noise trade-off discussedin sec-
tion 4.2 a ring oscillator is chosen. The digitally controlled oscillator (DCO)
tuning range needs to be large enough to cover both the European 868MHz and
North-American 915MHz bands and 3σ process variation. The process varia-
tion is simulated using Monte-Carlo analysis and depicted in figure6.3a. The
simulated standard deviationσ of 200 runs is 20MHz. Combining the two fre-
quency bands and 3σ variation the tuning range needs to be between 808MHz
and 975MHz.

Figure6.4shows the complete DCO. The ring oscillator is digitally controlled by
an 11-bit R-2R DAC topology. However, the resistors are replaced by equally-
sized transistors, as was proposed by [61]. An R-2R DAC is used, since it needs



122 Chapter 6. Receiver Front-End Version 2

900 950 1000 1050
0

10

20

30

40

Freq (MHz)

#
of

sa
m

pl
es

(a) Monte Carlo simulation of the DCO fre-
quency.

0 511 1023 1535 2047
-40

-20

0

20

codes

D
N

L
(L

S
B

) Freq (MHz)

(b) Post-simulation results of the differential
non-linearity (DNL) of the DCO oscillation
frequency.

Figure 6.3

less area than a switched-current source topology. Process variations may lead
to ’gaps’ in the DCO tuning range, which is solved by designing an overlap [62].
This overlap in the tuning range is not a problem when the tuning algorithm does
not compare two consecutive measurement samples. The simulated differential
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Figure 6.4: Overview of the complete digitally controlled oscillator (DCO) excluding
the output buffer.
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non-linearity (DNL) of the DCO oscillation frequency including the effects of
the layout parasitics is depicted in figure6.3b.

The feedback amplifierAf b together with the output MOSTM f b act as a current-
conveyer. They match the source voltage ofM f b to Vre f and increase the output
impedance of the current DAC. This leads to a more linear relationship between
the DCO tuning code and tuning current, since the tuning current is less depen-
dent on the source drain voltage of the current mirror.

The DAC changes the tail current to tune the oscillation frequency. However, like
in version one, the changing tail current also changes the signal amplitude, which
is unwanted. To combat the amplitude variation, a feed-forward loop consisting
of Itune, Rf f and the P-MOST load is used. The post-layout simulation results of
the oscillation frequency and amplitude are depicted in figure6.5aand6.5d. The
tuning range is large enough to cover the simulated 3σ process mismatch. The
power consumption increases linearly with the oscillation frequency as is visible
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Figure 6.5: Post-layout simulation results of the complete digitally controlled oscillator
as a function of the 11 bit DCO code. The simulated parametersare a) frequency b)
current consumption of one oscillator stage c) phase noise d) oscillation amplitude.
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in figure6.5b. Moreover, the amplitude and phase noise are relatively constant
over the tuning range, see figures6.5cand6.5drespectively. The phase noise is
dependent on the signal amplitude; larger signal amplitude leads to lower phase
noise as is expected.

The four stage ring oscillator delivers the in-phase and quadrature-phase signals
needed by the mixer. However, the DCO signal still has 50% duty cycle instead
of the required 25% duty cycle, see section4.1.1. This is corrected by the DCO
buffer circuit, shown in figure6.6a. The first stage minimizes the DCO load and
frequency pulling, and the second stage is used to ensure a non-overlapping 25%
duty cycle output.

6.2.3 Variable Gain Amplifier

The first amplifier stage of the front-end is present at the output of the passive
mixer, as is depicted in figure6.1. Figure6.6bshows the implementation of the
variable gain amplifier (VGA). Its noise performance is important since it is the
first gain stage. Moreover, the low frequency 1/f noise needs to be very low since
the receiver has a zero-IF architecture. To reduce the 1/f noise the transistors in
the differential input stage are large:W1

L1
= 38.4µm

1.5µm andW2
L2

= 19.2µm
4µm . The inversion

Q−

Q−

I−

I−

Q+

Q+

I+

I+

(a) DCO buffer with 25% duty cycle out-
put.

V−
I

VO

V+
I

Tune

RL RL

RS

M2

M1

Mo1

Mo2

(b) Variable Gain Amplifier circuit, with bi-
asing circuit omitted.

Figure 6.6



6.2. Implementation 125

coefficient

IC =
ID

2nµCox

(
We f f

Le f f

)
V2

T

of the input transistorsM1 andM2 is 2.5 and 10 respectively at a bias current of
25µA.

The VGA gain is tuned by switching between three different load impedancesRL,
changing the voltage gain between 29dB and 41dB with 6dB steps. As a second
step the source degeneration can be turned on to decrease the gain by 6dB and
increase its linearity. The benefit of switching the load impedance of the first
stage is that the biasing point does not change and the linearity increases as the
gain decreases. On the other hand, the noise contribution of the second stage
increases as the gain decreases. However, when the low gain mode is selected
the noise performance is less important than the linearity since the input power
is larger.

Since the VGA is the first amplifier stage in the receiver chain, as depicted in
figure 6.1, not only its gain and power consumption are important, but also its
noise figure. Especially, the low frequency 1/f noise is a potential problemwhen
the bias current is low. Therefore, the transistor length and area are aslarge as
possible. Furthermore, the gain in the first stage is high to decrease the noise
contribution of the second stage.

6.2.4 Demodulator

The implementation of the Digital Cross-Differentiate Multiply (DCDM) de-
modulator, which was already discussed in section4.3, is presented in this sec-
tion. Figure6.7 shows the block diagram of the FSK demodulator. Note that
the absolute phase of the in-phase (I) and quadrature-phase (Q) signals is un-
known. However, to demodulate FSK signals not the absolute phase, but the
phase change over time (frequency) is of concern. Figure6.7 also shows the
implementations of the analog time differentiator and limiter circuits. Both cir-
cuits are AC-coupled to remove low frequency 1/f noise and bias offsets.The
limiter is self-biased using a large pseudo-resistor, which is implemented by a
large transistor. The large resistance is set by the leakage current of the tran-
sistor. Therefore, the resistance is very sensitive to process variation. However,
the value of the resistor is less important, as long as the cut-off frequency set
by the RC time of the pseudo-resistor and parasitic capacitance is much lower
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Figure 6.7: FSK demodulator block diagram together with the circuit implementations
of the limiter and time-differentiator.

than the signal frequency. Additionally, the series resistanceRz is added to the
time-differentiator circuit to increase the phase margin and ensure stability.

Alternatively, the most simple zero-IF FSK demodulator consisting of only one
D-type flip-flop can be used. It is named the “Vance demodulator” after its in-
ventor [63]. A simplified block diagram of the Vance demodulator placed in
parallel to the DCDM demodulator is depicted in figure6.8. The grayed out
blocks show the additional blocks needed for the DCDM demodulator. It is clear
that the Vance demodulator is less complex. First the received RF input signal
is down-converted to zero-IF, and an in-phase I and quadrature Q signal are ob-

d
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I

Q

YDCDM

QD
YVance

Figure 6.8: Simplified block diagram of a Vance FSK demodulator placed inparallel to
the DCDM demodulator.
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Figure 6.9: Receiver I, Q and demodulator output signals in case a binary’0’ or ’1’ are
received.

tained. Assuming no noise and no frequency offset are present, the analog I and
Q signals for bitn are written as

I(t) = Acos(an∆ωt)

Q(t) = Asin(−an∆ωt) ,

where∆ω is the frequency deviation and± represents a binary ’0’ (an = −1)
or ’1’ (an = +1). The I does not change when the transmitted bit changes, but
the Q signal is shifted by 180deg whenan changes. After the frequency down-
conversion both I and Q are hard limited and fed into a D-type flip-flop. I is used
as the data signal and Q as the clock. Note that switching them only inverts the
demodulated binary bit stream.

The principle of operation can be explained by figure6.9. The I signal is sampled
at the rising edge of Q. In case a binary ’0’ is received the I signal is lowat every
rising edge of Q and the output of the demodulator is zero. However, whena
binary ’1’ is received the clock sign changes and the output of the demodulator
is one.

The noise is not shaped in the Vance demodulator as it is in the DCDM demod-
ulator. Therefore, the Vance demodulator will perform worse when the modula-
tion index is high. On the other hand the Vance demodulator has the benefit of
simplicity.

6.2.5 Automatic Frequency Control Loop

When there is a frequency offset between the transmitter and the local oscillator,
bit errors are introduced. When the LO oscillates at a too low (high) frequency
the demodulator only produces ones (zeros). This can be used to calibrate the
local oscillator and track frequency shifts, as was discussed in section4.4.
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The automatic frequency control loop has been implemented on a Xilinx Spartan
3E FPGA and written in VHDL. In this section the digital circuit implementa-
tions are presented which could be used in an ASIC implementation. Moreover
the design constraints and design methodology are presented in this section.

Moving Average Filter

The output of the demodulator is sampled and fed into a moving average filter.
The integration timeTmavg of the moving average filter has to be larger than the
bit periodTb, otherwise the loop can not distinguish between data and frequency
offset. Furthermore, it is convenient to integrate over an integer number of bits
Nbits. Taking into account the sample timeTs, the number of moving average
filter taps is

N = Nbits
Tb

Ts
.

Using the demodulator function given by equation (4.29), the output of the mov-
ing average filter is computed as follows

Ymavg[k] =
N
2
+

1
2





N−1

∑
n=0

ak−n if
∣∣ωo f f

∣∣< ∆ω

Nsign(ωo f f) if
∣∣ωo f f

∣∣≥ ∆ω

In other words, the output of the moving average filter is equal to the numberof
’1’ samples present in the filter.

The moving average filter implementation is depicted in figure6.10and consists
of an N-stage shift register, an up-down counter and count logic. Thereset signals

clk
sample

1 N2

en

up/down D0
D1

Dm

O
ut

clk

Figure 6.10: Implementation of the N-tap moving average filter.
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Table 6.2: Counter logic for the moving average filter. A logic ’0’ (’1’)decreases (in-
creases) the counter.

new old up/down enable

0 0 X 0
1 1 X 0
0 1 0 1
1 0 1 1

are not shown for readability. A new sample is inserted in the shift-register and is
compared with the last sample of the shift register. When the samples are equal
nothing happens. On the other hand, when they differ the counter is activated,
see table6.2. Less area, gates and power are needed by the counter approach
instead of the straightforward FIR implementation. Additionally, the filter output
is present as parallel data.

The system cannot distinguish betweenNbits consecutive 0’s (1’s) and a negative
(positive) frequency offset. Therefore, a maximal run lengthNmax must be set.
The system can distinguish between a long sequence of equal bits and frequency
offset, when the filter length is larger than the maximal number of consecutive
bits: Nbits ≥ Nmax+1. Possible situations for a AFC withNmax= 7 andNbits = 8
are given in table6.3. The situations (a) and (c) can only appear in case of a
frequency offset and/or bit errors. In (a) the receiver LO frequency is lower than
the transmitter frequency and the output of the demodulator contains only ones,
whereas in (c) the LO frequency is too high and only zeros are presentat the
output of the demodulator. On the other hand, in situation (b) there either is a
frequency offset between the transmitter and receiver in combination with bit
errors or valid data is received. In (b) the filter output is bound between1 and

Table 6.3: Possible moving average filter outputs and filter memory given Nmax= 7 and
Nbits = 8 and assuming the sample frequency is equal to the bit rate.

Situation YYYmavg Filter taps

(a) LO frequency too low 8 11111111

(b) Valid data
7 11111110
. . . . . .
1 10000000

(c) LO frequency too high 0 00000000
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Nmax. Thus the LO value should not be changed when the output of the filter is
within this range. The detection of the cases (a, b and c) is taken care of bythe
frequency offset detector discussed in the following section.

Frequency Offset Detector

The frequency offset detector consists of two parallel detectors with hysteresis,
one for detecting positive frequency offset and one for detecting the negative
frequency offset. The input-output relationship is depicted in figure6.11a. The
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Figure 6.11: a) Offset detector input-output relationship. b) Frequency offset detector
implementation, the circuits within the dashed boxes are the schmitt-triggers.

arrows give the paths from high to low and low to high input values. Assuming
no bit errors occur due to noise, the low threshold should be set toL = Tb

Ts
and the

high threshold toH = N− Tb
Ts

, so that the AFC loop does not react on the data
stream. However, in the practical case that noise is present, bit errors may occur
and the AFC loop should not change the LO value because of them. Therefore,
the moving average filter length should be increased and the lowL and high
thresholdH adjusted.

Figure6.11bshows the frequency offset detector implementation, where the two
schmitt-triggers are depicted inside the dashed boxes. The schmitt-trigger stores
the signal direction as an internal state. When the input signalX trips over the
threshold, the state and threshold value change.
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Parameter Values

The AFC loop is implemented off-chip in an FPGA for debugging purposes.
ChoosingA to be a negative power of 2 leads to an efficient implementation,
since the gain can then be implemented by a bit shift instead of a full division
operation. Furthermore, the oversampling ratio, i.e.Tb

Ts
, should be an integer. The

on-chip JTAG interface limits the sample rate to 125ksps. Therefore a bit rateof
62.5kbps can be achieved with an oversampling-ratio of 2. The maximal number
of consecutive 0’s or 1’s (Nmax) is chosen to be 7.

The boundary on the gain was given by (4.30), and is copied below for conve-
nience,

A<
4.5
N2

2∆ω
Kdco

N ≥(Nmax+1)
Tb

Ts
.

The FSK frequency deviation is∆ω = 2π ×5MHz and DCO gainKdco= 2π ×
71.1kHz. Table6.4summarizes the AFC loop parameters and the maximal slew
rate in MHz/ms.

Table 6.4: Parameters used in the FPGA automatic frequency control loop implementa-
tion.

A N Rb Fs max SR

2−2 32 62.5 kbps 125 ksps 35.55 MHz/ms

6.3 Receiver Front-End Measurements

Two test chips were fabricated in a 40nm CMOS process and packaged ina
QFN48 package and mounted on a four layer FR-4 PCB. The first tape-out of
the front-end, version WURxV2.0, had an additional DCO buffer to measure the
oscillation frequency and phase noise. However, because of area limitations the
DCO buffer was only present at one of the four DCO phases, causinga DCO
imbalance. Consequently, not every switch in the mixer was fully switching,
because of the additional parasitics in the DCO buffer phase. This was partly
elevated by increasing the supply voltage of the DCO buffer between the DCO
and mixer. The higher supply voltage leads to higher current consumption and
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Table 6.5: Differences between the WURx front-end versions WURxV2.0 and
WURxV2.1.

WURxV2.0 WURxV2.1

DCO measurement buffer Included Excluded
Additional Vance demodulator Excluded Included
Normalized DCO buffer size 1 4

switching speed. A second version of the WURx front-end without the additional
DCO buffer, version WURxV2.1, was taped-out later to verify the performance
of the front-end. The differences between the two front-end versionsare summa-
rized in table6.5. The biggest difference in WURxV2.1 was the exclusion of the
additional DCO buffer and the added Vance FSK demodulator.

The DCO buffer of WURxV2.0 requires a larger supply voltage (1.2V), than
expected (1.0V) due to the added DCO measurement buffer as stated before. The
layout mistake added additional parasitic capacitance, decreasing the switching
speed. Front-end WURxV2.0 consumes 382.5µW from a 0.8V source, except for
the DCO buffer. The total power consumption of WURxV2.1 is only 329.6µW.

Table 6.6: Measured receiver power consumption and supply voltage divided per sub-
block. The values are given in Vdd (V) / Power (µW).

Sub-circuit Total DCO DCO buffer VGA+Demodulator

WURxV2.0 382.5 0.8 / 116.3 1.2 / 142.2 0.8 / 134.0
WURxV2.1 329.6 0.8 / 119.1 1.0 / 122.5 0.8 / 88.0

Table6.6 gives the measured power consumption. The VGA and demodulator
share the same supply and their power can not be measured separately. Further-
more, the reported power consumption of the DCO was measured at the center
of the tuning range. The power consumption of the DCO scales linearly with
the oscillation frequency, see sections4.2.3and6.3.2. The power consumption
of the off-chip AFC loop was estimated using the Xilinx ISE Design suite to be
roughly 10µW.

Besides the power consumption, also the I/Q imbalance is improved in
WURxV2.1. Especially the gain imbalance is considerably reduced. Table6.7
shows the gain and phase imbalance, measured at the baseband outputs, between
the I and Q paths for both WURx versions. Although wideband FSK modula-
tion is insensitive for I/Q imbalance as discussed in section3.5.2, the large gain
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Table 6.7: Measured I/Q imbalance of both WURx versions.

Sub-circuit Gain imbalance (dB) Phase imbalance (deg)

WURxV2.0 17 9
WURxV2.1 1.5 7.8

imbalance in WURxV2.0 will cause a slight increase in the BER.

The measured S11 for both front-end versions is shown in figure6.12. The
S11 is below -10dB between 740MHz and 897MHz for WURxV2.0 and be-
tween 745MHz and 950MHz for WURxV2.1. The input matching frequency
of WURxV2.0 was lower than targeted (868-915MHz), because the PCB and
SMA connector parasitics were wrongly estimated. For the second tape-out the
estimation was improved and the input matching was much better. The minimal
S11 measured was -67dB. Another difference is that the LO feed-through to the
RF input was much larger for WURxV2.0, which explains the irregularity at the
DCO frequency of 868MHz. At the RF input the oscillator signal is measured to
be -71dBm. In the second version the oscillator signal was not visible in the S11
measurement. The worse isolation in WURxV2.0 is caused by the imbalance
between the oscillator phases.
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Figure 6.12: Measured S11 of both WURx versions, including the PCB and off-chip in-
ductor. The irregularity in the WURxV2.0 measurement is located at the DCO frequency
(868MHz).
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Figure 6.13: Die photos of a) WURxV2.0 and b) WURxV2.1, with projected top-level
metals.

Figure6.13depicts the die photos of the two WURx versions. The total die area
of WURxV2.0 is 0.81mm2 and of WURxV2.1 is 0.63mm2. In both versions the
analog front-end is approximately 145µm x 415µm. The biasing voltages were
generated on the PCB with low noise off-the-shelf voltage regulators. Addition-
ally, an opamp was used as voltage buffer with 50Ω output impedance for the
noise figure measurements. The low-frequency analog and digital outputsignals
were sampled with a 60Gsps LeCroy WaveMaster 8 oscilloscope and analyzed
using Matlab.

The power consumption of the presented WURxV2.1 is higher than the
WURxV1 front-end presented in chapter5, which is mainly due to the improved
linearity in the baseband amplifier stage and the higher power consumption in the
local oscillator. The power consumption in the DCO was increased to decrease
the oscillator phase noise. The phase noise needed to be reduced to lowerthe
BER floor at higher input power levels. Although the dc power is increased, the
energy per bit was reduced from 2.52 to 0.26 by increasing the bit rate. Addition-
ally, the sensitivity of the front-end was improved considerably from WURxV1
to WURxV2.1 by changing the mixer duty cycle from 50% to 25%. The mea-
sured NF was 0.3dB higher than simulated and the linearity was 2dB better than
expected.
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6.3.1 DCDM Demodulator

Since there are on-chip multiplexers for measurement purposes in the second ver-
sion of the WURx, many internal signals can be measured. A detailed explana-
tion of the signal mapping is given in figure6.1and table6.1. The measurement
results of the limiter input and output in the I channel are depicted in figure6.14a.
There is a small phase difference between the input and output terminals. How-
ever, this should not be a problem since the limiter is present in every branch of
the demodulator see figure6.7, hence there is no phase shift between branches.
The phase difference of the two WURx versions was very similar, because the
implemented limiters were the same.

The phase shifts between the input and output of the time-differentiator measured
over a few thousand cycles is shown in the histogram shown in figure6.14b. Ide-
ally, the phase difference between the time-differentiator input and outputshould
be 90deg at the frequency deviation. However, the measured averagephase dif-
ference of WURxV2.0 isµ = 86.7deg and the standard deviation isσ = 9.6deg.
The average phase shift of WURxV2.1 is 83.6deg. The average phase shift of
both WURx versions is close enough to the ideal 90deg phase shift for a good
performance.
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Figure 6.14: Demodulator sub-block measurements of WURxV2.0 for a) limiter input
and output as a function of time and b) time-differentiator phase shift of an input sinu-
soid.

6.3.2 DCO

In WURxV2.0 the DCO measurement buffer did not work properly and wasre-
moved in WURxV2.1. Therefore it is impossible to measure the tuning range and



136 Chapter 6. Receiver Front-End Version 2

0 512 1024 1536 2048
400

500

600

700

800

900

1000

F
re

qu
en

cy
(M

H
z)

DCO Code

Figure 6.15: Measured WURXV2.1 DCO tuning range.

phase noise directly. However, the tuning range can be measured indirectly. To
measure the DCO oscillation frequency the digital code is set, the RF input fre-
quency is swept and the power at the baseband output is measured round 5MHz.
When the output power is maximal the DCO oscillation frequency is found after
taking the measurement frequency of 5MHz into account. The measured tuning
range is depicted in figure6.15. Note that the tuning code is the inverse of the
simulated tuning code because of a bit inversion in the JTAG interface.

Instead of the phase noise the jitter of the down-converted baseband output is
measured. The measured N-cycle jitter is depicted in figure6.16a. The DCO
frequency was approximately 826MHz. As was discussed in section3.4.2equa-
tion (3.12), a linear increase of the long-term N-cycle jitter resembles the1

f 2

phase-domain behavior of the phase noise caused by thermal noise, which has
a flat spectrum in the frequency domain. The 1/f noise leads to the well-known
1
f 3 phase noise behavior and is visible as the constant part in the N-cycle jitter
measurement. From the figure it can be determined that the thermal noise is
dominant up to approximatelyN = 3×103 cycles. Taking into account the DCO
frequencyfDCO ≈ 826MHz the 1

f 3 phase noise corner can be estimated

f 1
f 3

≈ fDCO

N
, (6.1)

leading to a corner frequency of approximately 275kHz. The white phasenoise
parameterCLO as defined in equation (3.10) is estimated by combining fig-
ure6.16aand equation (3.12). Since the absolute time jitter shown in figure6.16a
is measured at baseband, the average signal frequency at baseband should be sub-
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stituted inωo used in equation (3.12):

ωo = 2π µ f .

In this measurement the frequencyωo is 38.45Mrad/s. Furthermore, the offset
time τ used in the jitter definition is calculated by dividing the number of cycles
by the average cycle frequency

τ =
N
µ f

.

At small time offset the effect of the1f 3 phase noise component is negligible and

can be neglected. After rearranging equation (3.12) and neglecting the1
f 3 phase

noise component at smallτ theCLO parameter is estimated as

CLO ≈ ω2
o

|τ |σ2
abs.

From figure6.16a it can be read that the jitter atN = 10 is approximately
σabs ≈ 0.08µs, which gives aCLO ≈ 5.7Mrad. It should be noted that these
are very rough estimations.

The instantaneous DCO frequency statistics can be estimated from the histogram
depicted in6.16b. The average baseband frequencyµ f is the difference between
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Figure 6.16: Indirect DCO measurements: a pure 820MHz sine signal was applied to
the RF input and the down-converted jitter and instantaneous frequency was observed
over 20.000 cycles. a) Plot of N-period jitter measurementσabs as function of number
of cycles N and two lines used to estimate CLO and KLO b) instantaneous baseband
frequency measurementsµ f = 6.12MHz,σ f = 977kHz.
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the RF input frequency and the local DCO frequency, and the measuredstandard
deviation isσ f = 977kHz.

For a low bit error rate the frequency deviation should be high enough to cope
with the jitter as was discussed in section3.5.2. The minimal required SNR for
a BER of 0.1% is estimated to be 9.8dB by making use of equation (3.41). The
phase noise induced SNR floor at the output of the FSK demodulator is given by
equation (3.45) and is copied below for convenience

max{SNRF,IQ,PN} ≈
∆ω2

RbCLO +KLO
. (6.2)

Combining the SNR floor with the required minimal SNR of 9.8dB, it is calcu-
lated that the minimal deviation frequency for a bit rate of 125kbps is approxi-
mately 1.12MHz.

6.3.3 Bit Error Rate

The receiver BER performance is measured by transmitting a random bit se-
quence and sampling the time continuous digital demodulator output. The digi-
tal output is filtered and compared to the transmitted bit stream, and the BER is
calculated. A simplified diagram of the BER measurement setup is depicted in
figure6.17.
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Figure 6.17: Bit error rate measurement setup using the on-chip FSK demodulator.

The BER of the DCDM demodulators of both WURx versions for different bit
rates are depicted in figure6.18. For all the different bit rates the frequency devia-
tion is chosen to be 5MHz unless otherwise noted. The sensitivity of the receiver
is defined as the input power below which the BER drops below 0.1%. This
boundary is given by the dashed horizontal line. The dashed curves represent the
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Figure 6.18: Measured bit error rate (BER) using the on-chip DCDM FSK demodulator,
for WURxV2.0 (dotted line) and WURxV2.1 (solid line) as function of the applied input
power for different bit rates.

BER of WURxV2.0 and the solid curves represent the BER of WURxV2.1. The
sensitivity of WURxV2.1 is improved by about 6dB with respect to WURxV2.0.
However, at higher bit rates the difference is smaller. It is very likely thatthe
sensitivity improved because the gain imbalance between the I and Q paths im-
proved, since all the other parameters are very similar.

In the second version also a Vance FSK demodulator was added on-chip parallel
to the DCDM demodulator. According to literature [63] the Vance demodula-
tor should be sub-optimal, which is confirmed by the measurements shown in
figure6.19a. Especially at lower bit rates the DCDM demodulator outperforms
the Vance demodulator. However, at higher bit rates the Vance demodulator out-
performs the DCDM demodulator. At higher bit rates and constant frequency
deviation the FSK modulation gain decreases since the noise is shaped less in the
DCDM demodulator, which is discussed in more detail in section3.5.2. Thus at
higher bit rates the advantage of the DCDM demodulator vanishes.

For data rates up to 1.25Mbps the BER measurements are shown in figure6.19b.
The sensitivity scales approximately linear with the bit rate as expected; when
the bit rate increases from 6.25kbps to 625kbps the sensitivity increasesfrom
-81.7dBm to -72.0dBm. From figure6.19bit can be seen that the phase noise
induced noise floor becomes more prominent at higher bit rates as discussed
before.
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Figure 6.19: Measured bit error rate using the on-chip DCDM FSK demodulator (solid
curves) and Vance demodulator (dashed curves) of the WURxV2.1 front-end as a func-
tion of the applied input power for different bit rates. Figure a) depicts the difference
between both demodulator types and in b) the BER of the Vance demodulator for a wide
range of bit rates are depicted.
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6.3.4 Blocker Rejection

The blocker rejection of the receiver is measured with the on-chip demodulator
and a demodulator implemented in Matlab. The measurement setups for the on-
chip demodulator and Matlab demodulator are shown in figures6.17 and6.20
respectively. The main difference between the two setups is the bandpassfilter
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Figure 6.20: Bit error rate measurement setup using the Matlab demodulator.

in the analog I and Q channels, which is added in the Matlab demodulator setup.
The filter attenuates interferers present in the received signal, hence itimproves
the blocker rejection.

The blocker rejection is measured by adding a continuous-wave (CW) interferer
to a 125kbps FSK modulated desired signal. The frequency of the desiredsignal
is 816.5MHz and the power is set 6dB higher than the sensitivity level. The CW
interferer power is increased until the BER drops below 0.1%. The measured
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Figure 6.21: Measured signal-to-interference-ratio for both the on-chip (solid) and
ideal (dashed) demodulator, while maintaining BER=10-3 for a bit rate of 125kbps as a
function of the interferer frequency.



142 Chapter 6. Receiver Front-End Version 2

signal-to-interferer-ratio (SIR) for both the on-chip and ideal demodulator is de-
picted in figure6.21. The receiver is most sensitive at the ’0’ and ’1’ frequencies,
hence the ’peaks’ in the measured results.

The out-of-band blocker rejection of the on-chip demodulator can be improved
by adding a channel-select filter in front of the demodulator as was done in
the Matlab implementation. The on-chip analog multiplexer and measurement
buffers limit the in-band blocker rejection of the ideal demodulator. Therefore,
the measured in-band blocker rejection of the on-chip demodulator is better than
the rejection of the ideal demodulator.

6.3.5 AFC Loop

The automatic frequency control loop discussed in sections4.4 and6.2.5was
implemented on a Xilinx Spartan-3E starter kit. The AFC loop analysis did not
take into account the receiver noise. To combat the noise, the offset detector
thresholdsL andH shown in figure6.11were adjusted experimentally: the low
thresholdL was increased by 2 and the high thresholdH was decreased by 2.

During the measurement a random bit sequence was sent to the receiverwith a
bit rate of 62.5kbps. The slew rate was measured by applying a 25MHz step
to the carrier frequency and measuring the AFC loop response. The measured
results are shown in figure6.22a. The maximal slew rate was calculated to be
35.55 MHz/ms, and the measured slew rate was 27.1 MHz/ms. The measured
slew rate is lower, since noise in the system decreases the error signal present in
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Figure 6.22: Bit error rate measurement setup. a) Step response of the AFCloop.
Receiver noise causes the slight variation in tracking speed. b) Long term AFC loop
stability.
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the frequency feedback loop. This can be seen in figure6.22a: the derivative of
the DCO code is not constant.

Figure 6.22bshows the long term stability. The transmitter carrier frequency
(TX) is changed, and the fed-back inverse DCO code (DCO) is observed. From
the figure it is clear that the AFC loop tracks the changes very well. Moreover,
it is observed that at the same DCO frequency the digital code can settle to two
different values. This is caused by the overlap in DAC codes discussedin sec-
tion 6.2.2.

6.4 Comparison with Literature

The improved FSK receiver WURxV2.1 is compared against reported, low-
power FSK receivers, see table6.8. Not all the parameters are known for all
the reported receivers. The presented IIP3 was estimated from IIP3 simulations
and input 1dB compression point simulations and measurements.

Compared to the reported FSK receivers, the WURxV2.1 has a low power con-
sumption, especially taken into account that [12, 13, 16] do not have frequency
calibration or an on-chip demodulator. Direct comparison in power consump-
tion is difficult since also other parameters are different. However, the presented
receiver has similar sensitivity and bit rate as [15], but WURxV2.1 has a 33%
lower power consumption. Additionally, the bit rate is higher than most receivers
presented in literature, and high enough for most sensor network applications.

By comparing the power consumption, it is evident that the presented AFC loop
is a good and power efficient alternative to a PLL. For example in [9], the on-chip
PLL consumes 916.5µW.

The WURxV2.1 has a relatively high 1dB compression point, because of the
mixer-first architecture. On the other hand, reference [14] has a poor blocker
rejection caused by its injection-locked architecture. However [14] has a very
low energy per bit of approximately 0.1nJ/bit, which is about 2.5 times lower
than the presented receiver.

The reported receiver uses a more advanced technology than the otherreceivers,
which is beneficial for digital signal processing. However, for analogand RF
circuits it has little benefit. Firstly, the threshold voltage of the used 40nm tech-
nology is higher than that of the 90nm CMOS technology used in the first version
of the WURx front-end discussed in chapter5. This high threshold voltage places
a lower bound on the supply voltage and power consumption. Additionally, to
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Table 6.8: Performance summary and comparison.

REF
WURx

[9] [12] [13] [14] [15] [16]
V1 V2.0 V2.1

CMOS 90nm 40nm 40nm 130nm 180nm 130nm 180nm 180nm 130nm
Power (µW) 126 382 329 352 500 750 420 490 1920
Vdd (V) 0.75 0.8&1.2 0.8&1.0 0.25 1.0 0.4 0.7 0.7 1.2

Freq. (MHz) 782-932 782-932 478-918 1500-1650 2400 1950-2380 920 398-408 825-983
NF (dBm) 25 11.4 12 7.2 10.1 5.1 - - 10
P1dBc (dBm) -30 -24 -22 -48 -31 -17.5* -34† - -10
IIP3 (dBm) -21 -14 -12 -48 - -7.5 - - -

Psens(dBm) -65
-71 -74

- - - -73 -68 -83
(125kbps) (125kbps)

Rb (kbps) 50 ≤625 ≤1250 - 100 300 5000 250 45-48
PDC
Rb

(nJ/bit) 2.52 0.61 0.26 - 5.0 2.5 0.08 1.96 40

† The linearity is not directly specified in the paper, but estimated after comparing the reported blocker rejection with the
presented second version of the WURx front-end.

* The 1dB compression point is not reported. It is estimated by assuming that the 1dB compression point is 10dB lower
than the input referred third order interception point.
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decrease the 1/f noise the channel length of the transistors in the receiver chain
are increased from their minimal value of 40nm. The only place were the 40nm
gate length is used is the switches in the passive mixer. The reduced gate length
reduces the required DCO signal power and decrease the switch on resistance.

In figure6.23four receivers are compared graphically using the radar plot, that
was introduced in section5.3. Although the WURx reported in chapter5 has the
lowest power consumption, it also has the lowest sensitivity and bit rate, whereas
the improved WURxV2.1 has a better balance between DC power consumption
and receiver performance. Reference [13] also has a mixer-first architecture,
whose linearity is larger at the cost of higher power consumption. The lowest
energy per bit was consumed by [14]. However, the blocker rejection was poor
due to the injection lock-in architecture.
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Figure 6.23: Graphical comparison of reported FSK receivers.
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6.5 Conclusion

The 25% duty-cycle scheme improved the noise figure by about 6dB compared to
the 50% duty-cycle scheme that was used in the first WURx tape-out presented in
chapter5. Because of the lower mixer noise figure and higher transducer power
gain the sensitivity of the second version also improved, such that it meets the
specifications given in section3.6.2. Additionally the sensitivity scales linearly
with the bit rate as was expected.

Because of an asymmetric layout between the DCO buffer and passive mixer in
the first tape-out, the mixer did not switch correctly. The effect was alleviated by
increasing the DCO buffer supply voltage. However this led to an approximately
50µW increase in power dissipation. The receiver front-end was later taped-out
without the imbalance between the DCO phases. The I/Q imbalance was reduced
considerably after the new tape-out, which also led to an 5dB improvement in
sensitivity.

Compared to other reported receivers in literature the presented receiver has a
good linearity to power dissipation ratio, thanks to the mixer-first design.

From the comparison between the DCDM and Vance FSK demodulators it is seen
that the DCDM gives a 3dB improvement in sensitivity at low bit rates, because
the DCDM demodulator shapes the noise and thereby reduces the output noise
after filtering when the modulation index is high. However, at lower modulation
index or higher bit rates the DCDM can not exploit the noise shaping anymore
since the data bandwidth is increased. Therefore, the DCDM looses then its
advantage and the Vance demodulator outperforms the DCDM demodulator.

After comparing the on-chip demodulator with the ideal demodulator imple-
mented in Matlab it is clear that the out-of-band blocker rejection would be
greatly improved by adding a bandpass filter in front of the limiters used in the
FSK demodulator.

Additionally, the implemented low-power automatic frequency control loop was
demonstrated. The loop was shown to be stable and can track frequency steps
of 20MHz, which is a much larger step than is expected in a real environment
where the voltage and temperature variations are expected to be slowly varying.
The low power AFC loop is shown to be a good alternative to power-hungry
phase-locked loops in wideband FSK systems.



CHAPTER 7

CONCLUSIONS

WIRELESS body area networks (WBAN) require low power sensor nodes,
since the network needs to operate for prolonged periods on restrained

power sources. In this thesis the Wake-up Receiver (WURx) concepthas been
studied. It is shown that the WBAN energy consumption is reduced by making
trade-offs between the network, system and circuit level design phases of the
WURx concept.

Small-scale WBANs are asymmetric in nature; they consist of many small, low
power sensor nodes and a single high-power data sink or master node. We in-
troduced a closed-form MAC-layer energy consumption model for the synchro-
nization between sensor nodes and master node. Using the model we have shown
that for a typical WBAN application the synchronization energy can be reduced
by a factor 2 to 3 by using a WURx-enhanced synchronization scheme. How
much the average power consumption can be reduced exactly depends onthe
required packet rate and link-setup latency. It is shown that the exact limitson
the packet rate and link latency depend on the main radio and the WURx power
consumptions.

In this thesis we focused on FSK receiver front-ends instead of OOK front-ends.
While envelope detector based OOK receivers have a lower average power con-
sumption, they require bulky and costly bulk or surface acoustic wave filters.
Additionally, envelope detector based receivers are more vulnerable to interfer-
ers than FSK receivers which increases their packet error rate and increases the
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retransmission power consumption. Therefore, for interferer rich environments
such as ISM bands, FSK is a better alternative than OOK.

The small communication distance for body-area-networks allows for a reduced
receiver sensitivity. This lower sensitivity requirement has been exploited here
by removing the power hungry low noise amplifier from the receiver front-end,
leading to a mixer-first architecture.

In this thesis a closed-form analytical model has been presented that describes the
relationship of phase noise and I/Q imbalance and the wideband FSK signal-to-
noise-ratio (SNR) and bit error rate (BER). This model is used during thecross-
layer design of the receiver architecture and its circuit implementation. This
model is used to obtain quantitatively how much I/Q imbalance and phase noise
the receiver can tolerate as a function of modulation index. It was shown that
the phase noise requirement can be relaxed to -80dBc/Hz at 1MHz offset by
increasing the modulation index to 6.8. Since the local oscillator phase noise
requirement is relaxed, the ring oscillator is a better alternative to LC oscillators.
Moreover, technology scaling favors low power ring oscillators to LC oscillators
as long as the phase noise requirement is relaxed.

It was shown that the power consumption reduces by exchanging a phase-locked-
loop (PLL) for a low power automatic frequency control (AFC) loop. To track
PVT variations the AFC loop makes use of the already present FSK demodulator
to measure the frequency offset between the transmitter and local oscillator.

We validated the presented theory by implementing two WURx front-ends in
40nm and 90nm CMOS technologies. It is demonstrated that the WURx front-
ends designed using the presented theory can compete against state-of-the-art
FSK receivers regarding power consumption, bit rate and sensitivity. The sen-
sitivity, defined as the input power at which the BER drops below 0.1%, of the
first WURx version was -65dBm at a bit rate of 50kbps while consuming only
126µW. The sensitivity of the second WURx version was improved to -74dBm
at a bit rate of 125kbps. The sensitivity was improved by changing the mixer
duty cycle from 50% to 25% and decreasing the oscillator phase noise. While
the power consumption of the second WURx was increased to 329µW, also the
maximal bit rate was increased from 50kbps to 1.25Mbps. The energy perbit
between the two WURx versions improved from 2.52nJ/bit to 0.26nJ/bit. Ad-
ditionally, the AFC was demonstrated to work for frequency steps of 25MHz,
which is more than enough to track slowly varying PVT variations.



RECOMMENDATIONS

This thesis covers a wide range of topics from network statistics to transistor-
level circuit design, with a main focus on low peak-power consumption. Notall
topics are covered in full detail. Possible directions for future researchinclude:

• The effect of retransmission on average power consumption and channel
occupation should be studied. This should include channel coding. In this
thesis a simple correlation code with a minimum Hamming distance was
chosen for its low complexity and power consumption. However, it could
be beneficial to implement a more complex code when the retransmission
overhead can be reduced significantly. Additionally, excessive retransmis-
sion might lead to congestion which reduces the quality of service of the
entire network.

• To be able to cope with a larger frequency offset the modulation index
can be increased even further than is done in this thesis. To coexist with
existing standards and allow for more nodes in a single frequency band
a signal could occupy two channels or bins: one for the “0” frequency
and one for the “1” frequency. The interference to other channels can be
reduced by filtering the signal away from these two bins in the transmitter.
However, the effect on inter-symbol interference and efficient wideband
demodulation should be studied in more depth.

• The input impedance of the mixer-first receiver depends on the baseband
load resistance, which enables adaptive source matching. This could be
studied in more detail. Additionally, the input impedance becomes solely
dependent on the source resistance when the load resistance is much larger
than the switch and source resistances. Thus, the mismatch should be
unaffected by source impedance variations.

• An automatic frequency control loop is used as a replacement of the ubiq-
uitous power-hungry phase locked loop. However, it is possible for the
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loop to start tracking interferers. Research is needed on baseband algo-
rithms to prevent this. For example, the receiver should only track the
received signal when a package header is received correctly.



APPENDIX A

MAC PROTOCOL PACKET STATISTICS

In this appendix the MAC layer packet statistics used in section2.2 are derived
from the parameters:pmiss, pf alseandN+

WUC. The appendix starts with the deriva-
tion of the asynchronous MAC statistics. At the end of the appendix the syn-
chronous MAC statistics are derived.

A.1 Number of Wake-up Calls

The probability density needs to be known before the expected number of WUC
packet transmissions can be obtained. Initially, the limited number of retrans-
missions will be ignored; this issue is corrected afterward. TableA.1 is used to
obtain the probability distribution. The first two columns specify the number of
wake-up calls and acknowledgments respectively, and the third column gives the
possible scenarios. The last column shows the probability of the given scenario.

Every time the number of WUCs is increased, the probability is multiplied by
pmissand the number of possible scenarios increases by 1. Therefore, the proba-
bility of n WUC transmissions, specified bypWUC,n, is

pWUC,n= n(1− pmiss)
2 pn−1

miss. (A.1)

Table A.1 is only valid when the maximal number of WUC transmissions is
unlimited. However, when a maximumN+

WUC exists, an error is made for
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Table A.1: Wake up call retransmission probabilities

# WUC # ACK Scenario Probability

1 1 WUC OK, ACK OK (1− pmiss)
2

2 1 WUC MISS pmiss(1− pmiss)
2

WUC OK, ACK OK
2 WUC OK, ACK MISS

WUC X, ACK OK

3 1 WUC MISS 2x p2
miss(1− pmiss)

2

WUC OK, ACK OK
2 WUC MISS

WUC OK, ACK MISS
WUC X, ACK OK

3 WUC OK, ACK MISS
WUC X, ACK MISS
WUC X, ACK OK

pWUC,N+
WUC

. This error is caused by the fact that afterN+
WUC transmissions the

transmitter quits, whether the WUC and ACK are correctly received or not. In
the table this possibility is not present. The error made can be easily corrected
by changingpWUC,N+

WUC
to

pWUC,N+
WUC

= 1−
N+

WUC

∑
k=1

pWUC,k.

By definition, the expected value is calculated as

µX
def
=

n+

∑
n=1

XnpX(Xn) . (A.2)

Note that in this appendix we will useµ to specify the expected value instead
of the expectation operatorE [.] to avoid confusion with energy. Again, we as-
sume that the number of retransmissions is unlimited, and we will show that the
approximation error is negligible whenN+

WUC > 1. Substituting the probability
given by (A.1) in (A.2) gives

µWUC=
(1− pmiss)

2

pmiss

N+
WUC

∑
k=1

k2pk
miss.



A.2. Number of Acknowledgments 153

1 2 3 4 5 6 7
1

1.01

1.02

1.03

1.04

N+
WUC

µ W
U

C

Exact
Approximation

Figure A.1: Exact(solid line) and approximated (dashed line) expectednumber of WUC
transmissions using pmiss= 1%.

This equation can be approximated by

µWUC≈ 1+ pmiss

1− pmiss
.

Figure A.1 shows the actual and expected number of WUC transmissions for
pmiss= 1%. It is clear that the approximation error is very small whenN+

WUC> 1.
The maximal error is 2pmisswhenN+

WUC= 1.

A.2 Number of Acknowledgments

Similar to the expected number of wake-up calls, the expected number of ac-
knowledgmentsµACK is obtained by first calculating the probability distribution.
The probability ofn acknowledgments per link setup is given bypACK, n, and is
calculated using tableA.1:

pACK, n= (1− pmiss)
2

N+
WUC−1

∑
k=n−1

pk
miss. (A.3)

The given probability is only valid when there is no maximum on the number of
WUC transmissions. When the number of transmissions is limited, the approxi-
mation error is

perror = (1− pmiss) p
N+

WUC
miss .
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After correcting this approximation error from from (A.3), the probability is
given by

pACK, n= (1− pmiss)
2

N+
WUC−1

∑
k=n−1

pk
miss+(1− pmiss) p

N+
WUC

miss .

Using the well-known summation of geometric series

n

∑
k=0

pk =
1− pn+1

1− p

the pACK,n probability can be simplified to

pACK, n= (1− pmiss) pn−1
miss. (A.4)

The expected number of acknowledgments is calculated by substituting equa-
tion (A.4) in definition (A.2):

µACK =
1− p

N+
WUC

miss

1− pmiss
−N+

WUC p
N+

WUC
miss .

The second term is small compared to the first term and can be neglected,

µACK ≈ 1− p
N+

WUC
miss

1− pmiss
.

The approximation error is maximallypmiss when N+
WUC = 1, and decreases

rapidly for increasing number of retransmissions.

The energy consumption of retransmitting an acknowledgment can be different
from the energy consumption of the first transmission, because the transceiver is
already in transmit mode. Therefore the expected number of retransmissions
µACKx and the probability that at least the initial ACK packet is transmitted
pACK≥1 need to be specified. The latter one is

pACK≥1 =
N+

WUC

∑
n=1

pACK, n,

which simplifies to

pACK≥1 = 1− p
N+

WUC
miss . (A.5)
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The expected number of retransmissions given byµACKx is

µACKx= µACK− pACK≥1

=
pmiss

1− pmiss
− p

N+
WUC

miss

(
N+

WUC+
pmiss

1− pmiss

)
,

neglecting the second term the expected number of retransmissions is approxi-
mated by

µACKx≈
pmiss

1− pmiss
. (A.6)

A.3 False Wake-up Statistics

When a node receives a wake-up call meant for another node, and falsely assumes
that it is the destination, it starts transmitting false acknowledgments (FACK).
The node will transmit the maximum number of acknowledgments. This will
consume a lot of power and congests the channel. In this section the expected
number of false acknowledgments per received packet per ’other node’ is cal-
culated, assuming the number of false wake-ups increases as the networksize
increases.

Table A.2 is used to calculate the probability thatn false ACK are transmit-
ted, given bypFACK, n. The first column specifies the number of wake-up calls.
Furthermore, the third column gives the scenario, where ’false’ means a falsely
decoded packet, ’OK’ means that the packet is ignored as it should be and ’X’
specifies a don’t care. Using the table the probability ofn falsely transmitted

Table A.2: Probability distribution of false acknowledgments

# WUC # False ACK Scenario Probability

1 N+
WUC false pf alse pWUC, 1

2 N+
WUC false, X pf alse pWUC, 2

N+
WUC−1 OK, false pf alse

(
1− pf alse

)
pWUC, 2

3 N+
WUC false, X, X pf alse pWUC, 3

N+
WUC−1 OK, false, X pf alse

(
1− pf alse

)
pWUC, 3

N+
WUC−2 OK, OK, false pf alse

(
1− pf alse

)2
pWUC, 3
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acknowledgments is

pFACK, n= pf alse
(
1− pf alse

)N+
WUC−n

N+
WUC

∑
k=N+

WUC+1−n

pWUC, k.

After substitutingpWUC, k in the equation above, the probability of exactlyn
falsely transmitted ACK packets is

pFACK, n= pf alse
(
1− pf alse

)N+
WUC−n (1− pmiss)

2

pmiss

N+
WUC

∑
k=N+

WUC+1−n

kpk
miss. (A.7)

The equation becomes cumbersome when the sum is computed. However, it can
be noticed that the probability is maximal forn= N+

WUC

pFACK,N+
WUC

≈ pf alse,

and the probability decreases rapidly with decreasingn whenpmiss≪ 1.

Using definition (A.2) the expected number of falsly transmitted acknowledg-
ments per ‘other node’ in the network is

µFACK =
N+

WUC

∑
k=1

k pFACK, k.

SincepFACK, n is negligible except forn= N+
WUC it can be approximated by

µFACK ≈ N+
WUCpf alse. (A.8)

FigureA.2 depicts the exact and approximated values ofµFACK for two different
values ofpmiss, namely 1% and 10%. As the figure shows, the approximation er-
ror increases when the packet miss probability increases. However, for practical
systems,pmiss≤ 1%, the approximation can be used.

The probability that at least one false acknowledgment is transmitted, givenby
pFACK≥1, is equal to

pFACK≥1 =
N+

WUC

∑
k=1

pFACK,k .

As was commented before,pFACK,n is maximal forn = N+
WUC and decreases

quickly for decreasingn. ThereforepFACK≥1 is approximately equal to

pFACK≥1 ≈ pFACK,N+
WUC

≈ pf alse.



A.4. Synchronized Transceiver Packet Statistics 157

The expected number of false acknowledgment retransmissions per ‘other node’
in the network is

µFACKx= (µFACK−µFACK1) .

As was already stated the probability ofN+
WUC false acknowledgments is much

larger than the probability of 1 false acknowledgment transmission. Therefore
µFACKx≈ µFACK and

µFACKx≈ N+
WUC pf alse. (A.9)

A.4 Synchronized Transceiver Packet Statistics

In this section the expected number of TDMA slots per received packet given
by µslot is derived, which is very similar to the expected number of wake up

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

N+
WUC

µ F
A

C
K

Exact
Approximation

(a)

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

N+
WUC

µ F
A

C
K

Exact
Approximation

(b)

Figure A.2: Exact and approximated expected number of false ACK transmissions
µFACK as function of the maximal number of attempts. Using the packet miss and false
wake-up probabilities: a) pmiss= 1%and pf alse= 1%b) pmiss= 10%and pf alse= 1%.
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calls given in sectionA.1. The difference is that the initial WUC is not trans-
mitted. In case the first ACK transmission is successful only one needs to be
transmitted, the probability on this occurrence is(1− pmiss). One extra ACK
needs to be transmitted when the first one is unsuccessful, the probability ofthis
is pmiss(1− pmiss). For every extra ACK transmission the previous probability
needs to be multiplied bypmiss. Therefore, the probability thatn ACK transmis-
sions are needed is

pslot,n = (1− pmiss) pn−1
miss.

The same approximation error is made as was done with theµWUC analysis;
the number of ACK transmissions is limited byN+

WUC times, when the ACK is
not correctly received within this number of attempts the packet is lost. Taking
into account the retransmission limit, the probability thatn acknowledgments are
send becomes

pslot,N+
WUC

=
∞

∑
k=NWUC

pslot,k

pslot,N+
WUC

= 1−
N+

WUC−1

∑
k=1

pslot,k .

Using the definition given by (A.2), the expected number is approximated by

µslot ≈
1− p

N+
WUC

miss

1− pmiss
,

assumingN+
WUC> 1 andpmiss. 1%.
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NORDIC RADIO PARAMETERS

The Nordic nRF24L01 radio chip is often used, since it is a low-power highbit
rate transceiver. The parameters of this chip are summarized in tableB.1. The

Parameter Explanation Value

Twake Switching: Sleep→ Standby 1.5ms
Tset Switching: Standby→ Rx or Tx 130µs
Tset Switching: Settling period when switching between130µs

Rx and Tx.

Psleep Power consumption in sleep (power down) mode. 2.7µW
Pstandby Power consumption in standby mode 1. 66µW
PR Power consumption in Rx mode. (2 Mbps) 36.9mW
PT Power consumption in Tx mode. (0dBm) 33.9mW
PRset Power consumption when switching to Rx mode. 25.2mW
PTset Power consumption when switching to Tx mode. 24mW
Pwake Power consumption when switching between 855µW

sleep and standby mode.

k Length of minimal packet in bits. 34bits
Used for: sync, ACK, WUC

Rb Bit rate of main radio 2Mbps

Table B.1: nRF24L01 parameters
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Nordic chip can operate in different power down modes. In this documentthe
"Power down mode" and the "Standby 1 mode" are used in the analysis. In the
energy consumption analysis the differences between the power consumption of
different regimes and the sleep/standby mode are used. When the mode is not
specified the node uses the sleep mode. The used power differences are

∆Px = Px−Psleep.

When the "Power down mode" is not used the power difference is

∆Px = Px−Pstandby,

this is the normal way of operation of the Holst node. It is specifically mentioned
when this equation is used.
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SIMULATION SCRIPT

This appendix gives simplified pseudo-Matlab code for script used for the sim-
ulation of the output SNR and BER, all the variables correspond to the onesin
section3.4. To increase the simulation speed the phase noiseθ is incorporated in
the received signalr instead of the matrixMrx. To obtain accurate BER results
at least 100 bit errors need to be simulated, which means that for very low bit
error rates the simulation time becomes very long.

f unc t i on SNR_BER_sim ( Rb , dw , Grf , PN , g , e )
% Genera te phase n o i s e
% PN dBc / Hz @ 1MHz
c l o = (2* p i * 1 e6 ) ^2 * 10^(PN/ 1 0 ) ;
t h e t a = sq r t ( c l o ) * cumsum( randn * sq r t ( d t ) ) ;

% Genera te b i t s
an = 2* ( randn > 0) − 1 ;
% Genera te s i g n a l
ph i = t .* an* dw ;
I = A * cos( ph i + t h e t a ) ;
Q = A * s i n ( ph i + t h e t a ) ;
r = [ I ; Q ] ;

% Genera te bandwid th l i m i t e d n o i s e
n r f = f i l t e r ( [ randn ; randn ] * s i gma_ r f ) ;
nbb = f i l t e r ( [ randn ; randn ] * s igma_bb ) ;

% R e c e i v e r
Mrx = Grf / 2 * [1 0 ; −g* s i n ( e ) g* cos( e ) ] ;
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s r = Mrx * r ;
sn = Mrx * n r f + nbb ;
s = s r + sn ;

% Hard l i m i t
R = sq r t ( s ( 1 , : ) . ^ 2 + s ( 2 , : ) . ^ 2 ) ;
I l i m = s ( 1 , : ) . / R ;
Qlim = s ( 2 , : ) . / R ;

% d i f f e r e n t i a t e
I l i m d o t = [0 d i f f ( I l i m ) ] . / d t ;
Ql imdot = [0 d i f f ( Qlim ) ] . / d t ;
ydemod = ( Qlim .* I l i m d o t − I l i m . * Ql imdot ) ;

% I n t e g r a t e and dump f i l t e r
ydemod_iad = f i l t e r ( ydemod ( 2 :end) ) ;

% Sample b i t s and o b t a i n t h e BER
yb i t s_smp = 2* ( sample ( ydemod_iad ) <0)−1;

% Calc BER
Nerr = sum( yb i t s_smp ~= an ) ;
BER = Nerr / Nb i t s ;

% C a l c u l a t e o u t p u t SNR
Psou t = 10* l og10( mean( ydemod_iad . ^ 2 ) ) ;
Pnout = 10* l og10( va r ( ydemod_iad ) ) ;
SNRout = Psou t− Pnout ;

end
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SUMMARY

Wake-up Receiver Based Ultra-Low-Power WBAN

SENSORnodes used in wireless body area networks operate on energy scav-
enging devices or small batteries. Moreover, it is often impractical or even

impossible to replace or recharge the batteries regularly. Therefore, themain de-
sign goal is to reduce their power consumption as much as possible. To reduce
the average power consumption the sensor nodes are placed in deep sleep mode
as often and as long as possible, making the network synchronization challeng-
ing. Combining the fact that the average packet rate is very low and the link to
link setup-latency requirement is relaxed a wake-up receiver (WURx) enhanced
synchronization scheme is beneficial. This thesis focuses on power reduction
strategies for WURx making use of network, system and circuit level require-
ments.

In chapter2 Wireless Body Area Network (WBAN) properties are studied. It
is shown that the maximal transmission distance is approximately 10m, making
a single hop network topology a good fit. Additionally, it is shown that net-
work symmetry and synchronization has a big influence on the average power
consumption of wireless sensor nodes. Because of the asymmetric nature of
WBANs, the synchronization power is reduced by adding a WURx to the sensor
node.

The impact of system level design considerations on WURx design is presented
in chapter3. The chapter starts with a survey on modulation complexity, and
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it is shown that low-power receivers reported in literature either use envelope-
detector based OOK modulation or FSK modulation. While the reported OOK
receivers have lower power consumption, their inherent non-linear nature makes
them susceptible to interferers and blockers. It is proven that by increasing the
modulation index of FSK modulation the receiver becomes less susceptible for
phase noise, I/Q imbalance, LO feed-through and 1/f noise. Therefore, a zero-IF
receiver using wideband FSK is proposed.

Subsequently, chapter4 shows architecture design trade-offs for zero-IF WURx
receivers. The mixer-first architecture is studied in depth and shown to be a viable
alternative for low-power WURx design, since the noise figure requirement is
relaxed. Moreover, power consumption is reduced by exploiting the reduced
wideband FSK receiver phase noise requirement. Combined with technology
scaling the reduced phase noise requirement favors ring oscillators above LC
oscillators. At the end of the chapter an automatic frequency control (AFC) loop
is introduced. The low-power AFC loop replaces the power consuming phase
locked loop.

Chapter5 validates the viability of the low-power mixer-first architecture intro-
duced in earlier chapters. A first version of the WURx front-end is fabricated in
90nm CMOS technology. Its functionality is confirmed by measurements. The
receiver consumes only 126µW and achieves a sensitivity of -65dBm at50kbps.
Additionally, a graphical method is used to compare the WURx front-end with
literature.

In chapter6 an improved version of the WURx front-end is presented. To in-
crease the receiver sensitivity compared to the first WURx version, the mixer
duty cycle is reduced from 50% to 25%. Besides the circuit level improvements
also a FSK modulator and AFC loop are implemented on chip. The second
WURx receiver is fabricated in 40nm CMOS instead of 90nm, which is only
fully utilized in the switching transistors in the passive mixer. The smaller switch
size reduces the LO power needed to drive them. The power consumption of the
second version is increased to 329µW. However, its sensitivity is improvedto
-74dBm at 125kbps. Moreover, bit rates up to 1.25Mbps are supported leading
to a energy efficiency of 0.26nJ/bit.

At the end of the thesis conclusions are drawn in chapter7.
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SAMENVATTING

Wake-up Receiver Based Ultra-Low-Power WBAN

SENSOR nodes die gebruikt worden in draadloze body-area netwerken
(WBAN) maken meestal gebruik van energie-harvesters of kleine batterijen.

Bovendien is het vaak niet praktisch of zelfs onmogelijk om de batterijen regel-
matig te vervangen of op te laden. Daarom is het belangrijk om het energiever-
bruik van de nodes te minimaliseren. Om het gemiddelde energieverbruik vande
sensor nodes te minimaliseren worden de nodes zo vaak en lang mogelijk in de
energiezuinige slaapstand gehouden, wat de netwerksynchronisatie bemoeilijkt.
Aangezien de gemiddelde packetrate laag is, en een lange link-setup latencyis
toegestaan, is het gunstig om een wake-up-receiver (WURx) te gebruiken voor de
netwerk synchronisatie. Dit proefschrift richt zich op strategieën om op netwerk-
, systeem- en circuitniveau het energieverbruik van de WURx te minimaliseren.

In hoofdstuk2 worden WBAN eigenschappen bestudeerd. Een singlehop net-
werktopologie wordt gebruikt, omdat de maximale afstand tussen zender enont-
vanger oangeveer 10 meter is. Verder is aangetoond dat netwerksymmetrie en
synchronisatie een grote invloed heeft op het gemiddelde energieverbruik van
draadloze sensor nodes. Het energieverbruik dat nodig is voor de synchronisa-
tie kan worden verminderd door toevoeging van een WURx aan de sensornode,
omdat WBAN asymmetrische netwerken zijn.

De impact van systeemniveaukeuzes op het ontwerp van WURx worden nader
bestudeerd in hoofdstuk3. Het hoofdstuk begint met een overzicht van de com-
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plexiteit van verschillende modulatie types. Uit eerder gepubliceerd werk blijkt
dat de meeste energiezuinige ontvangers gebruik maken van niet-coherente OOK
of FSK modulatie. De gepubliceerde OOK ontvangers hebben vaak een lager
stroomverbruik, maar hebben als nadeel dat ze gevoeliger zijn voor stoorzenders
doordat ze gebruik maken van niet-lineaire omhullende detectoren. Verder wordt
bewezen dat FSK ontvangers minder gevoelig worden voor I/Q onbalans, 1/f
ruis, faseruis en LO feed-through als de FSK modulatie index verhoogd wordt.
Daarom wordt gekozen voor een zero-IF ontvanger met wideband FSK modula-
tie.

Vervolgens worden in hoofdstuk4 verschillende zero-IF WURx ontwerp keu-
zes besproken, en wordt de “mixer-eerst” architectuur gepresenteerd en geana-
lyseerd. In deze architectuur is de LNA verwijderd en is de mixer het eerste
circuit in de ontvangerketen. Met deze architectuur kan het energieverbruik ver-
laagd worden omdat het ontvangen signaal niet versterkt wordt op RFfrequen-
ties, maar in de basisband. Doordat de LNA ontbreekt, is het ruisgetal groter
dan in conventionele ontvangers. Aangezien de afstand tussen zenderen ontvan-
ger klein is, kan het verhoogde ruisgetal worden toegelaten. Bovendien is het
stroomverbruik verminderd door gebruik te maken van de gereduceerdeeisen
aan de faseruis. Door hogere faseruis toe te staan en gebruik te maken van tech-
nologie schaling zijn ringoscillatoren een beter alternatief dan LC oscillatoren.
Aan het einde van het hoofdstuk wordt de energiezuinige automatische frequen-
tieregeling terugkoppellus (AFC) als alternatief voor de PLL gepresenteerd.

In hoofdstuk5 wordt de “mixer-eerst” architectuur gevalideerd door een 90nm
CMOS implementatie. De functionaliteit is bevestigd door metingen. De ont-
vanger verbruikt slechts 126µW en heeft een gevoeligheid van -65dBm bij een
bitrate van 50kbps. Daarnaast wordt op grafische wijze het WURx front-end
vergeleken met de literatuur. In hoofdstuk6 wordt een verbeterde versie van het
WURx front-end gepresenteerd. Om de gevoeligheid van de ontvangerte verho-
gen ten opzichte van de eerste WURx versie, is de mixer duty cycle verlaagdvan
50% tot 25%. Naast de aangepaste duty cycle, is ook een FSK modulator enAFC
lus toegevoegd op de chip. De tweede WURx ontvanger is gefabriceerd in40nm
CMOS in plaats van de eerder gebruikte 90nm, die slechts ten volle wordt benut
in de schakeltransistoren in de passieve mixer. De kleinere switch vermindert het
benodigde LO vermogen dat nodig is om ze te schakelen. Het energieverbruik
van de tweede versie is verhoogd tot 329µW, de gevoeligheid is echter verbeterd
naar -74dBm bij 125kbps. Bovendien worden bitrates tot 1.25Mbps ondersteund
en is het minimale energieverbruik per bit slechts 0.26nJ/bit.
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