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Summary

Centralized Learning And Planning For Cognitive Robots Operating In Human
Domains

As a technological answer to societal and economic problems that arise because of
our aging society, advanced robotic systems are currently being developed that support
health-care operatives in their daily occupations. Key ingredients that allow these robots
to be successfully deployed for these activities are the ability to recognize their environ-
ment, to learn from experience and to decide upon a right course of actions.

Until now, the design approaches that allowed these robots to exploit these methods,
focused primarily on the development of standalone robot applications. Autonomous
robots, operating and learning individually, running their own computational algorithms,
and reasoning about the world within their own small set of beliefs and assumptions.

With the rise of high-bandwidth and big-data processing mechanisms, it is now however
possible for robots to share this information in runtime, similar to how humans share
their knowledge over the Internet. This allows robots to communicate their knowledge
to other robots instantaneously, and allows efficient storage and redistribution of learned
concepts and task information on a global level.

Having this knowledge available in unified storage locations, forwards the idea of cen-
tralized learning and planning; one central system, that receives robot knowledge on a
global level, stores learned concepts, and controls thousands of robots in a ubiquitous and
highly optimized manner. An additional advantage of this type of centralized system, is
that heavy computations required for the processing of data can be run here, requiring
robots to only run small hardware control modules and lightweight client interfaces.

This thesis investigates the required components that are involved for such a system, with
an emphasis on the required cognitive, learning, planning and execution components. For
its main communication framework, a system is adopted that allows the deployment of
computing environments and robot interfaces in a secure and straightforward manner.
Additionally, web based service technologies are investigated as foundational methods
for planning and execution, as their representational languages can be considered highly
suitable for task related knowledge engineering in the robotics domain.
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One of the system’s integral components that will be discussed in this thesis describes a
method for segmentation and tracking, that enables the cognition of maneuvering objects
with movement trajectories, such as those typically encountered in human domains. Ad-
ditionally, methods for learning will be investigated, as they enable the system to improve
upon its existing knowledge and decision making capabilities. Both of these topics will
be verified and tested in isolated experiments performed on the Eindhoven University
automated football table. This small scale test environment provides detailed insights
to the adopted methods, and allows identification of both strengths and weaknesses in
well-controlled experiments.

Subsequently, methods for logic-based task planning and task execution will be dis-
cussed, as these methods are required for the systems deliberative and operational ca-
pabilities. Here, experiments will be conducted with a human-sized robot, performing
tasks in a real household environment.

Further investigations will extend in this domain, where planning, execution and com-
putational algorithms are now deployed on a cloud based computing platform. As this
experiment will involve an additional robot with only minor computing capabilities, this
chapter will show the importance of computational offloading for robots, and how tasks
with multiple robots can be performed efficiently through centralized planning.
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Samenvatting

Gecentraliseerd Leren En Plannen Voor Cognitieve Robots Opererende In Mense-
lijke Omgevingen

Om het hedendaags probleem van onze verouderende samenleving door middel van tech-
nologie te kunnen verkleinen, worden momenteel geavanceerde robots ontwikkeld die
de zorgsector kunnen bijstaan in hun dagelijkse taken. De belangrijkste ingredi€énten die
deze robots in staat stellen hun taken succesvol uit te voeren, bestaan uit het vermogen
van deze robots om hun omgeving waar te kunnen nemen, om van hun ervaringen te
kunnen leren, en om in staat te zijn een logische manier van handelen te kunnen bepalen.

Tot op heden, richtte men zich voor het toepassen van deze methoden voornamelijk op
autonome applicaties. Volledig zelfstandige systemen, die individueel opereren en leren,
hun eigen berekeningen uitvoeren, gebaseerd op hun eigen kleine voorstelling van de
wereld om zich heen.

Met de komst van snelle en geavanceerde informatie verwerkingscentra, is het nu echter
mogelijk voor robots om hun kennis direct met elkaar te delen, identiek aan hoe mensen
hedendaags informatie met elkaar delen via het Internet. Dit stelt robots in staat om hun
kennis instantaan met elkaar te delen, en maakt het mogelijk om over de gehele wereld
geleerde concepten en taak informatie, op een efficiénte manier te kunnen opslaan en
hergebruiken.

Het ter beschikking hebben van deze kennis op één centrale locatie, suggereert moge-
lijkheden voor gecentraliseerd leren en plannen; één centraal systeem, dat wereldwijd
robot kennis ontvangt, deze kennis opslaat, en hiermee duizenden robots op de meest
optimale manier aanstuurt. Een bijkomend voordeel van zulks een systeem, is dat zware
berekeningen ook hier kunnen worden uitgevoerd, waardoor robots zelf slechts minimale
rekencapaciteit hoeven te hebben en hierdoor klein en compact kunnen blijven.

In dit proefschrift wordt onderzocht welke componenten benodigd zijn voor zulks een
systeem, waarbij de nadruk wordt gelegd op de benodigde volg, leer, planning en uitvoe-
rende componenten. Voor het communicatie systeem wordt een reeds bestaand systeem
gebruikt, dat het mogelijk maakt om berekeningen en het maken van verbindingen op een
veilige en eenvoudige manier te kunnen uitvoeren. Bij het ontwerp van de planning en
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uitvoerende componenten, worden bovendien web gebaseerde technologie&n gebruikt als
bouwstenen , daar ze als uitermate geschikt kunnen worden beschouwd voor het opstellen
en representeren van taak gerelateerde kennis in het gebied van de robotica.

Een van de integrale componenten in het systeem dat in dit proefschrift zal worden be-
handeld, is een volg methode, die het mogelijk maakt om bewegende objecten te volgen
die zich voortbewegen op een manier zoals men vaak tegenkomt in menselijke omgevin-
gen. Aansluitend, worden leer methoden onderzocht, daar deze het mogelijk maken voor
het systeem om van zichzelf te leren, en hierdoor betere beslissingen te kunnen maken
in de toekomst. Deze twee methoden zullen beide worden onderzocht en toegepast
op de autonome voetbaltafel van de Technische Universiteit Eindhoven, daar deze op-
stelling zich uitstekend leent voor het uitvoeren van experimenten op een gecontroleerde
en overzichtelijke manier.

Hierop volgend, worden methoden voor logisch gebaseerd plannen en uitvoeren bedis-
cussieerd, daar deze methoden zijn benodigd om het systeem te kunnen laten redeneren
en taken uit te kunnen laten voeren. In dit hoofdstuk, zullen experimenten worden
uitgevoerd met een mensachtige robot, die taken uitvoert in een volledig mensachtige
omgeving.

Verder onderzoek zal zich uitbreiden in deze omgeving, waar nu de planning en uitvoe-
rende componenten zullen worden geplaats op een cloud gebaseerd rekenplatform. Daar
in dit experiment een robot zal worden betrokken die slechts minimale rekencapaciteiten
heeft, zal dit hoofdstuk aantonen hoe belangrijk het is voor robots on hun berekeningen
elders uit te kunnen laten voeren, en hoe taken met meerdere robots efficiént kunnen
worden uitgevoerd door middel van een gecentraliseerde aansturing.
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Chapter 1

Introduction

“The main objective of RoboEarth is to develop a system design capable of carrying out useful
tasks autonomously, in circumstances that were not planned for explicitly at design time.”

“RoboEarth - Connecting Robots Worldwide”, 2009

1.1 Motivation

1.1.1 A desire for new assistive technologies

A recent report of the United Nations about the world’s aging population [1], indicates
that in the upcoming years the ratio between elderly and young people will significantly
increase. This increased ratio will have profound implications on the world’s societal
and economic situation, as a comparatively smaller group of work-capable people has to
take care of a relatively larger group of health-care requiring elderly. New technologies
are therefore required, that support this sector in tasks that are considered involuntary but
required, such as laundry disposal, medicine delivery or vacuum cleaning, see Figure 1.1.

(a) (b)

Figure 1.1: Several examples of modern day health-care assistants. The Tug laundry
disposal robot (a), the Hospi delivery bot (b) and the Roomba vacuum cleaning robot (c).
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1.1.2 The challenges

Introducing robots into this human oriented domain, requires technological advance-
ments in multiple areas of robotics research however. As opposed to a robot’s typical
factory floor habitat, human domains are far more complex. They contain unpredictable
natural events, such as pouring rain and blinding sun, but also the unpredictability of
human activity itself, which may or may not follow from rational objective. Human
domains also contain unstructured, multiform objects that require complex perception
models to be perceived, and advanced modeling techniques to be tracked over time. Fur-
thermore, human domains are ergonomically fully adapted to an average sized human;
desiring robots to perform humans tasks, such as driving cars, walking stairs or even ma-
nipulating small articulated objects are big challenges for currently available platforms.
Furthermore, the spoken and written language that humans use for describing concepts
and to communicate on the performance of activities, often contains ambiguities and a
lack of clear semantics [118]. These aspects make it difficult for robots to understand
human concepts and their correct interpretations.

1.1.3 Robot design advancements

Allowing factory floor robots to handle these challenges therefore requires a new breed of
robot; full human-sized mobile manipulators, with advanced cognitive and manipulation
capabilities. The design of these autonomous systems is however a daunting task. First,
an extensive amount of engineering needs to be spent on the development and integration
of robust and suitable hardware components. Second, these robots needs to be equipped
with advanced cognitive capabilities in order to understand the human domain, and to
be able to decide upon a rational course of actions. Since the deployment of the first
robot that was capable of rational reasoning (SRI’s ‘Shakey’, 1966), a broad spectrum
of cognitive robots has been developed. As a descendant of Shakey came SRI’s ‘Flakey’
in 1984, which participated in the first AAAI robotics competition. From that point on,
multiple systems were being developed in parallel, such as the University of Michigan’s
‘Carmel’, Georgia Tech’s ‘Buzz’ and IBM’s ‘TJ2’, see Figure 1.2.

(a) (®) (© (d (e)

Figure 1.2: First breed of cognitive, self-deciding robots. SRI Shakey (a) and successor
Flakey (b), University of Michigan Carmel (c), Georgia Tech Buzz (d) and IBM TJ2 (e).
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Recent developments brought systems with advanced humanoid locomotion capabilities,
such as the Kawada HRP4, NASA’s Valkyrie and Boston Dynamics’ Atlas. Examples of
robot platforms designed specifically for research in cognitive and manipulation tasks are
the Eindhoven University of Technology Amigo and the Willow Garage PR2, see Figure
1.3.

Figure 1.3: Several examples of advanced human-sized robots. Kawada HRP4 (a),
NASA Valkyrie (b), Boston Dynamics Atlas (c), Eindhoven University Amigo (d) and
Willow Garage PR2 (e).

1.1.4 Robot control program design

As described in Russell and Norvig’s Introduction to Artificial Intelligence [153], the
architecture of these robots can be characterized by two aspects in general: they sense the
environment through their sensors, and act upon it through their actuators. The function
that maps sensory input onto actuator output is called a robot’s control program, see
Figure 1.4.

Robot sensors

control

program

juswiuodinug

actuators

Figure 1.4: General robot interaction architecture.

How to design such a control program is a central topic of today’s robotics research,
and spans a broad spectrum of A.L. and software development. Related research fields
include techniques for motion planning [100], locomotion [158], vision [70], tracking
[193], planning [138] and knowledge engineering [132].
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With modern day tools for robot control program design synthesis, these programs can
be devised by manual programming up to a certain extent. This approach has similarities
with planning based approaches, such as A* [66] or Dynamic Programming techniques
[20], by which engineers base the design of their control program on an accurate model
of robot dynamics and the predicted effects of their interactions with the environment.

As robots and their desired interactions with the environment become more complex, ac-
curate control programs are however more difficult to design manually. In robotic games,
such as computer GO, recent design approaches involve forward-search using upper-
confidence bounds on tree search [10] and Monte-Carlo Tree Search [35]. Such methods
involve either a model of the environment, or an accurate black-box simulator that can be
used for real-time projection, which are highly restrictive requirements to their practical
application. Modeling robot control programs by manual programming can also be very
time consuming and often suboptimal, because anticipation, tuning and the incorporation
of all possible scenarios is tedious and often not feasible. Also, due to the static nature of
such control programs, changes in the environment which are unaccounted for at design
time, can cause degradation in the performance of the program.

1.1.5 Allowing robots to learn

Accordingly, as Alan Turing concludes in his 1950 paper [179] about the deployment
of intelligent machines into human oriented domains, “is that the best a man can do
with manual programming is injecting his own ideas into a machine through advances
in engineering, but that these ideas will always fall short in comparison to the actual
challenges faced.” For this reason, robots should be allowed to learn themselves how to
deal with these challenges.

In Turing’s paper, a comparison is made to how a child grows up, by starting off with
initially knowing nothing and learning gradually through trial and error. For robots, this
is referred to as robot learning, and a robot architecture that supports this method is
formalized in Figure 1.5.

performance
standard

[ Robot

Sensors

—

tic

feedback

changes

Learning
element

Performance
element

knowledge

learning goals

Problem

experiments

JuswuoJIAnug

generator

actuators

-—

Figure 1.5: General architecture of a learning robot.



1.1: Motivation 5

Instead of focusing on the full detailed design of a robots control program, an engineer
now only has to investigate the generally much less complex design of a performance
standard (often in the form of a basic cost function) that defines a robot’s desired, or ra-
tional, behavior. Since the beginning of robotics research, robot learning has been widely
applied for the development of robot control programs required for complex tasks with
difficult to model interactions. Examples can be found in a wide range of applications,
such as in robot locomotion [96], grasping [97] and active object categorization [148].

1.1.6 Importance of designh knowledge reuse

As the injection of design knowledge into a robot’s control program, either learned
through experience or manually programmed, can be regarded as a highly labor inten-
sive process [30, 77], several project groups have acknowledged the importance of robot
design knowledge reuse and the design of knowledge representations that are explicitly
reusable'. At the same time, accompanying methods are sought to store and access this
knowledge through web based interfaces, making it on-line accessible for robot platforms
all over the world.

A first example of knowledge standardization can be found in the GeRT [92] project, in
which common representations are developed to generalize over manipulation tasks, such
as serving a drink or screwing the lid of a jar. In the Rosetta project [143], robot task de-
scriptions are designed that enable robots to operate in a combined fashion with humans.
Subsequently, the Brics [2] project tries to provide generic modeling tools for robot de-
velopment, which decrease the amount of required robot design time. The RoboHow
[176] project enables robots to autonomously perform every day manipulating tasks by
reusing task instructions found on either the web, or by observing humans. Proteus [51]
and RoboDB [140] on the other hand, serve as portals for meta-data robot ontologies
and robot modeling tools. Finally, in the RoboEarth [184] project, globally accessible
information bases are created that allow robots to share multiple forms of knowledge
that are relevant for the execution of daily tasks, such as object models, world models,
environment maps and task descriptions.

Projects such as RoboEarth focus not only on the development of common represen-
tations and reusable data, but also on the storage and communication mechanisms that
allow robots to share this information with each other in runtime, allowing them to exe-
cute tasks that were not explicitly planned for at design time. Examples are, for instance,
the collaborative multi-robot tracking of objects and people by clustering world models,
the in runtime updated performance evaluations of robot execution plans, or the sharing
of object perception models and navigation maps. Databases such as those established
in RoboEarth, therefore have the latest and most up-to-date information available on a
variety of tasks that robots are typically required to perform in human domains.

! As attested by recent international robotics conference workshops on reusable robot software design, see
http://www.robot.uji.es/EURON/en/software.htm
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1.1.7 The idea of centralized learning and planning

Having task and environment related information available in centralized, on-line acces-
sible storage facilities, such as RoboEarth, forwards the idea of centralized learning and
planning; one central system, that plans tasks for thousands of connected robots, and
at the same time learns from incoming data. Task allocation of robots can be based on
robot capability and availability, and can be highly optimized based on time or other cost
criteria. Furthermore, as this central system can be deployed within a large-scale, par-
allelized computing environment (such as a cloud platform [7]), robots can offload their
computations to this environment, therefore requiring only lightweight client interfaces
and minimal hardware interface layers to be run on board.

1.2 Objective

The objective of this thesis is therefore the investigation of methods that can be used for

learning and planning, in a centralized multi-robot architecture. Additionally, supporting

methods for segmentation, tracking and knowledge abstraction are investigated, as these

methods enable robots to perceive their environment and to translate these percepts into

machine interpretable concepts. An example of such a system is depicted in Figure 1.6.
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This system should be capable of scheduling tasks for a variety of robot platforms, in an
efficient and optimized manner. It should allow the interpretation of sensor data coming
from robots, and be able to transform this data into machine interpretable concepts and
global environment representations. Furthermore, as it is desirable that the system im-
proves upon its own knowledge through the experience of operating robots, methods for
learning will be investigated.

In this thesis, a number of required components will be investigated. A first key compo-
nent that will be discussed, is an object tracker, that models a clear and unified overview
of the environment. The goal of the object tracker is to take raw object measurements
as input, and to cluster these measurements into unique object instances. Furthermore,
this object tracker will be able to track objects over time, hereby dealing with object oc-
clusions and non-linear object trajectories, such as those typically encountered in human
domains. The methods that are investigated for object tracking are deployed and eval-
uated on a small-scale, but well controlled test platform, see Figure 1.7. This platform
enables easily accessible, quantified test results and isolated performance evaluations.

Figure 1.7: Test platform used for the evaluation of tracking and learning algorithms.

On this same test platform, methods for learning are investigated, as they allow the sys-
tem to learn from experience and to improve upon its control and decision making perfor-
mance. The learning controller takes task execution data as an input, such as a sequence
of actions that a robot has subsequently performed, and provides improved decision mak-
ing metrics. These methods are also applied and investigated on the football table, as this
platform allows us to evaluate the proposed algorithms in a well-controlled environment
with fast development cycles.

A central component of the architecture discussed in this thesis, is the task controller,
that simultaneously plans and executes tasks by interacting with server deployed algo-
rithms and real-world operating robots. To evaluate the choice for the used planning and
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execution algorithms, large scale, multi-robot tests have been conducted in unstructured
household environments, with human-sized, mobile manipulation platforms, see Figure
5.9.

Figure 1.8: Two human sized mobile manipulation platforms used for testing of planning
and execution algorithms deployed in human domains.

A final, crucial component is the communication framework, that allows the deployment
of required components on a central server and establishes interfaces to the robots. For
this, the existing cloud based computing environment Rapyuta has been adopted, that
supports the deployment of computational algorithms in a cloud based computing envi-
ronment and HTTP-based robot interfacing. An extensive read on the advantages and
functionality of this framework can be found in [72].

1.3 Related work and contributions

Based on the above discussed components, this thesis will address several research ar-
eas from which applicable methods are selected, investigated, compared and if required,
adapted. The concerning research areas relate to methods for object segmentation and
tracking, robot learning, knowledge representation, planning and execution.

1.3.1 Object segmentation and tracking

The object tracking and segmentation methods that are discussed in this thesis are based
on a well-known survey paper [193] on object tracking and segmentation design meth-
ods. This thesis presents an application of that approach on the Eindhoven University
automated soccer table, where this approach is described in such a general way that it
can be reused by engineers for applications in similarly unstructured and dynamical en-
vironments. The presented approach results in the selection of a suitable segmentation
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algorithm, and for tracking a method was selected, that has never been applied in this
type of environment before.

For tracking of non-maneuvering targets (i.e., targets with constant velocity), a conven-
tional Kalman [189] filter is frequently used. For the ball that was tracked in the football
table however, tracking is complicated by the ball’s abrupt changes in motion, such as
those typically encountered for objects moving in human domains. The targeted object
can therefore be regarded as a highly agile maneuvering target: the acceleration is, for the
most part, a sequence of short pulses with unknown magnitude which occur at unknown
time instants, with in between nearly zero acceleration. A vast amount of literature can
be found on the subject of maneuvering target tracking (MTT?), as attested to by the
comprehensive survey [104—113] and the references therein. In the history of MTT, sin-
gle model-based adaptive Kalman filtering techniques were developed first, followed by
decision-based methods, which have in turn been superseded by multiple-model meth-
ods due to their superior performance and computational improvements [105, 108]. By
modeling the target motion (continuous component) with different models (discrete com-
ponent), the problem becomes that of hybrid state estimation.

One of the most cost-effective hybrid state estimation schemes is the sub-optimal in-
teracting multiple model (IMM) estimator [25], which has been shown to significantly
outperform a Kalman filter for target tracking in many radar applications [89, 123]. These
radar systems have relatively long sensor revisit intervals together with relatively slow
maneuvers. In the work of Kiru [89], research was done through simulations to see when
an interacting multiple model filter is likely to have an improved estimation accuracy in
comparison to a single model Kalman filter when using a constant velocity and a white
noise acceleration model. The maneuvering index, or tracking index, is hereby used to
quantify the preferred choice for these algorithms. The maneuvering index is a function
of the motion uncertainty, measurement uncertainty and the sensor revisit interval, and
gives an indication of when to use an IMM estimator over a Kalman filter.

Although questions have been raised regarding the validity of these results in the work of

Silbert [159], the performance improvement indication still holds for the non-maneuvering
time intervals (i.e., the periods after the object has changed direction), which are the main

points of interest in the presented application. This thesis will show that the tracking

improvements of an IMM filter over a Kalman filter in this case will show significant

tracking improvements. Its low computational requirements and self-adjusting variable-

bandwidth [123] make it an attractive Kalman filter alternative for this or similar appli-

cations.

1.3.2 Robot learning

Within the field of robot learning, Reinforcement Learning [167] especially has been
closely connected to robotics research, as its abstract model of receiving rewards through
environment perturbations usually directly maps onto the concept of mobile sensor/actu-

2Not to be confused with Multiple Target Tracking
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ator platforms interacting with a priori unknown environments. Reinforcement learning
requires only the experience of interacting with the environment to generate a control
program, or so-called policy, by basically using a trial and error approach. It has been
shown that policies generated by Reinforcement Learning often trump their hand-coded
rivals [163]. Furthermore, recent advances in the field of Reinforcement learning have
made it applicable to systems with large state-action spaces, by generalizing over states
and clustering actions into condensed forms [17].

At its core, Reinforcement Learning describes how an agent autonomously generates a
policy by interacting with the environment and ‘remembering’ what was right and what
was wrong, as classified by the engineer. As this classification can be performed on a
very high and abstract level, the engineer therefore does not require to have any insight
on the robots internal dynamics, nor on the expected response of the environment to any
of the robots induced actions. As robotic systems and their interactions with the envi-
ronment are these days becoming more complex, Reinforcement Learning has become
a mature and much used tool for the development of robot control programs. For this
reason, Reinforcement Learning has been applied to a variety of robotics applications,
such as quad-copter control [115], autonomous car driving [122] or ball dribbling [33].
In the proposed control architecture described in Figure 1.6, Reinforcement Learning
can be applied as a way to improve upon task controller parameters, as performed ac-
tion sequences and observed outcomes can be used as exploration data and action quality
metrics respectively.

From the available existing Reinforcement Learning algorithms, this thesis targets the
(stochastic) gradient based Temporal Difference method Greedy-GQ(A) [116] because
of its theoretical convergence properties, and because it scales linearly in computational
complexity with the number of parameters. In this thesis, it will be compared to existing
methods, such as grid-based Q(A) [186], which is guaranteed to converge and has low
computational costs, and to approximate Q(A) [128]. The latter only has convergence
guarantees under very restrictive conditions, but often converges quicker and is compu-
tationally cheaper than gradient-based algorithms (such as Greedy-GQ(A)). According
to the developers of the algorithm, Greedy-GQ(A) has not yet been studied when applied
to a large scale real-world problem, such as the one demonstrated in this thesis.

1.3.3 Knowledge engineering

To keep storage of the knowledge that is communicated throughout the centralized archi-
tecture scalable and maintainable, it is important that this knowledge is stored in efficient
representations. These representations may vary from the binary data that is used for
object models and navigation maps, to the abstract logic based formalisms used for plan-
ning. For the latter form of knowledge it is important to use the right level of abstraction,
as this knowledge is to be used in search and planning algorithms and scalability issues
arise especially for large stochastic domains, such as human environments [85]. The field
of software design that concerns about this matter is the field of knowledge engineering.
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In the field of robotics, where knowledge levels vary from low level motor control to
high level reasoning, knowledge engineering often relates to the hierarchical abstraction
of information. An analogy here can be found in recent studies about human psychol-
ogy [131], that describe the meta-modeling of low level motion primitives into high level
representations. Humans are therefore, maybe unaware, experts in hierarchically struc-
turing their cognitive and manipulating abilities, hereby basing the level of hierarchical
focus on the specifics of the task at hand and the environment they have to be performed
in. As this hierarchical structuring allows humans to perform a wide-variety of tasks
under different conditions, it has been successfully mimicked in robotics [59, 81]. It
gives engineers a possibility to abstract away from time and geometrical constraints, and
allows them to model, or learn, robot behaviors modularly [165], enabling the reuse of
these components as part of larger problems, in possibly different tasks with different
constraints.

To apply this hierarchical knowledge structuring for robots operating in human domains,
it is therefore required that abstract representations of this knowledge are developed [3,
174]. As such, a certain level of abstraction needs to be chosen, see Figure 1.9.
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Figure 1.9: Software abstraction enabling high level reasoning.

1.3.4 Planning and execution

This abstracted task knowledge, obtained either through learning or manual program-
ming, can be used as planner building blocks for the automated composition of robot
tasks in efficient, logic based planning algorithms. In this light, classical planning ap-
proaches, such as STRIPS [56] like planning algorithms, have been considered for plan
composition. As STRIPS planning is proven to be NP-complete and very ineffective for
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large-scale domains, such as those typically found in human environments [31], work in
this field started investigating more sophisticated planning methods, such as graph-based
planners [26], hybrid graph-based FastForward (FF) planners [69] or Hierarchical Task
Network (HTN) [55] planners. HTN planning especially, suits itself well for the use of
planning in large-scale domains, by using previously composed or manually designed
plans as heuristics in future planning requests. Furthermore, HTN planning allows the
annotation of cost metrics to individual subtasks, enabling optimal plan selection if mul-
tiple plans exists.

This thesis therefore adopts HTN planning as a primary planning algorithm for robot
tasks. Based on successes obtained in the International Planning Competition, the state
of the art HTN planner SHOP2 [137] is adopted, which in this thesis derives its domain
knowledge from a high level task description knowledge base. These task descriptions
are called ‘action recipes’ in RoboEarth terminology [175], and in this work their rep-
resentation is adapted, such that they allow to be interpreted by the SHOP2 planning
algorithm. Although the presented work focuses primarily on the architectural design
choices that are made to enable the integration of planning with subsequent plan execu-
tion, further work by co-authors in this direction can be found in [44, 119] and in Chapter
5 of this thesis.

Two other well-supported and stable architectures that are currently available for the
integration of planning and execution, are the LAAS Architecture [21] based on the BIP
[18] component design framework and CLARAty [139] developed by NASA and the Jet
Propulsion Laboratory. In the work of McGann [127] the TREX control framework is
adopted to control a Willow Garage PR2 service robot, allowing the robot to handle doors
and plugs, while navigating using a topological map. The TREX control framework is
run on top of a middle-ware called ROS [146], that provides in a vast amount of robot
control and communication procedures.

Although the developers of these systems briefly mention a desire for the reuse of action
primitives, there is no further discussion towards the reuse of hierarchical, composite
robot plans. Also, each of these architectures has developed robot control structures that
are highly dedicated to the platform at hand, impeding component reuse and task alloca-
tion through a high-level logic-based planner, such as proposed in this thesis. Also, they
lack in a clear notation of how to match robot capabilities of individual platforms against
required capabilities for the tasks at hand. Enabling robots with different capabilities to
share composite task descriptions requires at first a common representation, that allows
the matching of these shared descriptions with the platform’s specific capabilities. As
part of the above mentioned RoboEarth and RoboHow projects, a first implementation
is described in [174], where the Semantic Robot Description Language (SRDL) [99] is
used to match robot capabilities against the task related components. Chapter 5 of this
thesis will exploit that concept, by using first-order reasoning to deploy required subtasks
onto available robots with matching capabilities.

Section 1.3.3 discussed the upwards abstraction of software components into logical
based representations, useful for the creation of abstract plans. After plan creation, de-
scriptions need to be given on how the actions in the plan are subsequently executed on
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real robots operating in real environments, a process called action grounding. As this the-
sis targets the execution of tasks on both Matlab/Simulink and ROS enabled platforms,
action grounding has been applied to both middle-wares An example of a grounding
ontology for ROS is given in Chapter 5 of this thesis.

1.3.5 The Semantic Web

As the design knowledge useful for the planning and execution of robot tasks in human
domains can be regarded a mixture of both human- and machine generated knowledge,
a preference for the representational language used in the architecture lies towards cur-
rently established machine interpretable representations, such as those used on the Se-
mantic Web [22]. Its basic representational language OWL [141] as proposed by the
World Wide Web Consortium? and the accompanying HTTP-based interfacing and au-
tomated reasoning tools provide in a unified framework that is capable of not just read-
ing other sources of information, but also manipulating, updating, and combining them.
These techniques allow the combined pooling of machine interpretable knowledge based
on information already collected and stored by humans over the last decades, and on new
information added in runtime by connected robots. A language model variant of OWL
that is most suitable for use in cognitive robotic applications is OWL Description Logics
(OWL-DL), as it provides in maximum expressivity but remains decidable. This allows
the language to be used in most modern day reasoning modules, such as Pellet, Racer,
Fact++ or in theorem proving query languages, such as Prolog and SQL. A good read on
the advantages of using OWL-DL in robotics can be found in [67].

To allow web based task representations to be used as planner building blocks, extensions
of OWL have been made, such as the Business Process Execution Language for Web
Services BPELAWS [6], and OWL-S [121] (formerly the DARPA Markup Language for
Services, DAML-S), which extend Semantic Web representations for the explicit model-
ing of web services, processes and data-flows on the Semantic Web.

Based on recent efforts of the Semantic Web community to model Everything As A Ser-
vice (XAAS) [14], arecent trend in robotics has adopted this vision for the similar model-
ing of robot platforms. Based on this concept, robot platforms will be modeled as on-line
accessible, modularly structured collections of web services, and invoked identically to
Semantic Web services as currently available. They hereby expose abstract models of
their functionality, such as sensors and actuators, to service composition (or planning)
algorithms, such as described in the work of ubiquitous robot networks [88], and in the
integration of home automation systems and ubiquitous robots as OWL-S web services
[64]. These modular robot representations can be used as plan building blocks in hierar-
chically structured plans, and used for plan composition by of the shelf available planning
algorithms. The planning algorithms as discussed in Section 5.3.3 have therefore been
applied to Semantic Web task representations for the automatic composition of web ser-
vices in graph-based planning [195], hybrid graph-based FastForward (FF) planning [91]
or Hierarchical Task Network (HTN) planning [55].

3http://www.w3c.org
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As the semantics of HTN planning are based on the propositional logic Planning Domain
Definition Language (PDDL) [126], it natively lacks expressivity compared to the first-
order logic semantics entailed by the primarily used representation for Semantic Web
services (OWL-DL) [102]. Examples are for instance the cardinality restrictions (e.g.,
for-all, none) that are possible in OWL-DL. Also, the complex control procedures as
modeled by OWL-S, such as while-do and if-then-else, require complex mapping pro-
cedures to be represented in PDDL semantics [161] (for instance, an OWL-S while-do
construct has to be mapped onto an HTN method that calls itself recursively). As itis de-
sirable that the planning language used in the proposed control architecture has maximum
expressivity, the use of a higher-order planning language, and accompanying language
implementation, is preferred.

A first-order planning language that maps directly onto OWL-S Description Logics se-
mantics, is the Situation Calculus [124, 125]. This language has been implemented in
Prolog as a high-level agent programming language by Hector Levesque and Raymond
Reiter, called Golog [103], and exquisitely described in Reiter’s book *Knowledge in
Action’ [150]. Golog allows engineers to axiomatize a Situation Calculus based action
domain as primitive actions and procedures in Prolog, and the Golog interpreter will
subsequently ’roll” over the procedures, hereby subsequently performing one or more
primitive actions. Planning in Golog is hereby induced by the theorem solving property
of Prolog, which tries to find a set of valid bindings that unify with the invoked control
procedures and their parameters.

Golog however lacks in certain features that are desirable for planning in human domains.
These are the possibilities for modeling sensing actions, exogenous actions, concurrency
and multi-agent planning. For this reason, several extensions of Golog have been made,
that enable the language to be used in high-level robot planning and execution with an
increasing level of functionality. A first extension was made by Hector Levesque called
ConGolog [45], which allowed the explicit modeling of concurrent and exogenous ac-
tions. A successor of that was IndiGolog [62], which allowed programs to be executed
incrementally, based on the input obtained through sensing actions. A subsequent ex-
tension for multi-agent planning was developed by Ryan Kelly, called MIndiGolog [87].
The work described in this thesis builds upon this last extension, and uses its interpreter
to plan for procedures that are represented in the OWL-S semantic markup language,
hereby using general procedures expressed in OWL-S to be executed by multiple agents
in a time-optimal fashion. As the current MIndiGolog interpreter has no interpretation
mechanism for certain control procedures as defined in OWL-S, such as any-order, split
and repeat-while, the interpreter is extended as described in Chapter 5 of this thesis.

1.4 Outline

This thesis will start of with a detailed description of one of the primary robotic platforms
used for research and demonstration in this work, and as a public demonstration platform
for Eindhoven University in general; the Eindhoven University automated football table.
In this first part, hardware design choices for this platform will be discussed, together
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with an extensive description of a model-based method used to detect and track a primary
object of interest.

The chapter hereafter will continue with the football table as a robotic research platform,
and here a state of the art method for robot learning will be discussed and evaluated.

The validation domain in Chapter 4 will shift from the football table to the service robot
domain, where now methods for hierarchical plan composition and execution will be
implemented on the Eindhoven University Amigo robot and evaluated in a real household
environment.

Subsequently, Chapter 5 will discuss an extension into this domain, where now existing
representations from the Semantic Web are used for plan representation, and a more ex-
pressive language will be used for plan execution. This chapter will also describe a more
clear separation between representation, plan composition, execution and grounding, by
defining an ontological based component model for the low level grounding layer. The
conducted tests in this chapter, will entail a two-robot experiment, where these robots
will be fully controlled by a cloud deployed planning and execution platform.

This thesis ends with a concluding section, in which both the achievements and limits of
the work as well as the opportunities for future research will be discussed.
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Chapter 2

Object Localization And
Tracking

This chapter presents the development of an object localization and tracking algorithm,
that is to be applied in environments with high dynamics and fast update rates. The de-
scribed approach is based on an earlier survey paper on object segmentation and track-
ing, where a general selection procedure for applicable techniques was proposed. This
chapter describes why these techniques are not well suited for our specific application.
As a solution, an IMM estimation technique is adopted that has not been applied in this
type of context before. To evaluate the IMM estimator in a well-controlled experiment,
it is applied to the Eindhoven University automated football table and compared to a
commonly used and carefully tuned Kalman filter.

This chapter is based on “Ball Localization And Tracking In A Highly Dynamic Ta-
ble Soccer Environment”, R. Janssen, M. Verrijt, J. de Best and R. van de Molengraft,
Mechatronics Special Issue on Visual Servoing, 2012

2.1 Introduction

The last decade a lot of research has been performed on the deployment of cooperative
multi-agent systems in unpredictable and unstructured real-world environments. Exam-
ples can be found in robots that collaborate with humans in maintaining large warehouses
[63], human-robot assembly lines [172], underwater robots that operate as single sensor
networks [183] and swarms of unmanned ground vehicles that perform reconnaissance
missions in large disaster areas [82].
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A key element in these multi-agent systems is the applied control strategy, and evalua-
tion of such a strategy in an everyday unstructured environment is an extremely daunting
task. Large scale experiments need to be conducted that require time, logistic and finan-
cial effort, multiple sensors have to be repetitively calibrated and most importantly, the
environment is likely to respond in an uncontrollably hazardous manner, hereby endan-
gering the costly agents. Therefore, simplifications are sought to manage complexity by
focusing on handling the dynamics, where the environment is chosen to be controllable
and well structured.

This kind of abstract simplification can for instance be found in the RoboCup Mid-size
League [49], where two teams of robots compete against each other in a game of field
soccer. This concept transforms the hazardous large scale outdoor test environment into
a controllable indoor game-setting, allowing researchers to easily tune their strategies,
redesign their components on the spot and assuring that each of their costly agents will
survive the conducted tests. Although the RoboCup setting is significantly less com-
plex and less hazardous than the outside world, there are still factors involved that limit
repeatability and efficiency of testing:

* each team consists of at least five autonomous robots. These complex mechatronic
devices typically need a lot of maintenance, and an extensive infrastructure for
hard- and software management,

* varying inter-robot communication delays make it difficult to execute commands
in sync, which may result in non-causal and undesired behaviors,

* calibration discrepancies between agents in their perception modules may result in
different beliefs about the state of the environment.

To address the above issues while maintaining the highly dynamic character of the soccer
environment, a professional soccer table has been acquired that on one side has been
equipped with electro-mechanically controllable rods, see Figure 2.1.

Figure 2.1: The Eindhoven University automated soccer table.
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This system allows the execution of a multi-agent strategy within the highly dynamic
characteristics of the table, represented by the fast moving ball and the human- and
machine-controlled puppets. An extended overview on the design concepts of the ta-
ble can be found in [78]".

With this set-up, the above mentioned problems encountered in the RoboCup Mid-size
league context are addressed as follows:

* only one system needs to be maintained,

* no wireless communications are necessary and all signals go through one com-
puter, so inter-agent communication delay will be negligible,

* only one system needs to be calibrated,

* there is only one perception module, and thus only one belief about the state of the
environment.

The concerning object in our setup is the ball, and the environment furthermore consists
out of two main components,

* The fully controllable, mechanically actuated puppets,

 Their uncontrollable and (at this stage) unobservable adversaries (which are con-
trolled by the humans),

The states of the actuated puppets consist of their position and orientation. These states
can be easily derived from the incremental encoders used in the motion control loops.
These control loops are run on a dedicated PC, and steer the puppets by actively rotating
and translating the actuated rods, see Figure 2.2.

Rotation  Translation
. n —

I’ 1 ) PN
1
@)

- |

MotorM/

Figure 2.2: Position control of the actuated puppets.

! An explanatory video about the table can be found at http: //youtu.be/0gE_aOwFRa0


http://youtu.be/0qE_a0wFRa0

20 Chapter 2: Object Localization And Tracking

The states of the ball consist of the ball’s position and velocity, which are required to
determine the ball’s heading. These states however, can not be directly measured. They
have to be reconstructed from noisy position measurements, which will be obtained by a
camera above the field, see Figure 2.3.

Automated Rod W

Figure 2.3: Schematic representation of the football table.

Localizing the ball in the captured images is not trivial though, see Figure 2.4, as there
are other objects present that,

* Fully or partially occlude the ball,
* Resemble the ball in either shape, color, or both,

* Visually merge with the ball, making it difficult to separate one from another.

In this chapter, therefore a survey paper on object localization and tracking [193] will be
consulted, from which a set of well-known computer vision localization techniques will
be derived to form a robust detection classifier. From these detections the full state of the
ball will be reconstructed by using a state estimator. For the choice of the state estimator
a commonly used method is compared to a method that we have carefully selected for
this special application. We would like to state that this selected method, to our best
knowledge, has not been applied in this type of highly dynamic context before.

The outline of this chapter is as follows. In the following section related work on similar
applications will be presented. Hereafter, some general research within the field of object
detection and state estimation techniques will be discussed, from which the choices for
our preferred methods will follow. Two state estimation techniques will be compared in
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a simulation experiment, which will allow us to adequately compare their performance.
The preferred method resulting from these tests will also be implemented and evaluated
on the real table soccer set-up. We will conclude with a discussion and a conclusion
on the solution to our problems. Extended information that is regarded as trivial to the
general understanding of this chapter can be found in Appendix A.

Figure 2.4: Typical image captured by the overhead camera.

2.2 Related Work On Similar Applications

For entertainment and computer vision research purposes, several other project groups
have already faced the challenge of developing a robotic table soccer adversary, see Fig-
ure 2.5.

Figure 2.5: Georgia Tech (a), DTU (b) and KiRo (c) projects.

While the methods to actuate the puppets seem to be more or less alike, the methods to
detect the ball mostly differ. At the University of Adelaide [36], a robotic soccer table
has been developed in which a laser grid is mounted underneath the feet of the puppets.
In this way, the ball is the only object that can breach the grid. When it bounces over
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the field however, and thus over the grid, it is momentarily undetectable. This problem
also exists in the DTU [136] and StarKick [188] projects, where the field is replaced by a
semi-transparent plate. By mounting a camera underneath the plate a shadowed projec-
tion of the ball can be detected, but this detection fails when the ball bounces upwards.
In both the KiRo [187] and Georgia Tech [41] projects a straightforward color segmen-
tation method is used to segment the ball from the environment. Currently this seems
to be the most promising approach, although the acquisition time for both capturing and
processing of color images can be assumed to be larger than for mono images, hence de-
grading the ball tracking performance and increasing the computational load. Due to the
limited documentation on these projects, no information can be found on their applied
state estimation techniques.

In earlier work on our set-up [79], a method was presented that describes how a dynami-
cally calculated mask can be used to detect the ball in the captured images. By combining
a static mask for the field markings with a dynamic mask for the moving puppets, all the
objects that resemble the ball can be filtered out, leaving only the ball itself visible in the
images. In Figure 2.6 a picture is presented showing the outcome of this mask, next to
the original image captured by the overhead camera. For state estimation, in this set-up
a straightforward, but carefully tuned Kalman filter was used

(b

Figure 2.6: Captured image (a) and applied masking methods (b).

Although this combined method of localization and tracking has proven to work well,
careful investigation has shown us that on both aspects improvements can be made. Re-
garding the dynamic mask that is used for localization, we have to conclude that it is
highly sensitive to calibration errors. The main reason is that when the masks are not
exactly aligned during the initialization phase, at runtime the localization algorithm will
mistakenly assume (part of) the puppets as ball positives. The fact that, due to wear
and tear of the actuated control rods, calibration and initialization have to be performed
repetitively make it a tedious enterprise.

Regarding the Kalman filter that was used for state estimation, we found that although
the bouncing ball does not entail a linear system (one of the major assumptions for this
type of state estimator), it performed reasonably well. At that point however, the Kalman
gains were tuned based on a minimization of the position error. When also requiring
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convergence on the velocity (to obtain an accurate heading estimate) , convergence times
increased drastically, resulting in slower response times and an increase in the number of
missed intercepts.

Therefore in this chapter both detection for localization, and state estimation for track-
ing will be re-investigated, to see if improvements can be made by exploiting different
techniques. Although the presented methods for localization are commonly used in the
field of high speed computer vision, a different area of application is consulted for state
estimation. The concepts of this technique and why, to our opinion, it can be used for our
application will be explained in the following section.

2.3 Method Selection

In this section, we construct an object tracking technique that is based on a well-known
survey paper on object tracking [193]. The bottom-up approach presented in this paper
allows for a better understanding of the encountered challenges and a guided method to
tackle them. According to this approach the topics that need to be addressed are (from
bottom to top):

— Object Representation (Bottom)
* Feature Selection
- Object Detection
- Object Tracking (Top)

The remainder of this section will discuss each of these topics. The reader is referred to
[193] and references therein for examples, and in-depth evaluations and surveys of the
following techniques presented.

2.3.1 Object Representation

Depending on the application, an object can be represented by its shape and/or its ap-
pearance, see Table 2.3.1.

Representation Common usage

Point(s) Small objects

Primitive geometric shapes Simple rigid objects
Object silhouette and contour | Complex nonrigid shapes
Articulated shape models Articulated objects
Skeletal models Object recognition

Table 2.1: Object shape representations.
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Note that these situations do not represent a restriction. Skeletal models for instance,
can also be used for rigid or articulated objects. An object’s appearance can also be
represented using its features, for example, color and/or texture. The appearance repre-
sentations mainly differ in the way these features are used and are often combined with a
shape representation. Table 2.2 shows a number of common appearance representations
together with some of their characteristics.

Representation Characteristics

Probability densities - Computed from a specified interior region, e.g., a shape.
- Parametric: Gaussian and Gaussian mixtures.
- Non-parametric: Parzen windows and histograms.

Templates - Object appearance is generated from a single view.
- Contains both spatial and appearance information.

Active appearance models - Object shape and appearance are learned from training.
- Uses landmarks with an appearance information vector.

Multi-view appearance models | - Encodes multiple views of an object.
- Appearances in all views needed ahead of time.

Table 2.2: Appearance representations

In a game of table football, the primary object of interest is the ball. A suitable shape
representation is of course a circle (primitive geometric shape), which essentially decom-
poses into a point and a radius. A more complex shape representation hardly gives any
additional information. As for the appearance representations, the active and multi-view
models are believed to be unnecessarily complex. The probability density and template
representations seem to be reasonable. However, they are commonly used in combination
with some sort of matching algorithm, which increases the computational complexity.

The most popular method for circle detection in images is the Circle Hough Transform
(CHT) [52], that extends the basic idea of the Hough transform for line detection to that
of circles. The original CHT is known to be robust to noise and occlusions, with the main
drawback being its computational complexity [171]. A number of techniques have been
developed trying to overcome the computational complexity issues, while maintaining
the robustness of the original CHT method. Due to the large number of variations, it is
almost impossible to refer to all the works available on this subject. The reader is referred
to the comprehensive overviews and comparisons found in [75, 86, 90, 101, 194] for more
information.

The speed of the discussed circle detection algorithms are, among others, dependent on
the number of edge pixels found and the size of the parametric space. As for the football
table, there is only one ball that is relatively small, which results in only a few edge
pixels. Furthermore, the size of the ball doesn’t change so the parametric space can be
well defined beforehand. This makes it easier to implement the above algorithms and also
limits the computational effort required to run them. Because of this, it may be possible
for the original CHT to run real-time in this situation. If not, one of the alternatives
presented may prove to be applicable.
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2.3.2 Feature Selection

The most commonly used visual features are described here. Most tracking applications
employ a combination of features for better performance.

Color is one of the most widely used features, mainly due to its easy implementation and
the variety of color spaces available, for example:

-RGB Red, Green, Blue
- HSI Hue, Saturation, Intensity
- YUV  Luminance (Y), Chroma (U,V)

A color space with a separate intensity channel like HSI or YUYV is typically more robust
with respect to variations in intensity. A color can hereby be described by the remaining
two values, spanning all intensities. There is no definitive answer on which color space
to use; it is entirely an image/application dependent question [181], i.e., dependent on
several factors, including the used hardware and the object(s) to be detected.

Edges are less sensitive to illumination changes than color, due to objects generating a
strong change in intensity at their boundaries even if illumination varies. Note that the
sensitivity to a change in illumination depends on how the edges are obtained; a gradient
method is far less sensitive than obtaining an edge via colored blobs for example. Edges
are commonly used as features in applications that track the boundary of objects, e.g.,
when a contour representation is used.

Optical flow is used as a feature when something is interesting based on its motion, or
when an object’s motion is exactly what makes it interesting. It is characterized by a
field of displacement vectors representing the distance a point has moved between two
frames. These algorithms generally rely on the assumption that an object doesn’t change
its appearance as it moves. There are two approaches to optical flow, i.e., dense and
sparse methods. In dense optical flow the field is calculated for each pixel in some region.
High computational costs are involved in these algorithms to solve for the ambiguous
pixels. In sparse optical flow a subset of points, that are somehow specified beforehand,
are tracked. This involves selecting points with “good features to track”. Corners, for
example, have an expressive local texture which can be used. The sparse method thus
employs a combination of features.

Using Texture as a feature requires descriptors to be generated. This can be done man-
ually, or automatically, for which a variety of algorithms exist. As with edges, these
features are not as sensitive to illumination changes as color.

Although automatic feature selection algorithms exist, the features are chosen manually
in most situations. A manual selection is also believed to be sufficient in the case of
the football table, because of the well specified knowledge of the scene. The interested
reader is referred to [193] for an introduction to automatic feature selection. Each of the
features presented in this section seem to be appropriate for use in the football table setup.
However, dense optical flow has high computational costs, and a uniform white ball does
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not really have any “good features to track”, for sparse optical flow. An attempt was made
for a similar situation (orange ball) in [144], where it was reported that such a method
gave very poor results. Concluding on the above summary, a combination of color, edges,
and/or texture seems to be the most promising approach for a fast localization of the ball.

2.3.3 Object Detection

Object detection in every frame or when the object first appears in a scene is required in
every tracking method [193]. Most object detection methods use information acquired
from single frames only. Methods that use temporal information acquired from a se-
quence of frames to reduce false detections, are also available. A common approach to
this is some form of frame differencing. The main categories of object detection for the
purpose of object tracking are explained below. Popular representative methods within
these categories are shown in Table 2.3.

Category Representative Methods

Point Detectors - Moravec’s Detector

- Harris Detector

- Scale Invariant Feature Transform
- Affine Invariant Point Detector

Segmentation - Mean-Shift Clustering
- Graph-Cuts
- Active Contours

Background Subtraction | - Mixture of Gaussians

- Eigenbackground

- Wallflower

- Dynamic Texture Background

Supervised Learning - Support Vector Machine
- Neural Networks
- Adaptive Boosting

Table 2.3: Detection methods

Point detectors are used to find so called interest points. These points have a local texture
that is characterized in some predefined way, e.g. via intensity variation. A desirable
quality of such a point is its invariance to changes in illumination and camera viewpoint
[193].

Segmentation algorithms aim at dividing an image into regions, or partitions, that are
perceptually similar. To this end, two main issues have to be addressed: A criterion for a
good partition and a method for achieving efficient partitioning [193].
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Background subtraction is the process of finding significant regional differences be-
tween each incoming frame and a background model. These regions signify a moving
object and are marked for further processing.

Supervised learning mechanisms can be used to perform object detection by learning
different object views automatically from a set of examples. The learning examples are
composed of manually selected pairs of object features and an associated object class. A
hyper-surface is computed that separates the different object classes in a high dimensional
space. Such methods usually require a large collection of manually labeled samples from
each object class.

A uniformly colored rolling ball does not exhibit points that have an expressive local
texture. If the background is uniformly distinct, an exception would be the edge-points.
Even then, they are much easier detected with an edge detection algorithm. Segmentation
of the image into perceptually similar regions seems as an easy and efficient approach for
the football table. Due to the well specified knowledge about the scene, the two main in-
gredients for good segmentation are present. This can be done with a good combination
of features, in particular color. A more detailed discussion on color image segmentation
is given in [171]. Background subtraction is a nice approach for situations with static
cameras, such as this. These methods seem to be applied mostly in situations with a
relatively low frame-rate, a common example being traffic cameras. Due to the mov-
ing puppets, a dynamic background model that requires to be updated is necessary, as
was proposed in [79]. Furthermore, a high frame rate is desired, because of the highly
dynamic nature of the game. The increased complexity and computational cost of such
methods is believed to be impractical and unnecessary for this particular application. Su-
pervised learning is also believed to be a rather unnecessary complex approach to the
problem at hand.

2.3.4 Object Tracking

The goal of an object tracker is to reconstruct the object’s trajectory over time by locating
its position, and possibly obtaining its region information, in each frame. The object
detection method as discussed previously, as well as the correspondence between object
instances across frames (data association) need to be performed to achieve this. This can
be done separately or jointly. In the first case possible objects are obtained by a suitable
detection algorithm. The tracker’s job is to then associate the possible objects to their
respective tracks. In the second case, the object region and data association is jointly
estimated by iteratively updating object location and region information obtained from
previous frames [193]. In addition to the data association problem, state estimation can
be performed. This can also be done separately or jointly. When the state estimation
is done separately, some sort of deterministic data association has taken place. When
tracking a single object in noise or in the case of multiple objects, a joint solution of data
association and state estimation is often required. For tracking in the context of vision
applications, three main categories can be distinguished: point tracking, kernel tracking
and silhouette tracking [193].
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These categories can be split up into subcategories, revealing the variety of methods
available. Common tracking methods used in vision, also from [193], are described
together with relevant applications in Table 2.4.

Table 2.4: Tracking methods

Sub Categories ‘ Representative Methods

Point Tracking

Deterministic - Modified Greedy Exchange
- Greedy Optimal Assignment
Probabilistic - Kalman Filter
(Statistical) - (Joint) Probabilistic Data Association Filter

- Probabilistic Multiple Hypothesis Tracking

Kernel Tracking

Template & Density Based | - Mean-shift
- Kanade-Lucas-Tomasi
- Layering

Multi-view Based - EigenTracking
- Support Vector Machine

Silhouette Tracking

Contour Evolution - State Space Models
- Variational

- Heuristic

Shape Matching - Hausdorff

- Hough Transform
- Histogram

Tracking the center of the ball gives enough information for a successful intercept. Its
spacial characteristics don’t give any other relevant information, as the ball’s radius
doesn’t physically change. Point tracking is then obviously appropriate for this particular
application.

Maneuvering Targets

For non-maneuvering targets a conventional Kalman filter is frequently used for tracking.
In a game of table football however, the tracking is complicated by the ball’s abrupt
changes in motion. The ball can therefore be regarded as a highly agile maneuvering
target: the acceleration is, for the most part, a sequence of short pulses with unknown
magnitude which occur at unknown time instants (maneuver, M), with in between nearly
zero acceleration (non-maneuver, NM). A vast amount of literature can be found on
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the subject of maneuvering target tracking (MTT?), as attested to by the comprehensive
survey [104—-113] and the references therein. In the history of MTT, single model-based
adaptive Kalman filtering techniques were developed first, followed by decision-based
methods, which have in turn been superseded by multiple-model methods due to their
superior performance and computational improvements [105, 108]. By modeling the
target motion (continuous component) with different models (discrete component, e.g.,
M/NM), the problem becomes that of hybrid state estimation. A major challenge arises
from the target motion-mode uncertainty, i.e., the uncertainty in determining which mode
is in effect at a particular time instant. If the target motion, or base state (x;), behaves
linear with respect to the system mode (s), it can be represented by a Markov jump-
linear system (MJLS) [108]:

X1 = Fr(Sen) X+ wi(ss1) 2.1)
Vi = Hy (sk)xk + v (Sk) 2.2)

Under the Gaussian noise assumption, the optimal estimator for this system is a Gaussian
mixture with an exponentially increasing number of terms [16], making it impractical
to implement. One of the most cost-effective hybrid state estimation schemes is the
sub-optimal interacting multiple model (IMM) estimator [25], which has been shown to
significantly outperform a Kalman filter for target tracking in many radar applications
[89, 123]. These radar systems have relatively long sensor revisit intervals together with
relatively slow maneuvers. To the authors’ knowledge, the use of such an estimator in
high speed computer vision for tracking highly agile maneuvering targets has not yet been
investigated. Its low computational requirements and self-adjusting variable-bandwidth
[123] make it an attractive alternative for such applications.

In [89], research (through simulations) was done to see when an interacting multiple
model filter is likely to significantly improve estimation in comparison to a single model
Kalman filter when using a constant velocity (CV) and a white noise acceleration (WNA)
model. The maneuvering index, or tracking index, is used to quantify this choice. This
coefficient is a function of the motion uncertainty (0,,), measurement uncertainty (o)
and the sensor revisit interval (7). It gives an indication of when to use an IMM estimator
over a Kalman filter. For a piecewise constant WNA model the maneuvering index is
given by

6,72
==

A

(2.3)

In [89] it was shown that

“...when the underlying true target motion model has WNA, above a maneu-
vering index of 0.5 an IMM estimator is preferred over a Kalman filter to
track the target motion.” [89]

Although questions have been raised regarding the validity of some of the found results
[159], the performance improvement indication still holds for the non-maneuvering time

2Not to be confused with Multiple Target Tracking
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intervals (i.e., the periods after the ball has bounced), which are the main points of in-
terest in this application. Denoting the maximum acceleration in a single time-step as a
and assuming that (next to the Gaussian assumption) there is a 99% certainty (30) the
acceleration is in the range [—a, al, the process noise standard deviation is given by

oy = (2.4)

W

Similarly, assuming a 99% certainty that all measurements originate from some point on
the ball, the measurement noise standard deviation is given by

o, = (2.5)

Tp

3

Substituting equations (2.4-2.5) in (2.3.4), and using A = 1/2 the lower limit of the max-

imum acceleration can found for which the IMM filter will likely improve performance.
rp - 2

amvm = 72”“0" (2.6)

Using 7, = 17.5 [mm] and f,;5ion, = 200 [Hz] a value of a@pvm = 350 [m/s?] is found. This
corresponds to a velocity change (of the ball) between two consecutive time-steps of 1.75
[m/s]. Noting, for example, that at a speed of 2.5 [m/s] the ball can (nearly) instanta-
neously change to a speed of -2.5 [m/s], an IMM estimator could improve performance.
At lower sampling frequencies this improvement will become even more profound.

2.4 Implementations

In the previous section, a plethora of methods have been discussed for both localizing
and tracking. This section takes the outcome of that discussion as a starting point for an
implementation on the real table soccer set-up. From the previous section follows that
the proposed tracker can be described as in Table 2.5

Table 2.5: Proposed tracker

Issue Choice

Representation | - Circle (Primitive geometric shape)

Features - Color
- Edges
Detection - Segmentation

Tracking - Point tracking
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2.4.1 Localization

In Section 2.3.3, a discussion on methods and issues involved in target localization was
presented. A few words were also devoted to their application to the football table.
Here, a relatively simple, but efficient, localization method is described. It is a mix
of components taken from the existing method and the “real-time color ball tracking”
method, discussed in [171], together with some additional components. Instead of us-
ing monochrome images as was proposed before in [79], now YUV color images are
obtained from the camera. This gives additional information which is used to find the
ball in a more robust fashion. Note that the Y-channel of an YUV image is in effect a
monochrome image, making chroma (U, V) the additional information.

For obvious reasons, the static mask and region of interest are retained from the existing
algorithm. The rest of the algorithm works as follows. A simple 3D color classifier for
the ball is manually obtained (off-line) using several exemplar images. This classifier
is used at runtime to check which (non-masked) pixels belong to the ball’s color class,
resulting in a binary image. In Figure 2.7 a snapshot is given of our color calibration tool,
indicating the different color classes.

Football table calibration tool (yuv.png)

Figure 2.7: Snapshot of our calibration tool indicating the different color classes.

After color segmentation, an erosion operation is performed to remove noise pixels, and
from the resulting image the outer contours (boundary pixels) are found.> Each of the
found contours are subsequently checked to see if they meet the following requirements:

* Its bounding box size (width/height) must be in a specified range.

* Its length (number of pixels) must be in a specified range.

3This is done with the Open-CV algorithm cv: : findContours, based on [170].
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The resulting set of contours is then checked once more, where the bounding box must be
smaller than a predefined square, i.e., the smallest square that can encapsulate the entire
ball anywhere in the image. If this requirement is met, the CHT algorithm is applied to
find the ball center. Recall from the previous section that the CHT algorithm is robust
with respect to noise on the circle radius and occlusions. The sequential steps for two
different input images are depicted in Figure 2.8.

(a) (b) (d (e) ()

Figure 2.8: Steps performed for ball localization. Input image (a), static masking (b),
classification (c), erosion (d), contours (e) and CHT center-point (f).

Due to lighting, and the camera’s sensor, non-ball and ball pixels can have a similar color.
In particular, the edges of the (white) ball and (yellow) puppets are hard to distinguish
in some situations. These ambiguous regions are preferably left out when obtaining the
classifier. A more conservative calibration results in less noise, but also less of the ball
being detected (see Figure 2.9). Even then, situations still occur where non-ball pixels
are marked as ball pixels. The noise this creates is dealt with by the elementary opera-
tions, the contour checking and the CHT algorithm. Note that the puppet and thus the
ambiguous pixels can be removed by using the dynamic mask from the existing method
described in [79]. Although this isn’t a necessity, it does allow for a less conservative
color classifier to be used.

Figure 2.9: A more “conservative” classifier used on Figure 2.8(b).
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The colors that show up in the image are influenced by the ambient light and the reflec-
tive properties of surfaces. In general, a different color classifier is needed whenever
the ambient light significantly changes. The camera gain setting and the lights (with
dimmers) just above the camera can also be used to try to adapt to new situations. The
classifier essentially determines how well (and if) the localization algorithm works. Us-
ing color makes the ball localization a lot more resistant to wrong detections. Only (close
to) white objects will now be detected instead of all high intensity objects. Furthermore,
the objects are limited by size and perimeter.

This method allows for a more robust localization of the ball, in comparison to the exist-
ing method. The chance of incongruous objects creating wrong detections is somewhat
minimized. Note that if a close to white object with the right dimensions and properties
enters the scene a wrong detection can still take place. Due to the unlikeliness of such
a situation, and the need for the tracker to be reset often this is acceptable. The need to
do any data association is thus effectively removed. Also, the adaptivity of the proposed
IMM estimator can allow for it to “correct” itself when a wrong measurement enters the
filter. This localization method has proven to work very well under different lighting
circumstances (when configured correctly) at symposiums and open days.

2.4.2 Tracking

In Section 2.3.4 methods and issues involved with target tracking were discussed. It also
included some reasoning as to what is likely to improve tracking in the football table
application. For this application, the IMM algorithm discussed in this section should al-
low for a significant improvement in comparison to a single model Kalman filter, while
maintaining a low computational cost. A performance comparison of the two’s use is
proposed in [89, 159] and validated for the football table by simulations in Section 2.5.
The values for the design parameters (covariances and transitions probabilities) are ob-
tained in these sections through experimentation, although they can also be obtained by
using Genetic Algorithm (GA) optimization techniques [24]. In this section, the model-
set determination and some implementation issues are discussed. Another possibility is
the use of a nonlinear model in combination with a particle filter, or UKF. Such a method
requires accurate modeling of collisions. Here, the choice was made to use an IMM es-
timator based on: the ball’s behavior belonging to a MJLS, the improvement indications
and low computational cost.

Model-set

Two models are used to handle both situations of non-maneuver (j = 1 = NM) and ma-
neuver (j = 2 = M). The non-maneuver model is naturally a constant velocity model.
Due to the stochastic nature of the acceleration, a piece-wise constant white-noise accel-
eration model is used for maneuvering instances. The j-th mode obeys

Xes1 = Fxe+ T/ 2.7)
Y = Hxp + vy (2.8)
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where

[ F 0 (v T

F=|", Fy] Fx/y—[o ) (2.9)
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Ff_o Fy] Fx/y{ 7 ] (2.10)
[ Hy 0

H:_ 0 Hy} Hyy=[1 0] (2.11)
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Q=r0r’

in which o(.) denotes the standard deviation of (). When a single model is used (for the
Kalman filter) the () superscript can be removed, i.e. a single WNA model is used for
both maneuver and non-maneuver instances.

Issues
Two important issues when tracking the ball on the football table are shortly discussed
here: Complete occlusion and track initiation/termination.

Occlusions in vision applications are commonly dealt with by using a dynamic model
to keep predicting the object’s location until the object reappears [193]. This is simply
propagating the last known a posteriori estimate through the “time update” equations
until the ball reappears. The ball may bounce during such an occlusion, so the wise
choice for propagation of the covariance is the white-noise acceleration model. If the
ball comes to a standstill while it is occluded and remains there for some time, the ball
will effectively be lost when using such a solution.

Track initiation and termination is needed because the ball can exit and re-enter the scene
at different locations. This can be due to a goal being scored, or the ball being lost due
to occlusions. Due to the ball being the only target tracked, the initiation/termination can
be done by simply resetting the filter. Deciding when this reset has to be performed must
also be implemented. A simple solution is applied using a time-out starting when the
ball is lost. Once the time-out has elapsed without finding the ball, the filter isn’t used
anymore. At the time the ball is found again, the filter is reset with its initial position at
the ball location, zero velocity and a pre-set covariance.
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2.5 Simulations

Before testing on the real set-up, a quantitative evaluation is performed to determine
if the IMM estimator will indeed improve performance compared to the Kalman filter
currently applied to our application. The emulated ball trajectory used for this simulation
contains speed changes that are obtainable in a real game of table football, see Figure
2.10. Because we assume motion in the x— and y— directions to be independent of each
other, it suffices to focus on one direction only (x in this experiment).

X [In]

05 06 07 08 09 1 1.1 1.2 1.3

Figure 2.10: Simulated ball trajectory

The simulated measurement noise is set at the experimentally found value of ¢, =2
[pix], which corresponds to 3.5 [mm]. The sampling frequency used is 200 [Hz].

The Kalman filter currently used, with a single white noise acceleration model, is com-
pared to an IMM estimator with two models: A constant velocity (CV) model for non-
maneuver, and a white noise acceleration (WNA) model for maneuver. We note that
the proposed WNA model, see Section 2.4.2, is the simplest maneuvering model and that
other more involved models are also possible [106]. Both filters are designed by selecting
parameters that minimize the root mean square errors (RMSE) of the velocity ey, hereby
assuring an accurate heading estimation required for intercepting the bouncing ball.

In Figs. 2.11-2.12 and Table 2.6 the time- respectively RMS- errors for both position and
velocity are shown, which indicate that the IMM has improved performance for the non-
maneuvering motion. In comparison to the Kalman filter, the IMM estimator produces
smoother velocity estimates for non-maneuvering, while maintaining the ability to react
to the maneuvers quickly. This is due to the IMM’s self-adjusting variable-bandwidth,
see Section 2.3.4.
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Figure 2.11: Kalman filter simulation results
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Figure 2.12: IMM estimator simulation results

Table 2.6: Estimation errors

Overall RMSE NM'RMSE Peak error

Estimator - - -
X [mm)] X [m/s] X [mm)] X [m/s] X [mm] X [m/s]

Kalman 34 1.6 32 0.63 12 8.2
MM 2.9 1.5 25 0.21 12 8.4

¥ Non-maneuvering

2.6 Experiments

In the previous section a quantitative comparison was made between the IMM estimator
and a carefully tuned Kalman filter. From that comparison follows that the IMM estima-
tor was a preferable choice for our application. To evaluate both the implemented detec-
tion component and the IMM estimator on the real set-up, a dataset has been gathered
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from which two points will be discussed, the localization performance and the tracking
performance.

2.6.1 Localization Performance

In Figure 2.13 the static mask of the field is depicted (in black), together with an overlay
of two types of markers:

* gray crosses, indicating raw position measurements when the ball was localized,

* black crosses, indicating a measurement where the ball was lost.

Figure 2.13: Detection results. Black crosses indicate a measurement where the ball was
lost.

What can be observed is that the ball is frequently lost at the edges of the static mask.
These are the positions where a large part of the ball is cut-off in the static masking
operation [79]. However, the ball is also occasionally lost in between the masking con-
tours. These events occur because of poor ball calibration, with respect to both the color
segmentation classifier and the Circular Hough Transform parameter settings.

2.6.2 Tracking performance

The performance of the IMM filter was evaluated quantitatively in Section 2.5. Because
on the real set-up it is difficult to obtain any form of ground truth on the actual ball
position and velocity, another overlay is depicted. In this overlay, see Figure 2.14, the
raw position measurements are now indicated in black crosses. The gray line indicates
the position estimate from the IMM estimator.

From this picture, it can be observed that the IMM position estimates accurately cor-
respond to the raw position measurements. Also, when the ball is lost the IMM filter
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Figure 2.14: IMM performance. Black crosses indicate the raw measurements, the gray
line indicates the IMM estimate.

adequately propagates the position estimate, maintaining a proper estimate on the ball’s
actual position.

2.7 Discussion And Conclusions

2.7.1 IMM versus standard Kalman filter

In Section 2.5, quantitative simulations were performed to investigate the performance
of the IMM filter compared to a standard Kalman filter. From these simulations was
concluded, that the IMM filter outperforms the Kalman filter based on the RMS values
of

* the position error, which is required to intercept the ball accurately,

* the velocity error, which is required for an accurate heading reference.

What is important to note in this aspect, is that in these simulations the sample time was
set at 0.005 [s] (200 [Hz]). In Section 2.3.4 was explained that the sample time is used to
determine the ‘target maneuvering index’. The larger this value, the more suited an IMM
state estimator becomes for the application compared to a Kalman filter [89, 159]. If we
consider that the sample time appears quadratic in the numerator of the maneuvering in-
dex, we can conclude that for lower frame rates (and thus larger sample times), the IMM
estimator will outperform the Kalman filter even more than what we have shown now. As
the expected goal of future robotic developments is to become smaller and therefore have
less computing power, a lower frame-rate (and thus the required computational load) is
possibly one of the future requirements of vision and estimation techniques. For this rea-
son, will the IMM method become more attractive to be used in this specific application.
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2.7.2 Ball Localization Performance

Although the ball was localized in the majority of the obtained measurements, improved
calibration will lead to better detection results. Obtaining the best results from the lo-
calization component will be achieved by investigating the combination of color classi-
fication (leading to more positive ball pixels), edge filtering (obtaining more pixels that
are on the outer edge) and circle detection. Especially tuning of the last component re-
quires caution, since the chosen values for the radius and the accumulator threshold [101]
depend heavily on the color and edge segmentation steps.

2.7.3 Ball Tracking Performance

A final conclusion is based on the results obtained from the experiments performed on
the real set-up. Although the simulations in Section 2.5 have shown that the peak error
for both the IMM and the Kalman filter techniques was no more than 12 mm, on the
real set-up the actuated puppets on some occasions seem to miss the ball (i.e., a kick
is executed too late). It can be assumed, that the main cause for this lies with the time
delay between capturing an image and actuating the puppets. To determine the size of
the maximum error caused by time delay, an analytical worst case value of 17.5 [ms]
is determined in Appendix A, which is approximately equal to an empirically measured
value of 10.6 [ms], see Figure 2.15.

0 5 10 15 20
t[s]

Figure 2.15: Measured time delay.

The maximum error that can be caused by this time delay occurs at maximum speed
(5 [m/s]), and is therefore equal to 53 [mm]. This value explains why sometimes the
puppets kick too late*. Solving for the time delay can be performed by predicting the
current state estimate over the delayed time based on a constant velocity model. Further
work has to reveal if this proposed solution will solve the problem.

4Remember that this error only occurs at maximum speed
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Chapter 3

Policy Learning Using
Greedy-GQ(A)

This chapter presents the design of a policy for a custom made, highly dynamic foot-
ball table setup. As the design of an optimal policy for such a complex system is diffi-
cult to achieve manually, a recently developed Reinforcement Learning technique called
Greedy-GQ(A) is adopted to serve as a design tool. To deal with the typical curse of
dimensionality, function approximation and temporal action abstraction are applied to
condense the large state and action spaces of this system, enabling the learning algorithm
to be run under time and memory constraints on a modest everyday desktop PC. The
integration of this work is experimentally validated, where the performance of Greedy-
GQ(A) is compared against well-known existing methods for learning. Additionally, a
detailed simulation model has been designed to safely and efficiently perform experi-
ments, and to learn an initial policy that can be applied on the real table. At the time of
writing, this work can be considered as a first evaluation on the application of Greedy-
GQ(A) on this type of complex and adversarial system.

This chapter is based on “Policy Design For A Complex And Adversarial System Using
Greedy-GQ(A)”, R. Janssen, E. Stoltenborg, G. Mohanarajah, R. van de Molengraft and
M. Steinbuch, Machine Learning, 2014 (in preparation)

3.1 Introduction

The increasing research interests for coordinated satellite flight, multi-player computer
games, process technology and collaborative service robots push the development of new
techniques to operate high dimensional coordinated systems in dynamic environments.
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Relevant research topics include large scale machine learning techniques, tracking and
data association, control methods for multi-agent systems and human-in-the-loop robotic
systems. To perform related experiments in a small and well-controlled environment, an
automated soccer table has been developed, see Figure 3.1.

Automated Rod

(b)

Figure 3.1: Eindhoven University automated football table.

The specific purpose of this table is to serve as a small-scale testbed to validate method-
ologies of the above mentioned research topics.The table consists of an official foosball
table, which has been equipped with an overhead camera to track the ball, and on one
side with automated rods, allowing it to play against humans as a robotic adversary.
The software for this system has been developed in MATLAB/Simulink [178], with the
additional support for open-source libraries, such as Prosilica [5], OpenCV [40], and Ar-
madillo [154]. A more detailed description of the design of the table can be found in
[78], and the methods used to detect and track the ball are described in [80].

3.1.1 Designing a smarter control strategy

The current control strategy of the table entails a straightforward return of the ball when
it approaches one of the mechanized puppets. A challenge therefore lies in the devel-
opment of a smarter control strategy, for which manual modeling is often still the most
widely applied approach. This approach has similarities with planning based approaches,
such as A* [66] or Dynamic Programming techniques [20], which base their decisions on
an accurate model of system dynamics, the effects of the applied actions and the ex-
pected responses of the environment. As systems become more complex, non-linear and
stochastic, accurate models are however more difficult to obtain by manual design. In
stochastic games, such as computer GO, recent planning approaches involve forward-
search using upper-confidence bounds on tree search [10] and Monte-Carlo Tree Search
[35]. Such methods involve either a model of the environment, or an accurate black-box
simulator that can be used for real-time projection, which are highly restrictive require-
ments to their practical application. Modeling a control strategy by manual design can
also be very time consuming and often suboptimal, because anticipation, tuning and the
incorporation of all possible scenarios is tedious and often not feasible. Also, due to
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the static nature of these control strategies, changes in the environment which are un-
accounted for at design time can cause degradation in the performance of the strategy.
Furthermore, in adversarial environments with (human) opponents these strategies can
become predictable and easy to counter.

For these reasons, it is desirable for a system to autonomously generate and adapt a
strategy, based on the experienced response the system gains by interacting with the en-
vironment. A modern day method that is suitable for this task is Reinforcement Learning
[166]. Reinforcement learning requires only the experience of interacting with the envi-
ronment to generate a strategy, by basically using a trial and error approach. It observes
transitions and rewards and derives a strategy, or so-called policy, from a learned input-
output representation of the systems states and actions. This representation is typically
called a value function, and represents the importance of a certain state or state-action
pair with respect to a chosen policy and reward structure. It has been shown that policies
generated by Reinforcement Learning often trump their hand-coded rivals [163]. Further-
more, recent advances in the field of Reinforcement learning have made it applicable to
systems with large state-action spaces, by generalizing over states and clustering actions
into condensed forms [17].

From the available existing on-line Reinforcement Learning algorithms, this work tar-
gets the (stochastic) gradient based Temporal Difference method Greedy-GQ(A) because
of its theoretical convergence properties, and because it scales linearly in computational
complexity with the number of parameters. In this work, it will be compared to exist-
ing methods, such as grid-based Q(A), which is guaranteed to converge and has low
computational costs, and to approximate Q(A). The latter only has convergence guaran-
tees under very restrictive conditions, but often converges quicker and is computationally
cheaper than gradient-based algorithms (such as Greedy-GQ(A)). According to the de-
velopers of the algorithm, Greedy-GQ(A) has not yet been studied when applied to a
large scale real-world problem.

3.1.2 Problem statement

The concrete problem statement of this work is defined by the development of a more
sophisticated control strategy for the automated football table, for which considering the
system’s complexity and adversarial character, an off-policy, gradient based Temporal
Difference learning technique will be adopted as the preferred design tool. Within this
field, Greedy-GQ(A) will be selected as the proposed learning algorithm, as it claims
superior convergence guarantees over comparable methods and moderate computational
demands.

3.1.3 Contribution

Although experiments of Greedy-GQ(A) have been conducted on a robotic multi-sensor
platform called Horde [169], none of these experiments involved a large-scale and ad-
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versarial application as the system described here. Furthermore, this work describes
efficient, reusable implementations of function approximation and temporal action ab-
straction, hereby demonstrating how the application of such an algorithm can be applied
to a complex system while still being able to execute under time and memory constraints
on a modest everyday desktop PC.

3.1.4 Outline

The following section presents a general overview of the learning system, and roughly
describes each of the involved components. The section thereafter discusses these com-
ponents, and how the involved methods are selected and applied. After that, several
experimental test cases will be described, in which the performance of Greedy-GQ(A)
is compared against well-known existing methods. This section will also describe the
transferability issues that arise when a policy learned for a simulation model is applied
to its real counterpart. Finally a conclusion of the described work is presented, together
with a discussion on future work, proposed to improve upon the current implementations.

3.2 System overview

Learning is applied to the system based on the general learning architecture sketched in
Figure 3.2.
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Figure 3.2: Learning architecture.

During learning, the learning algorithm (Section 3.3.2) receives rewards related to the
goals scored. Based on these rewards and a selected behavior policy, the learning al-
gorithm selects an action which is converted into an executable trajectory by the action
primitives (Section 3.3.1).
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Through the overhead camera the (raw) ball position is detected, from which a full ball
state is reconstructed by an Interacting Multiple Model (IMM) filter. This filter will not
be further addressed here, but a detailed description of its implementation on the football
table can be found in [80].

Together with the position of the (human) opponent rod and the (mechanized) attacker
rod, the ball state forms the input state to the learning algorithm. This work describes
the use of an approximation to represent the input state efficiently, hereby transforming
the representation of the input state into a smaller set of approximation features. This
approximation will be discussed in Section 3.3.2. In the upcoming section, the design of
the action primitives will be described firstly.

3.3 Application of methods

3.3.1 Design of action primitives

In various mechatronic applications, optimal or near optimal solutions to sub-tasks, so-
called action primitives, can be derived from separate simplified learning procedures or
fine tuning by hand. As indicated previously in Figure 3.2, this work describes the use
of action primitives for translating (symbolic) discrete actions, available to the decision
maker, into executable trajectories. The upcoming section presents the implementation
details for a set of naturally occurring action primitives applicable to the presented type
of system.

For the automated football table 5 distinct action primitives have been devised, see Figure
3.3.

(a) (b) (© (@

Figure 3.3: Available actions on the automated football table. Shoot (a), Tap left/right
(b), Take (c) and Wait (d).

* Shoot performs a hard shot,
 Tap left/right taps the ball with the side of the puppet, to either left or right,

 Take intercepts and stops the ball with the front or back side of the puppet’s feet,
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¢ Wait explicit do-nothing (avoid if necessary)

These action primitives enable the transformation of a discrete action into an executable
trajectory. Action primitives that represent a temporarily extended course of a discrete
low level action are referred to as temporally abstract actions in the reinforcement learn-
ing literature [168].

Temporal action abstraction

In a continuous state space, a temporal action abstraction can be seen as the conversion
of a discrete (often symbolic) action primitive into an executable reference signal, where
an in-between step can be found in the generation of a set of motion constraints. This
process is schematically depicted in Figure 3.4.
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Figure 3.4: Temporal action abstraction: (1) The decision maker decides on an action
primitive a; at time ¢ and state s;. (2) State of the ball is extrapolated (dotted circle)
to determine the intersection point. Based on the extrapolated intersection point and
the selected action, constraints gl and g2 are generated using heuristics. (3) Temporal
trajectories are generated based on the current position and constraints.

These constraints can become noisy when they are based on features in the state s € S
which are inaccurately measured, i.e., an inaccurate measurement of the ball or an op-
ponent puppet. Moreover, if extrapolations are used for e.g., calculating the constraints
of an interception task (such as a trying to predict where a mechanized puppet has to
intercept the ball), the noise on these constraints will be amplified. A commonly used
method for smooth motion generation based on noisy constraints is the use of a chain of
quintic polynomials, often referred to as a spline [149], which involves the calculation of
six parameters at each update of the constraint. Because of the unstable nature of a poly-
nomial, updates also need to be performed after completion of an episode. Also, solving
a set of six equations at every constraint update is a computationally expensive process
and there is no way to pose intermediate constraints on e.g., maximum acceleration and
velocity.
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Another method to find parameters is by solving a convex optimization problem, which
does allow such constraints. However, avoiding obstacles requires carefully selected
via-points, and finding such points effectively is difficult. This is most readily achieved
by adding positional constraints to the optimization problem [11, 157]. Solving such a
problem however is computationally expensive, rendering the method not feasible for
high-rate real-time systems, especially if frequent re-planning is required. More compu-
tationally efficient discrete methods like [98], use a decision tree to generate trajectories,
allowing to embed all types of constraints on maximum jerk, acceleration and veloc-
ity. However, adding autonomous collision avoidance to the latter would still require
significant computational effort as it would again involve solving e.g., an optimization
problem.

Attractor dynamics for motion generation

Another method for constraint based motion generation that recently became more pop-
ular is the use of attractor dynamics. This method uses a known stable dynamic system
to generate point to point trajectories, where the target point is chosen as the equilibrium
center of the attractor, hereby guaranteeing stability and convergence. This work uses an
approach based on Dynamical Movement Primitives (DMPs) [74], which use a canoni-
cal attractor augmented with an extra forcing term to model non-linear system dynamics.
This allows the modeling of arbitrary complex trajectories, while still guaranteeing sta-
bility and convergence. The describing model is computationally efficient and allows
straightforward obstacle avoidance through the extra forcing term.

A DMP for the described system can be described by a mass-spring-damper system given
by

TX1 = X3 3.1
T = a(B(g—x1) —x2)) + f (3.2)

Here g is the goal position, @ and B are time constants and 7 is a temporal scaling
factor. The states x| and x, represent the reference position and velocity that the agent,
a mechanically controlled puppet in this case, has to follow. The damping and spring
terms, o and 3 respectively, are often chosen so that the system is critically damped
(a0 = 4B) which yields fast, monolithic convergence towards the goal. The larger a and
B, the faster the convergence. Finally, f is the forcing term that is used to arbitrarily
shape the trajectory. Although typically the forcing term f is a function of time, note that
in this work f is regarded as a function of system state and used for obstacle avoidance.

Point-to-point motion generated using the original DMP formulation, suffers from large
accelerations at the beginning of a motion due to the large error term (g —x;) used in
(3.2). Although a solution to this is presented in [135], it comes with a significant increase
in computational cost. Since this diminishes the computational advantage over a spline
based approach, a more pragmatic solution is proposed that bounds the error term (g —
x1). Governing this term can effectively pose a soft-constraint on maximum acceleration
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and velocity, and is implemented by replacing g in (3.2) with g; according to

gp = max(min(g, gmax), &min) (3.3)
where
max = Max (x +xp/B 4 X
aft?
: A
8min = min(x; +x2/B — agdrxz)

This is essentially the same as saturating X, and does not danger convergence. However,
if the maximum acceleration a,,,, is exceeded often convergence is no longer monolithic,
and overshoot occurs.

As most constraints are based on extrapolation, they will typically be more noisy at the
start of a motion due to extrapolation of an initial location to a target location. To in-
corporate this knowledge into the trajectory generation, the initial stiffness is modulated
using a Gompertz sigmoid whose dynamics are given by

y = olog(1/y)y (3.4)

where y denotes the value of the sigmoid, and ¢ denotes the stiffness or growth factor.
The initial value yq is chosen close to zero and the stiffness is chosen such that y(7') ~ 1
and the end of the movement. Applying the Gompertz function and the saturation to the
system described in Equations (3.1-3.2), results in the following new system equations
given by

ThH =x2 (3.5)
Ty = ya(B(gp —x1) —x2)) +yf (3.6)

The effect of the Gompertz function on the system is visualized in Figure 3.5.
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Figure 3.5: Basic and adjusted attractor dynamics.



3.3: Application of methods 49

Ball avoidance and non-zero target velocities

In addition to generating reference trajectories towards stationary targets, the devised
action primitives are required to generate reference trajectories whose constraints include
avoidance of the ball and non-zero final velocity targets.

For ball avoidance the forcing term f described in Equation (3.6) is constructed. For
this an intuitive 2D-Gaussian potential field is used, which is a function of the agent’s
position x; and the ball position xp, and is given by

fdir
=——_K,C. 3.7
el < G

Here K, is a scalar gain, and ¢ is the Gaussian potential given by

f(xlvx())

C — e—msg_rxe—2v60>)-50‘xe—w5g‘y

cos’6 sin’6

U= ——,
202 207
sin26 n sin260
V= ———t ——,
402 4o}
_ cos’0  sin’6
207 202’
S8y = X, — X]

where 0 is the rotational angle of the 2D-Gaussian potential field with respect to the x-
axis. Finally, fgir/ || fair || is a unit vector perpendicular to the vector &, directed towards
the goal. See Figure 3.6 for a schematic representation of the above.

0.3

8

03

Figure 3.6: Ball avoidance with indication of directional vectors.
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Desiring a certain velocity trough a target position, i.e., a constraint on the target velocity,
can be achieved by defining a moving target [93], which basically makes the target goal
g time/phase dependent. This results in an altered equation for x»

Thy = Yot (B(gm(1) —x1) —x2+87)) + 3/ (x1,%) 3-8)

where g,,(f) is simply chosen to be time dependent with constraints g(7') and ¢(T),
yielding g,,(¢t) = g(T) — (T —1)g, ¢ — ¢(T), where T denotes the target time. This
basically yields a long ‘run up’ before approaching the target g, which for large velocities
can yield a large difference 8, (f) = gm(t) — g(T'). To avoid this, saturation is applied to
Ogm (1), so that the difference can not become larger than a certain value. This results for

gm(t) in
gm (t) = g(T) + max(min(5gm (t)7 55’mwc)7 5gmm)) (39)

This "run up’ towards the goal g and the saturation of g,,(¢) are visualized in Figure 3.7,
where 6, . = —1.
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Figure 3.7: Goal at y = 1 with velocity y =1 at T = 2 and saturated g,,(T).

In Figure 3.8, the trajectory for both a spline and altered attractor dynamic are shown for
a desired velocity g = [ 05 0 ]T, trough the goal position g = [ 0.25 0.25 ]T.

A more complex situation arises when the puppet is initially facing the ball, and it is re-
quired to hit the ball from behind. Here the puppet initially starts off with ball avoidance
switched on, and subsequently turned off at a fixed time before the final target time. This
fixed time interval is determined empirically. See Figure 3.9 for a schematic description
of this situation.

For each of the described action primitives in Section 3.3.1, these constraint-based at-
tractor dynamics are accessible in order to generate valid trajectories.
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Figure 3.8: Attractor with moving target and spline-based trajectory for velocity con-
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Figure 3.9: Avoid and Hit: Att =ty the puppet and the ball are moving towards each
other. From ¢ = #( to t =t — ffixeq the collision avoidance is active, where t; is the final

impact time and ffxeq is a fixed time determined heuristically. After t =ty — tfxeq the
collision is switched off and the puppet moves towards the ball to hit it from behind.

3.3.2 The learning algorithm: Greedy-GQ(1)

This section presents Greedy-GQ(A), the core learning algorithm. First a brief intro-
duction of the involved Reinforcement Learning techniques is presented, after which
the selection of Greedy-GQ(A) is motivated for the described application. Optimization

techniques and specific implementation details are presented at the end.
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Reinforcement learning basic theory

In Reinforcement Learning, a learning agent selects an action a, € A(s;) in state s, € S,
transits to a new state s, € S and receives reward r;;. The goal of the agent, is to
maximize the sum of obtained rewards over time, represented by the value function

VE(s) :]EE{Z)/(rkﬂs, :s} (3.10)

k=t

where y € (0,1) is the discount factor and 7 is the given policy that describes the proba-
bility of selecting action a at state s.

The value function of Equation 3.10 can be used to predict the value of a given policy 7.
For control problems, such as presented here, an action-value representation can be used

0" (s.0) = E{rm T YmaxQ (11, st = 5,01 = }
a
=TO"

where T is known as the Bellman operator.

The optimal policy 7* that maximizes the total sum of rewards can be found by solving
the Bellman Optimality Equation given by

0"(s,0) = E{’zﬂ T pmaxQ (su11,d) | 5 = 5,00 = }
a

For low dimensional problems with known transition and reward models the above op-
timality equation can be solved by straightforward Dynamic Programming techniques
[20]. In the case of the automated soccer table these models are however not available
and difficult to obtain. Secondly, the state-action dimension of the presented system is of
a much larger scale. To indicate the number of possible Q(s,a)-values of this system; if
the ball state (consisting of Xx,y-position and velocity) is discretized in 1 cm and 1 cm/s in-
tervals respectively, and the number of actions is 5, the total amount of state-action pairs
is 10°. Storing these values in double format would take 3.8 GB of memory, already too
much for a modest everyday PC to be stored in memory. Section 3.3.2 describes model
free variations of learning the value function described in Equation (3.3.2) through ex-
perience. Dimensionality reduction techniques, required to deal with the large system
dimensions, are presented in Section 3.3.2.

Q-learning

Two main techniques exist for model free value function learning: Monte Carlo methods
and Temporal Difference learning. A Monte Carlo method completes a full episode,
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and then updates the value function for all states (or actions). As opposed, Temporal
Difference learning updates the value function at every time step.

For the presented system, an extension to Watkins’ Q-learning [186] is selected, a Tem-
poral Difference learning method for action value functions, as this method finds the
optimal action values under off-policy training. Off-policy training enables a system to
learn about a farget policy (e.g., an optimal policy), while following a different behavior
policy (e.g., exploratory).

The iterative update rule for Q-learning is given by

OQkv1(81,a1) = Qr(sr,a0) + (3.11)

where A; is the Temporal Difference error given by
A= +7m3XQk(St+lva)*Qk(szaat) (3.12)

To improve sample efficiency, eligibility traces [166] can be used. Eligibility traces allow
the assignment of credit to a memory of recorded action values, hereby bridging the gap
between the occurrence of events and the collection of data. Eligibility traces are applied
through

Oks1(81,ar) = Or(sr,a0) + ey (3.13)
where
) 14vhe ifa,, 1 =a*

with eg =0 and A € (0,1). In the presented system £-greedy is chosen as the behavior

policy, which has an € chance of selecting a random (exploring) action and a 1 — € chance

of selecting a greedy (i.e., optimal) action according to Q : a = 7t(s) = maxQy. The above
a

tabular form of Q-learning is guaranteed to converge to an optimal policy if the states are

visited infinite times [166].

Function approximation

Making Reinforcement Learning more efficient for larger problems can be achieved by
applying function approximation, which attempts to represent the value function in a
general form. This reduces memory requirements, but it also allows the generalization
over states that have not been visited. This work focuses on the use of parametrized
linear function approximation with Gaussian radial basis functions [166], because of
convergence guarantees and moderate computational cost [23]. Furthermore, because of
the known distributions of the basis functions, only basis functions local to the current
system state have to be updated, eliminating the requirement for a computationally costly
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global update (see Section 3.3.2). Using parametrized linear function approximation, the
Q-function is approximated by

O(sr,ar) = Qa(s1,ar) .= 0" P(s1,a,) (3.15)

where 0 is the parameter vector and @ (s;,a;) := (¢1(s,ar),- -+, dm(ss,a;)) denotes the
feature vector, containing the state-action dependent values of the basis-functions ¢;(s;,a,) €
R,i=1,...,n. For a 1-dimensional state x these values are calculated using

llej =2

gi(x) =e 2 (3.16)

where the choices of the centers ¢; and widths o] of the basis functions are derived
through an empirical evaluation, involving the RMS error of the state observation as a
measure. In this evaluation it is assumed that the RMS error depends either directly
or indirectly (through wrongfully executed actions) on the measurement noise in the
observed state. Therefore, have the centers and widths of the basis functions been made
dependent of this noise through a variable ratio. For the case of having only one action
primitive (Shoot), and only one state (the position of the ball in lateral direction), the
outcome of this evaluation is depicted in Figure 3.10, where the RMSE of the value
estimation is depicted against the distance and width of the basis functions.
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Figure 3.10: RMSE as a function of the RBF width and the RBF node distance expressed
in the measurement noise of the observed ball state 6”. The optimal point can be found
at a width equal to 6” and a node distance of 25?.

It can be seen that placing nodes further apart than 36 yields a relatively large error, due
to high generalization. On the other hand, choosing a node distance smaller than ¢ also
yields a large error. This is due to a process called over-fitting.
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Q-learning with function approximation

With the above function approximation, updating the parameter vector 6; becomes core
of the learning problem. Applying linear function approximation to Q-learning [128]
results in a vector update rule similar to the grid-based Q-learning in Equation (3.11),
and is given by

011 =6+ 050 (s, a) (3.17)

where the Temporal Difference error & is given by

O =ri+ ymax GIT¢(St+17a/) — G,Tgb(s,,a) (3.18)
a

The above Q-learning algorithm with linear function approximation played a vital role
in modern Reinforcement Learning. Unfortunately, convergence for approximate Q-
learning using the above updates has only been proven for very restrictive conditions.
Most notably, Baird’s counterexample [192] shows that Q-learning with value function
approximation may diverge, making the approximation parameters go to infinity.

Greedy-GQ(A)

Residual Gradient algorithms [13], propose a gradient descent based parameter update
rule with respect to the mean squared Bellman error given by:

| Qo —TQp |I? (3.19)

Unfortunately however, these methods induce a bias due to the double sampling problem
[13].

In recent work, the Greedy-GQ update rule was presented in [116, 117]. This method
also describes a gradient descent based parameter update rule, but now with respect to
the mean square projected Bellman error (or MSPBE). Here, T'Qy is first projected back
to the parameter space, before the mean square Bellman error is calculated. A gradient
correction term w is introduced, that serves as a gradient correction term and compensates
for future Temporal Difference errors.

This addition result in the following two update rules

011 =6+ |:5t¢t - Y(¢tth)¢(st+1aa;k+l):|
Wip1 =w;+f8 {5t¢t - Y(¢tth)¢f:|
where ¢ := ¢ (s;,a;) and

afy = argmax (6, (s;41,ar4+1))- (3.20)

Ar+1

Pseudo-code of the Greedy-GQ(A) implementation including the eligibility traces is
given in Table 3.1 (from [117]).
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Initialize wy to 0, and 0 to arbitrarily
Choose small values for a, § and
set values for y € [0, 1]
Repeat for each episode:
initialize e =0
choose actions a;, in state s, according to 7, (s;)
observe sample, (s;, 711, S;+1) and calculate
the feature vectors ¢ (s;,a;) and ¢ (si41,a;, )
for each sample do
O < Iy —|—yrn§1x (eth)(sH_l,a)) —6," ¢(ss,ar)

if ¢, = a’, then p, = #

atlst)
er = O+ pihe
O 116 +a [6tet —7(1 —l)(efw,)¢(st+1,af+l)]

Wipl & w+ [aret - (¢1TWI)¢I]
end for

; otherwise p; <— 0

Table 3.1: Greedy-GQ(A) pseudo-code.

Parameter 3 denotes the step-size, which is similar to the learning rate ¢, and indicates
the amount of correction that is being applied to the weight vector w with respect to the
Temporal Difference error &. The term p, denotes the ratio between the probability of
selecting action a by the target policy 7 (als) and the probability of selecting the same
action by the behavior policy 7, (als). Since m; (a*|s) = 1 for Greedy-GQ(A) , this implies

1
Pa;=a* = IACIE and Paytar = 0.

Greedy-GQ(A) can be considered as an effective learning method, with linear complex-
ity in the number of approximation parameters, learning convergence guarantees, and
straightforward integration with function approximation and eligibility traces. Because
it is a Temporal Difference learning method, it allows continuous policy updates, keep-
ing per-step calculation times constant and maintainable. Furthermore, because it allows
off-policy learning, it enables the possibility to calculate the optimal policy, while still
exploring for new opportunities. These reasons make it well suitable for the presented
type of application; a large-scale, real-world system with an adversarial character.

Efficient computations through sparse updates

This section presents a technique to further reduce system dimensionality, with the pur-
pose of requiring less computational and storage demands. The basic idea of this tech-
nique is that in the presented setup only a certain amount of local basis functions is re-
quired to represent a particular state [142]. This enables the updating of only the weight-
s/parameters corresponding to these local basis functions and leave the others untouched,
hereby gaining a huge computational advantage.
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An example of these sparse updates is depicted in Figure 3.11, where both the neigh-
boring (i.e., local) basis functions as well as the non-contributing basis functions are

indicated.

0
-1 -08 -06 -04 -02

Figure 3.11: Local and neighboring basis functions. x indicates the distance between the
basis function center and the position of the evaluated state.

Using a k-nearest-neighbor approach, an n-dimensional problem can be solved using
only k" nodes, without significant loss of accuracy. The approximate values for the rel-
evant vectors are stored in ¢°, wy, 65 € RI*¥" | together with an index-vector K used
to transform back to the full problem, where K*(i) gives the index j in the real vectors
0, (), wi(j), 6:(j) of the sparse vector element i, 85(i) : K> (i) — 6,(j). By calculat-
ing only local basis functions, the computational cost goes down significantly. In Table
3.2, the computation time of sparse calculation using 4 action primitives is compared to

performing updates on the full problem !

Dimensions — 2 3 4
Number of nodes — 900 27e3 36e4
Full GQ-update 64ms | 2.6s | 41.9s
Sparse GQ-update(k=10) | 2ms | 2Ims | 0.446s
Sparse GQ-update(k=7) Oms* | 4ms 0.1s

Table 3.2: Calculation times of Greedy-GQ(A) updates with 4 action primitives.

At k = 3, the first node neglected is at a distance of 36", which corresponds to a feature
value of the neglected node i of ¢;(x) < 0.011. This results in an error of approximately
two percent per state in the feature vector, which in respect to the gain in computational

cost can be regarded as negligible.

I Calculations marked with * took less tan 1 ts. All calculations are the average of 100 calculations
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3.4 Experiments

To test and compare convergence and performance, several distinct test cases have been
defined. In these tests, Greedy-GQ(A) is compared against grid-based Q(A), approx-
imate Q(A) and a hand-coded policy. In addition to real experiments, also simulated
experiments have been performed with a physics engine based simulator that closely
resembles the real system. These simulations allowed to have several controlled experi-
ments for analyzing various properties of the learning algorithms. Since the real set up
is already covered in Section 3.2, this section starts with an overview of the simulation
setup.

3.4.1 Simulator

Because typically a lot of episodes are required for learning algorithms to converge, a
simulation model has been developed specifically for this purpose. Learning takes place
in a simulator based on Gazebo [95] (Figure 3.12), which uses physics based on the Open
Dynamics Engine (ODE) [162].

Figure 3.12: Gazebo simulation model.

For the purpose of this work, a plug-in was built that enables fast synchronized interpro-
cess communication between Matlab/Simulink and Gazebo using shared memory. This
plug-in allows us to run simulations with the real motion controllers. Furthermore, the
ball detection algorithm is replaced by the ball-coordinates from the simulator, to which
noise has been added to simulate the noise characteristics of the real detection algorithm.
Based upon this, the Interacting Multiple Model (IMM) tracking algorithm [80] that es-
timates the state of the ball is also running in simulation, hereby enabling the simulator
to mimic the real setup as much as possible. In analogy with Figure 3.2 from Section
3.2, a human-like opponent has been added in simulation to imitate the behavior of an
average skilled player. To model this behavior, a straightforward mass-spring-damper is
used, with an equilibrium point at the lateral position of the ball (so the opponent moves
sideways with the ball, hereby trying to block the shot of the mechanized attacker). Fur-
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thermore, when a goal is scored this is detected in the simulator and fed into the learning
algorithm as an input to the reward structure.

3.4.2 Test cases

For the evaluation of Greedy-GQ(A), 7 test cases are proposed, from which 6 are per-
formed in the simulator. The 6 test case will describe a scenario that is also transferable
to the real table. Transferability and performance on the real table are therefore discussed
in the 7" test case. The concrete 7 test cases are:

1. a 2-dimensional (2D) setting in which only the lateral position and velocity of the
ball (y and y, see Figure 3.13) are available in the input state. This test case is
performed without noise on the ball measurement, resulting in a perfectly esti-
mated ball state by the IMM filter and hence, a perfect input state to the learning
algorithm,

2. same as test case 1, but now with noise on the input state. This results in poorer
ball state estimates provided by the IMM filter,

3. same as test case 2, but with the presence of (simulated) opponents (the goalie and
the last line of defenders, see Figure 3.13 for puppet topology). In this test case,
the state of the opposition is not available in the input state. Also, the opponents
will exhibit a static behavior with respect to the ball, i.e., they will laterally follow
the ball according to the opponent model discussed in Section 3.4.1,

4. same as test case 3, but now the opponents suddenly change their behavior during
the game. They will switch from laterally following the ball to remaining on a
static position, through which the algorithms adaptive characteristics will be eval-
uated,

5. same as test case 3, except that now the state of the opposition (lateral position of
the rods holding the goalie and the last line of defenders) is available in the input
state. This results in a 4-dimensional (4D) input state [y, y, Vg, Vaes],

6. a 5-dimensional (5D) setting in which the opposition is present and moving as
in test case 3, but again not available in the input state. Instead, the longitudinal
position and speed of the ball (x and x) and the angle of the attacking puppet 6,
are added. This results in the input state [x,x,y,y, 6,],

7. an experiment on the real table, in which the policy learned in test case 6 is applied
to the real system.

Reward structure and episode termination

Defining rewards for a Reinforcement Learning problem is typically an intuitive and
empirical approach. For the automated football table the rewards are defined as follows:
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Goal

Opposition

Figure 3.13: Coordinate system, puppet topology and ball position spawning line y, for
the 2D setting.

¢ loosing the ball (such that it rolls out of the puppets reach, or area of influence, see
Figure 3.13) without scoring a goal: -2.0

* running into a time-out (e.g. when the ball stopped moving at an unreachable
position and a time-limit is reached): -2.0

* scoring a goal: +4.0

e applying an action: -0.1

Episodes terminate when one of the first 3 cases occurs.

Case 1: 2D input state without noise

In the first test case, Greedy-GQ(A) is compared to grid-based Q(A), approximate Q(A)
and a hand-coded policy in a 2D setting (ball y and y), as depicted in Figure 3.13. The
spawning states of the ball yg and yg are drawn from a random distribution. The agent’s
goal is to score as quickly as possible, using the actions Shoot, Tap left/right and Wait %

In this test case, grid-based Q(A) uses a moderately coarse tabular representation of
Ny X Ny X Ny = 61 x 21 x 4, where N, and Ny denote the number of tilings in y and y
respectively and N, denotes the number of available actions. Function approximation
used in Greedy-GQ(A) and approximate Q(A) uses a total of 20 x 10 (non-normalized)
Gaussian RBFs, yielding a weight vector 6; and w; of length 20 x 10 x N,, where N, is 4
in this case.

The added measurement noise on the ball detection 6? is set to zero, resulting in perfect
state estimates by the IMM filter. However, because the real motion controllers are used

2Take is here not relevant, as the ball state in this experiment is supposed not to vary in the x-direction.
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to control the rods, tracking of the prescribed trajectories is imperfect and posed con-
straints might not be satisfied (yielding a stochastic action outcome). The experimental
results are shown in Figure 3.14.

Succes Ratio
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—&— greedy-GQ(0.1)

——Q(0) W/ VFA

—5—Q(0.1) W/ VFA

—+— Grid Q(0)

—#— Grid Q(0.1)
greedy-GQ(0) ()

2000 4000 6000 8000 10000
Number of episodes

Figure 3.14: Learning performance moving average (o = 0.2, € = 0.25) for test case 1.

From Figure 3.14 it shows that Greedy-GQ(A ) and approximate Q(A) converge far quicker
than grid-based Q(A), which is primarily due to added generalization from the use of

function approximation. Also, approximate Q(A) converges faster than Greedy-GQ(A),

despite using the same learning rate ¢. This is due to the gradient correction term w,

which adjusts the updates with respect to the gradient, limiting the rate of change in the

parameters. The trajectory of subsequent updates changes direction more slowly because

of this, which causes slower convergence [50].

The large swing in performance, which shows in this case for approximate Q(A), is likely
due to variance in action outcome. This means that if a (supposedly optimal) action con-
secutively fails, the €-greedy policy will start to give preference to another (possibly sub-
optimal) action, resulting in a change of policy. This causes these ‘long term’ changes
in performance, which are not necessarily unique to approximate Q-learning. Using a
lower, or variable o will limit this phenomenon. Figure 3.15 shows the policies learned
by the Greedy-GQ(0) against the two dimensional lateral state (y, y) of the ball.

Along the line y =y the ball is in a state moving towards the center. In this region Greedy-
GQ(0) decides to shoot for the goal. Note that due to the temporal action abstraction
shoot at a given state does not mean that the ball is intercepted at that state. In regions
around y = y shoot intercepts the ball around the center y = 0. Another, interesting
observation is the region around the line y = 0. Here, when the ball is on the left (y > 0)
the Greedy-GQ(0) taps right and when the ball is on the right taps left. But, when the
ball is closer to the wall it taps towards the wall to get the ball to the center.

In order to compare the performance of the learned policies to the hand-coded one, the
full-greedy (¢ = 0) performance of the learned policies is used after 10* episodes®. The
results are plotted in Figure 3.16, and the average greedy performance can be found in

3For this specific test case it takes approximately 1 hour of simulation time to complete 10* episodes.
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I Shoot
[ Iwait
I Tap left
[ Tap right

Figure 3.15: Learned Greedy-GQ(0) policy.

Table 3.3.
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Figure 3.16: Greedy performance of learned policies and the hand-coded policy.

From Figure 3.16 can be derived that grid-based Q(0) is still improving, which indicates
that this method, as opposed to the methods using function approximation, has not yet
reached convergence after 10* episodes. This observation can be attributed to the more
generalized representation of the value function, enabling faster convergence.

As indicated in Figure 3.14, the behavior policy 7, for Greedy-GQ(A) is not chosen to
be fixed, but instead an e-greedy policy is used. When coupled with a low value of «,
this should not danger convergence [116]. The result when using a fixed (stochastic)
behavior policy, Tfixeq is also shown in 3.14. Although this policy obviously does not
perform well during learning, the learned policy shows comparable (greedy) results to
that without the fixed behavior policy (see Figure 3.16).

The use of eligibility traces with grid-based Q(0.1) offers significantly faster conver-
gence over the grid-based Q(0) update as sample efficiency is improved. However, it
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does impose additional computational demands as more samples have to be updated. For
Greedy-GQ(A) the use of eligibility traces shows no significant difference in overall per-
formance and convergence, and for approximate Q(A) it yields a minor improvement.
This minor (or insignificant) increase in performance can be explained by the fact that
convergence is already fast due to the use of function approximation, yielding shorter
episodes and smaller TD-errors. Moreover, because exploratory actions are cut-off in
the trace (by p — 0, see Section 3.3.2), the added effect of eligibility traces is further
reduced. The hand-coded policy performs comparatively well (see Table 3.3), which for
this problem is fairly simple to design. After 10* episodes, the grid-based Q(A) policies
perform significantly worse than the hand-coded policy, whereas the greedy performance
of Greedy-GQ(A) based policies are comparable. The policies derived using approximate
Q(A) outperform the hand-coded policy.

Case 2: 2D input state with noise

Next, the previous test-case is performed again, but now with noise in the ball mea-
surement, affecting both the decision making process and performance of the primitive
actions. In Figure 3.17 the learning performance is depicted.
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Figure 3.17: Learning performance (¢t = 0.2, € = 0.25) with noisy state estimations.

The greedy performance can be found in Table 3.3 and is depicted in Figure 3.18.

Again the policies generated by algorithms using function approximation perform better
than their grid-based counterparts. Again, approximate Q(A) converges the fastest. The
added noise naturally causes more variance in the learning performance of all variants,
which can be lowered by using an even smaller learning rate . Notably Greedy-GQ(0.1)
now shows a large swing in performance, which was also discussed in the previous test-
case.

The use of eligibility traces yields a significantly better performance for Greedy-GQ(A),
indicating that enhanced sample-efficiency plays a more significant role in a noisy envi-
ronment where generally more samples are needed. However, approximate Q(A) again
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Figure 3.18: Greedy performance of learned and hand-coded policies with noisy states.

still only shows a minor improvement with the addition of eligibility traces.

Figure 3.18 shows that the hand-coded policy is performing significantly worse when
noise is added. This is due to the fact that no adjustments are made to cope with the
changed/worsened performance of the selectable actions. Such adjustments would re-
quire extensive manual tuning of this policy. Learned policies do constantly make ad-
justments, hence their degradation of performance due to the introduction of noise is
smaller. As a consequence, the grid-based Q(A) policies now perform on par with their
hand-coded counterpart. Greedy-GQ(A) and approximate Q(A) both perform signifi-
cantly better compared to the hand-coded policy.

No Noise | Noise Noise
& Opposition
Greedy-GQ(0) T7% 53% 54%
Greedy-GQ(0.1) 78% 64% 63%

Q(0) (w/ VFA) 88% 68% -
Q(0.1) (w/ VFA) 91% 72% -
Q(0) (grid) 64% 50% 34%

Q(0.1) (grid) 68% 46% 37%
Hand-coded 79% 49% 37%

Table 3.3: Greedy performance in 2D test-case. (Q(A) has not been evaluated in the last
column, see Section 3.4.2.)

Case 3: 2D input state with unknown, moving opponents

Next performance is evaluated with (simulated) unknown opposition present, which is
depicted in Figure 3.19. The greedy performance can be found in Table 3.3. This case
was not performed for approximate Q(A), as the trend of best convergence results shown
in earlier test-cases is expected to persist in this test-case.
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Figure 3.19: Moving average learning performance (& = 0.2, € = 0.25) with noisy state
estimations and opposition present.

As mentioned, the overall learning performance again shows the same trend as in earlier
test cases, however the gap in performance between Greedy-GQ(A) and grid-based Q(4)
grows compared to the last example. Greedy-GQ(A) generates the best performing policy
and grid-based Q(A) performs comparable to the hand-coded policy (see Table 3.3).
Because the opponent shows consistent behavior it allows the agent to use its experience
to improve upon its performance.

Case 4: 2D input state with unknown, moving/static opponents

In the aforementioned test-cases the environment was modeled to be static. In this test
case, the environment will change during game play. The goal of this test case, is to
investigate the algorithms adaptive capabilities. More formally said; the ability to adapt
its target policy based on new experience.

In this test case, the learning agent has access to the (full) ball state, but the position of
the opponent remains unknown. Half-way trough the game (around episode 2500), the
opponents changes their behavior of laterally following the ball, into remaining at a static
position. The result of this test-case can be found in 3.20.

What can be seen in the above figure, is that around episode 2500 something changes
drastically in the system (in this case, a change in opponent behavior). Within 1000
episodes, the system has recovered its performance by updating its target policy to a new
optimum.

What clearly has to be noted in this test case, is that although adaptivity is shown through
policy iteration, it does not show the algorithm’s capability for on-line (i.e., intra-episode)
policy improvement. Unfortunately, the current simulator has not yet been developed to
support this evaluation. For the presented system however, adaptivity through policy
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Figure 3.20: Greedy performance of learning agent with change in opposition behavior.
(A performance of 1 was achieved because of a static ball placement, hereby greatly
simplifying the learning problem.)

iteration is sufficient to cope with possible changes in system dynamics or opponent
behavior, as the episodes involved in a game of table football are typically short.

Case 5: 4D input state with known opponents

Following is a test case where opposition is present, laterally following the ball, and
their position is known to the learning algorithm. This setting results in the input state
[V,9,Y¢,Yder], Where y, and yg4.r are the lateral position of the goalie and the defender
rod respectively. From this test case, the effect of increasing the dimensionality of the
problem can be derived. The episodes are terminated in the same way as in Case 1-3.
The performance during learning is shown in Figure 3.21, where the performance for the
2D case is compared to that of the 4D case.

Convergence is notably slower for the 4D case, which is to be expected as experience
gets ‘distributed’ over a larger number of nodes. Also, variance in the solution is lower
for the 4D counterpart. This can be attributed to the earlier statement that experience
gets distributed. It is however also due to the fact that the opponent now no longer can
be viewed as a factor of "noise’, i.e., the decision maker now can correlate the opponents
position to the observed rewards. The 4D case is not applied to grid-based Q(A) because
of excessive memory requirements.

The hand-coded policy was altered to use the position of the opposition as well. The
adapted policy scores 46% of the time in the presence of noise and opposition, clearly
benefiting from the added input.

The 4D based Greedy-GQ(0.1) policy achieves a greedy performance of 50% after 10*
trials, whereas the 2D based Greedy-GQ(0.1) policy scores 62% without knowledge of
the opposition. To achieve a similar performance, the 4D learning agent would require
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Figure 3.21: Moving average learning performance (¢ = 0.2, € = 0.25) with a 2D versus
a 4D input state.

a lot more trials. Because of the used opponent model, the ball state effectively contains
information about the opponent. So if the 4D policy would eventually perform better is
difficult to predict. In a scenario where the opponents change their behavior however,
adding these states will show a bigger benefit.

Case 6: 5D input state with longitudinal ball states and attacker angle

The final test-case uses all primitive actions (take is now available), where xg, yo, X9 and
yo are drawn from a random distribution (see Figure 3.22).

Figure 3.22: Coordinate system and ball spawning positions for the 5D case.

Here only results for Greedy-GQ(0.1) are shown, as differences in performance are now
sufficiently clear. The input used here is 5-dimensional: [ Xy Xy 6, ], where
0, is the controlled puppets angular position. The input state is approximated using
Nppp=31x21x11x11x7RBFs, yielding a vector 6 and w of length N, ¢ x 5. Updates
are done using k = 3 nearest-neighbors per dimension, so sparse vectors of length 3° are
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updated. Convergence of Greedy-GQ(0.1) is shown in Figure 3.23.
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Figure 3.23: Learning performance for 4-dimensional problem

The final greedy performance in this test-case is 67% , which is comparably high consid-
ering the increased size of the state space. This is mostly due the fact that after success-
fully performing the action Take, the problem becomes very similar to the 2D case.

For this problem the initial performance is lower. This is due to the fact that the selection
of the first action of the trial is far more important, e.g., avoiding the ball at the start of a
trial will just result in termination, which does not occur in the 2D case. This indicates
that less frequent exploration, or Soft-Max action selection [166] instead of the epsilon-
Greedy approach, might be more suitable for this problem. The latter was already applied
to Greedy-GQ, called Soft-Max-GQ, in [48].

The hand-coded policy is altered again to suit the problem, where the performance of the
hand-coded policy is only 26%. The policy clearly needs tuning, making a comparison
in this situation unfair.

Case 7: On the real setup

In the final test case, the previous learned policy is applied on the real set-up, in order to
test transferability. Actual learning, albeit computationally feasible, is not applied here
because setting up repetitive trials is a highly time consuming operation.

Instead, the learned policy from test case 6 is executed inside the systems real-time con-
trol loop, where an optimal action is calculated on-demand, using the sparse calculations
mentioned earlier*. Using sparse calculations makes it possible to finish these operations

4It would be more effective to perform these calculations in advance.
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when running at 2000 Hz in real-time >, while simultaneously running the computation-
ally demanding ball detection and state estimation algorithms. This indicates that learn-
ing is also feasible in this setting, as adding the update rules require only moderately
more computational effort.

In Figure 3.24, key-frames are shown of an attacking move being played during a suc-
cessful execution of the learned policy:

¢ (a) The ball is approaching from the rear,
* (b) The policy selects the action Take,

* (c) The action Take results in a successful stop of the ball

* (d) The policy selects the action Tap-left, where initially the ball is avoided until
the puppet is at the right side of the ball and is capable of tapping it to the left,

* (e) The policy selects the action Shoot,

* (f) A goal is scored.

Figure 3.24: Experiments on the real setup.

Although the learned policy performs well, success rates comparable to those achieved
in the simulator (67%) are not achieved. For example, when handling the ball frequent
occlusions hinder accurate and consistent detection (and because of that, good action
execution). Although the IMM filter tries to handle these occlusions, the estimated ball
state is never as accurate as in the simulator. Also other issues like an imperfectly round
ball, and a not perfectly leveled playing field also add to more failures.

SPerformed on a 3 GHz dual-core machine, with 3.8 GB of memory available.
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Besides these additional factors of noise, transferability largely hinges on an accurate
simulator. Any inaccuracies in the simulation model can cause outcomes of actions to
significantly differ from reality. This could affect the decision making, because e.g.,
a larger rolling friction of the ball will cause it to roll less far during execution of the
action Shoot. Considering the action takes a finite amount of time, the displacement of
the ball during the action (before collision occurs) is now significantly different, causing
it to miss the goal. To cope with this, more thorough tuning of the simulator is required.
These pitfalls mostly affect the action Shoot, as e.g., Tap-left or Tap-right normally don’t
result in a terminal state (i.e., not losing possession). Instead, the policy re-selects the
action in order to get in front of the goal.

3.4.3 Discussion

Although not discussed here and in most other literature, designing the learning environ-
ment for a complex system can be a non-trivial task. Attributing rewards to the correct
action may prove difficult, as they are often delayed because of non-instantaneous state
transitions. Hence, careful design of episode termination and the assignment of rewards
is highly important. RL however does have to power to overcome certain problems like
these delayed rewards, because the reward still affects previous actions and hence indi-
rectly increases the value of the actual ‘responsible’ action .

Designing a reward function however is often far more easy than designing a policy
itself, as only the goal has to be represented. This does not take away from the fact
that great care must be taken when designing the rewards, as imbalanced rewards might
make the agent behave undesirably. Once the learning environment is in place however,
development of a policy is quick and tuning is no longer necessary. Even when a discrete
set of actions is presented, the learning agent can still devise solutions that were not
anticipated for. For instance, in simulation the agent often used the wall to bounce the
ball off, followed directly by a shot resulting in a goal.

This work showed that, in a more simple environment, hand-coded policies will perform
very well. For these cases setting up an RL experiment will generally cost more time than
creating an effective hand-coded policy. But even here, learned policies can eventually
lead to comparable or better performance. When other factors are introduced that are
unaccounted for in the hand-coded policy, such as noise and unknown opponents, the
learned policies started to outperform their hand-coded rivals. This is simply due to the
fact that, trough experience, the learned policies over time will achieve optimal behavior.

Greedy-GQ(A) showed performance close to approximate Q(A), with the added benefit
that in combination of a fixed, or slowly changing, behavior policy convergence can be
guaranteed. Greedy-GQ(A) however, requires twice as much memory and doubles the
computational demand. Moreover, situations in which convergence issues arise are rare
in reality. Hence, for most cases, like the ones presented here, using approximate Q(A)
should suffice.

The use of function-approximation proved highly useful in large states-spaces. Mostly
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because of the additional generalization achieved, but it also makes the use of a high-
dimensional state-space more feasible. However, memory demands will still remain large
for high-dimensional problems, and performing updates to the full-problem is highly
computationally demanding. Using spare updates relieves this computational demand,
although it nevertheless grows exponentially with respect to the dimensionality of the
state-space. Also, convergence will often be slower for a higher dimensional problem.
Therefore, the input to a learning system has to be carefully selected.

Applying temporal action abstraction greatly reduces the complexity of the problem,
making the application of RL on the presented system feasible. However, it should be
noted that creating a robust and flexible set of actions is a time consuming task. Although
not discussed here, deciding on the granularity of the actions is also an important design
consideration. A coarse granularity would achieve a higher level of abstraction and hence
faster convergence, whereas a fine granularity would allow more flexibility and a possibly
better performance.

Applying eligibility traces for both methods only provides a marginal improvement in
speed of convergence. In the presented experiments however, they did not justify the
increased computational effort.

3.5 Conclusion & Future work

This chapter presents the application and evaluation of the first off-policy, linearly com-
plex, gradient based TD learning algorithm, Greedy-GQ(A ), on a real-world mechanical
set up.

While temporal action abstraction greatly simplifies the learning problem, it potentially
bounds the optimality of the resulting policy as the actions themselves might be non-
optimal. A way to increase this optimality, is by parameterizing the actions and using
Policy Search [166] for optimization. This approach could cope with factors like delay
and non-feasible constraints, similar to the work described in [94]. Furthermore, Policy
Search can learn a direct mapping between the action parameters and the desired outcome
of the action. This approach was described in [165] as Intra-Option Model Learning for
SMDPs, using the options formalism.

Moreover, where actions now are represented by their movements, they can also be
learned as a black-box model (i.e., their transition model), which learns how posed con-
straints in the action directly effects the environment. Actions could then represent a con-
tinuous range of outcomes from which the decision maker could choose (i.e., a bounded,
continuous action space). This would be similar to, for instance, a human tennis player,
that observes the approaching ball and decides where he wants to place it on the court
(the action outcome). This is done without explicitly thinking about how he should angle
his racket (the posed constraints). With the learned transition models, planning based
approaches like Monte Carlo Tree Search could be used as a decision maker. Using Re-
inforcement Learning to design a decision maker with a continuous action space could
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also be considered, although this is highly challenging as finding the optimal action and
representing the action-value function will become significantly more computationally
demanding.

The transferability of the learned policies and the modeled action primitives to the real
table, as discussed in the previous section, appeared highly dependent on the accuracy of
the simulator. Although the adaptive nature of the algorithm allows it to deal with certain
anomalies, issues like delays, occlusions and small biases prevented the transferability of
success rates.

The application on the real set-up is currently limited to policy execution. An actual im-
plementation of continued learning on the real system should be straightforward, apart
from some practical problems, such as goal and opponent detection. More importantly, is
the fact that generating large data sets on the real set-up is time consuming. If implemen-
tations are fully completed however, it could use simulated experience as an initial policy
on which it improves during games. It could store several adapted versions, depending
on the skill level of its human opponent.

Very distinct action-primitives have been used so-far, which only cover a small part of all
possible situations. Tackling the full problem could perhaps benefit from defining sub-
goals, instead of having just the single goal of scoring. For this point of view, hierarchical
Reinforcement Learning can provide a framework for analysis, of which an overview can
be found in [17].
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Chapter 4

Integrating Planning And
Execution

The aim of the RoboEarth project is to develop a globally accessible database, that en-
ables service robots to share reusable information relevant to the execution of their daily
tasks. Examples of this information are the hierarchical task descriptions, or action
recipes, that represent typical household tasks as symbolic action sequences. By an-
notating these static action representations with hierarchical planner predicates, they
can be interpreted by a Hierarchical Task Network planner, such as SHOP2, to com-
pose optimized robot plans flexibly, based on the actual state of the environment and
the available capabilities of the robot. To subsequently execute these plans in a house-
hold environment, the CRAM executive toolbox is adopted, allowing a tight integration
between plan execution and the run-time inference of dynamically updated environment
knowledge. The work described here presents the integration of these two planning and
execution components into one cohesive framework, tailored for the safe execution of
abstract tasks in challenging household environments. The resulting framework is imple-
mented on the AMIGO service robot and a basic experiment is conducted to demonstrate
the frameworks integral functionality.

This chapter is based on “Integrating Planning And Execution For ROS Enabled Ser-
vice Robots Using Hierarchical Action Representations”, R. Janssen, E. van Meijl, D.
Di Marco and R. van de Molengraft, International Conference on Advanced Robotics
(ICAR),2013
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4.1 Introduction

Nowadays robots are mainly used in industry to perform repetitive tasks in predictable
environments. Structured manufacturing lines and conditioned workspaces are necessary
requirements for robots to safely and accurately perform their instructed tasks. Since
robotic systems are getting more socially accepted in our daily lives, they are gradually
introduced into more human oriented domains as well, such as the medical and house-
keeping sectors, see Fig. 4.1.

Figure 4.1: The AMIGO robot performing tasks in a medical environment.

Bringing robots into human domains is however a challenging task, since these domains
are often represented by unpredictable and dynamically changing environments. Further-
more, performing tasks in human-centered environments typically requires robots to have
advanced interpretation and reasoning mechanisms, and a well-defined way to predict,
or project, how their actions change the environment. The reason why humans typically
outperform robots on these aspects, is because humans are still far better in exploiting
the mechanisms of memorization and communication: how to perform tasks and their
respective outcomes are typically well-known to a human, and if not, they are learned
from others or ‘googled’ on-line.

The RoboEarth project [184] aims to provide robots with such storage and communi-
cation mechanisms, enabling the global sharing of information between robots required
to efficiently and safely execute their instructed tasks. Examples of information shared
through RoboEarth are for instance the maps used for localization and navigation, the
object models used for perception and navigation, object ontologies used for reasoning
and classification, and task descriptions, or so called action recipes, that symbolically
describe task related action sequences and constraints. Action recipes currently stored in
the RoboEarth database are for instance the task sequences for serving a drink, or setting
a table.
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RoboEarth also provides in a common representation for these action recipes through the
RoboEarth action language [175]. This language is a formal and grounded representation
of the action recipes stored and shared through RoboEarth. One of the main features of
this language is the intrinsic embodiment of a semantically annotated taxonomic structure
that is used to classify action recipes, allowing class inheritance of recipe properties and
straightforward recipe selection based on semantic labels. An example of this can be
found in the selection of the action recipe ServingADrinkWithTwoArms as a subclass of
ServingADrink, that describes a more specified action recipe on how to serve a drink
when a platform has two arms.

Although the current representation of action recipes enables robots to execute a large
variety of pre-programmed tasks, due to their static nature they lack in flexibility when
tasks have to be performed in environments with changing constraints, such as when an
in-between door is suddenly closed and needs to be opened first before the robot can
pass. Another drawback of the current recipe representation is that they do not project
the state of the environment nor the state of the robot into the future, hence not assuring
that an executed action will not interfere with further task completion. A third drawback
of the current recipes is that the ordering constraint used to represent the order in which
actions are performed, is based on a straightforward numbering technique, impeding the
modular (i.e., hierarchical) enclosure of smaller recipes into larger tasks. Finally, since
currently the action recipes are not explicitly annotated with action costs, it is not possible
to optimize between recipes that accomplish similar tasks.

A solution to the above mentioned drawbacks would be to annotate the current action
recipes with planner predicates, such as pre-conditions, effects and costs, and use a hi-
erarchical search algorithm, or hierarchical task network planner, to compose optimized
plans based on the actual state of the environment and the state of the robot, hereby as-
suring (based on what was known at plan construction time) that executed actions do not
interfere with further plan accomplishment. Composing plans through planning there-
fore requires a complete overview of the environment at planning time, and adequate
re-planning mechanisms in case an insurmountable plan anomaly is detected during plan
execution time.

To experimentally validate the above proposed advancements, an integrated system has
to be developed that enables the interpretation and use of these planning and re-planning
methods, but is at the same time capable of handling small environmental challenges
during plan execution. And this is the focus of this chapter; a first design towards the
integration of a symbolic, hierarchical planner with a reactive execution engine, that
allows the successful accomplishment of abstract tasks by mobile manipulation platforms
operating in human domains. The planner has to be capable of interpreting adapted
versions of the action recipes as they are defined by the RoboEarth action language,
and the execution engine has to be capable of handling dynamic environment properties
and small assumption errors; a walking person may have to be tracked, or an object is
possibly located at a slightly different position than what was assumed at planning time.
In addition, re-planning will be incorporated as a recovery mechanism for when plan
anomalies cannot be resolved by the execution engine.
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The first part of this chapter will give a short summary of the contributions of this work,
followed by an overview of related work relevant to these contributions. The succeeding
section gives a global overview of the complete system, after which the involved com-
ponents will be discussed in detail separately. Subsequently, a real-life experiment is
presented that, although in a very basic form, describes the systems integral functional-
ity. Finally a discussion is raised, that describes future work related to the improvement
of the system and the additions required for the actual reuse of these tasks on a global
level through the RoboEarth action recipe database.

4.2 Contributions

The specific contributions of this work are the selection, customization and integration
of a hierarchical task network planner with a highly reactive and semantically expres-
sive executive. Secondly, the system will be equipped with auxiliary components that
enable the inference of the environment state required for planning and re-planning, and
components that enable real-world human-machine-interaction. Although the intention
of this work is to eventually upgrade to the OWL Semantic Web [22] representation of
the RoboEarth action language as earlier described in [175], this work initially focuses
solely on the architecture required to interpret an already established form of hierarchical
action representations and to investigate them for planning and execution in household
environments.

4.3 Related Work

In the field of integrated planning and execution architectures for robots operating in dy-
namic domains there are two well-established systems available; the LAAS Architecture
[21] based on the BIP [18] component design framework and CLARAty [139] developed
by NASA and the Jet Propulsion Laboratory.

The two-layered LAAS Architecture connects its lower level functional layer, imple-
mented in G*’oM, to the high-level BIP component layer [18]. G®'oM enables the
encapsulation of the robots operational functions in independent modules that manage
their execution by asynchronous service requests. The BIP methodology describes con-
nections with different priorities between components that, depending on the connection,
trigger functions within the G*”oM modules. All the BIP components run in parallel and
can be triggered when needed, allowing the robot to respond immediately to a sudden
change in its environment, without having to first initialize certain required behaviors.

The second architecture, CLARAty, is also based on a two layered structure. It uses a
functional layer for lower level control, which is controlled by a decisional layer that
integrates planning, execution and communication. Two different structures for the deci-
sional layer are currently proposed: one describes the combination of a CASPER planner
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with a TDL executive [160], and the other is composed of a EUROPA planner combined
with a PLEXIL executive [182].

Where the LAAS architecture uses its reactive behavior to respond to changes in the
environment, CLARAty consults software modules to create assumptions that are verified
against the perceived state of the world. Both systems therefore establish a certain level
of robustness against changes in the environment. They are not however, designed to
share task descriptions amongst platforms with different capabilities and have no explicit
methods of interpreting nor storing common task descriptions.

In the work of McGann [127] the TREX control framework is adopted to control a Wil-
low Garage PR2 service robot, allowing the robot to handle doors and plugs, while navi-
gating using a topological map. Although the developers briefly mention a desire for the
reuse of action primitives, there is no further discussion towards the reuse of hierarchical,
composite robot plans.

Enabling robots with different capabilities to share composite task descriptions requires
at first a common representation for these descriptions. As part of the EU funded RoboEarth
and RoboHow projects a first implementation is described in [174], where the Seman-
tic Robot Description Language (SRDL) [99] is used to match robot capabilities against
the task related components. Although this capability matching enables the filtration of
plans that cannot be executed by platforms missing the required capabilities, it does not
project the state of the world into the future, therefore not ensuring that a certain robot
feature remains available throughout the execution phase of the plan (e.g., a robot-arm
might become occupied with holding an object). Its representation also does not allow
the calculation of the most optimal plan, in case a task can be executed in multiple ways.
Although the language therefore establishes a common and well-defined representation,
it is imperative that methods are added for projection and optimization.

4.4 System Design Motivation

As described in the Introduction, the system should be capable of composing executable
plans from hierarchically structured task specifications, and able to execute these plans in
a challenging household environment. Based on the literature, a general layout for such a
system is represented in Fig. 4.2. The hierarchical action specifications, or in RoboEarth
terminology, action recipes, are downloaded from the Action Recipe Database. Based
on these action recipes, the planner tries to compose a sequence of primitive actions
[0...0,] that achieve the instructed task 7" from world state Sy, where T is received
from a Human-Machine-Interface and Sy is received from a Reasoner. This reasoner, is
capable of inferring the state of the environment and formalizing it in a planner inter-
pretable (symbolic) form. The composed sequence of actions is subsequently exported
to the Executive and executed, where the Executive handles small assumption errors.
The Executive also invokes re-planning, if these errors cannot be overcome on execution
level. The next sections discuss the choice and integration details of each of the involved
components on a more in-depth level.
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Figure 4.2: The flow through the system with the main components indicated: Action
Recipe Database, Planner, Executive, Reasoner and Human Machine Interface.

4.5 Action Recipe Database

The Action Recipe Database contains the action recipes, that symbolically describe the
action sequences required to accomplish instructed tasks. The stored action recipes ei-
ther describe primitive actions, i.e., actions that can be considered as grounded robots
skills, and complex actions, consisting of either other complex and/or primitive actions.
Maintaining these action recipes in one central place, such as the globally accessible
RoboEarth action recipe database, allows to compare, rank and filter them, and enables
reuse across multiple systems in different scenarios. The definition for the action recipes
follows from the RoboEarth action language [175], where they are represented by the
OWL semantic markup language [141] and modularly arranged in a taxonomic struc-
ture, see Fig. 4.3.

‘ActionOnObject

is-a is-a
OpeningSomething ServingSomething
is-a

is-a

OpeningABottle)

Figure 4.3: Example of the RoboEarth action taxonomy as described in [175].

is-a is-a
VisualPerception ouchPerception
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Although this structure enables the selection of an action recipe based on its taxonomic
classification, it does not formally describe under which conditions an action recipe is
valid to be used, nor does it represent its decomposition into other complex/primitive
actions. Without going into any planning details yet, the work of Nau [137] describes a
hierarchical structure in the representation of the planning domain D, hereby enabling the
representation of an action recipe as a well known plan decomposition tree. An example
defined by the ‘ServingSomething’ action recipe is visualized by the plan decomposition
tree in Fig. 4.4.

ServingSomething
Object Person

¥, N \T

NavigateTo PickUp NavigateTo
Object Object Person

>
>

HandOver
Object Person

|

P A T 7

Perceive | (OpenGripper| [ MoveGripper | [ CloseGripper | [Perceive | [ MoveGripper | |OpenGripper
Object Object Person Person

Figure 4.4: A hierarchical plan decomposition tree of the ’ServingSomething’ action
recipe. Yellow blocks indicate complex actions, and red blocks indicate primitive actions.
The left-to-right arrows indicate the order in which the actions are executed.

The RoboEarth action recipes as described in [175] are originally represented in the
OWL-DL [141] syntax. To allow a fast first proof of concept of the system, the action
recipes discussed in this chapter are represented in the PDDL [126] syntax commonly
used for planning. Future work will include the downloading of action recipes from
RoboEarth, and the mapping of OWL-DL action recipes onto a planner interpretable
syntax. Methods for this mapping are described in the work of Klush [91] and Sirin
[161].

4.6 Planner

The goal of the planner is to find a plan P which achieves task 7' from state Sy through
the planning domain D. A planning algorithm suitable for our system has to meet the
following requirements:

1. The planning algorithm must be able to work with a planning domain D that is
hierarchically structured, because it must be compatible with the RoboEarth lan-
guage desire of using hierarchical action structures [175].

2. The planner must be fast in solving complex plans, enabling scalability towards the
use of a global database and allowing the system to respond quickly if re-planning
is requested (which possibly occurs on a high frequency).
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3. The planning algorithm should allow for an explicit cost optimization, over plans
that achieve similar tasks.

4. The planner must be able to evaluate external functions calls during planning, in
order to base its assumptions on the most up to date environment state information.

To meet the above requirements, the Hierarchical Task Network planner SHOP2 [137]
is adopted. First of all this planner is able to solve the planning problem (Sy,T,D) as
described above with D being hierarchically structured. Secondly, it is fast in solving
complex plans, which is endorsed by the winning of the award for distinguished perfor-
mance in the 2002 International Planning Competition [114]. Furthermore, SHOP2 has
the ability to optimize plans based on a dimensionless cost criterion, and it allows for
external function calls in its axioms during planning, see Fig. 4.5.

(:— (class—available—in—reasoner ?object)
(eval (subClass NIL ’?object))
(eval (subClass ’?object NIL)))

Figure 4.5: SHOP2 axiom: the external function class-available-in-reasoner, callable
during plan composition.

Finally, SHOP2 is capable of creating partially ordered plans, enabling a more efficient
plan composition structure (see the example in the next section).

4.6.1 SHOP2 Planning Problem Example

To illustrate how the planner solves the planning problem (So, T, D) for creating partially
ordered plans, a simple example presents the transporting of two objects, in this case a
soda and crackers, from different locations to the same location.

Let the planning problem be described by:

T = (transport2 crackers couch_table soda couch_table)

So = (avail—arm right)
(loc—robot entrance_door)
(loc crackers dinner_table)
(loc soda kitchen_table)

D = (!loc—robot ?location)
(!object—in—hand ?side ?object)
(!object—on—location ?side ?object ?location)
(place ?object ?location)
(grasp ?location ?object)
(navigate ?from ?to)
(pickup ?object)
(dropoff ?object ?location)
(transport ?object ?to)
(transport2 ?objectl ?tol ?object2 ?to2)
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where ‘transport2’ consists of two times the ‘transport’ method. The domain D repre-
sents the operators (the top three of the list, starting with an exclamation mark) and the
methods (the remainder of the list). Fig. 4.6 presents the hierarchical decomposition tree
of the method ‘transport2’ for the case where only one arm is available.

transport2
soda couch_table
crackers couch_table

-
>

transport
crackers couch_table

transport
soda couch_table

pickup dropoff pickup dropoff

[ soda kitchen_table [ soda couch_table ] [crackers kitchen_table] [crackers couch_table]

\ \ 5 / >

> > > >

¥ N ¥ N y N ¥ N\

!loc-robot 5°‘-‘je°t' !loc-robot !objed_:—on— !loc-robot 5object- !loc-Robot !objec":-on-

kitchen_table in-hand couch_table location dinner_table in-hand | |,y taple| | location
d d crackers = crackers

Figure 4.6: The non-interleaved decomposition tree of the method ‘transport2’ when
only one arm is available.

Now suppose the robot has two arms available, the right and the left arm. For this exam-
ple the availability of the left arm will be added as (avail-arm left) to Sp. The resulting
plan is given Fig 4.7.

transport2
soda couch_table

crackers couch_table

Y N \\;x

lloc-robot lloc-robot !obl:ecté lloc-Robot !"ijed.:'on' !°|bjed.:'°"'
kitchen_table dinner_table| | 'N-han couch_table geation ocation
i i crackers — soda crackers

Figure 4.7: This figure presents the operators of the interleaved decomposition tree of the
method ‘transport2’ for the case where two arms are available.

The robot will now pickup both objects before returning to the drop off location, demon-
strating the benefit of partially ordered task planning. The planner optimizes the number
of operators by reducing the accumulated cost, where in this example a unit cost was as-
signed to each primitive action. In addition, the planner can easily be extended by relating
costs to measurable properties of actions, e.g., duration, availability, force, distance, by
evaluating external functions calls during planning.
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4.7 Executive

The output of the SHOP2 planner is a symbolic sequence of primitive actions. To execute
these actions the CRAM [19] toolbox based on Common Lisp is adopted. The reasons
for using this toolbox are:

1. It provides tools for the execution of symbolic plans: the domain specific plan
language CPL (CRAM Plan Language) and symbolic identities (designators) for
actions, objects and locations.

2. It is based on a reactive planning approach [34, 58], which explicitly tries to cope
with unpredictable and dynamically changing environments. To do this it uses
fluents, which are system-wide variables that are continuously updated and mon-
itored. Fluents are used in the architecture to trigger for instance re-planning and
to start/stop threads when needed.

3. Itis based on Common Lisp, by which it can use the standard debugging tools and
REPL (Read-Eval-Print-Loop) that Common Lisp provides. Because the SHOP2
planner is also implemented in Common Lisp, the domain, state and task defini-
tions can easily be validated through the REPL, resulting in an easy integration of
planner and executive.

A complete overview of the system is depicted in Fig. 4.8. The symbolic sequence of
action primitives constructed by the SHOP2 planner are mapped onto the domain spe-
cific language CPL and executed by the CRAM executive. The CRAM process modules
convert the symbolic action primitives into parameterized commands that are executable
by the robot. The planner Supervisor manages the start of the planning process upon
receiving a command, collects the information that is required for the planning process,
invokes the planning algorithm and instantiates re-planning when this is requested by the
executive.

The different components and data structures will be described in more detail in the
following paragraphs.

471 CPL

The CPL language uses semantic control structures to reason about actions through a
first-order representation. One of these control structures is the achieve function, for
which the outcome holds if the process succeeds. Other available control structures are
in-parallel-do to run different processes in parallel (returns true if all processes succeed),
and try-in-parallel, which returns true if only one action succeeds.

Fig. 4.9 shows the converted high-level plan for the example task ‘transport2’, used in
subsection 4.6.1.
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Figure 4.8: A more detailed overview of the integrated architecture. Designators are
symbolic representations of objects, locations and actions.

(top—level—plan transport2 ()
(with—designators (
(crackers ...)
(soda ...)
(couch_table ...)
(dinner_table ...)
(kitchen_table ...)))
(achieve ‘(!loc—robot kitchen_table))
(achieve ‘(!object—in—hand right soda))
(achieve ‘(!loc—robot dinner_table))
(achieve ‘(!object—in—hand left crackers))
(achieve ‘(!loc—robot couch_table))
(achieve ‘(!object—on—location right crackers couch_table))
(achieve ‘(!object—on—location left soda couch_table)))

Figure 4.9: The SHOP2 ‘transport2’ plan converted to a CPL top-level plan. The desig-
nators are constructed with the with-designators command whereas the achieve function
executes the individual actions.

4.7.2 Designators

Designators are symbolic identities that are bound to real-world concepts. Three different
designators are available in CRAM: object designators to store information about an
object, e.g., type and properties; location designators to store the location of an object,
which can directly be coupled to the object itself by using for example (bottle-loc
(location (bottlel))); and action designators which contain information about
a task, with the arguments mostly represented by other object and location designators.




84 Chapter 4: Integrating Planning And Execution

4.7.3 Fluents

CPL uses so-called fluents to react on changes in the environment. A fluent is a system-
wide variable that contains information about sensor data or program events. CPL uses
pre-defined functions (e.g., (whenever fluent body), (wait-for fluent))
to trigger the agent’s reaction on a change of a fluent. In our system, fluents are used for
re-planning and to stop/start CRAM threads.

4.7.4 Process modules

Process modules are low level components that convert symbolic designators to param-
eterized commands that can be sent to the robots control layer. Properties of action
designators (e.g., to grasp, to open, etc.) and the object/location designators, e.g., loca-
tion coordinates, weight etc. are directed to control messages sent to the robots control
layer. In our system the robot control layer is implemented by the ROS Actionlib inter-
face [146]. Our demonstrator robot AMIGO currently has 5 different process modules;
Manipulation, Navigation, Point-Head, Speech and Perception. The process modules
are structured in such a way that similar robots can use similar modules. For example,
the manipulation and navigation process modules of AMIGO and the PR2 are almost
identical, only the names of the communication channels to the robot control layer are
different. For this reason, the process modules can be regarded as the robot’s driver layer,
identical to a driver layer of for instance a Smart Phone or Desktop PC.

4.8 Auxiliary Components

This section describes two auxiliary components, the Reasoner and the Human Machine
Interface, that are required to respectively infer the state of the environment and to deduce
a desired task from an abstract user instruction.

4.8.1 Reasoner

The Reasoner provides the system with symbolic information about the state of the envi-
ronment; it provides the planner with an environment state overview at planning time and
it provides the executive with updated information on objects and locations during plan
execution. The Reasoner provides a generic json_prolog [191] interface to two different
sources of information, the Knowledge Base and the World Model.

The Knowledge Base is a SWI-PL [191] static collection of facts and rules, that are struc-
tured in a class ontology describing all common-sense knowledge about the environment.
Fig 4.10 gives a small example of this ontology in which one classification and two class
properties are depicted.



4.9: Basic Experiment 85

subClass (coke, drinks ).
hasProperty (cabinet, object_holder).
classAtLocation (drinks , kitchen).

Figure 4.10: Three small Knowledge Base excerpts: an object of class ‘coke’ belongs to
the superclass ‘drinks’, ‘cabinets’ can be used as ‘object_holders’, and anything belong-
ing to the class ‘drinks’, can typically be found in the ‘kitchen’.

The World Model [54] contains a sophisticated tracking and data association algorithm
that quantifies streams of sequential measurements, called evidence, into unique objects.
At its core, the World Model is a multiple-hypotheses filter, able to combine different
forms of evidence into a common, dynamically updated world representation. Evidence
for the world model can contain spatial information about an object, as well as color,
weight, structure, velocity and so on. These attribute-value pairs are associated in the hy-
potheses tree, and enable object classification based on class attribute information stored
in the Knowledge Base.

4.8.2 Human Machine Interface

The Human Machine Interface consists of a standalone version of the Stanford Natural
Language parser, which is adapted to map spoken commands onto parameterized PDDL
goal tasks. More details about the parser can be found in [84]. Details of the mapping
are left out, as they are currently considered to be too pragmatic.

4.9 Basic Experiment

The General Purpose Service Robot challenge of the RoboCup@Home League [180] is
chosen as an experimental use-case to demonstrate the basic functionality of our system.
The challenge focuses on the following aspects: (1) there is no predefined order of actions
to carry out; and (2) environmental reasoning is required to deduce unknown facts. In
our example the unknown information consists of the specific locations of objects and
locations, such as the ‘living_room’, ‘side_table’ etc.

Fig. 4.12 shows the household environment in which the robot has to execute its task.
In this example, the task consists of “Bringing a coke to Erik”. In the experiment
the coke will be located on the ‘side_table’, but the class position prior stored in the
Knowledge Base indicates the coke class to typically reside at the ‘cabinet’ (classAtLo-
cation(coke,cabinet)). During planning the Reasoner is queried for information (avail-
ability and location) of the ‘coke’ and ‘Erik’. Their expected locations are returned by
the Reasoner and the robot composes and executes the following plan:

When the robot arrives at the cabinet, it tries to perceive the coke for grasping, which is
an integral part of the object-in-hand operator. If the object is perceived, it will appear
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(top—level—plan transport2 ()
(with—designators (
(coke ...)
(couch ...)
(cabinet ...))
(achieve ‘(!loc—robot cabinet))
(achieve ‘(!object—in—hand left coke))
(achieve ‘(!loc—robot Erik))
(achieve ‘(!object—on—location left coke Erik))

Figure 4.11: The top-level CPL plan composed for the task of ”Bringing a coke to Erik”.

in the World Model and the robot can start grasping. If it will not be perceived at the
expected location, the action will result in a failure which cannot be handled by the
executive'. At this stage re-planning is activated by triggering the ‘*planning-needed*’
fluent. A new plan will be composed by SHOP2, based on an updated state of the world.
The main difference in this state will be the updated ‘coke’ prior, for which the expected
location has shifted from the ‘cabinet’ to the ‘side-table’, based on the false percept at
the ‘cabinet’ (see [68] for more details on falsification).
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Figure 4.12: Execution of the ’Serving A Drink’ task, where the actions in green are
achieved and the actions in red have failed.

'A full movie of the experiment can be found at http:/youtu.be/iFF62gwBagk
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4.10 Discussion and Future Work

This chapter demonstrates an integrated planning and execution framework for domestic
service robots, that proposes to extract planning domain knowledge from a common pool
of task descriptions. It exploits different techniques to increase robustness, such as re-
planning and the real-time referencing of symbolic object and location entities. The first
thing that needs to be noted is the limited display of features in the presented experiment;
the described use-case does not show the handling of dynamic environment properties,
and it also lacks to demonstrate a required change in action sequence after re-planning
was invoked by the executive. Furthermore, the cost evaluations made by SHOP?2 in this
example are based on a unit cost for each action. Future work will integrate function calls
that provide in better cost estimates, either by learning [156] or physics simulations [134].
Currently, also the knowledge processing framework KnowRob [173] is being integrated,
to enable more extensive reasoning capabilities. On a short term we want to replace
the pool of PDDL operators and methods by the globally accessible RoboEarth Action
Recipe database, enabling the reuse of actions with other systems through the common
OWL-DL action representation. On a longer term, we want to provide this database with
feedback on the outcome of actions, allowing filtering and ranking of successful actions.
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Chapter 5

Centralized Task Control

This chapter investigates a centralized task controller architecture for robots, allowing
time-optimal robot allocation and knowledge reuse at the highest level. To represent
robot tasks efficiently and usable for task planning the ontology language for web ser-
vices OWL-S is adopted as task representation. This language is mapped onto a first-
order logic language for action planning in dynamic domains, the Situation Calculus,
and implemented as an extension of MIndiGolog, an existing Situation Calculus imple-
mentation for multi-robot tasks coded in Prolog. Task planning is achieved through Pro-
log’s first-order theorem proving property, where unbound robot and object parameters
are unified with robot and object instances described in environment ontologies. Time
optimality is hereby induced, by annotating primitive tasks with durations and selecting
the set of Prolog bindings that result in the least time consuming plan. As this work tar-
gets the planning of tasks for ROS enabled platforms, a new component model for ROS
nodes is proposed together with a grounding ontology designed specifically for the ex-
ecution of primitive tasks in real-world ROS based architectures. As the architecture is
deployed on the RoboEarth Cloud platform, heavy computations can be done here and
robots require to run only a small driver layer and a lightweight client interface. A first
small-scale experiment is conducted to prove the functionality of system interfaces, task
allocation and grounding methods, and to reveal the shortcomings of this work that need
to be tackled in future work.

This chapter is based on “Centralized Task Control With Computational Offloading For
ROS Enabled Service Robots Using the RoboEarth Cloud Platform”, R. Janssen, R. van
de Molengraft, H. Bruyninckx and M. Steinbuch, Transactions on Automation Science
and Engineering Special Issue on Cloud Robotics and Automation, 2014 (submitted)
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5.1 Introduction

In modern day robotics research, cognitive robots are widely investigated as assistive
technologies in everyday activities for tasks that are either too boring, strenuous or dan-
gerous to be performed by humans, see Figure 5.1.

Figure 5.1: Examples of modern day robot assistants. Precise Path Robotics RG3 lawn-
mower robot (a), Panasonic Hospi delivery bot (b) and Csiro LHD mining robot (c).

Currently, most of these robots are being controlled locally, i.e., each robot receives a pri-
vate task request, runs its own control program, collects raw sensory data of the nearby
environment, processes this sensor data through on-board algorithms, reasons with this
processed information on what to do next, and subsequently acts through its actuators.
With the dawn of high-bandwidth communication technologies, it is now however possi-
ble for robots to communicate sensor information in runtime. It has furthermore become
possible, to store and process this vast amount of information through big-data storage
facilities and distributed computing platforms. These technologies pave the way for cen-
tralized task control; one intelligent, knowledge driven system that receives task requests
and sensory information on a global level, and controls thousands of connected robots
through an optimized multi-robot task planning algorithm. As opposed to robots operat-
ing individually, such a system has the following advantages:

* it allows robots to cooperatively perform tasks in an omniscient and optimized
manner;

* it allows the knowledge that is used for the planning of robot activities, such as
world information, to be collected on a global scale and therefore being most com-
plete and up-to-date. Furthermore, it allows this knowledge to be reused in other
task requests,

* it allows fast cross-validation of data, data anomaly detection and data outlier re-
moval;

« it allows a more efficient use of computational effort, as computations can be de-
ployed in a highly optimized computing environment;

* it allows instructed tasks to be performed more robustly, as faulty robots can be
replaced directly by similarly capable ones.
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The design concept of centralized task control for robots aligns with the concept of ubig-
uitous robot networks [88]. A multi-layer control and sensing architecture that enables in-
teroperability between systems with different hardware and software capabilities. These
capabilities can vary from purely virtual, information retrieval services, to real world ma-
nipulation activities. The representational language used to enable this interoperability
has been established in the work of Juarez [83], where Semantic Web [22] represen-
tations are adopted for the unified embodiment of robot topologies. The work of Ha
[64] incorporates these web-based representations into the ubiquitous robot network, and
adds the Hierarchical Task Network SHOP2 [9] for the automated composition of multi-
agent tasks. Their experiment describes task planning for cooperative activities between
a mobile robot, a temperature sensor and actuated window blinds. For plan composition,
each of these agents was modeled as an abstract web service based on the OWL-S [121]
representation of tasks, used to describe document or procedure oriented invocations of
services on the Semantic Web.

Although the work of Ha establishes a centralized task planning architecture as described
above, they conclude that scalability issues will arise, as in a real world application of
their system ad hoc networks with invocable services are expected to be added dynam-
ically. They also conclude that safety and privacy issues may arise as their architecture
is fully transparent. Deployment and integration of computationally intense algorithms
and task related knowledge bases has in their work not been discussed and most impor-
tantly, as their work is closed-source, it cannot be used and advanced upon by the widely
established, open-source robotics community.

5.1.1 Contributions

The main contribution of this work is therefore the establishment of a centralized task
controller framework for robots, that is scalable and secure, allows deployment of com-
putationally intense algorithms and task related knowledge bases in efficient computing
and storage environments, and integrates with existing software design efforts of the
open-source robotics community.

5.1.2 Outline

The following section will describe the design of the system, in which the adoption of ex-
isting components will be motivated, and in which alterations or added components will
be explained. This section will be followed by an experimental use-case, that describes
a first demonstration of the system. Conclusions will follow in the end, together with a
section on future work required to make the system as general, robust and user friendly
as intended.
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5.2 System Design

5.2.1 Requirements

The primary goals of the system are 1) to serve as a centralized task controller for a wide
variety of robot platforms and computational algorithms, where 2) coordination is dic-
tated by the central controller only. As it is desirable that the involved robot platforms
remain lightweight by reducing on-board computing requirements, 3) computational al-
gorithms are supposed to be deployed in a distributed and highly optimized computing
environment, instead of running locally on the robots. Furthermore, as the execution of
tasks in human domains requires vast amounts of task related knowledge, such as binary
models for perception and logic based representations for reasoning, 4) the system is re-
quired to have fast and direct access to a knowledge base that is capable of storing and
retrieving this information securely and efficiently.

5.2.2 Basic component diagram

A basic component diagram that meets the above requirements is sketched in Figure 5.2
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knowledge
request

Computing
environment

Algorithm 1
Algorithm 2
Algorithm 3

service
request

service
request

Task
controller

service service
request request

service
request

Robot 1 Robot 2 Robot 3
- Capability 2

Figure 5.2: Basic component diagram of system requirements.
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5.3 Implementations

5.3.1 Communication framework

A key aspect of the component diagram sketched in Figure 5.2, is the communication
framework that enables the interfacing between components, and establishes message
type protocols. For robotic applications there are several proprietary frameworks avail-
able, such as Microsoft Robotics Studio [76] and We-bots [129]. However, as it is re-
quired that the supported framework is established as an open-source platform, the well-
established robotics middle-ware Robot Operating System (ROS) [146] is targeted.

Amongst several open-source available middle-wares, such as Player [60], Urbi [12]
and Orocos [29], ROS can be regarded as currently the most widely used and supported
middle-ware. Reasons for its popularity are the vast amount of supported packages and
libraries (currently over 3,000), interface support for four commonly used programming
languages (C++, Python, Octave and LISP), its peer-to-peer communication approach
and its thin messaging layer. This messaging layer currently supports over 400 different
message types, such as point-cloud, image, diagnostic and joint-state information.

Attempts have been made to use ROS as a global communication and data storage mech-
anism in the DAvinCi project [8], where the Apache Hadoop Map/Reduce [47] Frame-
work was used as a data storage and computing environment for the Fast-Slam algorithm
[133]. However, the architecture established in the DAvinCi project used only a sin-
gle computing environment, without any security measures. Furthermore, the DAvinCi
project is not publicly available.

A ROS based global communication framework that is publicly available is the RoboEarth
Cloud Engine, or Rapyuta [72]. Rapyuta is a well-documented and easily installable
communication framework, and is developed as part of the effort for global communica-
tion and knowledge reuse in the RoboEarth project [184]. As a Platform As A Service
(PAAS) framework [39], Rapyuta offers the possibility to:

* deploy one or more secured computing environments, allowing robots to offload
their computational algorithms (such as those typically used for grasp planning,
mapping and navigation);

* launch multiple processes in parallel (as opposed to Google’s App Engine [155]);

* push information from server to robot, through the use of Web-Sockets [185] and
serialized Java-Script Object Notation (JSON) string messages;

* communicate messages between multiple ROS masters over the same connection
(as opposed to ROS-bridge [43]).
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5.3.2 Knowledge base

An added advantage of using Rapyuta is the direct integration with the RoboEarth knowl-
edge repository. This repository contains abstract descriptions of task related informa-
tion, such as robots, objects, environments and tasks [177]. Furthermore it contains bi-
nary data, such as object models and navigation maps. The RoboEarth knowledge repos-
itory stores its abstract descriptions in a Sesame database [28], which can be queried
through the SeRQL query language [27]. Binary data is stored in the Apache Hadoop
File-system [190], allowing efficient and distributed data storage. Both types of knowl-
edge are linked through a relational database, and can be accessed through either a web
interface (by humans), or through a REST-full API [152] (by software agents) called

re,comml .

The abstract knowledge stored in the RoboEarth knowledge repository is encoded in
the web ontology language OWL [141], or more specifically, in its language variant
OWL Description Logics (OWL-DL). OWL-DL provides in maximum expressivity, but
remains decidable. This allows the language to be used in most modern day reasoning
tools, such as Pellet, Racer, Fact++ or in theorem proving languages, such as Prolog and
SQL. A good read on the advantages of using OWL-DL in robotics can be found in the
work of Hartanto [67]. For the centralized task planning architecture as proposed in this
work, several types of abstract knowledge are required. They will be discussed in Section
5.3.4.

5.3.3 Task controller

The central component in the proposed task planning architecture is the task controller.
As typically described in robot control literature [4], the goal of the task controller is
twofold:

* it needs to identify if incoming user requests can be performed, by attempting to
compose a logical course of actions based on the available resources (planning);

* it needs to perform the composed course of actions by interacting with the required
resources (execution).

The implementation of these two layers is presented here.

Planning

There are several goal-based methods available for planning, such as STRIPS [57] and
planning graphs [26]. However, as these planning methods are proven to be NP-complete

Uhttp://wiki.ros.org/re_comm
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and very ineffective for large-scale domains, such as those typically found in human envi-
ronments [31], this work adopts the hierarchical task network planning (HTN) approach
as described in the work of Erol [55]. This approach allows a more efficient search in
large domains, by providing in plan heuristics as full or partially pre-designed plans.

In RoboEarth, pre-designed plans are called ‘action recipes’ [120], and identical to HTN
methods and operators, RoboEarth action recipes describe primitive tasks that are di-
rectly executable, and composite tasks that are composed of other composite or primitive
tasks. In the proposed architecture, a distinction is made between primitive tasks that
can be performed on a robot, and primitive tasks that can be performed by one of the
computational algorithms.

Planning commences by parsing the action recipes into a planning language, that can be
interpreted by a planning algorithm. As the action recipes are expressed in OWL-DL, see
Section 5.3.4, a planning language and accompanying algorithm need to be selected that
are capable of allowing full OWL-DL expressivity. As HTN planning is typically based
on PDDL [61] propositional logic, they lack expressivity compared to the description
logics semantics of OWL-DL. A language that is capable of expressing description logics
semantics is the Situation Calculus [124], a high-level, first-order planning language. An
accompanying planner implementation, that allows the practical use of this language in
planning can be found in Golog [103].

As the desire is to plan for tasks in human domains, Golog lacks however in certain
required features, such as the ability to plan with concurrent actions, exogenous events
or sensed input. For this reason, extensions of Golog have been made, such as Con-
Golog [45], which allows planning with concurrent actions and exogenous events, and
IndiGolog [62], which executes plans iteratively based on sensed input. A recent suc-
cessor of IndiGolog that allows planning for multi-agent systems, is called MIndiGolog
[87]. As this work will focus on the planning of human oriented tasks for multiple robots,
MindiGolog will be used as the foundational planning implementation.

As MlIndiGolog is a Prolog implementation, planning occurs by the theorem proving
property of Prolog (depth-first search). A basic example of a MIndiGolog composite
procedure for placing an object at a certain location is given in Listing 1.

proc (placeObjAtLoc (Agt,0b7j, Loc),
has (Agt,0Obj) // at (Agt, Loc)
: placeObject (Agt,Obj,Dest)
: releaseObject (Agt,0b7j)) .

Listing 1: MIndiGolog example of placing an object at a location. The ‘has’ and ‘at’
predicates are used as preconditions, and the actions ‘PlaceObject’ and ‘ReleaseObject’
are primitive actions. The symbols ‘//* and ‘:* indicate control procedures for respectively
‘sequential’ and ‘in-parallel’, see [87] for details.

2 An example of a MIndiGolog domain axiomatization for multiple agents baking a cake, can be found at
http://www.rfk.id.au/ramblings/research/thesis/
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A valid plan solution for this procedure can be obtained through the following domain
axiomatization:

agent (amigo_1) .

object (sprite_1).
location (table_1).

has (amigo_1, sprite_1).
at (amigo_1, table_1).

Listing 2: Domain axiomatization that leads to a plan solution.

Execution of the plan is subsequently performed by the Prolog query

do (placeObjAtLoc (amigo_1,sprite_1, table_1),S0,S) where ‘SO’ is
the initial state as given in Listing 2 and ‘S’ is the final state. Predicate ‘do’ is used
in Golog to start the planning process, see [87] for its implementation details.

If in the example domain axiomatization of Listing 2 two agents would have been defined
instead of one, e.g., agent (amigo_1) 4nd agent (amigo_2), two valid plan solu-
tions will be found. A time optimal choice is then made, by accumulating the durations
of all involved primitive actions, and choosing the plan solution with the least amount of
total time.

Execution

After a viable plan solution is determined by the planning layer, each of the involved
primitive actions will be iteratively executed. Execution is performed by a custom made
executive module, that has its own knowledge base on action execution (a process called
grounding), executes the primitive action based on this knowledge, and reports the suc-
cess of the action back to the Prolog planning module. Depending on the success of
the action, the Prolog planner returns the following primitive action to be performed.
The executive module is written in Python, as it allows fast development cycles, type
introspection and has native bindings for all ROS message types.

Figure 5.3 depicts the integration between planning and execution as an activity diagram,
in which the order of steps is as follows:

1. a (typed) task is received at the executive;
2. the executive queries for this task at the planner;

3. the planner queries the knowledge base for available planning knowledge on this
task (see Section 5.3.4);

4. the planner tries to find a (time optimal) plan solution;

5. the planner returns the first primitive action of this plan; together with any accom-
panying bindings;
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Figure 5.3: The integration between planning and execution.

6. the executive queries for grounding knowledge on this action (see Section 5.3.4);

7. the executive performs the first action, by interacting with the relevant module

(either robot or algorithm);

8. the executive asserts the success of the action to the planner;

9. the planner determines the next action ...

5.3.4 Knowledge representations

As the developed architecture intends to plan tasks for diverse algorithms and robot plat-
forms, targeted for operations in human domains, the knowledge that is required for
planning and execution consists out of:
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* robot knowledge, that abstractly describes the capabilities of a robot, such as the
ability of using laser, arms or base,

* environment knowledge, that describes knowledge generally applicable to the hu-
man environment,

* task knowledge, that describes abstract representations of primitive and composite
tasks,

* grounding knowledge, that describes how primitive actions are executed by a
robot or algorithm.

Robot knowledge

The robot knowledge describes for each connected robot what robot class it belongs to,
and what the available capabilities of that class are. These capabilities are either sensors
or actuators, such as a Kinect, laser, arms or base. As an example, Figure 5.4 depicts
a topological layout of the TU/e Amigo robot, where each module can be seen as one
’robot capability’.

Kinect MoveableHead

-

RightArm 4—\

Laser

4\’ @

-~

Figure 5.4: Topological layout of Eindhoven University robot class ‘Amigo’.

The corresponding robot description for an instance of the ‘Amigo’ robot class is given
in Listing 3.

The robot descriptions are used to match robot capabilities against task required com-
ponents. This capability matching is performed in the planning language, by adding
‘hasSensor’ or ‘hasActuator’ predicates as pre-conditions in the according primitive ac-
tion. An example, related to the primitive action ‘placeObject’ from Listing 1, is given
in Listing 4.
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<robot :Amigo rdf:ID="Amigo_1"/>
<owl:Class rdf:about="robot.owl#Amigo">
<robot :hasSensor
rdf :resource="robot .owl#Kinect"/>
<robot :hasSensor
rdf :resource="robot .owl#Laser"/>
<robot :hasSensor
rdf:resource="robot .owl#0dometry"/>
<robot :hasActuator
rdf:resource="robot.owl#ActuatedBase"/>
<robot :hasActuator
rdf:resource="robot.owl#LeftArm"/>
<robot :hasActuator
rdf:resource="robot.owl#RightArm"/>
<robot :hasActuator
rdf:resource="robot.owl#MoveableHead" />
</owl:Class>

Listing 3: Robot description for ‘Amigo1’, instance of robot class ‘Amigo’.

prim_action(placeObject (Agt,Obj,Dest)) :—
agent (Agt),
hasActuator (Agt, rightArm) ;
hasActuator (Agt, leftArm) .

Listing 4: Robot capability matching.

Environment knowledge

General information about the world, such as environment and object properties, is con-
tained in the environment knowledge base. Examples are for instance the designated
storage, dispose and serve locations for drinks. In Listing 5, an example is given for
instance ‘Sprite_1’ of class ‘Sprite’ (subclass of ‘Drink’).

Task knowledge

For tasks, the abstract representation is built upon an existing OWL extension for pro-
cesses on the Semantic Web, namely OWL-S [121] (formerly named DAML-S). Identical
to the RoboEarth action recipes, OWL-S processes can be either one of two things’; a
primitive4 process, which is directly executable, or a composite process, which describes
the execution order for other composite or primitive processes. The execution order in
composite tasks is dictated by the use of control procedures, such as while-do, split-join,

3A third type simple process exists, but as this is an abstraction of a composite process it will not be
considered here.
4Formally called an ‘atomic’ process in the OWL-S technical description.
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<environment :Sprite rdf:ID="Sprite_1"/>
<owl:Class rdf:ID="Sprite">
<rdfs:subClassOf
rdf:resource="environment.owl#Drink"/>
</owl:Class>
<owl:Class rdf:ID="environment.owl#Drink">
<environment :hasStorageLocation
rdf:resource="environment .owl#Refrigerator"/>
<environment :hasDisposelLocation
rdf:resource="environment.owl#TrashBin"/>
<environment :hasServeLocation
rdf:resource="environment.owl#People"/>
</owl:Class>

Listing 5: Abstract knowledge description of a ‘Sprite’.

if-then-else, sequential and parallel’. For the evaluation of logical conditions, OWL-
S adopts the Semantic Web Rule Language (SWRL) [71], which combines OWL with
RuleML, a Semantic Web standard for the evaluation of conditional expressions. As
such, SWRL is used within OWL-S for the evaluation of control procedure conditions
(such as for if-then-else), and for process preconditions (such as for robot capability
matching).

With the Protegé OWL-S modeling tool

[53], control procedures can be easily de-

veloped by the visual overview and directly @
imposed logical constraints, see Figure 5.5.
Primitive processes are indicated with sin-
gle surrounding rectangles, and composite
processes with double rectangles. On OWL-
S modeling level, a distinction is made be-

tween primitive processes that have to be ex- @@
ecuted on a ‘robot’ platform (if that robot
has the proper capability), or if it should be
executed by a computational algorithm run-
ning on the RoboEarth Cloud Engine (indi-
cated by the ‘compute’ namespace). Process

inputs and outputs, such as 3D point-clouds @

or joint state information, are not visualized

on this level of modeling. These are solely  Figure 5.5: Simple OWL-S control pro-
represented in the grounding knowledge of  cedure for detecting an object, devel-
each process, see the following section. oped in the Protegé OWL-S editor

task:Navigate

‘ compute:ObjectDetection

SExtensions to the MIndiGolog domain language have been made in this work, as it natively does not
support many OWL-S control constructs, such as any-order, split and repeat-while.
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Grounding knowledge

OWL-S enables to model process flows of primitive and composite processes on an ab-
stract level, in a description logics representation. This allows logic based reasoning
algorithms, such as planners and schedulers, to use these representations as planner build-
ing blocks. These abstract representations however, do not describe how processes are
actually executed, called grounding. For this, primitive processes require information
on implementation, interfacing, parametrization and communication. In the proposed
architecture, this information is represented by the grounding knowledge, which is com-
posed of an ontology describing process types, messages, parameters and communication
channels. The OWL-S ontology by itself provides in a grounding representation suitable
for invoking web services through the Web Service Definition Language (WSDL) [37].
WSDL provides in a concrete realization of abstract operations and messages, which can
be either document or procedure oriented, and interfaced through either SOAP, HTTP,
GET/POST or MIMI. As this work targets the execution of tasks on ROS enabled plat-
forms however, a ROS action/message grounding ontology is specifically developed for
this purpose, see Figure 5.6.

@ = Robot Class —— > = Object Property
<« = OWL:S Process Class weerere 3 = Data Property

<> =ROS Grounding Class
l:l = XMLSchema Data Type

robot:hasActuator robot:hasSensor

robot:Actuator
rdfs:subClassOf,

robot:Sensor

rdfs:subClassOf hasSensorGrounding

process:AtomicProcess

rosgrounding:Sensor

hasService hasNode

k __________ rosgrounding:Node
hasServiceName hasNodeName:f :
hasRequestMessage hasResponseMessage E.._hasParameter

string

hasPackage

osgrounding:Temperature

rosgrounding:M

rdfs:subClassOf

<
3

rosgrounding:LaserScan
rosgrounding:PointCloud2 rosgrounding:Joy
rosgrounding:Image rosgrounding:Cameralnfo

rosgrounding:Imu rosgrounding:NavSatFix

rosgrounding:Range

Figure 5.6: Example part of the ROS grounding ontology for a robot sensor.
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Grounding ontologies for different middle-wares, such as Urbi or Orocos, are in general
also possible to design, but that is beyond the scope of this work. An example OWL
snippet of a ROS-grounded task for reading out laser scan messages is given in Listing 6.

<owl:Class rdf:about="robot.owl#Laser">
<rosgrounding:hasSensorGrounding>
<rosgrounding:Sensor rdf:ID="ReadLaser">
<rosgrounding:hasService>
<rosgrounding:Service
rdf:ID="ReadLaserService">
<rosgrounding:hasServiceName
rdf:datatype="XMLSchema#string">/laser
</rosgrounding:hasServiceName>
<rosgrounding:hasResponseMessage
rdf:resource="rosgrounding.owl#LaserScan"/>
</rosgrounding:Service>
</rosgrounding:hasService>
</rosgrounding:Sensor>
</rosgrounding:hasSensorGrounding>
</owl:Class>

Listing 6: ROS grounding snippet for reading out laser scanner messages.

The complete grounding ontology is used for both the grounding of primitive processes
on real robots, and for the grounding of computational (primitive) processes running in
the computing environment on the RoboEarth Cloud Engine.

5.3.5 ROS component model

Section 5.3.3 describes that all processes are coordinated by the executive. This as op-
posed to standard ROS architectures, where individual nodes are programmed to com-
municate individually after certain internal computations have been performed. As this is
effective for small dedicated platform architectures, it impedes scalability to multi-robot
architectures (considering computational offloading is a requirement). Furthermore, this
type of software entanglement is an open invitation to in-code parameterizations that are
specific for the application at hand, impeding component reuse.

This work therefore uses an altered ROS node component model, based on Radestock’s
‘separation of concerns’ [147]. This component model allows a clean separation be-
tween coordination, configuration, computation and communication. The executive in
the proposed architecture handles coordination, whereas the ROS framework is used
solely for communication. Each node now executes a generic, single computation (or
single robot process) which is parametrized based on the configuration parameters found
in the grounding ontology. As stated in Section 5.3.4 process interfacing is based on the
ROS service protocol. A time-line sketch of this interfacing is depicted in Figure 5.7.
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Figure 5.7: ROS component model and process interfacing.

5.3.6 Component deployment

Based on the above mentioned component details, Figure 5.8 depicts a concretized com-
ponent layout of Figure 5.2.

/ RoboEarth Cloud Engine server + ROS master \
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Task request
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controller

Computing environment

Y

i ’ ROS service request

ROS service request
\_l RoboEarth Cloud Engine server interface

[Fcoonsz| [-conz] [—coos]

JSON message JSON JSON message
message
Y
RoboEarth Cloud RoboEarth Cloud RoboEarth Cloud
Engine client Engine client Engine client

Figure 5.8: Concretized component layout of Figure 5.2.
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5.4 Experimental use-case

To validate the functionality of the proposed system, an experimental use case has been
devised. The experiment describes two robots, the Eindhoven University Amigo and
Pico, see Figure 5.9, serving and cleaning up drinks at a ‘cocktailparty’ in the Eindhoven
University robotics lab.

Figure 5.9: TUE/e Amigo (left) and Pico (right).

5.4.1 Experiment description

The OWL-S top-level task for the ‘cocktailparty’ task®, is depicted in Figure 5.10.
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Conditiorr 4 Condition: &
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CleanupEmptyDrink || false false
| /

Figure 5.10: Top level control flow for *cocktailparty’ task.

%Designed with the Protegé OWL-S editor plug-in
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The top-level cocktailparty task consists out of 4 main subtasks;

e 1) ‘TakeOrder’
— 2) if an order is received, ‘ServeDrink’
* 3) ‘FindEmptyDrink’
— 4) if an empty drink is found, ‘CleanupDrink’

The experimental description here will focus on one subtask, namely the ‘FindEmpty-
Drink’, see Figure 5.11.

( start/in )

compute:NavMap task:Localize

task:navigate

compute:Path

SWRICondition_3

task:confirmDetection ) e e

i taskiLocalize Finish/out
L compute:VelCmd
< F1msh/0ut> ;
l robot:HolonomicBase

(a) (b)

Figure 5.11: Control flow for ‘FindEmptyDrink’(a) and subtask ‘Navigate’(b).

For this experiment, the described robot capabilities for Amigo and Pico are identical:

* hasSensor(amigo_1,Kinect)
* hasSensor(pico_1,Kinect)

* hasSensor(amigo_1,Laser)
* hasSensor(pico_1,Laser)

* hasActuator(amigo_1,Base)

hasA ctuator(pico_1,Base)
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The accompanying services running on the robots are depicted in Table 5.1.

service | inputs parameters | outputs

Kinect | none none senMsgs/Image
senMsgs/CamlInfo
senMsgs/Image
bool success

Laser none none senMsgs/LaserScan
bool success

Base geoMsgs/Twist | none bool success

Table 5.1: Services running on the robots.

Furthermore, six computational nodes have been deployed in the Roboearth cloud engine,
for which their inputs, outputs and parameterizations are listed in Table 5.2:

LocMap: computes a nav_msgs/OccupancyGrid used for localization,
NavMap: computes a nav_msgs/OccupancyGrid used for navigation,

Path: computes a nav_msgs/Path from location parameters A and B. A and B
are bound by the planner to initial robot and drink locations obtained from the
‘environment.owl’ knowledge base,

Pose: computes a geometry_msgs/PoseStamped that indicates the current position
of the robot,

Detection: detects an object, parameterized by its HUE values [151]. Successful
detection is concluded from the action return value for ’success’,

VelCmd: computes velocity commands, based on desired path and current pose.
Returns true only if the final point in the path is reached.

service inputs parameters outputs
LocMap | none locMap.yaml navMsgs/OccGrid
bool success
NavMap | none navMap.yaml navMsgs/OccGrid
bool success
Path navMsgs/OccGrid | robotPose(x,y,0) | navMsgs/Path
targetPose(x,y,0) | bool success
Pose navMsgs/OccGrid | robotFrame geoMsgs/PoseSt.
senMsgs/LaserSc. bool success
geoMsgs/PoseSt.
Detection | senMsgs/PointCl. | objectHUE.yaml | bool success
senMsgs/CamlInfo
VelCmd navMsgs/Path max VelLinear geoMsgs/Twist
geoMsgs/PoseSt. max Vel Angular bool success

Table 5.2: Computational nodes launched in RoboEarth Cloud Engine.
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5.4.2 Simulator

To allow a fast development cycle and easy parameter tuning (such as the parameters for
maximum robot velocities and object HUE values), a simple test environment has been
devised in the ROS Gazebo simulator, see Figure 5.12.

(@)
Figure 5.12: Gazebo simulator (a) and Rviz visualizer (b).

In this test environment, the two robots are spawned together with two ‘empty’ drinks.
The goal is to execute the ‘FindEmptyDrink’ task as devised in OWL-S, where both
robots are supposed to search for the empty drinks at the locations that nearest to their
current positions.

5.4.3 Real world

In the real-world version of the experiment, RoboEarth client interfaces are deployed on
the robots, allowing the experiment to be conducted in a real lab environment, see Figure
5.13.

Figure 5.13: Real world experiment initial positions.
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Figure 5.14 shows the two robots reaching their final positions, where the ‘empty’ drinks
are positively detected”.

Figure 5.14: Real world experiment final positions.

Planner data has been logged, and shows the following incremental plan execution:

do [NavMap (amigo_1, "tue_lab")] at time 19.02
do [NavMap (pico_1,"tue_lab")] at time 19.02
do [LocMap(amigo_1,"tue_lab")] at time 20.41

do [LocMap (pico_1,"tue_lab")] at time 20.43

do [Laser(amigo_1)] at time 21.98

do [Laser(pico_1)] at time 22.04

do [Pose(amigo_1)] at time 22.19

do [Pose(pico_1)] at time 22.25

do [Path(amigo_1,coke_1)] at time 23.98

do [Path(pico_1,coke_2)] at time 24.03

do [LocMap (amigo_1,"tue_lab")] at time 25.43
do [LocMap(pico_1,"tue_lab")] at time 25.55

do [Laser(amigo_1)] at time 26.9

do [Laser(pico_1)] at time 26.98

do [Pose(amigo_1)] at time 27.05

do [Pose(pico_1)] at time 27.17

do [VelCmd(amigo_1)] at time 31.86

do [VelCmd(pico_1)] at time 31.96

do [Base(amigo_1)] at time 33.29

do [Base(pico_1)] at time 33.52

do [LocMap (amigo_1,"tue_lab")] at time 34.89
do [LocMap (pico_1,"tue_lab")] at time 34.94

do [Kinect (amigo_1)] at time 57.59
do [Detection(coke_1)] at time 58.71
do [Kinect (pico_1)] at time 61.04

do [Detection(coke_2)] at time 62.45

Listing 7: Planner log.

7 A video of the experiment can be found at http://youtu.be/4jCGcRs6GZI
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What can be concluded from this log, is that the time between two consecutive localiza-
tion steps (started when the second ‘LocMap(Agt,Env)’ is performed), is approximately
9.46 [s], and hence, has an update frequency of ~0.1 Hz. This is a lot lower than native
ROS localization components, such as AMCL®, which typically run at 20~40 Hz. This
is caused primarily by the service based interface, which can be considered much slower
than AMCL’s topic based interface.

Furthermore the packet size per service on ‘amigo_1" has been logged, see Table 5.3°.

service | sent received
Laser 4136 0
Base 1 48
Kinect | 2150929 | 0

Table 5.3: Communication data on client ‘amigo_1" (in bytes).

Combining the planner log from Listing 7 with the packet sizes displayed in Table 5.3,
results in an average data transfer rate of 442 Bps (Bytes/second) for one combined local-
ization and navigation step. This is however based on the earlier concluded update rate
of 0.1 Hz. If the update frequency of the service interface can be improved, and commu-
nication updates can be scaled up to a rate of 30 Hz (comparable to that of AMCL), an
average data transfer rate of 130 KBps (KiloBytes/second) will be obtained.

For dynamic look-and-move visual servoing applications [73], that typically require
point-cloud and image update rates of ~30 Hz [38], data transferring requires a sig-
nificantly larger amount of communication bandwidth. If the Kinect service is called at
30 Hz, this will result in a data transfer rate of 61.5 MBps (MegaBytes/second). For
current wireless router protocols, such as wireless B,G and N, these speeds can not be
achieved, as their maximum data transfer rates are 1.4, 6.8 and 31 MBps respectively.
This means that for visual servoing purposes, the proposed interfacing methods are not
suitable.

Computational efforts have also been logged on both client robots, and CPU usage does
not exceed 4% during navigation (both are Intel IS Quad-Core processors). Only when
the Kinect service is called upon, CPU usage increases temporarily to 170%, distributed
over 2 cores.

In future work, this demo will be expanded to the full ‘cocktailparty’ demo, including
user interaction for taking orders, and manipulation, for the actual serving of drinks. Also
the environment will be upscaled to the full TU/e robotics lab, increasing the work space
and the number of available order, serve, storage and dispose locations.

8http://wiki.ros.org/amcl
9As composed plans and hardware components are identical to both robots, the communication data for
‘amigo-1’ is assumed to be identical to the communication data of ‘pico-1’
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5.5 Conclusions & Future Work

The work described in this article presents a centralized control architecture, that can be
used for the deployment of ROS enabled robots operating in human domains. A first
experiment is conducted that, although in a very first basic form, indicates the functional
success of this first implementation and the usability of such an architecture. For future
work, there are however a few enhancements that can be made to the current implemen-
tations and design choices.

A first point of remark should be pointed towards the OWL-S editor plug-in for Protegé,
that was used to model the required control procedures. The plug-in shows quite some
stability issues, resulting in frequent Protegé crashes and unresolvable modeling anoma-
lies. This translates to a low user friendliness of the editor, and therefore needs to be
solved by inspecting and debugging the plug-in. A secondary desire here, could be to
upgrade the plug-in to be used in the latest Protegé version (4.3, currently) as this ver-
sion, as opposed to version 3.5 used for the plug-in, supports easier modeling of classes,
object properties and cardinality restrictions.

What can be further noticed, is that the current interface to the robot components and the
computational algorithms running on the RoboEarth Cloud Engine using ROS services,
is not as fast as required for certain procedures. As can be seen in the OWL-S process
flow for ‘Navigate’ (Figure 5.11b), is that with every cycle the subtask ‘Localize’ is called
upon, which computes the robots pose by receiving its laser-scanner data. For standard
ROS navigation architectures this laser-scanner data is processed at 30 Hz, whereas with
the service call implementation only a rate of approximately 0.1 Hz can be achieved.
This results in having to stick with very slow movements of the robot (<1 cm/s for
translational, and <0.01 rad/s for angular speeds), as otherwise its recursive location
estimation will get lost. As concluded in Section 5.4.1, these low update rates combined
with high bandwidth requirements for the Kinect data, also make this system impractical
for dynamic look-and-move visual servoing applications.

In addition to this comes the fact that with this first implementation, no error recovery
behaviors are implemented. This means that when a certain action fails, there are cur-
rently no recovery behaviors that can bring the robot in a previous (safe) state from which
it can retry. Investigations have to be done to design such error recovery mechanisms,
starting of with first being able to monitor ‘what went wrong’. These mechanisms are of
course also to be represented in OWL-S, making them reusable and shareable amongst
other platforms with identical topologies.

As for the robot capability matching a first prototype was included, that allows a straight-
forward modeling of required components in OWL-S. Matching these against the capa-
bilities found on a robot, was achieved by manually design of the ‘robot’ knowledge
ontology. These robot descriptions can however also be derived from robot configuration
files already deployed on the robot. Work in this direction has been done by Kunze, in
the Semantic Robot Description Language (SRDL) [99].
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A final point that needs to be addressed, is the lack of dynamic state representations in
the current architecture. Although the robot position was dynamically updated in the task
planning component as an internal state variable, currently there is no advanced mecha-
nism available to track objects over time, and to associate incoming measurements with
previously identified objects. For this world model representation, object tracking and
association algorithms, such as the one described in [54], should be promising additions.
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Chapter 6

Conclusions and
recommendations

6.1 Conclusions

This thesis presents an architecture suitable for the control of multiple robots operating
in the human domain, where required key methods for segmentation, tracking, learning
and planning have been investigated that allow robots to successfully advance into this
domain. This thesis therefore extends into several robotic research areas, discussing a
variety of methods useful for the centralized task control of cognitive robots operating in
human domains.

On the use of the IMM tracking method discussed in Chapter 2, the conclusion was drawn
that it outperforms a Kalman filter for maneuvering targets if the maneuvering index (the
ratio between process noise and measurement noise times the squared sample time) ex-
ceeds 0.5. When applying this IMM tracking method in a globally updated tracking
architecture, such as proposed in Figure 1.6, it will therefore be expected to show signif-
icant performance improvements over a Kalman filter compared to a small scale tracking
application, such as presented in Chapter 2. This can be motivated by the fact that the
ratio between process noise and measurement noise will remain the same (as the sensor
observing the target and the accuracy of the target model remain identical), but that the
sample time for global applications will drastically increase because of global commu-
nication delays and processing times, compared to communication delay and processing
times on an embedded application. For this reason the maneuvering index will increase,
favoring the IMM over Kalman filtering for global tracking applications.

The application of learning methods in Chapter 3 concluded that learning outcomes are
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highly sensitive to the design of the reward function, and that for its design human heuris-
tics are involved that need to be accurately applied. The use of function approximation
significantly increased the performance of learned policies compared to grid-based poli-
cies, and decreased learning convergence times. These times were further decreased by
improving sample efficiency through the use of eligibility traces, especially for learning
trials performed in noisy environments. Furthermore, it was proven in these noisy en-
vironments that learned policies outperform hand coded policies, especially when also
unforeseen environment changes occur. Finally, this chapter also concluded that trans-
ferability issues arise and policy performance degrades, if simulation environments de-
veloped for learning do not match with the real-world applications on which the learned
policies will be applied. One important mismatch that can occur for vision based learning
applications is camera delay.

For the high-level, multi-robot experiments conducted in Chapters 4 and 6, a more gen-
eral point to be addressed is the amount of integration work required for the involved
experiments. It has become clear that the level of a theory relates to the amount of work
necessary to translate concerning concepts into full demonstrative applications. For the
segmentation and tracking methods discussed in Chapter 2, mostly low level perception
and actuation components were required, such as image grabbing, segmentation, tracking
and motion control, and verification of the implementations and quantitative results were
obtained through a relatively confined and isolated experiment. Subsequent validation
for the Greedy-GQ(A) learning algorithm as proposed in Chapter 3 involved additional
steps, such as the design of a simulator mimicking the real world setup, performance
measure design, policy learning and policy execution. Because of these added steps, rel-
evant results to evaluate the theory at hand and to demonstrate its functionality on a real
world platform required more integration work and became significantly more difficult
to obtain. The planning algorithm that was investigated in Chapter 4 required even more
components, and thus, more implementations were required to demonstrate the applica-
bility of this integrated system. Furthering this work into the multi-robot, cloud based
task scheduling architecture that was presented in Chapter 5 required even more integra-
tion work, requiring a total of at least 48 man-months to be accomplished.

As with any design that involves a variety of software components, it can be observed
that the extensive number of involved components and their algorithmic complexity are
hard pledges for software reuse and open source software licensing!. Although Chapter
5 critiques their currently used component model, the ROS middle-ware in general has
proven to be an excellent initiative in this direction. Proof of this can be found in the
more than 450 software packages included in their current release (Groovy), and the
vast amount of accompanying software documentation. The company that initiated the
ROS platform (Willow Garage) has performed well in infrastructural maintenance and
support, and by now has established a firm base in both academic and industrial robotics
research.

The main advantage of having a common communication interface between different
software components is that of the ‘software language problem’. ROS provides in such

Uhttp://opensource.org/licenses
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interfaces, by forcing its developers to develop interface wrappers for software languages
commonly used in robotics, such as Python, C++, Lisp, Java and Lua. Furthermore,
representational and reasoning languages, such as OWL and Prolog are supported within
ROS through the integration of third party libraries, such as KnowRob [173] and ROSpro-
log?.

In practicality, this thesis has shown the first applications of several mechanisms use-
ful for the control of cognitive robots operating in human domains, i.e., domains that
are unstructured and unpredictable (although unpredictability can be seen as a form of
unstructuredness in the time domain) and characterized by object models and task con-
cepts related to human domains. Although the demonstrated systems can be conceptu-
ally applied to real world human domains, they do require performance improvements
and added mechanisms for fault recovery to make them as robust and stable as required
by these domains. Similar to the introduction of desktop computers and mobile phones,
robot platforms and the software that controls them needs to have a high level of robust-
ness and user friendliness. Considering the fact that these systems will not just ‘think’
(like computers), but will also ‘manipulate’, it is even more important for them to derive
the right interpretations and to make the right decisions. For this reason, it is therefore
difficult to predict when the first full autonomous systems will be deployed in our every-
day lives. Fortunately, as with phones and desktop computers, they do not necessarily
have to be as complex as what researchers at this point in time already desire them to
be. Examples in this are the simpler robot types that are currently mowing our lawns and
vacuum cleaning our living rooms. For more advanced activities, tele-operation, such as
currently being applied to underwater welding and bomb disposal robots, is currently a
good transitional step to full autonomy.

6.2 Recommendations

Chapter 2 of this thesis demonstrated an interesting alternative to established methods
that are currently mostly used in tracking applications. The focus of this chapter was
to compare distinct methods used specifically for the purpose of target tracking of a
highly agile, maneuvering target. To integrate the proposed Interacting Multiple Model
filter however in the cloud based task scheduling architecture as proposed in Chapter 1
however, several points need to be addressed in addition. As the proposed IMM filter
in Chapter 2 only deals with tracking, a first point to be addressed is the current lack
for adequate data association techniques, that associate received measurements with the
appropriate existing object instances. A recommendation in this context is therefore the
inclusion of methods for data associating, where the work of Bar-Shalom [15] can be seen
as a cornerstone in this area, especially because it combines tracking with data association
techniques. A more extensive, state of the art overview of tracking and data association
techniques can be found in the work of De Laet [46]. To furthermore apply this type of
tracking and association techniques to the human domain specifically, a second point that
needs to be addressed is the required anchoring techniques that need to be integrated.

Zhttp://wiki.ros.org/rosprolog
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Anchoring is a technique in which multiple object attributes, such as position but also
color, weight, etc. are linked against incoming measurements. An introductory overview,
and extended work in this direction can be found in the work of Saffiotti [42]. The work
of Elfring [54] combines these methods, and provides in a full ROS compatible software
implementation called Wire>.

Chapter 3 discussed a learning method that allows systems to improve upon their de-
cision making capabilities. Because the focus in this chapter is on the application and
evaluation of the Reinforcement Learning method Greedy-GQ(A) on an application that
has a smaller state and action space than the proposed architecture from Figure 1.6, ex-
tensive effort needs to be made to scale the learning problem up to a size similar to that
of a full global learning architecture. When applying Greedy-GQ(A) on an application
of such a global size, the question would be if temporal difference learning methods are
still viable to be performed with respect to scalability and convergence time constraints.
For such a large scale application it will probably be more worthwhile to investigate
learning methods for data classification and data outlier removal, for which data mining
techniques such as those addressed in [32] can be used, as these enable the analysis of
large data sets for unknown data patterns (data clustering) and the detection of unusual
patterns (anomaly detection). An extensive overview of data mining techniques from a
database perspective is given in [65]. Furthermore this chapter concludes that the design
of an accurate reward function based on human heuristics is a difficult task, which can be
assumed even more challenging for a large application as proposed in Figure 1.6. As a
solution, meta-learning of the reward function can be made an automated process through
the use of evolutionary algorithms, such as described in the work of Sumino [164].

The work described in Chapters 4 and 5 focused on planning and execution for robots
operating in human domains, where the latter extends to the integration of semantic web
task representations. Here, a reference was made to the ubiquitous robot network as
described in [88], where robot platforms are modeled as modular platforms with abstract
component representations. As opposed to the WSDL based grounding implementations
used there, this thesis focuses on the grounding of robot tasks on ROS [146] middle-ware,
as it currently can be regarded as one of the most used and supported middle-wares for
robots. However, to allow true integration with existing web services, home automation
systems and database information retrieval systems that are not running on ROS, it will
be necessary to provide additional grounding definitions that align with the invocation
methods of these systems. A good example can be found in the work of Ha [64], where
WSDL is used as a common grounding method for the invocation of several robotics and
home automation systems. Unfortunately however, their work is not openly accessible.

A concern that has not yet been addressed in this thesis are the ethical and privacy re-
lated concerns that inevitably will need to be addressed in a near future. As currently
large discussions are going on about the capturing and storage of data coming from the
public domain, the development of cloud based robot control architectures needs to take
place in these discussions in an early stage, as their functional existence depends on the
availability of this data, and on the infrastructural investments that are currently being

3http://wiki.ros.org/wire
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made to support and process this data. No definite answers to these questions currently
exist, but it is clear that society demands for them and that scientific developments cannot
continue without having established the ethically right set of privacy related protocols.
Fortunately, as with any world-altering technological development, through rational dis-
cussion and creative (re-)engineering, consensus will always be found.
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Appendix A

Analytical Time Delay
Estimation

The total time delay is a result of individual processing steps. These steps will be re-
viewed here with respect to the parameters currently used on the setup. That is, the
camera runs at fi;si0, = 200 Hz capturing 8-bit monochrome images of 657 x 446 pixels.

Exposure Time

Although the exposure time can be set separately, it is desired to be as long as possible
at high frame-rates. The delay it causes will therefore be

1
fvision

(A.1)

Tet =

Therefore 7,; = 5 ms.

Sensor Readout Time

The Prosilica GC640c sensor type is a 1/2” CMOS progressive scan MT9V403 [145].
It can capture an active resolution of 493 rows by 659 columns and has a clock speed
(ferock) of 66 MHz. Windowing can be used to reduce the capture resolution. The number
of clock cycles for reading each row (c,,,, = 671 cycles) however, is independent of how
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many columns (n.,;) are captured [130]. The delay can be calculated with

Crow
Tsrt = nrowf (A2)
clock

where n,,,, is the number of rows captured with the window. At full resolution 7y, =
4.9 ms.

Data Transfer Time

The captured data is sent from the camera to the computer via Gigabit ethernet. Assuming
sending is not started before the sensor has been fully read, the maximum delay for this

operation is
RpitNrowNcol (A.3)

19
where np;; is 8 bit for monochrome images. Therefore 74, = 2.6 [ms]

Tdie =

Vision Processing

The amount of time it takes to process one image is less or equal to the sample time.

Ty < (A4)
P f vision
which therefore is 5 [ms].

Therefore, the total worst case delay due to the complete image processing pipe line is
17.5 [ms].
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