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Chapter 1

Introduction

1.1 Quantum confinement in nano-structured semiconduc-
tors

Considering the reference of the energy levels in a semiconductor at the edge of the va-
lence band, an electron in the conduction band of a bulk semiconductor material has an
energy which includes the energy gap of the semiconductor plus a kinetic energy due
to the free motion of the electrons in all directions. A quantum well is a 2D material in
which the electrons and holes are confined in one direction and have only two degrees
of freedom. Such 2D structures are usually made by sandwiching a thin film of semi-
conducting material between barriers with a higher band-gap. Assuming a simplified
model of a well with infinitely high barriers, the energy for an electron in the conduc-
tion band of a quantum well is a sum of three terms. One term is just the energy gap
between the highest valence and the lowest conduction band. One term is the kinetic
energy for the free motion of the electron in any direction parallel to the well plane and
one term represents the quantized confinement energy proportional to 1/L2 with L the
thickness of the well and corresponds to the confined motion of the electron perpen-
dicular to the well plane. Confining a semiconductor material in one more direction,
we have a quantum wire. In such a structure, the electron is confined in two directions
and is allowed to move freely only in one direction. In this case, there is an extra term
as compared with the electron energy in a quantum well due to the additional degree
of confinement in quantum wires. Moreover, the kinetic energy of the electron corre-
sponds to the free motion of the electron in one dimension and along the wire axis. It
is now easy to imagine the energy of an electron in a Quantum Dot (QD) in which it
is confined in all directions and hence doesn’t have any degree of freedom. Therefore,
the kinetic term does not appear in QDs and electrons can have only a set of discrete
energies. This characteristic of QDs is reminiscent of quantized energy levels in atoms.
That is why it is well known in literature that the QDs have atom-like optical behavior.
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Figure 1.1: Electron density of states in nanostructures for different degrees of freedom.

Some similarities between semiconductor quantum dots and two-level atoms have been
shown in references [2–5]. Another important parameter in nano-structured materials
that is strongly affected by the degrees of spatial confinement, is the relevant charge
carrier Density of States (DOS) and is defined as the number of states per energy per
unit volume of real space. In semiconductor materials, this holds for both electrons and
holes. In bulk materials, the DOS corresponding to a certain energy E, with respect
to the semiconductor bandedge, is proportional to

√
E, while in quantum wells, it is

stepwise and in a quantum wire, it is proportional to 1/
√
E [6]. In the most confined

geometry, a QD, the DOS is a sum of delta functions, corresponding to the fully quan-
tized energy levels. The schematic variation of the electron density of states with the
energy in different nanostructures is depicted in Fig.(1.1). In QDs, all the electron (hole)
states are concentrated at a series of quantized energies rather than distributed over a
continuum of energies [6]. The quantization of electronic energy levels as well as the
strong modification of the electronic density of states in nanostructures, provides inter-
esting electronic and optical characteristics for such materials and consequently leads
to a large variety of outstanding applications in electronic and photonic devices. In the
rest of this thesis, our focus is on QDs and the electromagnetic coupling between QDs.
that’s why in the next section, we briefly introduce these three-dimensionally confined
nanostructures with more details.

1.2 Quantum Dots

Quantum Dots (QDs) are small structures containing a tiny droplet of atoms, usually
embedded within a shell material. The typical size of a QD varies from a few nanome-
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Figure 1.2: (a) Atomic Force Microscopy (AFM) image of uncapped self-assembled
InAs/GaAs QDs grown on a GaAs substrate. (b) Cross-sectional scanning tunneling
microscopy image of a single QD from a similar sample. Picture from Ref. [1]

ters to a few hundred nanometers. Depending on their size and energy level structure,
QDs can accommodate from a single electron up to a collection of several hundred of
electrons (or holes). There are many different types of QDs. For example, colloidal
semiconductor nanocrystals can be dispersed in a solution and can easily be attached to
another object. This type of QDs can contain as few as 100 up to 100000 atoms within the
QD volume with a size range of about 2 to 10 nanometers. Another group of QDs can
be fabricated by confining a small part of a small bandgap material by another material
with a higher bandgap, forming a core-shell structure. Other QDs are spontaneously
fabricated as monolayer fluctuations of the quantum well thickness. Self-assembled
QDs are a very well known and an intensively studied type of semiconductor QDs.
These QDs are formed by a spontaneous nucleation of a semiconductor material on
a substrate which is not lattice matched with the QD material. Thanks to continuous
advances in epitaxial growth techniques such as Molecular Beam Epitaxy (MBE) [7, 8]
and Metal-Organic Vapor Phase Epitaxy (MOVPE), it is possible to fabricate high qual-
ity heterostructures. The semiconductor QD sample we have used in the experimental
part of our research contains InAs/GaAs self-assembled QDs grown by the so-called
Stranski-Krastanow (SK) growth mode [9], grown by the MBE technique [10, 11]. An
Atomic Force Microscopy (AFM) image of the uncapped version of our sample is il-
lustrated in Fig.(1.2)(a). The AFM image analysis shows that the QDs have a density
of about 1010QDs/cm2 and are randomly distributed on the sample. The InAs\GaAs
QDs are not identical and all have different sizes, following a Gaussian size distribu-
tion. Fig.(1.2)(b) is a cross-sectional Scanning Tunneling Microscopy (X-STM) image of
a single InAs/GaAs QD taken from Ref. [1]. It is obvious that this type of QD has a
truncated pyramidal shape with a short height as compared with the QD base. That’s
why these QDs are often described by having a disk-like shape. The size, shape and
number density of QDs depend on many growth factors like temperature, deposition
rate, annealing time, growth interruption time, etc.
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The quantized nature of the energy levels within a QD in addition to the atom-like
characteristics of a QD, makes it an ideal structure for opto-electronic devices such as
quantum dot lasers and quantum dot optical amplifiers. The application of QDs as sen-
sors in biology [12], in photovoltaic devices, in green emitting InGaN QD light emitting
diodes (LEDs) [13], and in quantum dot infrared photodetectors [14,15] are other exam-
ples of this. Since in our research, we are mainly interested in the modification of the QD
spontaneous decay rate and the collective optical characteristics of an ensemble of QDs,
we mention here some examples for the application of the electromagnetic coupling
between QDs. For instance, superflurescence, which is a consequence of the collective
spontaneous emission of the QDs, is useful as one of the methods for producing coher-
ent emission without the need for coherent optical excitation. In atomic systems, this
is especially important in those regimes, such as x-ray or γ-ray, where there are no ef-
fective mirrors which limit the use of ordinary stimulated emission process. With the
recent advances of quantum informatics, a decoherence-free subspace (DFS) [16] has
been proposed to be one of the candidates to overcome the effects of decoherence in
quantum computation and quantum communication. A collective system of many two-
level particles is one of the ideal candidates to realize a DFS [16–18]. An ensemble of N
two-level atoms with one excitation is also an important system for quantum memories
and for quantum networking. Relevant experiments on atomic systems have been car-
ried out by the groups of Lukin [19], Kimble [20] and Vuleti et al. [21]. In this thesis, we
treat the optical properties of QDs by considering them as perfect two-level emitters.
The spontaneous emission of such a quantum emitter is briefly discussed in the next
section.

1.3 The spontaneous emission rate and the photonic den-
sity of states

In quantum mechanics, the strength of an optical transition (spontaneous emission) be-
tween an initial QD+field state |i〉 and a final state |f〉 is governed by Fermis Golden
Rule [22],

γi→f (ω0) = 2π

~
∑
f

|〈f |Hint| i〉|2δ (Ef − Ei), (1.3.1)

where γ is the emission rate and Hint = −µ̂ · Ê is the interaction Hamiltonian due to the
interaction of the emitter dipole moment, µ̂, with the electric field modes, Ê, available
at the position of the quantum emitter. Ei and Ef are the initial and final energies of the
QD+field system. We can define the initial and final states of the QD+field system as

|i〉 = |e, {0}〉 = |e〉 |{0}〉 ,
|f〉 =

∣∣g,{1ωk ′

}〉
= |g〉

∣∣{1ωk ′

}〉
, (1.3.2)

where |e〉 and |g〉 are the excited and ground states of the QD as a two-level emitter
and

∣∣{1ωk ′

}〉
represents a photon state with energy ~ωk ′ . By this definition, the initial

and final transition energies become Ei = ~ωe and Ef = ~ωg + ~ωk ′ , where ~ωe is the
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energy of QD excited state, ~ωg is the energy of the QD ground state and ~ωk ′ is the
energy of a photon in the k ′ mode. Then, Eq.(1.3.1) can be written in the form of

γi→f (ω0) = 2π

~2
∑
k ′

∣∣〈f ∣∣µ̂ · Ê∣∣ i〉∣∣2δ (ωk ′ −ω0), (1.3.3)

where ω0 = ωe − ωg is the dipole transition energy and µ̂ is the dipole operator. In
quantum mechanics, the operator of the electric field has the general form of [22]

Ê (r0) =
∑

k

[
E+

k (r0) âk (0) e
−iωkt + E−

k (r0) â
†
k (0) e

iωkt
]
, (1.3.4)

with â†k and âk the creation and annihilation operators of the k mode of the photon state
with the corresponding energy of ~ωk. Then the matrix elements in Eq.(1.3.3) become〈

f
∣∣Ĥint

∣∣ i〉 = µ ·∑
k

E−
k e
iωkt

〈
g,
{
1ωk ′

}∣∣ g, {1ωk }〉,〈
i
∣∣Ĥint

∣∣ f〉 = µ ·∑
k ′′

E+
k ′′e

−iωk ′′t
〈
g,
{
1ωk ′′

}∣∣ g,{1ωk ′

}〉
, (1.3.5)

where we used â†k (0) |0〉 = |{1ωk }〉 and âk (0) |{1ωk }〉 = |0〉. Considering the mathemati-
cal equation∣∣〈f ∣∣Ĥint

∣∣ i〉∣∣2 = 〈f ∣∣µ̂ · Ê∣∣ i〉∗ 〈f ∣∣µ̂ · Ê∣∣ i〉 = 〈i ∣∣µ̂ · Ê∣∣ f〉 〈f ∣∣µ̂ · Ê∣∣ i〉 , (1.3.6)

with the assumption µ∗ = µ and employing Eq.(1.3.6), the transition rate in (1.3.3) can
be written as

γi→f (ω0) = 2π

~2
∑

k

∑
k ′′

[
µ ·
(
E+

k ′′E−
k

)
· µ
]
ei(ωk ′′−ωk)t

×
∑
k ′

〈
g,
{
1ωk ′

}∣∣ g, {1ωk }〉
〈
g,
{
1ωk ′′

}∣∣ g,{1ωk ′

}〉
δ (ω0 −ωk ′). (1.3.7)

Because of the orthogonality, the nonvanishing modes are those for which k ′ = k ′′ = k.
Then Eq.(1.3.7) can be simplified to

γi→f (ω0) = 2π

~2
∑

k

[
µ ·
(
E+

k E−
k

)
· µ
]
δ (ω0 −ωk) . (1.3.8)

In Eq.(1.3.8), E+
k E−

k is a tensorial outer product and is generally a 3 × 3 matrix. We can
transfer Eq.(1.8) to another format to write the spontaneous transition rate in terms of
the Local Density of Optical States (LDOS) [22]. We write the field components in terms
of normal modes defined as

E+
k (r) =

√
~ωk

2ε0
uk (r) , E−

k (r) =
√

~ωk

2ε0
u∗k (r) , (1.3.9)

Eq.(1.3.8) becomes

γ (r0,ω0) =
ω0πµ

2

3~ε0
ρopt (r0,ω0) , (1.3.10)
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where
ρopt (r0,ω0) = 3

∑
k

[eµ · (uku∗k) · eµ] δ (ω0 −ωk), (1.3.11)

is the local density of optical states. eµ is the unit vector along the QD dipole moment
and µ is the magnitude of the QD dipole moment. As is clear from (1.3.11), that the
LDOS includes information about the available field modes at the position of the emit-
ting QD, the transition frequency and the QD dipole orientation. We can write the LDOS
also in terms of the Green’s function. Starting from solving the differential wave equa-
tion for the Green’s function and after doing some mathematics, the LDOS in terms of
the Green’s function becomes

ρopt (r0,ω0) =
6ω0

πc2

[
eµ · Im

{↔
G (r0, r0;ω0)

}
· eµ
]
, (1.3.12)

where c is the speed of light.
↔
G (r, r ′;ω) is generally a dyadic Green’s function that gov-

erns the propagation of field modes in the environment. From the mathematical point
of view, the spontaneous emission rate modification due to the local density of optical
states, LDOS, can be described by a modification of the Green’s function, which in turn
depends on the local value of the dielectric function ε (r,ω) of the medium as well as
on the electromagnetic field propagation of the emission from a point-like dipole posi-
tioned at the point of consideration. Generally, the emission rate of any emitter strongly
depends on the LDOS at the position of the emitter. In mesoscopic structures where
the permittivity (dielectric constant) of the medium is inhomogeneous on a spatial scale
comparable with the wavelength of light, the fundamental light-matter interaction ex-
periences modifications due to the LDOS. The density of photonic states governs the
probability of spontaneous decay of excited atoms, excited QDs and other quantum
emitters, and essentially depends on the environmental optical characteristics and geo-
metrical properties of the space around the emitter. We will also call the photonic states
around the emitter the reservoir of photonic modes. Every electromagnetic field mode
with a wave vector k can be defined as an oscillator with frequencyωk. If the propaga-
tion of a certain photonic mode is not allowed within the photonic reservoir, it means
that the decay of the emitter in that mode becomes prohibited. In the opposite case,
when the photonic reservoir offers a concentration of modes in a particular frequency
interval, it means that the emission probability of the emitter is enhanced in that partic-
ular frequency interval. The engineering of the photonic reservoir in order to achieve
a desirable emission rate into a specific mode is nowadays of great interest, since for
instance in some applications such as light emitting devices, a faster decay rate is more
applicable while in other applications such as quantum information, a slower decay rate
to keep coherent state for a longer period of time is more desirable.

1.4 Experimental observations of a modified spontaneous
emission rate

In the previous section, we showed that we can achieve any desirable spontaneous emis-
sion rate by engineering the local density of optical states (LDOS) in the vicinity of the
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Figure 1.3: (a) Emission rate of a dipole normalized to its vacuum emission rate. The
black solid line corresponds to the case where the emitter is in a photonic crystal slab
and the other lines correspond to a dipole at different heights outside and close to the
surface of the slab. Picture taken from Ref. [34]. (b) A QD coupled to a metallic nanowire
can spontaneously emit either into the free space with the rate Γrad or into the surface
plasmon of the nanowire with the rate Γpl. Picture taken from Ref. [35].

emitter. In this section we discuss some experiments in which the LDOS and hence the
spontaneous emission rate is modified. E. M. Purcell proposed a pioneering idea to en-
hance the spontaneous emission rate by putting the emitter inside a cavity in which the
cavity resonance is tuned in resonance to the emitter [23]. The modification of the spon-
taneous emission rate in the optical wavelength range was reported for the first time
by Martini et al [24] in an optical microcavity. A five-fold enhancement of the spon-
taneous emission rate in a semiconductor QDs inside a polymer microsphere has also
been reported [25]. Here, the polymer microsphere plays the role of a cavity. Oppo-
sitely, a 13-fold suppression of the spontaneous emission from Cs atoms in the infrared
region has been reported when the transition frequency of the atoms is detuned from
the cavity resonance frequency [26]. The enhancement and inhibition of the sponta-
neous emission rate in different structures, has presently been experimentally observed
by many authors [27, 28]. A few decades after Purcells prediction, it was understood
that the spontaneous emission can be controlled and modified, not only in a cavity, but
also in many other mesoscopic systems in which the photonic reservoir can be modified
on the scale of the wavelength of light. As an examples, by placing an optical emitter
near a planar mirror, the spontaneous emission rate of the emitter can modified, de-
pendent on the distance between the emitter and the mirror [29–31]. In close proximity
to a perfect mirror (silver or gold), the spontaneous emission rate is enhanced due to
the influence of the surface plasmon polariton on the local density of optical states at
the position of the emitter. The inhibition of the spontaneous emission of molecules,
ions and QDs within the forbidden frequency gap of a photonic crystal and the spon-
taneous decay enhancement near the cavity resonances of a photonic crystal have been
extensively investigated both theoretically and experimentally (see Fig.(1.3).(a)) [32–34].
Thin films, interfaces of two different dielectrics and stacked layers are other examples
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of structures where the density of photonic states can be strongly modified [36,37]. Plac-
ing the emitter in the vicinity of a plasmonic nanostructure, like a metallic nanoparticle
or a metallic nanowire, is another possibility to modify the LDOS and hence control the
spontaneous emission rate of either atoms or QDs [35]. A schematic picture of a QD
in the vicinity of a plasmonic nanowire is depicted in Fig.(1.3). 3(b). In the experimen-
tal configurations mentioned above, the spontaneous emission rate of an atom or QD
is modified by locating it in a cavity-like structure. In this thesis, our focus is on the
spontaneous decay rate of QDs when positioned in the vicinity of other identical QDs
in various geometrical arrangements, without using an external cavity. Surprisingly, we
observe that the spontaneous emission rate of a single QD is strongly modified when it
is embedded within an array of identical QDs.

1.5 Electromagnetic coupling of quantum dots

As we explained in previous sections, when a QD is initially excited, the transition of
the QD population from the excited to the ground state occurs through a spontaneous
decay which is governed by the interaction of the QD with the electromagnetic modes
(photonic reservoir) around the emitting QD and is initiated by stochastic vacuum fluc-
tuations of the photonic reservoir. The theory of this phenomenon has been described
by Dirac [38] and then by Wigner and Weisskopf [39,40] as one of the first consequences
of the development of quantum electrodynamics. In this case, the QD decays single
exponentially with decay time τ0 which is the inverse of the spontaneous decay rate
Γ0. This situation holds only for an isolated QD or when the density of QDs in the
sample is low enough to avoid any interaction between them. The isotropic and single-
exponential pattern of the decay is however strongly altered when the QD density in
an ensemble becomes high enough that we cannot ignore the electromagnetic coupling
between the QDs anymore.

The spontaneous decay rate of a QD in an ensemble strongly depends on how the QD
under consideration interacts with the neighboring QDs. We assume that the density
of QDs is low enough to avoid the overlap of the wave function of the electron and
holes in different QDs, but it is high enough for electromagnetic coupling through the
dipole-dipole interaction between different QDs. We categorize the interaction between
QDs into either short-range or long-range interactions. The electrostatic dipole-dipole
interaction usually referred to as Förster energy transfer [41] is a short range interaction.
The Förster rate for the excitation transfer between QDs has been estimated to be in the
range of 10−2 − 10−3ps−1 for InP QDs with an interdot distance of 7 nm [42]. Exper-
imental evidence for this short-range coupling has been reported in [43]. The Förster
mechanism, like other types of dipole-dipole interactions, decays with 1/r6 where r
is the QD-QD separation. Förster energy transfer thus becomes negligible for larger
QD-QD separations. In most QD samples, the QDs can be electromagnetically coupled
only through long-range interaction channels which vary with the QD-QD separation
as 1/r2 [44]. In this framework, even QDs at large distances cannot be considered as iso-
lated QDs. In Ref. [44], the electromagnetic coupling between QDs is described in the
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language of exciton-polaritons. In bulk semiconductors, due to conservation of crys-
tal momentum, the interaction of free excitons with the electromagnetic field does not
give rise to a radiative excitonic decay, but rather to stationary states which are called
exciton-polaritons [45]. What is observed as a radiative decay rate is due to thermal-
ization of the exciton followed by escape from the crystal and conversion into photons:
therefore the effective radiative lifetime in a bulk semiconductor should be proportional
to the crystal size [46]. In QDs, the electron-hole system (exciton) is fully confined. The
exciton-polariton state generated as the result of the coupling between the QD-exciton
and the radiation field leads to two different effects. One of them is the self energy of
a single QD coupled to the electromagnetic field, which gives rise to a finite radiative
lifetime and an energy shift of QD levels. This effect has been extensively investigated
in literature [47–49]. The other effect is the radiative coupling between different QDs.
This effect can be understood as being due to the multiple emission and reabsorption of
photons by each of the QDs in a many-QD system. In this situation, the exciton state of
a single QD can no longer be described by the excitonic eigenstate of an isolated QD as
part of an ensemble. This leads to transfer of excitation from one QD to another. In this
thesis, we extensively approach this problem for different configurations of QDs. The
electromagnetic coupling of QDs in QD ensembles also gives rise to collective effects
which will be briefly introduced in the following section.

1.5.1 Superradiance and Subradiance

The collective spontaneous emission effect has been studied by many physicists since
the pioneering work of Dicke in 1954 [50]. In a classical work, Dicke indicated that the
collective radiation of a collection of two-level atoms confined inside a volume with
dimensions much smaller than the radiation wavelength (L � λ, where L is the sam-
ple length and λ is the emission wavelength) can be superradiant (SR). Superradiance is
a many-body quantum optical phenomenon that occurs when a group of N identical
emitters (atoms or QDs) cooperatively emit light as a high intense pulse which is dras-
tically different from the emission of a group of independent emitters. The schematic
picture of the superradiance effect is shown in Fig.(1.4). Assume that at the initial time,
N identical quantum emitters are in independent coherent states,

ψj =
1√
2

(
|g〉j + |e〉je

−i(ω0t+ϕj)
)
. (1.5.1)

then the system of N distinguishable particles can be written in the factorable form of

ψ = ψ1ψ2 · · ·ψj =
N∏
j=1

ψj. (1.5.2)

Such a state can be prepared by resonant excitation of the QDs by a laser pulse. From
the classical point of view, the time-averaged power of the emission of an oscillating
dipole, which can be obtained from the Maxwell equations, is equal to

P = µ2ω40/3πε0c
3, (1.5.3)
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Figure 1.4: Schematic picture of the superradiance (SR) emission in an ensemble of QDs.
The QDs are resonantly excited by the pump laser. Then the generated electron-hole
pairs in the QDs recombine by emitting coherent photons.

where µ is the dipole moment of the radiating dipole. In a semiclassical approach, in a
general case of a many-QD system, µ2 in Eq(1.3.6) should be replaced by the normally-
ordered square 2

〈
µ(−)µ(+)

〉
,〈

µ(−)µ(+)
〉
=
∑
i,j

〈
µ
(−)
i µ

(+)
j

〉
=
∑
j

〈
ψj

∣∣∣µ(−)
j µ

(+)
j

∣∣∣ψj〉+
∑
i,j,i 6=j

〈
ψi

∣∣∣µ(−)
i

∣∣∣ψi〉〈ψj ∣∣∣µ(+)
j

∣∣∣ψj〉

=
(
µ2/2

)N+
∑
i<j

cos (ϕi −ϕj)

 = µ2N (N+ 1) /4.

(1.5.4)

Assuming that all QD phases ϕj are equal, the states are mutually coherent. By replac-
ing (1.5.4) in (1.5.3), the coherent emission becomes

Pcoh = ~ω0γ0N (N+ 1) /4, (1.5.5)

whereω0 is the transition energy of the QD and γ0 = µ2ω30/3πε0~c3 is the spontaneous
emission rate of a single QD in free space. If in Eq.(1.5.4), the QD phases are independent
random variables distributed uniformly between 0 and 2π, then the sum in the last
equality of (1.5.4) tends to zero and hence the system emits incoherently with power

Pincoh = ~ω0γ0N/2. (1.5.6)

The total energy stored in the sample is N~ω0/2. Therefore, the corresponding time of
the coherent emitted power can be obtained from the ratio of the energy and power,
yielding to

τcoh ' 2/ (γ0 (N+ 1)) . (1.5.7)

In the limit of N � 1, the collective radiative lifetime is N/2 times shorter than that of
the single QD in free space (τ0 = 1/γ0).
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The concept of Dicke’s theory for superradiance was subsequently generalized to spa-
tially extended systems [51, 52]. There have been a lot of theoretical and experimental
work performed in this area [53, 54]. The superradiance effect does not occur only for
small samples with dimensions L � λ. If the condition of spatial phase matching in
an extended system is satisfied, anisotropic superradiance can be emitted from large
samples. In this case, the phase of each emitter is determined by ϕj = kzj, where k is
the wave vector and zj is the component of the jth QD coordinate (rj) along the wave
vector. The direction of k is the phase matching direction along which the maximum
superradiance is emitted. That’s why the superradiance from extended systems is not
isotropic and is only allowed along a certain direction confined within a corresponding
solid angle ∆Ω. As a consequence, the coherent decay time in (1.5.7) increases by the
factor 4π/∆Ω. For stretched samples with the Fresnel number a2/Lλ ∼ 1, the slowing
down of the superradiance is in the order of (a/λ)2 ∼ L/λ � 1 where a2 is the sam-
ple cross section, and L is the sample length [55]. One of the important features in an
extended system is the light propagation. In fact, the emitted field exhibits a strong non-
linear behavior during its propagation along an initially inverted medium. This nonlin-
ear propagation and diffraction gives rise to some well known effects in the context of
light pulse propagation. In such a medium, the emitted radiation undergoes strong re-
shaping, ringing and frequency chirping effects due to the inhomogeneous stimulated
emission and reabsorption processes. Such nonlinear effects can be understood only by
numerical simulations. These propagation effects can affect the superradiance by reduc-
ing the strong inter-QD radiative correlations. Scheibner et al [56] have experimentally
investigated the superradiance effect in a sample of self-assembled CdSe/ZnSe QDs.
They observed that the decay rate from the excited states of QDs by non-resonant (nr)
excitation is slower than that of quasiresonant (qr) excitation. As is depicted in Fig.(1.5),
they showed that the strength of coupling between QDs scales with the number of QDs,
N, and the inverse of average QD-QD separation, R, through the relation

τnr

τqr
− 1 ∝ N (λ)

R (λ)
∝ I (λ)

√
I (λ), (1.5.8)

where τnr is the radiative decay time of the uncoupled QDs and τqr is the radiative decay
time of the coupled QDs. I (λ) is the time-integrated PL intensity at wavelength λ. It has
been assumed in a first order approximation that N (λ) ∝ I (λ) and 1/R (λ) ∝

√
I (λ).

Scheibner et al [56] showed that the QDs that are closer to the peak of PL spectrum (size
distribution) and hence are denser, decay faster in the case of resonant excitation. This
is an evidence for superradiance of QDs. Different collective states are possible in an
extended ensemble of quantum emitters. Many of these states are emission-free states
in which collective effects suppress the dipole spontaneous emission. This phenomenon
is opposite to superradiance and is called subradiance. In contrary to superradiance,
subradiance is a destructive interference effect leading to the partial trapping of light in
the system. In this effect, the emission intensity is reduced and the decay time of the
emission is larger than that of a single quantum emitter in free space. Subradiance is a
fragile phenomenon and is difficult to observeexperimentally.

Subradiance for a system of two ions has been already observed [57] and in N-atom
systems, reduced decay rate into a single radiation mode has been reported [58]. It
has been shown in Ref. [59] that a dilute cloud of atoms is an ideal system to look for
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Figure 1.5: (a) PL decay time from self-assembled CdSe/ZnSe QDs in the case of quasi-
resonant excitation (triangles) and nonresonant excitation (squares). (b) The corre-
sponding curve (dashed line) of I (λ)

√
I (λ) where I (λ) is the integrated PL shown as

dashed lines in (a) and the corresponding curve (solid line) of τnr
τqr

−1 obtained from time
resolved PL measurements. Figure from Ref. [56]

subradiance in free space in the case of single-photon excitation. They have proposed
to use the atomic cloud optical thickness, the cloud temperature, or the driving laser
intensity as possible experimental control parameters for observing subradiance.

1.5.2 Superfluorescence

The superfluorescence (SF) phenomenon is the consequence of the cooperative emission
from a system of initially uncorrelated excited two level atoms [60] and always starts
with a first spontaneous emission event that initiates the strong correlations which
emerge in the system at a later time [61]. The main difference between superfluores-
cence and superradiance is in the initial excitation of the medium. In superfluorescence,
there is no initial macroscopic dipole in the system. In this section, we briefly explain
the basic concepts of superfluorescence effect in a quantum mechanical framework. As-
suming that the atoms or QDs are indistinguishable and arranged in a sample with
dimensions smaller than the wavelength (L� λ), a system of NQDs hasN+ 1 equidis-
tant energy levels depending on the excitation of the system. The lowest energy is the
ground state of the system and the highest one belongs to a fully excited system. All the
other intermediate levels are degenerate and can be subsequently obtained by acting
the dipole lowering operator on the highest level. We can represent any arbitrary state
of such a system by a spin-like state |N/2,M〉, where N is the total number of quantum
emitters (atoms or QDs) andM+N/2 is the number of excited QDs. Assuming that all
QDs are initially excited, the radiative decay of this ensemble is a cascade of subsequent
transitions between adjacent states with the same value of the total angular momentum
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but a difference of unity in the number of excited QDs,∣∣∣∣N2 , N2
〉→ ∣∣∣∣N2 , N2 − 1

〉→ · · ·→ ∣∣∣∣N2 ,−N2
〉
. (1.5.9)

The transition matrix element for the transition

|N/2,M〉→ |N/2,M− 1〉

is given by [62, 63] µM,M−1 = µ0
√

(N/2+M) (N/2−M+ 1) and hence the corre-
sponding spontaneous decay rate becomes

γM,M−1 = γ0 (N/2+M) (N/2−M+ 1) , (1.5.10)

where γ0 is as mentioned earlier, the spontaneous emission rate of a single QD in free
space. In deriving Eq.(1.5.10), we have made use of the relation

γM,M−1 = µ
2
M,M−1ω

3
0/(3πε0~c3),

with ω0 the QD transition frequency. It is obvious from (1.5.10) that the maximum
decay rate takes place at M = 0 for an even number of QDs and at M = 1/2 for an odd
number of QDs. In the first case, exactly half of the QDs are excited and in the second
case, almost half of the QDs are excited. In both cases, the decay rate is proportional
to N2. The mean radiation intensity (the averaged number of photons emitted per unit
time) can be derived in the limit of N� 1 as

I (t) =
1

4
γ0N

2Sech2
[
N

2
γ0 (t− tD)

]
, (1.5.11)

where tD = (γ0N)
−1 lnN is a delay time [63]. This emission intensity has a hyperbolic

secant pulse shape. Although this equation is not an exact solution, it still reveals the
most important features of a superfluorescent pulse:

i. The intensity of the pulse is initially equal to I (0) = γ0N which corresponds to the
emission from N uncorrelated emitters.

ii. The pulse duration, which is the pulse width at half maximum, is of the order
(γ0N)

−1, which isN times shorter than the radiative decay time of a single emitter.

iii. The peak of the intensity appears after a delay time tD and is proportional to the
square of the total number of atoms , Imax ∝ N2 similar to superradiance.

The schematic mechanism of superfluorescence is depicted in Fig.(1.6). In this effect, the
emitters are not initially correlated. But after the delay time tD, the emitters reach the
maximum correlation and a coherent macroscopic polarization is created. This correla-
tion is due to the dipole-dipole coupling of different quantum emitters in the ensemble.
It is shown in Ref. [63] that the expectation value of a pair-correlation function of the
dipole moments from different emitters in the ensemble, is equal to (N2/4−M2)/N(N−
1), which is maximum when the ensemble is half excited (M = 0) and tends to zero for
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Figure 1.6: Schematic picture of superfluorescence emission from an ensemble of QDs.
First charge carriers are generated by a pump laser with energy above the barrier. Then
the QDs will be incoherently populated by the carrier diffusion and carrier capture into
the QDs. First, an incoherent fluorescence (FR) emission starts. After a correlation delay
time, τD, a coherent emission develops and all QDs emit coherently.

M→ −N/2 or N/2. So Superluminescence effect has two main stages. At the first stage,
near t = 0, when the emission starts by stochastic quantum noise, the quantum fluctu-
ations of the vacuum modes of the electromagnetic field act on independent quantum
emitters that eventually gives rise to dipole-dipole correlations. That’s why this stage is
a quantum stage. The second stage is a classical stage at which the subsequent emission
is due to the radiation from an ordered array of dipoles analogous to classical antennas
radiating in-phase through the medium.

1.5.3 Superluminescence and Radiation Trapping

We all know that the effective field which acts on an atom or a QD in a dense medium is
different from the macroscopic Maxwell field in such a medium, due to local-field cor-
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rection. Local-field corrections were first introduced by Lorentz and Lorenz [64,65] and
are proportional to the polarization of the medium [66, 67]. Such a local-field correction
will modify the linear index of refraction according to the Clausius-Mossoti relation [66]
and the nonlinear susceptibility [68]. It also modifies the spectral resonances and causes
energy level shifts [69–72].

In the framework of quantum mechanics, the Hamiltonian governs the dynamics of the
corresponding atomic or QD quantum states. In quantum electrodynamics, the Hamil-
tonian consists of the interaction of the QD dipole moment and the local field acting
on the QD. Therefore, a more precise correction of the local-field would be very helpful
to give a better understanding of the quantum effects and physical observables caused
by the interaction of atom or QD dipole moment by the field modes at the position of
the QD. The intrinsic optical bistability [73–76] and the piezophotonic switching [77]
effects are the other results of these local-field corrections. The local-field corrections
originate in fact from the superposition of the radiative QD-QD interactions of all other
QDs in the medium with the QD under study. Considering these interactions in the
framework of quantum mechanics, the quantum nature of the radiative QD-QD inter-
action gives rise to cooperative emission in the extreme case of an anisotropic and high
density sample, which was already introduced as superradiance and superfluorescence.
Its opposite correspondens to subradiance [51, 62, 78]. However, if the conditions of the
cooperative effects are not fulfilled, the presence of the spontaneous photons in the sys-
tem might yield noncooperative phenomenon such as superluminescence and radiation
trapping [79]. Although these two phenomenon are not cooperative effects, they are still
a consequence of the electromagnetic interaction between the QDs.

Superluminescence (SL), which is also known as Amplified Spontaneous Emission (ASE)
is a kind of incoherent spontaneous emission that is optically amplified through stimu-
lated emission processes in a gain medium. ASE can play either a useful or destructive
role in laser gain media. The feedback of ASE by the lasers optical cavity can initiate and
produce laser operation if the laser threshold is reached. But if it occurs below threshold,
then the gain medium may be depleted by the incoherent ASE rather than by the coher-
ent laser emission. This means that ASE is a serious problem for high-gain lasers [80].
Therefore, in contrast to superfluorescence and superradiance, the superluminescence
is a collective incoherent emission rather than a cooperative coherent process.

The opposite case of superluminescence is called radiation trapping. In an ensemble of
quantum emitters, the photon emitted by an excited emitter (atom or QD) might be
absorbed and reemitted by another emitter in the system which is in its ground state.
This process may continue repeatedly until the photon escapes from the system. This
phenomenon is known as radiation trapping [81, 82]. This effect strongly depends on the
absorption coefficient of the quantum emitters. Under the condition of strong coupling
of the QD ensemble by means of an intense laser pulse, the ratio of the ground-state and
excited-state QDs can be equal to the statistical weights of the levels. In this case, the
stimulated emission becomes equal to the effective absorption and radiation trapping
effect vanishes [83]. This phenomenon happens especially for samples with dimensions
larger than the emission wavelength. From the experimental point of view, when we
excite a part of the atomic or QD ensemble with a short and strong laser pulse, the QDs
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become populated and hence the absorption decreases. At an increasing delay time,
more and more quantum emitters start to decay and the absorption coefficient increases.
However some of the spontaneously emitted photons in the system will be reabsorbed
which suppress the increase of absorption coefficient and hence the effective decay time
of the ensemble becomes larger than the natural lifetime of a single isolated QD. This
phenomenon is a strong nonlinear effect and has attracted more attention after devel-
opment of strong pulsed lasers. We will present experimental evidence for this effect
in chapter (7) of this thesis. From the experimental point of view, the multi-QD optical
effects such as superradiance, superfluorescence, and superluminescence have similar
impacts on the experiments. The experimental observation of spectral line narrowing,
an exponentially growing luminescence intensity as a function of pump power, a dras-
tically shortened lifetime and anisotropic light emission, are some examples. That’s
why it is usually difficult to attribute one of these cooperative or collective effects to
a specific experimental measurement [84]. Superradiance and superfluorescence have
already been measured and reported in gaseous systems [53, 85]. There are some hints
that might be helpful to realize which of these effects is dominant in an experiment: (i)
the initial excitation mechanism is very important. As has been shown in Fig.(1.7), the
superradiance effect is most probable if the QDs are resonantly excited by a pump laser.
If the excitation is not coherent, we should exclude superradiance from our analysis. (ii)
In a pump-power dependent experiment, if the emission intensity exponentially grows
with an explicit exponent of 2.0 (in the case of single-photon excitation) or 4.0 (in the
case of two-photon excitation), then it can be potentially superradiance or superfluo-
rescence. In superluminescence emission, the exponent can be any number. (iii) In the
time domain, if we observe some quantum effects such as quantum beats which is basi-
cally a characteristic of the emission from coherent states, then we can conclude that our
measurement is in the superradiance or superfluorescence regime rather than superlu-
minescence. (iv) observation of first an increase in the time evolution of the emission
followed by a decay, is a sign of superfluorescence in which the coherent emission starts
after a delay time τD with respect to the initial uncorrelated emission. (v) Checking all
dephasing processes in the system, if the total dephasing time T∗2 is shorter than the time
required for building up the coherence (τD), we cannot expect any coherent effect like
superradiance or superfluorescence. In atomic gasses, the largest contribution to the de-
phasing time originates from an inhomogeneous broadening due to the Doppler effect.
But in self-assembled QD samples, the inhomogeneous broadening is due to the QD size
distribution and is often much larger than the correlation rate (T∗2 � τD). Consequently,
coherent effects such as superradiance and superfluorescence are very improbable in
a QD sample. However, incoherent collective effects such as superluminescence and
radiation trapping are very well possible in a QD sample [60, 84].

1.5.4 Emission directionality

As we mentioned earlier, Dickes theory says that a radiating atomic gas can radiate
spontaneously and coherently in a particular direction. Directionality of emission in
multi-atomic systems or ensemble of QDs is a consequence of the radiative coupling
between the individual quantum emitters. Directional emission from an ensemble of
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Figure 1.7: Schematic picture of superluminescence (SL) emission from an ensemble of
QDs. First charge carriers are generated by a pump laser with energy above the barrier.
Then the QDs are incoherently populated by the diffusion of charge carriers into the
QDs. Finally, the electron-hole pairs inside the QDs recombine and emit an incoherent
emission which is amplified through a stimulated process.

coherently excited atoms has been studied in Ref. [52]. The physical concept of this
phenomenon has been employed in experiments such as photon echo [86], self-induced
transparency [87], optical solitons [88, 89], lasing without inversion [90], ultraslow light
[91] and production of entangled light from phase coherent atoms [92]. In Dicke super-
radiance, all quantum emitters are initially excited. Now imagine that in an ensemble
of N QDs, only one QD is excited but we don’t know which one. You might think that
such a system should decay with a rate equal to the rate of a single isolated QD,γ0.
However this system decays with a rate Nγ0 which is N times faster [93]. This kind
of single-photon systems has recently attracted a lot of attention because of its highly
potential application for storing quantum information and investigating the physics of
virtual processes [53, 94–102]. Another advantage of single-photon states is that it can
show enhanced emission even in large samples. As we mentioned earlier, in samples
large compared with the emission wavelength, the Dicke superradiance is suppressed
and there is even subradiance or radiation trapping in the system. However, even in
large ensembles, it is possible to get an enhanced radiation out by preparing the ensem-
ble in the single-photon state. In such a system, the cooperative emission is due to N
entangled quantum emitters (not N coherent emitters as in the case of superradiance).

It has been shown in Ref. [95] that if we prepare a single-photon entangled Dicke-like
state by means of a laser pulse with wave vector k0, then the following spontaneous
emission from such a state will be in the same direction as k0 and if we excite such an
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Figure 1.8: For a large atomic sample, the single-photon state results in a radiation pat-
tern that is strongly peaked in the k0 direction. To a good approximation, the timed
excitation yields emission speedup, which is proportional to the number of atoms and
the solid diffraction angle given by the squared ratio of the wavelength to the sample
size. Evolution of the single-photon timed state in the large sample has much in com-
mon with evolution of the symmetric state for a small atomic cloud. Figure and caption
from Ref. [93].

ensemble with two photons there will be a phase match between wave vectors of two
emitted photons and that of the incident radiation. The schematic picture of this direc-
tionality phenomenon is shown in Fig.(1.8). The interesting and fundamental physics
behind this strong directionality relies on the excitation timing of quantum emitters po-
sitioned at different positions within the ensemble. The QDs or atoms closer to the front
of the sample will be excited earlier and QDs at the back will be excited later. This re-
tarded excitation manifests itselve as a spatial phase factor, will eventually lead to the
directionality of the emitted light. Without such an excitation timing, the radiation will
be trapped in the system and the decay rate decreases [101]. This single-photon superra-
diance phenomenon has been named as the super of superradiance [93] and is extensively
investigated for atomic clouds.

1.6 Scope of this thesis

In chapter (2), we present the theory of electromagnetism and quantum electrodynam-
ics. We derive the general form of the Master equation formalisms, which is the basis
for the calculations and simulations in the remainder of this thesis. In this chapter, after
a short introduction of the Maxwells equations, we approach the quantization of elec-
tromagnetic fields and, we present the general form of the QD spontaneous emission
rates in an arbitrary environment as well as the coherent and incoherent energy transfer
rate between QDs due to their mutual dipole-dipole coupling.

In chapter (3), we treat the simplest problem of QD-QD optical coupling where only
two QDs are present. We show how the electromagnetic coupling between two QDs
can strongly modify the lifetime of the excited system. We show that the main result of
coupling is the appearance of two extra emission modes called the superradiant and the
subradiant mode. In the first case, the total emission rate from the sample is faster than
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the spontaneous emission rate of a single QD, while in the latter, the inverse situation
applies. Most importantly, we explain that such a simple double-QD system can act as a
quantum antenna in which the nano-scale quantum correlations between the QDs have
a remarkable effect on the radiation pattern of the system in the far field. At the end of
this chapter, we investigate the influence of the optical coupling between the two QDs
on the spectrum of the spontaneous emission. We verify our results for different initial
conditions where only one or both QDs can be initially excited. We will see that all of
these implications of optical coupling strongly depend on the distance between the two
QDs, their initial excitation and the mutual orientation of their dipole moments. The
main message of this chapter is that a two-QD system shows a strong directionality of
the emission. A two-QD system thus acts as a nanoantenna.

In chapter (4), we approach a more complicated QD structure. We study an infinite
number of interacting QDs with parallel dipole moments, arranged in a regular periodic
lattice. In this chapter, we assume that the QD states are entangled. The periodicity of
the QD lattice is a great help to simplify the open-ended set of differential equations of
motion. Instead, of solving this open-ended set of equations, we only have to solve the
interaction of a single QD with the optical field modes of a virtual cavity. In this case,
all other identical QDs in the QD-lattice constitute the virtual cavity. The spontaneous
decay rate of the excited QD is determined by the density of optical field modes of the
virtual cavity at the position of the radiating QD. We then extend the concept of the
virtual cavity to the case of two intermixed QD lattices. We observe that, in addition
to the electromagnetic coupling between the QDs in each separate lattice, there is also
optical coupling between the two different QD lattices which leads to a superradiant or
subradiant modification of the single lattice spontaneous emission rate. We study the
influence of an optical induced phase shift on the spontaneous emission rate as well.

In chapter (5), we again look to the case of a QD lattice, but this time in the weak ex-
citation regime. In this regime, only one QD among an infinitely large number of QDs
in the lattice is excited and subsequently, only one photon will be emitted. We assume
that the presence of QDs on the lattice points does not disturb the photonic reservoir.
In the weak coupling regime, we would be able to separate out the correlated terms be-
tween population and coherence. The weak coupling limit allows to obtain simplified
equations of motion from which the relevant physical observables can be obtained. We
again see that the spontaneous emission rate of a single lattice strongly depends on the
lattice periodicity. We finally show that the optical coupling between the two different
lattices varies as a function of the translational shift between the two lattices.

In chapter (6), we deal with an even more complicated system, in which the QDs are
not uniformly but randomly distributed in a plane. In contrary to chapters 4 and 5, we
are not able anymore to bypass the set of an infinite number of differential equations.
In this chapter, we try to make some approximations but still keep the main physical
concepts of the problem. We treat the problem of the modification of the spontaneous
emission rate as a consequence of the quantum correction of the local electromagnetic
field acting upon each QD in the ensemble. We show that in samples with dimensions
much larger than the emission wavelength, the local-filed correction gives rise to the
reduction of the spontaneous emission rate known as radiation trapping.
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In chapter (7), we provide experimental evidence for the electromagnetic interaction
between self-assembled InAs/GaAs QDs which are randomly distributed in a plane
and feature a broadened size distribution. We employ the Time Resolved Differential
Reflectivity (TRDR) technique to probe the population dynamics of these QDs. In our
experimental setup, we are able to look at any desired small part of the QD ensemble
by tuning the frequency of the probe beam in resonance with a small fraction of the QD
ensemble. This fraction is determined by the probe laser linewidth. We also present
excitation power dependent measurements. We compare our experimental data and
analysis with our theoretical approach in chapter (6).



Chapter 2

Theoretical foundation:
Electrodynamics and the Master
Equation approach

In this chapter, we introduce the physical basis required to explain the electromagnetic
coupling between different QDs. In the field of light-matter coupling, interaction of light
and QDs can be treated in a semiclassical or quantum mechanical framework. In the
semiclassical approach, the QD is considered as a two-level dipole with corresponding
raising, lowering and population difference operators, but the field is still considered
as a classical quantity with its electric and magnetic components. In classical electrody-
namics, in order to have any electromagnetic radiation, there should be an oscillating
dipole moment in the system which can emit light. But in the absence of any external
field, such a dipole cannot be created and we have to manually assume an appropriate
value for the initial QD polarization. Moreover, the radiative damping rates do not fol-
low from theory, but rather have to be manually entered into the equation of motions.
On the other hand, in quantum electrodynamics, we don’t have to make any approxi-
mation or manually include additional terms, but all relevant terms will be generated
naturally in an accurate way. In the quantum formalism, the spontaneous emission from
a sample of QDs as well as the influence of optical coupling between different QDs on
the decay time, the directionality and the spectrum of the total spontaneous emission
can be treated in detail.

We start with the introduction of classical fields and Maxwell’s equations. Then we
switch to the quantized field. In general, the electromagnetic field can propagate in a
free or homogeneous (isotropic) space or in an anisotropic medium in which only one
mode or a group of field modes are available. Such an anisotropic environment is nor-
mally called a cavity. In free space, the QD can interact with all the plane-wave field
modes that are allowed in the medium , but in a cavity, the QD can only interact with
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the cavity modes. This means that if the QD transition energy is in resonance with one
of the cavity modes, the excited QD can emit more efficiently and hence its sponta-
neous emission is enhanced. In the nonresonant situation, the case is vice versa and the
emission is suppressed. Then by introducing and making use of the master equation
formalism, we indicate how two or more QDs can interact with each other mediated
by electromagnetic field modes. If these QDs are located in free space, their interaction
is through plane-wave field modes and if they are positioned in a cavity, they can be
coupled through the cavity modes. We start with the general form of master equation
and then we go deeper into the case where the coupling is mediated by free space plane-
wave field modes. At the end, we demonstrate how the spontaneous emission of QDs
can be fully described in the quantum electrodynamics approach.

2.1 Maxwell’s equations

The fundamental equations that form the foundation of electromagnetic theory are Maxwells
equations. These equations in the differential form are [103]

∇× E = −
∂B
∂t
,

∇×H = J +
∂D
∂t
,

∇ ·D = ρ,
∇ · B = 0, (2.1.1)

where E is the electric field intensity, D is the electric flux density, H is the magnetic field
intensity and B is the magnetic flux density. The electric current density J and electric
charge density ρ are the sources of electromagnetic fields and are related to each other
through the equation of continuity as

∇ · J = −
∂ρ

∂t
, (2.1.2)

which originates from the conservation of charge.
In linear, nondispersive and isotropic media, we have also the constitutive relations

D = εrε0E,
B = µrµ0H, (2.1.3)

where ε0, µ0, εr and µr are the free space permittivity, free space permeability, relative
permittivity (dielectric constant) and relative permeability of the medium respectively.
In the following of this chapter, we assume εr = µr = 1.

The remaining fundamental equation is Lorentz’s force equation which determines the
total electromagnetic force on a charge q to be

F = q (E + v× B) (2.1.4)
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where v is the velocity of the moving charge. Although the Maxwell’s equations are not
independent and the last two terms can be derived from the first two terms by using
(2.1.2), the four Maxwell’s equations in (2.1.1), together with the equation of continuity
(2.1.2), the constitutive relations (2.1.3) and the Lorentz’s force equation (2.1.4), provide
the necessary framework to predict all macroscopic electromagnetic interactions. The
electromagnetic flux density can be represented by the Poynting vector as the electro-
magnetic energy passing through a unit area within a unit of time. This is mathemati-
cally demonstrated by

S (r, t) = E (r, t)×H (r, t) . (2.1.5)

We will make use of the Poynting vector in next chapters to calculate the spontaneous
and reflected emission from specific structures of QDs.

2.2 Field quantization

In order to quantize the electromagnetic field, we should first write the Hamiltonian
in terms of coordinates qi and conjugate momentum pi so that the dynamics of these
quantities are given by

q̇i =
∂H

∂pi
, ṗi = −

∂H

∂qi
, (2.2.1)

which yield the equations of motion for the system [104]. Then we should switch from
the classical to the quantum mechanical formalism by considering the variables qi, pi
as operators that satisfy the commutation relation

[qi, pi] = i~δij. (2.2.2)

The noncommutativity of a coordinate and its conjugate momentum is a fundamental
postulate of quantum mechanics and brings the Plancks constant into the equations.
Finally the solution to Schrödingers equation must be obtained. In Schrödingers picture,
when the Hamiltonian is not an explicit function of time, the solutions are given by

|ψn〉 = exp
(
−i
En

~
t

)
|n〉 , (2.2.3)

where |n〉 and En are respectively the eigenvectors and eigenvalues of the Hamiltonian
operatorHthat satisfy the time-independent eigenvalue equation

H |n〉 = En |n〉 . (2.2.4)

2.2.1 Quantization of cavity field modes

In this section, we quantize the electromagnetic field modes of a cavity. We assume
that our cavity resonator contains no free charge or current with walls that are perfectly
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conducting. On one hand, the electromagnetic energy stored in such a cavity is

E =
1

2

∫
(ε0E · E∗ + µ0H ·H∗)dV, (2.2.5)

where E and H are the electric and magnetic fields respectively. On the other hand, by
identifying qi (t) and pi (t) as the coordinates and conjugate momentum, respectively,
the Hamiltonian of the system becomes

H =
1

2

∑
k

(
p2k +ω

2
kq
2
k

)
. (2.2.6)

If we equal the Hamiltonian of the system (2.2.6) to the energy stored in the resonator(2.2.5),
we see that the field distribution within the cavity can be expressed as a sum of normal
mode solutions like

E (r, t) = −
1
√
ε0

∑
k

pk (t)Ek (r), H (r, t) =
1
√
µ0

∑
k

ωkqk (t)Hk (r), (2.2.7)

where Ek (r) and Hk (r) are the orthonormal field modes and satisfy the Maxwell equa-
tions. From the equations of motion (2.2.1), we can check that all Maxwell equations are
satisfied, which indicates that the field distributions in (2.2.7) are appropriate choices.
The Hamiltonian for the electromagnetic field (2.2.6), is identical to the Hamiltonian for
a summation of unit mass harmonic oscillators. Therefore the problem of field quanti-
zation reduces to the problem of the quantization of a harmonic oscillator.
For solving the eigenvalue equation (2.2.4), we follow the so called second quantization
approach in which we should construct a set of eigenvectors and determine their corre-
sponding eigenvalues by a technique based on the manipulation of the abstract bra and
ket formalism [105]. We begin by defining very useful following operators:

ak =
1√
2~ωk

(ωkqk + ipk) ,

a†k =
1√
2~ωk

(ωkqk − ipk) . (2.2.8)

where ak and a†k are the annihilation and creation operators of photons. Since p and q
are observable and hence Hermitian and they satisfy the commutation relation [q, p] =

i~, therefore, a†k is the adjoint of ak and satisfies the commutation relation[
ak, a

†
k

]
= 1. (2.2.9)

The operators pand q can be written in terms of ak and a†k as

qk =

√
~
2ωk

(
a†k + ak

)
, pk = i

√
~ωk
2

(
a†k − ak

)
. (2.2.10)

Substitution of (2.2.10) into (2.2.6) by applying the commutation relation (2.2.9) yields
the Hamiltonian

H = ~
∑
k

ωk

(
a†kak +

1

2

)
, (2.2.11)
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and substitution of (2.2.10) into (2.2.7) yields expressions for the electric and magnetic
fields in terms of the ak and a†k operators,

E = −i
∑
k

√
~ωk
2ε0

Ek (r)
(
a†k − ak

)
,

H =
∑
k

√
~ωk
2µ0

Hk (r)
(
a†k + ak

)
. (2.2.12)

By choosing the cavity modes as uk (r) = iEk (r), Eq. (2.2.12) can be written in the form

E =
∑
k

√
~ωk
2ε0

(
uk (r)ak + u∗k (r)a

†
k

)
,

H =
∑
k

√
~ωk
2µ0

êk ×
(

uk (r)ak + u∗k (r)a
†
k

)
. (2.2.13)

This form, in which the fields are expressed in terms of the cavity modes will be used
in next chapters to serve as the electromagnetic field in a cavity made up by periodic
lattices of quantum dots.

2.2.2 Quantization of plane waves

In this section, we expand the field in terms of propagating plane wave basis functions
instead of the orthonormal modes in a cavity. The electromagnetic field propagates as
plane waves in free space or within large enough isotropic and homogeneous media.
The wave equation for the electric field E in a source-free region is

∇× (∇× E) +
n2

c2
∂2E
∂t2

= 0, (2.2.14)

where c = 1/
√
µ0ε0 and n =

√
µhεh/µ0ε0 is the index of refraction. A similar equa-

tion can be derived for H. The solutions of the wave equation (4.2.6) can be written in
terms of plane wave exponentials of the form êse±i(ωkt−k·r), where ês is a unit vector in
the polarization direction and k is the propagation vector. There are two independent
polarization direction, s = 1, 2, corresponding to each k which due to the transversal-
ity condition are orthogonal to each other and to k as well. By applying the identity
∇×

(
êse±ik·r

)
= ∓i (ês × k) e±ik·r, we find that k and ωk are related by k2 = ω2kn

2/c2

where k2 ≡ k · k.
In order to express the fields in terms of discrete and orthogonal modes, we can assume
the fields in a cube with spatial dimensions L and volume V = L3 in which the elec-
tric and magnetic fields satisfy periodic boundary conditions on opposite faces of the
cube. The periodic boundary conditions fulfill the requirement that translation by a dis-
tance L parallel to the edges of the cube should not change the value of the exponential
solutions. The requirement is satisfied provided that

kx =
2πnx

L
, ky =

2πny

L
, kz =

2πnz

L
, (2.2.15)
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where nx, ny, and nz are integers from −∞ to∞. In this framework, the propagation
constants are thus restricted to a discrete set of values.
If we choose exponential solutions in the form of

Uks (r) =
1√
V

êse−ik·r, (2.2.16)

then the Uks (r) functions satisfy the orthonormality condition∫
V

U∗ks (r) ·Uk ′s ′ (r)dV = δkk ′δss ′ (2.2.17)

where the integral is over the volume of the cube, V . By substituting Eq.(2.2.16) in
Eq.(2.2.13), the electric and magnetic fields can be written as the summation of quan-
tized plane-wave modes

E = i
∑
k,s

√
~ωk
2ε0V

ês
[
akse

ik·r − a†kse
−ik·r

]
,

H = i
∑
k,s

√
~ωk
2µ0V

(êk × ês)
[
akse

ik·r − a†kse
−ik·r

]
. (2.2.18)

It is obvious that the electric and magnetic fields are orthogonal and they are both per-
pendicular to the wave propagation direction k.
If the Hamiltonian is chosen to be the electromagnetic energy within the normalization
volume V as in Eq.(2.2.5), then we arrive at

H = ~
∑
k,s

ωk

(
a†ksaks +

1

2

)
, (2.2.19)

for the Hamiltonian. With the same procedure explained in the last section for res-
onators, we can conclude that aks and a†ks are the annihilation and creation operators
of photons respectively.
If the volume becomes very large, so that L→∞, the summations in the expressions of
this section are replaced by integrals

1√
V

∑
k

→ 1

(2π)
3/2

∫
dk, (2.2.20)

and the orthogonality relationship (2.2.17) becomes

1

(2π)
3/2

∫
V

U∗ks (r) ·Uk ′s ′ (r)dV = δ (k ′ − k) δss ′ , (2.2.21)

where δ (k ′ − k) is the Dirac delta function. We will make use of the quantized plane-
wave modes to describe the electromagnetic coupling of QDs in a two-QD system and
in a planar sample of QDs considered as a thin film in which all QDs are randomly and
uniformly distributed.
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2.3 Master equation formalism

The standard formalism for the calculations of the time evolution and correlation prop-
erties of a collective system of QDs (dipoles) is the master equation method. In this
approach, the dynamics are studied in terms of the reduced density operator ρ̂QD of
the atomic system interacting with the quantized electromagnetic (EM) field regarded
as a reservoir [106–109]. There are many possible realizations of reservoirs. The typical
reservoir to which QD systems are coupled is the quantized three-dimensional multi-
mode field (plane-wave modes) which we will use to explain the radiative coupling
between two QDs located in free space or a dielectric host medium. This kind of reser-
voir can be modeled as a vacuum field whose modes are in ordinary vacuum states, or
in thermal states, or even in squeezed vacuum states. In another realization of the elec-
tromagnetic reservoir, we will deal with the quantized electromagnetic modes confined
in a cavity built up with the neighboring QDs in order to interpret the optical properties
of QDs in a QD lattice. The major advantage of the master equation is that it allows
us to consider the evolution of the QDs and the electromagnetic field entirely in terms
of average values of QD operators. We can derive equations of motion for expectation
values of an arbitrary combination of the QD operators, and solve these equations for
time-dependent averages or the steady-state. In this section, we will give an outline
of the derivation of the master equation of a system of N nonidentical nonoverlapping
QDs coupled to a quantized EM field. In general forms, The QDs are modeled as two-
level systems, with excited state |ei〉, ground state |gi〉, transition frequency ωi, and
transition dipole moments µi. We assume that the QDs are located at different points
r1, . . . rN, having different transition frequencies ω1 6= ω2 6= · · · 6= ωN, and different
transition dipole moments µ1 6= µ2 6= · · · 6= µN.

2.3.1 Interaction of quantum dots positioned in a cavity

In the electric dipole approximation, the total Hamiltonian of a system of quantum dots
combined with the electromagnetic field is given by Ĥ = Ĥ0+ ĤI+ ĤEx, where Ĥ0 is the
Hamiltonian of the noninteracting QDs and the EM field, ĤI is the interaction Hamilto-
nian between the QDs and the EM field modes and ĤEx is the interaction Hamiltonian
of the QDs with an external field like a classical coherent laser field [110],

Ĥ0 =

N∑
i=1

~ωiSzi +
∑

k

~ωk

(
â†kâk +

1

2

)
, (2.3.1)

ĤI = −
∑
i

µi · E (ri, t) = −
∑
i

∑
k

√
~ωk

2ε0

(
µ0iS

+
i + µ∗0iS

−
i

)
(uk (ri)ak (t) + H.c),

ĤEx = −
∑
i

µi · EL (ri, t) = −
1

2

∑
i

(
µ0iS

+
i + µ∗0iS

−
i

)
· EL (t)

(
e−i(ωLt−kL·ri) + H.c.

)
,

where S+i = |ei〉 〈gi| and S−i = |gi〉 〈ei| are the dipole raising and lowering operators and
Szi = (|ei〉 〈ei|− |gi〉 〈gi|)/2 is the population operator of the ith QD. In the Eq.(2.3.1), we
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have made use of the definition for the electric field modes as

E (r, t) = E(+) (r, t) + E(−) (r, t) ,

E(+) (r, t) =
∑

k

√
~ωk

2ε0
uk (r)ak (t) (2.3.2)

where E(−) =
(
E(+)

)∗
are the positive and negative frequency parts of the complex

electric field [22] and the external electric field is assumed to be a monochromatic plane
wave

EL (r, t) =
1

2
EL (t)

(
e−i(ωLt−kL·r) + ei(ωLt−kL·r)

)
, (2.3.3)

where EL (t) is the time-dependent amplitude andωL and kL are the frequency and the
wave vector of the external electric field respectively. The dipole moment of each QD is
also defined as

µi = µ0iS
+
i + µ∗0iS

−
i , (2.3.4)

where µ0 is the transition dipole matrix element [111]. The transition of the electric
dipole moment is allowed for ∆m = 0,±1, where m is the secondary total angular
momentum quantum number and parameterizes the z-projection of the total angular
momentum. If the transition from state |e〉 to state |g〉 corresponds to a ∆m = 0 transi-
tion of a real quantum dot, we may take µ0 to be a real vector. On the other hand, if the
transition corresponds to a ∆m = ±1 transition which might be induced for instance by
a circularly polarized light, µ0 should be considered to be a complex vector. In most of
the cases, we can treat µ0 as a real vector which simplifies (2.3.4) to

µi = µ0i
(
S+i + S−i

)
. (2.3.5)

For simplicity we ignore the contribution of the external field and proceed in the interac-
tion picture in which the total Hamiltonian evolves in time according to the interaction
with the vacuum field. At the end, we will add the effect of the external field. Therefore
the total Hamiltonian (2.3.1) is transferred to

Ĥ (t) = eiĤ0t/~
(
Ĥ− Ĥ0

)
e−iĤ0t/~ = V̂ (t) , (2.3.6)

where

V̂ (t) = −
∑

k

N∑
i=1

√
~ωk

2ε0

{(
µiS

+
i e

−i(ωk−ωi)t + S−i e
−i(ωk+ωi)t

)
· uk (ri)a (t) + H.c.

}
.

(2.3.7)
We will follow the Master Equation approach in which the time evolution of the col-
lection of QDs interacting with the electromagnetic field is considered in terms of the
density operator ρ̂QD - F characterizing the statistical state of the combined system of
the QDs and the field. The transformation of the density operator into the interaction
picture reads

˜̂ρQD - F = eiH0t/~ρ̂QD - Fe
−iH0t/~. (2.3.8)

The time evolution of the transformed density operator of the combined system in the
interaction picture obeys the equation

∂

∂t
˜̂ρQD - F (t) =

1

i~
[
V̂ (t) , ˜̂ρQD - F (t)

]
. (2.3.9)
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The differential equation in (2.3.9) can be simply solved. Taking

˜̂ρQD - F (0)

as the initial value of the reduced density matrix, we can write from Eq.(2.3.9),

˜̂ρQD - F (t) = ˜̂ρQD - F (0) +
1

i~

∫t
0

dt ′
[
V̂ (t ′) , ˜̂ρQD - F (t

′)
]
. (2.3.10)

Substituting (2.3.10) in (2.3.9), we can write Eq.(2.3.9) to the second order in V̂ (t),

∂

∂t
˜̂ρQD - F (t) =

1

i~
[
V̂ (t) , ˜̂ρQD - F (0)

]
−
1

~2

∫t
0

dt’
{[
V̂ (t) ,

[
V̂ (t ′) , ˜̂ρQD - F (t

′)
]]}

. (2.3.11)

We assume that initially there is no correlation between the quantum dots and the field
so that it is allowed to factorize the initial density operator of the combined system as

˜̂ρQD - F (0) = ˜̂ρQD (0) ˜̂ρF (0) , (2.3.12)

where ρ̂QD and ρ̂F are the density operators of the QD system and the vacuum field
respectively. We now employ the Born approximation [112], in which the interaction
between the QD system and the field is supposed to be weak, and there is no back
reaction effect of the QDs on the field. So the state of the EM field does not change in
time, and we can write the density operator ˜̂ρQD - F (t

′) , appearing in (2.3.12), as

˜̂ρQD - F (t
′) = ˜̂ρQD (t ′) ˜̂ρF (0) . (2.3.13)

Under this approximation and the initial condition introduced above, we find that to
the second order in V̂ (t), after changing the time variable to t ′ → t − τ, Eq.(2.3.9)
leads to the reduced density operator for the QDs, ˜̂ρQD (t) = TrF ˜̂ρQD - F (t), satisfying the
integro-differential equation

∂

∂t
˜̂ρ (t) =

1

i~
TrF
[
V̂ (t) , ˜̂ρ (0) ˜̂ρF (0)

]
−
1

~2

∫t
0

dτTrF
{[
V̂ (t) ,

[
V̂ (t− τ) , ˜̂ρ (t− τ) ˜̂ρF (0)

]]}
,

(2.3.14)

where we have used a shorter notation ˜̂ρ = ˜̂ρQD. After substituting the explicit form
of V̂ (t) into Eq.(2.3.14), we find that the evolution of the density operator depends on
the first- and second-order correlation functions of the vacuum field operators. In the
absence of any squeezing in the vacuum field, the correlation functions are given by
[113]

TrF
[ ˜̂ρF (0) âks

]
= TrF

[
˜̂ρF (0) â

†
ks

]
= 0,

TrF
[

˜̂ρF (0) âksâ
†
k ′s ′

]
= δ3 (k − k ′) , (2.3.15)

TrF
[

˜̂ρF (0) â
†
ksâk ′s ′

]
= TrF

[ ˜̂ρF (0) âksâk ′s ′
]
= TrF

[
˜̂ρF (0) â

†
ksâ
†
k ′s ′

]
= 0.
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In the next step, using the correlation functions in (2.3.15), the general master equation
(2.3.14) can be written as

∂ ˜̂ρ
∂t

=

N∑
i,j=1

{
S+i

[
S−j , X̂

1
ij

]
+ S−i

[
S+j , X̂

2
ij

]
+
[
X̂3ij, S

+
i

]
S−j +

[
X̂4ij, S

−
i

]
S+j

}
+
{
S+i

[
S+j , X̂

5
ij

]
+ S−i

[
S−j , X̂

6
ij

]
+
[
X̂7ij, S

+
i

]
S+j +

[
X̂8ij, S

−
i

]
S−j

}
,

(2.3.16)

where the two-time evolution operators are

X̂1ij (t) = −
ei(ωi−ωj)t

~2
∑

k

~ωk

2ε0
[µi · uk (ri)]

[
µ∗j · u∗k (rj)

] t∫
0

dτ ˜̂ρ (t− τ) e−i(ωk−ωj)τ,

X̂2ij (t) = −
e−i(ωi−ωj)t

~2
∑

k
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(2.3.17)

In general, as you can see in (2.3.17), the state of the QD system depends on its past his-
tory, because its earlier states induce some changes in the vacuum field reservoir which
in turn affects the present state of the QD system. If, however the photon reservoir is a
large system maintained in thermal equilibrium, we don’t expect the reservoir to pre-
serve the minor changes brought by its interaction with the QD system for a long time
and therefore it cannot significantly affect the future state of the QDs. This is the Markov
approximation in which the dynamics of the QD system has a slow time scale while the
photonic reservoir correlation functions decay much faster (13). In another words, the
Markov approximation holds when there is no memory in the system. In this case, the
density operator ˜̂ρ (t− τ) can be replaced by ˜̂ρ (t) and the integral in (2.3.17) is extended



2.3 Master equation formalism 31

to infinity. We can perform the integration over τ and obtain [114]

lim
t→∞

∫t
0

dτ ˜̂ρ (t− τ) ei(ω0±ωk)τ ≈ ˜̂ρ (t)
[
πδ (ω0 ±ωk) + i

P

(ω0 ±ωk)

]
, (2.3.18)

where P represents the principal value of the integral. To further simplify this expres-
sion, we will now introduce the coupling parameters γij andΩij, which read

γij =
π

~2
∑

k

~ωk

2ε0
(µi · uk)

(
µ∗j · u∗k

)
δ (ωk −ω0) (2.3.19)

and
Ω

(±)
ij =

1

~2
∑

k

~ωk

2ε0
(µi · uk)

(
µ∗j · u∗k

) P

ωk ±ω0
, (2.3.20)

where the parameter γij is the spontaneous energy transfer rate between ith and jth
quantum dots and the parameters Ω(±)

ij describe the energy shift of the QD levels due
to the dipole-dipole coupling. The combination of (2.3.16)-(2.3.20) leads to
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(2.3.21)

where
δi = Ω

(+)
ii −Ω

(−)
ii , (2.3.22)

is a part of the Lamb shift of the QD levels and is usually included into the QD frequen-
ciesωi and is not often explicitly included in the master equations, while

Ωij = −
(
Ω

(+)
ij +Ω

(−)
ij

)
(i 6= j) , (2.3.23)

arises from the interaction between the QDs through the vacuum field. It is clear from
Eq.(2.3.23) that the parameter Ωij contributes to the coherent (dipole-dipole) coupling
between the quantum dots through the vacuum field. Thus, the collective interactions
between the QDs give rise not only to the modified dissipative spontaneous emission
but also lead to a coherent coupling between the QDs. The collective coupling param-
eters γij and Ωij determine the collective properties of the ensemble of coupled QDs.
The incoherent coupling parameter γij introduces an incoherent coupling between QDs
mediated by the photon field. This means that the spontaneous emission from one of
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the QDs influences the spontaneous emission from other QDs in the ensemble. The
coherent interaction parameter Ωij represents a coherent dipole-dipole interaction be-
tween the QDs in which the population is coherently transferred back and forth from
one QD to the other.

In the interaction Hamiltonian, in the Rotating-Wave-Approximation (RWA) [114] in
which we ignore all fast oscillating terms at higher frequencies, 2ωi ,ωi+ωj, the general
master equation (2.3.11) can be simplified to

∂ ˜̂ρ
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=− i
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]
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−
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˜̂ρ− 2S+i ˜̂ρS−j
)
.

(2.3.24)

In a more general case by considering the contribution of the external field, after trans-
ferring back to the Schrödinger picture and ignoring the terms oscillating with the fre-
quencies ± (ωi +ωL), the master equation of motion in (2.3.24) becomes

∂ρ̂
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, ρ̂
]
,

(2.3.25)

where Ω (ri) is called the Rabi frequency of the driving field which is evaluated at the
positions of the QDs and are defined as [114]

Ω (ri) ≡ Ωi =
µi · EL (t)

~
eikL·ri . (2.3.26)

The Rabi frequencies in general, depend on the positions of the QDs and can be differ-
ent for the QDs located at different points. Since the electromagnetic modes of the field
strongly depend on the geometry and structural properties of the system, the electro-
magnetic field and thus also the Rabi frequency should be calculated for any specific
case.
In the Master Equation approach, the mean value of any QD-based operator Q can be
obtained by 〈Q〉 = Tr {ρQ} in which, ρ is the QD density matrix [110]. Therefore, in the
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rotating wave approximation (RWA), from Eq.(2.3.25) we find that
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(2.3.27)

For deriving the equation above, we have made use of the mathematical identity for ma-
trix calculus [45] that Tr {ABCD} = Tr {BCDA} = Tr {CDAB} = Tr {DABC}. Eq.(2.3.27) is
the most important achievement of this chapter and will be used afterwards to calculate
the dynamics of 2 coupled QDs in chapter (3) and of QD lattices and coupled QD lattices
in chapter (4).

2.3.2 Interaction of quantum dots in free space

In this section, we define a special structure in which there are only two QDs located in
a dielectric host medium at an arbitrary distance rij from each other with any arbitrary
dipole orientation. In this structure, we should consider the three-dimensional quan-
tized form of the electromagnetic plane-wave modes (vacuum field) in free space or a
dielectric host material. Using the Expressions (2.2.18) for the electric field

E = i
∑
k,s

√
~ωk
2ε0V

êks

[
ake

ik·r − a†ke
−ik·r

]
, (2.3.28)

and applying to (2.3.1), the Hamiltonian of such a system in Rotating Wave Approxima-
tion (RWA) can be written as
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∑
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)
,
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)
, (2.3.29)

where âks and â†ks are the annihilation and creation operators of the field mode ks,
which has the wave vector k, frequency ωk and the index of polarization s. The cou-
pling constant

gks (ri) =
(

ωk

2ε0~V

)1/2
êkse

ik·ri , (2.3.30)
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is the mode function of the three-dimensional vacuum field, evaluated at the position
ri of the ith QD, V is the normalization volume, and êks is the unit polarization vector
of the k-th mode of the field. Comparing Eq.(2.3.28) with (2.3.2) implies that we can
replace the cavity modes in the last section with the plane-wave modes,

uk (r)→ i√
V

∑
s

êkse
ik·r = i

√
2ε0~
ωk

∑
s

gks (r). (2.3.31)

In order to have all terms in the equation of motion of the density operator and hence
the expectation value of physical variables clearly, we should calculate the collective
parameters γij and Ωij introduced in previous section. Combination of (2.3.31) and
(2.3.19) leads to

γij =
π

2ε0~V
∑
k,s

ωk (µi · eks)
(
µ∗j · eks

)
eik·(ri−rj)δ (ωk −ωi), (2.3.32)
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(2.3.33)
We start with changing the sum over ks into an integral

∑
ks

→ V

(2πc)
3

2∑
s=1

∫∞
0

dωkω
2
k

∫
dΩk. (2.3.34)

In order to sum over the polarizations s and integrate over the wave vector solid angle
dΩk in Eq.(2.3.34), we use the spherical coordinates for the propagation vector k. The
integral over dΩk contains integrals over the spherical angular coordinates θk and φk
in which the angle θk is formed by rij and k directions, so we can have

k = k [sin θk cosφk, sin θk sinφk, cos θk] . (2.3.35)

In this representation, the unit polarization vectors ek1 and ek2 can be chosen as [108]

ek1 = [− cos θk cosφk,− cos θk sinφk, sin θk] ,
ek2 = [sinφk,− cosφk, 0] . (2.3.36)

In Eq.(2.3.32), we take the term with i = j out of the summation. Then we can write
the incoherent interaction as a sum of the self reaction interaction γii which is the in-
teraction of the QD with its own field and the interaction between two different QDs,
γij (i 6= j). With this choice of the polarization vectors in (2.3.36) and with the help of
(2.3.34), the spontaneous emission rate of a single QD, from Eq.(2.3.32) reads

Γi =
ω3iµ

2
i

3ε0π~c3
, (2.3.37)

where Γi = 2γii. From Eq.(2.3.32), the incoherent spontaneous energy transfer rate
between two different QDs, mediated through the modes of the electromagnetic field in
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a dielectric host material is [106, 107, 109, 115–117]

Γij =Γji =
3

2

√
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2
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3

]}
,

(2.3.38)

In expression(2.3.38), Γij = 2γij, eµi , eµj and erij are unit vectors along the QD tran-
sition dipole moments and the vector rij = rj − ri respectively. Moreover, k0 = ω0/c,
where ω0 = (ωi +ωj)/2, and we have assumed that (ωi −ωj) � ω0. When krij 6= 0,
we obtain the coherent coupling potential in Eq.(2.3.33) by contour methods and ob-
tain [106, 107, 109, 115, 118, 119]
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(2.3.39)

When krij = 0 which happens for example for two dipole moments in the same QD,
Ωij reduces to a form similar to the Lamb shift. The coupling parameters Γijand Ωij
strongly depend on the inter-QD separation. Generally speaking, the coupling parame-
ter Γij is in fact the imaginary part andΩij is the real component of the electromagnetic
Green’s function in the medium. Γij governs the resonant QD-field coupling strength
which manifests itself in the spontaneous energy transfer rate between two QDs. In
this context, a real photon is emitted from an excited QD and is subsequently absorbed
by another QD which is in ground state. However, Ωij represents the resonant dipole-
dipole coupling and hence the coherent exchange of energy (virtual photon) between
the QDs. Since the real and imaginary components of the Green’s function are related
to each other, it is obvious that the resonant QD-field coupling and the resonant dipole-
dipole coupling between QDs cannot be chosen independently from each other [120].

2.4 Spontaneous emission

In this section we would like to introduce the basis for the spontaneous emission of a
QD positioned in an anisotropic medium characterized by the cavity field modes uk (r).
Similar to the procedure we followed in the previous section, if the emitting QD is lo-
cated in free space, then everything we obtain here for the case of a cavity holds true, if
we replace the cavity modes by the plane-wave modes.
Based on Eq.(2.3.2), in order to obtain the spontaneous emission dynamics and direc-
tionality, E (r, t), we need to know the time profile of the EM field creator and annihilator
operators, ak (r) and the spatial characteristics of the field amplitudes, uk (r). The spa-
tial dependence of the emission strongly depends on the structure of the environment
in which the QD emitter is located. Such a structure can be engineered by designing a
large variety of cavities like microcavities and photonic crystals or by placing the other
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nanoparticles in the vicinity of the QD emitter. These nanoparticles can be the other
neighboring QDs as well. In this chapter, we keep the general form of the field ampli-
tude without introducing any specific spatial dependence. Specific structures will be
considered in the next chapters extensively.At this point we try to obtain a general form
of the wave equation for the emission from a QD emitter as a basis.
By implementing the Hamiltonian Ĥ = Ĥ0 + ĤI + ĤEx in the Heisenberg equation of
motion,

d

dt
âk (t) =

i

~
[
Ĥ, âk (t)

]
, (2.4.1)

the following coupled equations can be obtained,
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)
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In obtaining Eq.(2.4.3), we have assumed that the time-dependent amplitude of the ex-
ternal electric field has a real value. By taking the time-derivative of both sides of Eq.
and combining with Eq.(2.4.3), we arrive at
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Multiplying both parts of the Eq.(2.4.4) by

√
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Eq.(2.4.5) corresponds to the wave equation of the positive part of the electric field
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The solution of such a wave equation is of the form
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(2.4.8)
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The spatially dependent part of the electric field greatly depends on its environment.
The magnetic field can also be obtained in a similar way. In the following of this thesis,
the electromagnetic wave equations of the kind presented in Eq.(2.4.8) will be solved
for different systems of QDs.





Chapter 3

Collective spontaneous emission
from two coupled quantum dots:
physical mechanism of quantum
nanoantenna

Spontaneous radiation of excited systems is a fundamental physical effect which has
been in the focus of the research for a long time. The properties of the spontaneous
radiation are strongly influenced by many factors, such as energy spectrum of the emit-
ter and the emitter-electromagnetic field coupling constant. The simplest model is an
isolated two-level emitter in the vacuum weakly interacting with the field (the Wigner-
Weisskopf theory of spontaneous emission [40]). In this model, the decay is exponential
and the decay rate is proportional to the partial density of photonic states (PDOS) of
the emitter and to the coupling factor [22, 121, 122]. A possibility to control the decay
rate arises when a two-level oscillator is placed in a transparent dielectric medium [123]
or into an electrodynamic system such as microcavity [124], photonic crystal [125] or
nanoantenna [22]. In all mentioned cases, the modification of the PDOS takes place
resulting in the decay rate change. This effect is commonly referred to as the Purcell
effect [23]. In the strong coupling regime the Wigner-Weisskopf approach becomes in-
valid: the exponential decay law becomes violated [121] and an oscillating behavior
appears due to the multiple emission and reabsorption of photons by the emitter (the
so-called vacuum Rabi oscillations). The Rabi frequency is proportional to the coupling
factor.

The spontaneous emission is strongly affected by the interaction between the emitters in
an ensemble. If the separation between the emitters, exemplified e.g. by quantum dots
(QDs), is small, there is a probability that the excitation can be transferred via charge
tunneling [28, 126–129] or long-range radiative interaction [44]. If the inter-emitter dis-
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tance is a little bit longer, they are coupled by a near-field quasi electrostatic dipole-
dipole (d−d) interaction mostly referred to as the Förster energy transfer [41,43,130]. It
should be noted that in actual experimental conditions, one of the mechanisms prevails
over the others allowing to study them separately.

The interaction of multiple emitters in an ensemble changes the energy spectrum of
the system, introducing additional energy levels which correspond to correlated multi-
particle states of the system, i.e. entangled states [121]. As a consequence, the temporal
dynamics of the spontaneous emission is strongly modified even in the weak-coupling
regime. The superradiance effect [50] illustrates this statement. It should be noted that
the Dicke’s model [50] is restricted to systems with linear extension much less than the
wavelength. The increase of the system size makes the phase relations between emit-
ters important. This enables not only the control of the temporal behavior but also the
control of the spatial structure of the spontaneous emission. The latter appears in e.g.
directed spontaneous emission from an extended ensemble [95], correlated emission of
single photon [99, 131], quantum interference in cooperative Dicke emission [98], col-
lective Lamb shift in single photon superradiance [102] and finite time disentanglement
via spontaneous emission [132].

In the strong coupling regime the cooperative effects manifest themselves in essentially
nonmonotonous oscillating behavior of the spontaneous emission [99, 133]. Obviously,
theoretical modeling of such systems gets significantly more complex: a solution of
the quantum many-body problem is required. That is why e.g. collective effects in
the strong coupling regime are commonly modeled by a reduced two-particle system
placed in a free space [110, 115, 134], in a waveguide [135], in a microcavity [133], in the
vicinity of a plasmon nanowire [136]. The maim attention is paid to the evaluation of
the total irradiated power and its spectral characteristics. The latter is of importance for
the interpretation of the photoluminescence measurements. Temporal correlations of
the spontaneous emission are also studied [137] while the role of the spontaneous emis-
sion spatial structure seems to be underestimated. Meanwhile, by analogy with classi-
cal optical nanoantennas [138–141], the spatial inhomogeneity of spontaneous emission
leads to the concept of a quantum nanoantenna – a device converting quantized near
field of a source into the radiation far field [139, 142]. A quantum antenna proposed in
Ref. [139] is based on the spontaneous emission of an isolated emitter weakly coupled
to a metal-dielectric structure of a special type. In Ref. [142], the excitation source is
a terahertz tunneling current induced by an optical Rabi wave propagating along the
chain of tunneling-coupled QDs. In the present paper we propose a quantum antenna
utilizing collective spontaneous emission of strongly coupled oscillators. A system of
two d− d coupled QDs is the simplest realization of such a system.

In order to experimentally observe the modified decay dynamics due to strong cou-
pling in semiconductor quantum dots, one should realize a set of requirements: (i) the
excitonic dipole moments in all QDs should be mutually aligned, (ii) the QDs should
spectrally overlap and (iii) one needs full QD position control in order to reproducibly
change the distance between the QDs. In addition, it would be highly recommended
when (iv) the QDs could be embedded in a low refractive index material which will
substantially enhance the coupling and (v) that the QD-QD detuning should, when pos-
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sible, be variable in a reproducible manner.

It should first be stated that in almost all photoluminescence experiments on e.g. Stran-
ski-Krastanov InAs/GaAs QDs, one employs non-resonant excitation into the barrier
material, followed by incoherent relaxation of the electron-hole pairs into the semicon-
ductor quantum dot. Since in such samples, the bases of QDs are usually elongated in a
certain direction, we might be able to observe the effect of coupling even by employing
non-resonant excitation into the barrier. But for the QDs which are circularly shaped
in the plane perpendicular to the growth direction, then the in-plane excitonic dipole
moment averages out to zero and a modified decay dynamics can only be observed in
the case of resonant excitation [56] in which a laser beam is exactly resonant with the
QDs, resulting in a net alignment of the excitonic dipoles.

As compared to the frequently studied Stranski-Krastanov InAs/GaAs QDs, the nano-
wire quantum dots, which are e.g. thin InAs segments inside narrow GaAs nanowires,
look much more promising to study the effects of strong coupling and thus the modified
decay dynamics. Indeed, nanowire QDs feature an accurate and full position control us-
ing either nano-imprint [143] or electron beam lithography [144] for positioning the Au
nanoparticles which catalyzes the nanowire growth. The effects of strong coupling are
probably most easily observed in zinc-blende/wurzite crystal phase QDs [145] which
feature perfectly atomically flat interfaces, thus providing a good opportunity to spec-
trally overlap different QDs, either in the same nanowire, or in different nanowires.
Moreover, nanowire quantum dots can be embedded into a low refractive index mate-
rial like PDMS [146], SiO2 or Si3N4 for increasing the coupling and getting rid of the
substrate-based photoluminescence. Finally, it has already been shown that a nanowire
can be individually contacted [147], thus in principle allowing to tune the mutual QD-
QD detuning by using the quantum confined Stark effect. In view of this recent progress
in the preparation of nanowire quantum dots, we feel that a study towards the effects
of strong coupling between two QDs is presently particularly timely as we expect that
the (i)-(v) criteria mentioned above can soon be realized in nanowire quantum dots.

In this chapter, we have extensively simulated the spontaneous emission decay dynam-
ics, spectrum and spatial structure of an InAs double-QD system embedded in GaAs
material in the strong coupling regime with a great emphasis on the photoluminescence
emission pattern from such a sample. In section (3.1), we state the model and specify
the corresponding master equation formalism. A general solution of the master equa-
tion and observable antenna characteristics are also presented in this section. Based
on this theory, in sections (3.2), (3.3) and (3.4) we investigate respectively the dynam-
ics, spatial structure and spectrum of the two-QD spontaneous emission for different
initial excitations and we check the influence of QD-QD distance. A short discussion
on the population dynamics is presented in section(3.5) and finally the summary and
concluding remarks are contained in section (3.6).
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3.1 Basic Formalism

Consider a system of two identical nonoverlapping QDs embedded into a dielectric
medium with relative permittivity εh. We assume the host medium to be homogeneous,
nondispersive and nonabsorptive. The QDs are modeled as atom-like emitters [2–5]
– two-level systems, with excited state |e〉, ground state |g〉, transition frequency ω,
and transition dipole moments µ. Since the size of the QD is much smaller than the
wavelength of the emitted radiation, a QD can be approximated by a transition dipole
moment which only has in-plane components. We assume that the QDs are located at
positions r1 and r2. The QD structure interacts with quantum electromagnetic (EM)
field regarded as a reservoir [106–109]. As introduced in chapter 2, the field is described
by the operator

Ê = Ê(+) + H.c., (3.1.1)

where

Ê(+)(r, t) = i
∑
k,s

√
~ωk
2ε0εhV

eksâkse
ik·r. (3.1.2)

The abbreviation H.c. denotes Hermitian conjugation. A single mode is characterized
by the wave vector k, frequencyωk and the unit polarization vector eks with orthogonal
polarization directions (s = 1, 2). V is the normalization volume. Operators âks and
â†ks are the annihilation and creation operators of this field mode which satisfy Bosonic
commutation relations. In the electric dipole approximation, the Hamiltonian of the
system ”double-QD + EM field” can be written as a sum of two terms,

Ĥ0 =

2∑
i=1

~ω0Ŝzi +
∑
ks

~ωk
(
â†ksâks +

1

2

)
, (3.1.3)

ĤI = −i~
∑
ks

2∑
i=1

[
µ · gks(ri)(Ŝ+i + Ŝ−i )âks − H.c.

]
, (3.1.4)

where Ĥ0 corresponds to the bare systems and ĤI is the interaction Hamiltonian. Here-
after one should distinguish the index i from the imaginary unit. The quantities Ŝ+i =

|ei〉 〈gi| and Ŝ−i = |gi〉 〈ei| are the dipole raising and lowering operators and Ŝzi =
(|ei〉〈ei|− |gi〉〈gi|)/2 is the population operator of the ith QD. The coupling constant

gks (ri) =
(

ωk

2ε0εh~V

)1/2

ekse
ik·ri (3.1.5)

is the mode function of the three-dimensional vacuum field, evaluated at the posi-
tion ri of the ith QD. Our model will be valid for both Stranski-Krastanov pyramidal
InAs/GaAs QDs and disk-like nanowire QDs in which the QD-height is much smaller
than its diameter. In the further analysis we will follow the master equation approach in
which the time evolution of the collection of QDs interacting with the electromagnetic
field is considered in terms of the density operator ρ̂QF characterizing the statistical state
of the combined system of the QDs and the field. In the Born approximation [112], the
interaction between the QDs and the field is supposed to be weak, and there is no back
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response of the QDs on the field. So the state of the EM field does not change in time,
and we can write the density operator ρ̂QF (t) as ρ̂Q (t) ρ̂F (0), where ρ̂Q and ρ̂F are the
density operators of the QDs and the electromagnetic field, respectively. In the mas-
ter equation approach, the mean value of any QD-based operator Ŷ can be obtained by
〈Ŷ〉 = Tr{ρ̂Ŷ} where ρ̂ = ρ̂Q and, in the rotating wave approximation, the density matrix
obeys the equation of motion,

∂ρ̂

∂t
= −i

2∑
i=1

ω0
[
Ŝzi , ρ̂

]
− i

2∑
i 6=j

Ωij

[
Ŝ+i Ŝ

−
j , ρ̂

]
−
1

2

2∑
i,j=1

Γij

(
ρ̂Ŝ+i Ŝ

−
j + Ŝ+i Ŝ

−
j ρ̂− 2Ŝ

−
j ρ̂Ŝ

+
i

)
, (3.1.6)

where

Γii ≡ Γ =
ε
1/2
h ω30µ

2

3πε0~c3
(3.1.7)

is the spontaneous emission rate of a single QD and µ is the QD dipole moment.

The parameters Ω12 and Γ12 are respectively the diagonal and off-diagonal matrix ele-
ments of the interaction energy operator V̂

V̂ = ~
(
Ω12 iΓ12
iΓ12 Ω12

)
. (3.1.8)

Making use of expressions (2.3.38) and (2.3.39), the quantity Γ12 is shown to be [106–109,
115–117]

Γ12 =
3

2
Γ

{
α12

sin (k0r12)

k0r12
+ β12

(
cos (k0r12)

(k0r12)
2

−
sin (k0r12)

(k0r12)
3

)}
, (3.1.9)

where α12 = (eµ1 ·eµ2)−(eµ1 ·e12)(eµ2 ·e12) and β12 = (eµ1 ·eµ2)−3(eµ1 ·e12)(eµ2 ·e12).
Here eµ1,eµ2 are unit vectors along the QD transition dipole moments and e12 = (r2 −
r1)/r12, k0 =

√
εhω0

/
c.

The parameter ~Ω12 in Eq. (3.1.6) is the dipole-dipole interaction energy between quan-
tum dots coupled through the vacuum field. When kr12 6= 0, this coherent coupling
potential is [106–109, 115, 118, 119]

Ω12 =
3

4
Γ

{
−α12

cos (k0r12)
k0r12

+ β12

(
sin (k0r12)

(k0r12)2
+

cos(k0r12)

(k0r12)
3

)}
, (3.1.10)

and can be understood as the exchange of a virtual photon between an empty and an ex-
cited QD mediated by the quantized electromagnetic field. The coupling parameters Γ12
and Ω12 determine the correlation properties of the multi-QD system and as indicated
in Fig.3.1, strongly depend on the inter-QD separation.

Calculation of the Lamb shift is possible based on Eq. (3.1.10) in the limit r12 → 0.
The divergence appeared in this case requires a special renormalization [148] of the fre-
quency shift. We will not consider this technique here, but assume that the renormalized
shift is included into the transition frequencyω0 in Eq. (3.1.6) [110].
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Figure 3.1: (a) Collective damping Γ12/
√
Γ1Γ2 and (b) the dipole-dipole interaction

Ω12/
√
Γ1Γ2 as a function of r12/λ0 for µ̂1 ‖ µ̂2 , µ̂1⊥r̂12 (solid line) and µ̂1 ‖ µ̂2, µ̂1 ‖ r̂12

(dashed line).

For obtaining Eqs. (3.1.6) to (3.1.10), we have used the Markov approximation in which
the dynamics of the QD system is slow as compared to the much faster decay of cor-
relation functions of the photonic reservoir [149]. In other words, the Markov approx-
imation holds when there is no memory in the system. It is clear from Eq. (3.1.9) and
(3.1.10) that when the QD dipole moments are perpendicular to each other, the collec-
tive parameters will vanish and there will be no coupling between the QDs. By contrast,
if the QD dipole moments are parallel or anti parallel, the collective parameters attain
their maximal values, with opposite signs.

To obtain a better understanding of the nature of a double-QD system at different ini-
tial excitation conditions, we should calculate the eigenstates of the combined system
”QDs + photonic reservoir”, which correspond to the eigenstates of Eq. (3.1.6). This
system behaves as a single four-level system with eigenstates |g〉 = |g1〉 |g2〉 and |e〉 =
|e1〉 |e2〉 with energies Eg = −~ω0 and Ee = ~ω0 respectively as well as the entangled
states |s〉 = 1√

2
(|e1〉 |g2〉+ |g1〉 |e2〉) and |a〉 = 1√

2
(|e1〉 |g2〉− |g1〉 |e2〉) with energies

Es = ~Ω12 and Ea = −~Ω12. The ground state |g〉 and the fully excited state |e〉 are
not influenced by the dipole-dipole interaction, but the energy of the symmetric |s〉 and
the antisymmetric |a〉 states are shifted from their unperturbed energies by ~Ω12. The
symmetric and antisymmetric transitions are uncorrelated and decay with the rates Γs
and Γa respectively, Γs,a = Γ ± Γ12. These entangled states are schematically indicated
in Fig.3.2.
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Figure 3.2: Schematic of the energy levels in a double-QD system. When two
QDs are strongly coupled, two systems of two-level QDs change to a single sys-
tem of four levels. The energy levels from top to bottom are the excited state |e〉 =
|e1〉 |e2〉, the symmetric state|s〉 = 1√

2
(|e1〉 |g2〉+ |g1〉 |e2〉), the antisymmetric state|a〉 =

1√
2
(|e1〉 |g2〉− |g1〉 |e2〉)and the ground state|g〉 = |g1〉 |g2〉.

The origin of the Dicke-type [50] cooperative spontaneous emission comes from the en-
tanglement of the QD system with the electromagnetic field modes. This means that the
interference of the radiation patterns from each of the individually oscillating dipoles
should be taken into account. The constructive interference leads to faster decay of
the system (superradiance) while the destructive interference leads to the slower decay
(subradiance). We are mostly interested in the time profile of the spontaneous emission
intensity I (t) as well as in spatial profile in meridianal and azimuthal planes. The time
variation of the population can be directly probed in time resolved transmission or dif-
ferential reflectivity [150] measurements. The dynamics of the emission intensity can be
recorded in a time resolved photoluminescence measurement.

To analyze the spontaneous decay dynamics it is convenient to use the complete set of
single-time correlators as follows x1 = 〈Ŝ+1 Ŝ

−
1 〉, x2 = 〈Ŝ

+
2 Ŝ

−
2 〉, x3 = 〈Ŝ

+
1 Ŝ

−
2 〉, x4 = 〈Ŝ

+
2 Ŝ

−
1 〉,

x5 = 〈Ŝ+1 Ŝ
−
1 Ŝ

+
2 Ŝ

−
2 〉. Then, for the 4-vector xT = (x1, x2, x3, x4) (the superscript T denotes

transposed matrix) we obtain from Eq. (3.1.6) the system of differential equations

dx
dt

= Ax + f, (3.1.11)

where A is the following matrix

A =


−Γ 0 ξ ξ∗

0 −Γ ξ∗ ξ
ξ ξ∗ −Γ 0
ξ∗ ξ 0 −Γ

 ,
and f(t) = 2Γ12x5(0)f0 exp(−2Γt), fT0 = (0, 0, 1, 1), ξ = −iΩ12 − Γ12/2. Due to the
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Figure 3.3: Schematic indication of the position of the observation point with respect
to the QD positions and dipole orientations in circular coordinates. In this picture, the
QD dipoles are perpendicular to the QD-QD axis. the z-axis is along the QD dipole
directions. y-axis is along the line connecting the QDs and the x-axis is perpendicular
to y and z.

special symmetry properties of the matrix the general exact solution of Eq. (3.1.11) can
be written in the simple analytical form. It reads

x(t) = e−ΓtQ(t)

[
1

4
Ux(0) −

γ

2
b
]
− γae−2Γt, (3.1.12)

where γ = 2Γ212x5(0)/ΓsΓa and symbols Q(t) and U respectively denote the matrices

Q (t) =


eΓ12t e−Γ12t e2iΩ12t e−2iΩ12t

eΓ12t e−Γ12t −e2iΩ12t −e−2iΩ12t

−eΓ12t e−Γ12t −e2iΩ12t e−2iΩ12t

−eΓ12t e−Γ12t e2iΩ12t −e−2iΩ12t

 ,

U =


1 1 −1 −1
1 1 1 1
1 −1 −1 1
1 −1 1 −1

 , (3.1.13)

while aT = (1 , 1 , Γ/Γ12 , Γ/Γ12) and bT = (Γa/Γ12 ,−Γs/Γ12 , 0 , 0). Expression (3.1.12) is
the basis for the subsequent analysis.

Following the same method as introduced in Ref. [109], the far-field spontaneous emis-
sion intensity at a distance r from origin of the double-QD system (see Fig. 3.3) is actu-
ally the radial component of the Poynting vector at that point. The positive-frequency
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part of outgoing electric field operator for the system of two identical QDs can be writ-
ten similar to Ref. [121] as

Ê(+)(r, t) =
k20µeθ
r

sin θ
[
Ŝ−1 (t−

√
εhr1/c) + Ŝ

−
2 (t−

√
εhr2/c)

]
, (3.1.14)

where r1,2 = d ∓ (d/2) sin θ sinφ, and r, θ, φ are the spherical coordinates with zero
at the center of the QD connecting axis. The observed value of intensity is defined
as I(r, t) = 〈Ê(−)(r, t)Ê(+)(r, t)〉. For the intensity calculations we need the correlators
〈Ŝ−i (r, t)Ŝ

+
j (r, t + τ)〉, which is reduced to 〈Ŝ−i (r, t)Ŝ

+
j (r, t)〉 in the quasi-stationary ap-

proximation.

For the sake of a better analysis and comparison, we write the final result of the emission
intensity in a form similar to the macroscopic antenna theory [151] as

I(r, t) =
k40µ

2

r2
g(θ)f (θ,ϕ, t− tr) , (3.1.15)

where tr =
√
εhr/c is the propagation time, g(θ) = sin2θ is the energy radiation pattern

of the single emitter which in our case is the single QD and

f(θ,ϕ, t) =

2∑
i,j=1

exp{ik0(r · e12)}〈Ŝ+i (t) Ŝ−j (t)〉Θ(t)

is the emission pattern originating from the interaction between the two QDs; Θ(t) is
the Heaviside step function equal to zero at t ≤ 0 and equal to unity at t ≥ 0. As is
depicted in the schematic picture of Fig. (3.3), in deriving Eq. (3.1.15), we have assumed
that the QD dipole moments are parallel and we are in the far-field regime (r � r12).
In the antenna theory, the quantity f(θ,ϕ, t) is conventionally referred to as array factor
[151]. Generally, the array factor characterizes antenna arrays with arbitrary number of
elements but can also be applied to arrays with two elements as we deal with in our
case. Hereafter we shall follow this fixed terminology.

The total emitted luminescence power can be represented by

IΣ (t) = −dP (t) /dt, (3.1.16)

where P(t) = ~ω0(x1 + x2) + ~Ω12(x3 + x4) is the total energy of the QD system. Using
the general solution (3.1.12), we can consider the temporal behavior of IΣ (t) for different
initial states. Note that the quantity IΣ (t) is an integral characteristic and thus does not
comprise spatial variables. The relation

IΣ(t) = lim
r→∞

(
r2
∫
I(r, t)dO

)
(3.1.17)

couples this characteristic with the far-field spontaneous emission intensity I(r, t) at a
space point r (dO = sin θdθdϕ is the solid angle).
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2

1

3

Figure 3.4: Schematic of the observation points. Point 1 is denoted for (θ = π/2,ϕ = 0),
2 for (θ = π/2,ϕ = π/4) and 3 for (θ = π/2,ϕ = π/2).

3.2 Time resolved spontaneous emission

As it has been demonstrated in the previous section, in the absence of any external
laser field the master equation (3.1.6) is reduced to a close set of coupled equations,
Eq. (3.1.11), which fully describes the population dynamics and time decay rate of
the spontaneous emission. By replacing the correlated terms 〈Ŝ+i Ŝ

−
j 〉 presented by Eq.

(3.1.12) into Eq. (3.1.15), we arrive at

fee(θ,ϕ, t) =
2

Γa

(
Γse

−Γst − 2Γ12e
−2Γt

)
cos2

Ψ

2

+
2

Γs

(
Γae

−Γat + 2Γ12e
−2Γt

)
sin2

Ψ

2
,

(3.2.1)

for the array factor fee of the initially double-excited state |ψee〉 = |e1〉 |e2〉. Analo-
gously, for the array factor fent of the initially entangled state |ψent〉 = cosΦ|e1〉 |g2〉 +
sinΦ |g1〉 |e2〉with the excitation phase shiftΦ, we obtain

fent (θ,ϕ, t) = − sinΨ cos 2Φ sin (2Ω12t) e
−Γt

+ (1+ sin 2Φ)cos2
Ψ

2
e−Γst + (1− sin 2Φ)sin2

Ψ

2
e−Γat

(3.2.2)

Here Ψ = k0r12 sin θ sinϕ. In the particular case of Φ = 0, the entangled state |ψent〉 is
transformed into the initially single-QD excited state |ψeg〉 = |e1〉 |g2〉. In that case Eq.
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(3.2.2) reduces to an expression for the array factor feg:

feg (θ,ϕ, t) = sinΨ sin (2Ω12t) e
−Γt + cos2

Ψ

2
e−Γst + sin2

Ψ

2
e−Γat. (3.2.3)

In the case of |ψee〉, where both QDs are initially excited, there is a channel decaying
with the emission rate 2Γ . This channel is attributed to the Two-Photon Emission (TPE)
phenomena and is a consequence of exciton-exciton coupling. For the case of the biexci-
ton which is actually a system of two coupled excitons in a single QD, the TPE process
has been experimentally observed [152]. In our case, the difference is that the coupled
excitons belong to two separate QDs.

Let us compare the array factors for the system of two QDs with the array factors for
two classical dipoles. Following Ref. [151], the latter quantity can be presented as

fcla(Ψ) = B sinΨ+ B+cos2
Ψ

2
+ B−sin2

Ψ

2
, (3.2.4)

where B = −2J1J2 sin δϕ, B± = J21 + J
2
2 ± 2J1J2 cos δϕ, J1,2 are the dipole currents and

δϕ is the mutual phase shift. It should be noted that the dipole currents are induced by
independent sources. That is why they both the dipole currents and phases are apriori
independent quantities. The factor (3.2.4) completely determines the directional emis-
sion pattern of a two-dipole antenna. For in-phase and opposite-phase dipoles B+ ≥ B−

and B+ ≤ B−, respectively.

The factors analogous to all three terms in (3.2.4) are also presented in Eqs. (3.2.1)–
(3.2.3). The essential difference is that these factors decay in time for the system of
QDs. This means that the directional emission pattern of two coupled QDs becomes
time-dependent since different decay channels are dominant for different emission di-
rections. Indeed, for the entangled state the correlation (1± sin(2Φ)) exp{−Γs,at}→ B±
is obvious. Consequently, the second term in (3.2.4) corresponds to symmetrical (su-
perradiant) mode while the third one corresponds to asymmetrical (subradiant) mode.
Thus, the time dependence of the directional emission pattern is a consequence of the
d − d interaction, i.e. of the process which has no analogs in classical antennas. If one
of the dipoles in the classical antenna is unloaded, for example J2 = 0, we arrive at
fcla(Ψ) = J

2
1. This means that the second dipole does not manifest itself and the antenna

radiates as a single dipole. In a system of QDs such a situation corresponds to the state
|ψeg〉, see Eq. (3.2.3). The difference is that the aforementioned nonstationarity provides
the array factor dependence on Ψ. As a result, the radiation directivity converges with
the decay. The value Φ = π/4 in (3.2.2) corresponds to the excitation of |s〉 mode in the
QD system. In this case fent(Ψ) ∼ cos2(Ψ/2), which corresponds to the in-phase excita-
tion of classical dipoles by identical currents: B− = B = 0 if we assume in (3.2.4) J1 = J2
and δϕ = 0. Analogously, one can find that Φ = 3π/4 corresponds to the excitation
of the |a〉 mode and thus corresponds to the antiphase excitation of classical dipoles:
letting J1 = J2 and δϕ = π in (3.2.4) we arrive at B = 0.

For the double-excited state |ψee〉, from (3.2.1), the relations 2(Γae−Γat+2Γ12e−2Γt)/Γs →
B+ and 2

(
Γse

−Γst − 2Γ12e
−2Γt

)
/Γa → B− are followed. It can easily be found that B+ '
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B− at small t and thus fee(Ψ) = const, i.e. in that case the system radiates as a single
dipole, situation is changed at large t when contributions of symmetrical mode and
two-photon channel becomes negligible. As a result, the radiation gains directionality
(at large t, B+ � B− providing fee(Ψ) ∼ cos2(Ψ/2).

It should be emphasized that the discussed nonstationarity of the array factors, which is
inherent to quantum emitters is not the only difference to classical dipoles. The second
important factor is the oscillations in the first term in (3.2.3) and (3.2.2) originated from
quantum correlations between states in different QDs. This term is odd with respect
to Ψ and corresponds to coupling of dipoles in classical antennas. Moreover, this term
describes oscillations of the array factor with the frequencyΩ12. A strong d−d coupling
between the QDs induces this process (the terms ∼ O(Ω12) can not be treated as small
perturbations).

Thus, in the strong coupling regime the dipole-dipole interaction qualitatively changes
the emission pattern as compared with macroscopic antennas. As has been shown
above, in two-QD antennas the emission pattern becomes nonstationary. Moreover,
from Eqs. (3.2.1)-(3.2.2) it follows that, in general case, the spatial and temporal behav-
ior of the spontaneous emission are not factored. This is because every eigenstate of the
system (symmetric, antisymmetric and two-photon state) is characterized by its own
emission rate (Γs, Γa and 2Γ , respectively) and its own emission pattern.

From now on, we focus on the observation points located at (θ = π/2,ϕ = 0),(θ =
π/2,ϕ = π/4) and θ = π/2,ϕ = π/2 which are respectively denoted by 1, 2 and 3 in
Fig. (3.4).

The time profile of the spontaneous emission from a two-QD system into different an-
gular directions has been indicated in Fig. (3.5). It is observed that at ϕ = 0, both

∣∣∣ψeg

〉
and |ψent〉 decay with the same emission rate, but in other directions, each channel de-
cays with its own rate. The oscillations due to the first term of Eqs. (3.2.2) and (3.2.3)
with the frequencyΩ12 are also observable.

The influence of the QD-QD separation on the decay time of the emission is demon-
strated in Fig. (3.6). In each graph, you can compare the emission decay in the coupled
case with the uncoupled case. Depending on the QD-QD separation, it is shown that
the emission can be either faster or slower than the emission of the uncoupled system.
The role of the coherent part of the dipole-dipole coupling, Ω12, becomes evident for
very closely spaced QDs. This role is to introduce oscillations with frequency Ω12 on
the decay dynamics of the emission from the |ψeg〉 and |ψent〉 states.

3.3 Spontaneous emission pattern

The spontaneous emission pattern from a double-QD system can be measured by po-
sitioning detectors at different angular positions (θ,ϕ) with respect to the centre of the
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Figure 3.5: Time Resolved PL from a two-QD system into different angular directions
of ϕ = 0(left), ϕ = π/4 (middle) and ϕ = π/2 (right) when both QDs are initially
excited (dash-dotted line), one QD is excited (solid line) and the system is prepared in
an entangled state withΦ = π/6. In this graph, r12 = 100nm and θ = π/2 (dashed line).
The emission is normalized with the emission at t = 0.

QD-QD axis and keeping the radial distance fixed. The detected signal is actually the
time-integral of the intensity introduced in Eq. (3.1.15) and reads

f int(r, θ,ϕ) =

∞∫
tr

f(θ,ϕ, t− tr)dt . (3.3.1)

By substituting the array factors given by Eqs. (3.2.1)-(3.2.2) into this equation, we obtain
for the different initial states

fint
ee (θ,ϕ) =

2

Γ
, (3.3.2)

fint
ent(θ,ϕ) = sinΨ cos 2Φ

2Ω12

4Ω212 + Γ
2
+
1+ sin 2Φ

Γs
cos2

Ψ

2
+
1− sin 2Φ

Γa
sin2

Ψ

2
, (3.3.3)

fint
eg (θ,ϕ) =

1

Γa
sin2

Ψ

2
+
1

Γs
cos2

Ψ

2
+
2Ω12 sinΨ
4Ω212 + Γ

2
, (3.3.4)

It is evident from Eq. (3.3.2) that if both QDs are initially excited, the intensities mea-
sured at different angular positions are equal to the emission intensity in the uncoupled
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Figure 3.6: Time Resolved PL from a two-QD system into the direction ϕ = π/4 for the
emission from |ψee〉(left),

∣∣∣ψeg

〉
(middle) and |ψent〉 with Φ = π/6 (right). The QD-QD

separation is r12 = 0.1λ(solid line), r12 = 0.3λ(dash-dotted line), r12 = 0.5λ (dashed
line) and the uncoupled case (dotted line). In this graph, r12 = 100nm and θ = π/2.
The graph is on a logarithmic scale and the emission is normalized with the emission at
t = 0.

case. So for the remainder, we only consider the spontaneous emission pattern in which
only one QD is initially excited or the double-QD system is initially prepared in an en-
tangled state. The angular emission pattern from a double-QD system is depicted in
Fig. (3.7) It is clear that the emission is maximum at θ = π/2 for all initial conditions. It
is clear that if initially only one QD is excited or the system is prepared in an entangled
state, the emission pattern is not symmetric between 0 < ϕ < π and π < ϕ < 2π.

As follows from (3.1.15), the correlated spontaneous emission is a superposition of three
wave packets propagating in the radial direction under different angles. The radial
dependence of the intensity I(r, t) is essentially different from the corresponding de-
pendence of the spherical wave, O(1/r2), and has an additional coefficient which is a
superposition of three exponents. Note that for entangled states, this dependence con-
tains also oscillations with period 2Ω12

√
εh/c, which are due to the asymmetry of the

array factor mentioned above.

As it is seen from Eqs. (3.2.2) and (3.2.3), these oscillations can be presented as a su-
perposition of two counter-propagating spherical modes. These modes have complex-
conjugated wave numbers that correspond to the interaction of two modes with op-
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Figure 3.7: Emission pattern, PL (θ,ϕ)/Γ , of a double-QD system when (a) one QD
is initially excited and (b) the system is initially prepared in an entangled state with
Φ = π/6. In all cases r12 = 100 nm.

positely directed energy fluxes. Such waves, in microwave electrodynamics conven-
tionally referred to as complex waves, have been detected in plane waveguides with
anisotropic walls and in some other waveguiding structures, see Ref. [153] for a brief
overview. These waves are pairwise excited and do not transfer energy. In our case,
instead of guided waves, we deal with spherical complex waves which also do not
transfer energy.

The existence of such waves is mediated by the photonic reservoir and is governed by
the spatial-temporal field correlations, being induced due to the dipole-dipole interac-
tion between the QDs. Thus, the contribution of the additional modes into the inte-
grated intensity vanishes as a result of the integration in (3.1.17) which is in agreement
with Ref. [110]. As a result, the existence of complex spherical waves does not contra-
dict the radiation conditions, which have more general form for complex waves than
the classical Sommerfeld radiation conditions [153].

In order to investigate the effect of radiative coupling between QDs on the emission
pattern of the system, we need to normalize the graphs in Fig. 3.7 with the emission
pattern of the non-interacting systems with identical initial excitation when Γ12 = Ω12 =
0. For a QD-QD separation of 100 nm, this is demonstrated in Fig. (3.8). For the case
where only one QD is initially excited (a), there is a large asymmetry. The emission
intensity is stronger for 0 < ϕ < π, and weaker for π < ϕ < 2π, as compared to
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Figure 3.8: Angular emission pattern normalized with the emission pattern of two non-
interacting QDs, PL (θ,ϕ)/PLuncoupled (θ,ϕ), when (a) only one QD is initially excited
and (b) the system is initially prepared in an entangled state with Φ = π/6. In all cases
r12 = 100nm. Inside the dotted circles, the total emission is stronger and outside the
circles, the emission is weaker than the emission of uncoupled QDs.

the uncoupled case. If the system is initially prepared in an entangled state (b), the
angular pattern greatly depends on the phase shift Φ and in general, the pattern is not
symmetric.

The angular emission pattern of the entangled state is depicted in Fig. (3.9) for different
initial entanglement. We observe that the emission pattern is only symmetric for a par-
ticular initial entanglement, but in general it is not symmetric. By changing the initial
entanglement, we alter the spatial distribution of the incoming and outgoing compo-
nents, leading to a large variety of emission patterns. In Fig. (3.8), inside the dotted
circles, the emission intensity is stronger and outside the circles, it is weaker than for
the uncoupled double-QD system with the same initial conditions.

The QD-QD distance is another important item in a double-QD system which governs
the strength of radiative coupling between the QDs and also influences the emission
pattern. The influence of this quantity is evident in coupling parameters Γ12, Ω12 as
well as in the detection point dependent parameter Ψ. It is clear in Fig. (3.10) that the
PL intensity at some particular angular positions is enhanced by the QD-QD coupling,
while it is reduced for other angles, as compared to the uncoupled case. The asymmetry
between the regions 0 < ϕ < π and π < ϕ < 2π is also observed for almost all QD-QD
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Figure 3.9: Angular emission pattern of a double-QD system, PL (θ,ϕ)/Γ , when it is
initially prepared at an entangled state for (left panel)Φ = π/4, (middle panel)Φ = π/6
and (right panel)Φ/2. In all cases r12 = 100nm.

separations. For larger QD-QD separations, r12, oscillations between the superradiant
and subradiant regimes are more frequent as a function of the azimuthal angle ϕ.

The corresponding PL intensities at the observation points indicated in Fig. (3.4) are
shown in Fig. (3.11) as a function of the QD-QD separation. In this figure, it is clear that
if the detector is located exactly perpendicular to the sample substrate, no difference
between the emission intensity from

∣∣∣ψeg

〉
and |ψent〉is observable. At this position, the

collective PL is weaker than the PL of uncoupled QDs for the case of very closely spaced
QDs. Subsequently by increasing the QD-QD separation, the PL intensity oscillates
between the superadiant and subradiant regimes. By locating the detector at positions
2 and 3 of Fig. (3.4), the emission from

∣∣∣ψeg

〉
and |ψent〉 will be more distinguishable

from each other. At these positions, the PL-emission from the system of very closely
spaced QDs might be either stronger or weaker than the emission of uncoupled QDs.

In this section we have considered the spatial distribution of far-field intensity for the
spontaneous emission of two QDs. The problem is of interest because the correlations
governed by d − d interaction are able to essentially transform the spatial distribution.
The ability to tune the directivity of the spontaneous emission, in fact, was noted pre-
viously [95]: if the initial state of an infinitely large and homogeneous medium of two-
level atoms is prepared by the absorption of a photon, the emitted photon is directed
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Figure 3.10: Relative PL intensity normalized to the emission of uncoupled QDs for∣∣∣ψeg

〉
(a) and |ψent〉 with Φ = π/6 (b), as a function of ϕ for different QD-QD distances

of r12 = 0.1λ(dotted line), r12 = 0.3λ(dashed line), r12 = 0.5λ(dash-dotted line) and
r12 = λ(solid line). In this graph θ = π/2.

along the absorbed one. As we have shown in our analysis, new possibilities for the
control of the spontaneous emission direction arise for the emitters with sizes which
are in a particular direction comparable with the wavelength. One can conclude that
such emitters can play the role of quantum-optical antennas, whereby we can generate
an effective correlated spontaneous emission. Different nano-sized objects can be uti-
lized for the practical realization of such antennas, which can be referred to as quantum
nanoantennas. As an example of such a two-element antenna we have considered the
system of two identical QDs.

3.4 Spontaneous emission spectrum

Here we consider another interesting property of the correlated spontaneous emission
which takes place for quantum states without geometrical center of inversion (such as
|ψent〉 and |ψeg〉). The spontaneous emission spectrum for such states is a triplet, a central
line at the frequency ω = ω0 and two additional lines appearing at the frequencies
ω = ω0 +Ω12 and ω = ω0 −Ω12. The contribution of these emission lines to the field
intensity is described by the first terms in Eqs. (3.3.4)-(3.3.3). The equations (3.2.1)-(3.2.2)



3.4 Spontaneous emission spectrum 57

0.5 1.0 1.5

0.5

1.0

1.5

2.0

0.5 1.0 1.5 0.5 1.0 1.5

 

 

P
L

/P
L

u
n

c
o

u
p

le
d

r
12

(λ)

ϕ = π/4

 

 

r
12

(λ)

ϕ = π/2

 

 

r
12

(λ)

 |ψ
eg

>

 |ψ
ent

>

ϕ = 0

Figure 3.11: Relative PL intensity normalized to the uncoupled QD system for∣∣∣ψeg

〉
(solid line) and |ψent〉 with Φ = π/6(dashed line) at the observation points 1,2,3

indicated in Fig. (3.4). Left: θ = π/2,ϕ = 0, Middle: θ = π/2,ϕ = π/4, Right:
θ = π/2,ϕ = π/2

.

are time-averages over the oscillation period. But, in order to obtain the PL emission
spectrum S(θ,ϕ,ω), we need to take a Fourier transform of the two-time correlation
function f(θ,ϕ, t1, t2), which is given by

S(θ,ϕ,ω) =
1

π
Re

∞∫
0

∞∫
−t

f(θ,ϕ, t, t+ τ)eiωτ dτdt, (3.4.1)

where

f(θ,ϕ, t1, t2) =〈Ŝ+1 (t1)Ŝ
−
1 (t2)〉+ 〈Ŝ

+
2 (t1)Ŝ

−
2 (t2)〉

+ cosΨ
[
〈Ŝ+1 (t1)Ŝ

−
2 (t2)〉+ 〈Ŝ

−
1 (t1)Ŝ

+
2 (t2)〉

]
+ i sinΨ

[
〈Ŝ+1 (t1)Ŝ

−
2 (t2)〉− 〈Ŝ

−
1 (t1)Ŝ

+
2 (t2)〉

]
.

(3.4.2)

To evaluate the two-time correlation functions f(θ,ϕ, t1, t2), we utilize a standard tech-
nique based on the Onsager theorem [121]. As a result, the two-time correlation func-
tions are expressed in terms of the corresponding single-time correlators which are spec-
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ified from the initial conditions. After some algebra we arrive at (τ > 0)

〈Ŝ+1 (t)Ŝ
−
1 (t+ τ) + Ŝ

+
2 (t)Ŝ

−
2 (t+ τ)〉 =

[Bes(τ) + Bea(τ)]ρee(t) + Csg(τ)ρss(t) + Cag(τ)ρaa(t), (3.4.3)

〈Ŝ+1 (t)Ŝ
−
2 (t+ τ) + Ŝ

+
2 (t)Ŝ

−
1 (t+ τ)〉 =

[Bes(τ) − Bea(τ)]ρee(t) + Csg(τ)ρss(t) − Cag(τ)ρaa(t) , (3.4.4)

〈Ŝ+1 (t)Ŝ
−
2 (t+ τ) − Ŝ

+
2 (t)Ŝ

−
1 (t+ τ)〉 = Csg(τ)ρsa(t) − Cag(τ)ρas(t). (3.4.5)

Here,

Csg(τ) = exp{−iω+τ− Γsτ/2} (3.4.6)

Bes(τ) = (1+ ξs) exp{−iω−τ− γsτ}− ξsCsg(τ) (3.4.7)

ξs = Γs/(−2iΩ12 + Γ),ξa = Γa/(−2iΩ12 − Γ), γs,a = Γ + Γs,a/2 and ω± = ω0 ±Ω12.
The equations for Cag and Bea are obtained from (3.4.6) and (3.4.7) by the substitutions
ω± → ω∓, Γs → Γa and γs → γa.

The calculation of the frequency spectrum by Eq. (3.4.2) using (3.4.3)–(3.4.7) leads to
very awkward final expressions. That is why we restrict ourselves to some partial cases
of the initial conditions which are of most physical interest. In particular, the initial
conditions ρ0ee = 0, ρ0ss,aa = (1 ± sin 2Φ)/2, ρ0sa = ρ0as = cos 2Φ/2 in (3.4.3)–(3.4.5)
correspond to the entangled state. In that case, using (3.4.2) we obtain the following
spectrum

Sent(ω) =
1

π
(S(ω) + S(−ω)) , (3.4.8)

where

S(ω) =
ρ0aa(1− cosΦ)

(ω−ω−)2 +
(
Γa
2

)2 +
ρ0ss(1+ cosΦ)

(ω−ω+)2 +
(
Γs
2

)2
−

ρ0as sinΨ[Γs(ω− −ω) − Γa(ω+ −ω)][
(ω−ω−)2 +

(
Γs
2

)2] [
(ω−ω+)2 +

(
Γa
2

)2] . (3.4.9)

Analyzing (3.4.8), (3.4.9) one can conclude that the entangled state spectrum comprises
two resonant lines with frequenciesω+ andω− (as is dictated by Eq. (3.4.9)) and a non-
resonant component induced by the second term in (3.4.8). It should be emphasized that
resonant lines are non-Lorentzian. Their antisymmetrical component is proportional to
sinΨ, i.e. is determined by the azimuthal asymmetry of the directional emission pat-
tern. In the absence of the d− d interaction, these resonant lines merge to form a single
symmetric line. Note that these peculiarities are the characteristics of the density of the
energy flux into a particular angle. In the total radiation intensity the antisymmetric
components are averaged out due to integration over the space angle.
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An even more important example is a mixed |a〉 and |s〉 initial state, which is described
by the diagonal density matrix (ρ0as = ρ0sa = 0) satisfying the normalization condition
ρ0ss + ρ

0
aa = 1with arbitrary ρ0aa. The spectrum for such an initial state can be obtained

from (3.4.9) letting ρ0as = 0. One can see that the spectrum is a superposition of two
Lorentzian lines with different frequencies, directional emission patterns and damping
constants. Both directional diagrams are symmetrical with respect to the angle Ψ.

In a similar manner one can obtain the spectrum of the initially double-excited state
|Ψee〉. This spectrum can be represented as

See(ω) =(1+ cosΨ)[Ss(ω) + Ss(−ω)] + (1− cosΨ)[Sa(ω) + Sa(−ω)], (3.4.10)

where
Ss,a(ω) =

1

π
(Γs,aD(ω) +Gs,a(ω)), (3.4.11)

and

D(ω) =
Γ

Γ2 + 4Ω212
(Gs(ω) −Ga(ω)) −

2Ω12

Γ2 + 4Ω212
(Ks(ω) + Ka(ω)), (3.4.12)

with

Gs(ω) =
Γaγs/2+ (ω− −ω)2

[(ω− −ω)2 + ( Γa
2
)2][(ω− −ω)2 + γ2s ]

, (3.4.13)

Ks(ω) =
Γs(ω− −ω)

[(ω− −ω)2 + ( Γa
2
)2][(ω− −ω)2 + γ2s ]

.

In Eq.(3.4.12), the parameters Ga and Ka can be obtained from Gs and Ks by exchang-
ing Γa ↔ Γs, γs → γa and ω− → ω+. The spectrum (3.4.10) is a superposition of two
cascade processes |e〉 → |s〉 → |g〉 and |e〉 → |a〉 → |g〉 described by the terms Ss(ω)
and Sa(ω), respectively. The corresponding non-resonant background is given by the
terms Ss,a(−ω). The spontaneous emission spectra of a double-QD system for emission
into different angular directions is indicated in Fig. (3.12). In the case where both QDs
are initially excited, the spectrum consists of three Lorentzian terms, each with ampli-
tudes which are a function of the angular direction. That’s why the emission spectra are
different for the different emission directions.

3.5 Population dynamics

The total population probability of the double-QD system is equal to P(t) = 〈Ŝ+1 Ŝ
−
1 〉 +

〈Ŝ+2 Ŝ
−
2 〉 which is initially 0 if both QDs are empty, 1 if one of them is excited and 2 if

both QDs are excited, and P(t) varies between 0 and 2 for arbitrary populations. The
total population dynamics can be directly probed in pump-probe reflectivity techniques
by measuring the time profile of the reflected probe. It should be emphasized that the
outgoing energy of the mode belonging to the first terms in Eqs. (3.2.2) –(3.2.3) for a
given direction (θ,ϕ) is exactly compensated by the incoming energy of this mode in
the opposite direction (θ, π + ϕ). Thus the contribution of these modes to the total
emission intensity IΣ(t) vanishes as a result of summation over all propagation angles.
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Figure 3.12: Spontaneous emission spectra from |ψee〉(left),
∣∣∣ψeg

〉
(middle) and |ψent〉

with Φ = π/3(right). The emission is calculated into the directions ϕ = 0 (dotted),
ϕ = π/4 (solid), ϕ = π/3 (dashed) and ϕ = π/2 (dashed-dotted). The PL intensity in
each graph is normalized to the emission of the two-QD system at ω = 0 with ϕ = π/2
and the same initial condition. In this graph r12 = 50 nm and θ = π/2.

3.6 Concluding remarks

In this paper, we have investigated the collective spontaneous emission in a system of
two QDs strongly coupled via the dipole-dipole interaction. Resonant frequencies and
dipole moments of QDs are assumed to be identical and oriented orthogonal to the QD–
QD axis. The d−d interaction was described by the exchange of virtual photon through
the photonic reservoir. The analysis was based on the master equation approach. The
main conclusions of the paper are

1. There are three channels of the spontaneous decay in the two-QD system: super-
radiance, subradiance and two-photon emission. Each of these decay channels is
characterized by not only a differing radiative decay factor but also by its own di-
rectional emission pattern. The relative contribution of each of these channels into
the total radiation pattern is determined by the initial state of the system. Thus,
the antenna characteristics of the two-QD system depends on its initial state.
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2. The difference in the decay factors of each of these channels leads to a time-
dependent total radiative emission pattern. Such an effect has no analogs in clas-
sical macroscopic antennas. For the entangled initial state, the total directional
emission pattern shows oscillations with a frequency corresponding to the dipole-
dipole interaction. The oscillating component is antisymmetric with respect to
azimuthal angle. It should be emphasized that this oscillation effect is inherent
to particular directional emission diagram and vanishes for the total radiation in-
tensity as a result of the integration of the radiation pattern over solid angle. The
oscillations are due to the strong coupling and cannot be described by a perturba-
tion to the dipole-dipole interaction energy.

3. The frequency spectrum of the spontaneous emission of the two-QD system is
formed by a superposition of two resonant lines with frequenciesω± = ω0 ±Ω12
imposed on the non-resonant background, where ~Ω12 is the d − d interaction
energy. It should be noted that the amplitudes of resonant lines depend on the
meridial and azimuthal observation angles. Generally, the resonant lines are non-
Lorentzian – each of them is a superposition of two Lorentzian lines with the same
frequency but with different amplitudes and widths. This property must be taken
into account for the calculation of the spectral lineshape.

The analysis carried out allows us to propose that the collective spontaneous emission
of a QD ensemble provides an opportunity for the design of quantum nanoantennas
whose radiative properties are dictated by the initial state of the system. Just by chang-
ing the QD-QD distance, we are able to increase (superradiance) or decrease (subradi-
ance) the PL intensity as well as the spontaneous emission rate in a particular emission
direction compared to those of the uncoupled system. A change of the QD-QD separa-
tion, r12, will also modify the amplitude and width of the emission spectrum. From the
experimental point of view, the spontaneous emission spectrum (PL), and the emission
dynamics can be easily measured by locating the detectors at different angular positions
around the system.

The two-QD system considered in this paper is the simplest of this kind. As a next
step, more complex systems can be considered, such as 1D- and 2D arrays of quantum
dots, quantum dot rings and also different combinations of emitting QDs with passive
scattering elements (antennas of the Udo-Yagi type [151]).





Chapter 4

Entangled states and collective
nonclassical effects in coupled
QD-lattices

The experimental realization of quantum entanglement for quantum computation [154,
155] or quantum metrology [156–160] is currently a subject of intense study by many
groups. It is already known for several decades that spontaneous emission from coop-
erative systems of many two-level quantum emitters is able to provide quantum entan-
glement between the individual two-level emitters [161–163]. It is however still a major
challenge to fully understand and control the transfer of the excitation energy from
one emitter to another nearby emitter within a cooperative system of quantum emitters
such as e.g. a periodic lattice. For such a study, quantum dots (QDs) are particularly
well suited since QDs have atom-like behavior and can be approximated as two-level
systems with appropriate dipole moments [2–5,28]. The energy transfer between 2 QDs
can be mediated by nonradiative Förster coupling in closely-packed arrangement of
QDs, i.e., when the inter-QD distance is on the order of the QD size or smaller. Ex-
amples of these structures are quantum dot molecules [164], chains [165], rings [166],
two-dimensional [167] and three-dimensional [168], arrays as well as dendrites [169]
based on QDs. In this chapter, we will however focus on a more general treatment of
radiative coupling including the long range radiative [44] coupling between different
QDs. In particular, we will study an infinitely large periodic QD-lattice, as well as two
coupled QD-lattices. Such a study has not yet been reported.

The simplest structure for investigating the time evolution of an entangled state is a
system of two 2-level emitters. Such a system has already been extensively studied for
atoms [57,98,110,132,163] and QDs in free space [170,171], in optical nanocavities [172],
in photonic-crystal microcavities [173] and in micropillar cavities [174]. In the previous
chapter, we investigated the simple system of two QDs positioned in free space or a
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homogeneous medium. We indicated that how optical coupling of QDs can give rise
to a correlated emission in the far-field. For structures composed of more than a few
emitters, we encounter a complex many body problem, which presently, can neither be
treated analytically nor numerically.

In this chapter, we will simplify the situation by focusing on an infinite and periodic
2D lattice of identical QDs. Inspired by solid state physics in which the electronic states
of an infinite lattice of atoms is described in terms of the Bloch wave functions [175] to
describe electronic coupling, we will apply similar periodic functions to describe the ra-
diative coupling in an infinite 2-dimensional periodic array of QDs. The natural choice
for the relevant ”Bloch functions” in the case of radiative coupling, are the eigenmodes
of the EM field in the 2D array as obtained by Floquet’s theorem. It will be shown in
Sec.(4.1) that the radiative coupling in a periodic and infinitely large lattice of QDs is
formally equivalent to the coupling of a QD with a cavity. In Sec.(4.2), we present a
general treatment of the radiative coupling of a single QD or two coupled QDs with
arbitrary cavity modes, using the Master Equation approach. In Sec.(4.3.1), we will fo-
cus on radiative coupling in a single QD-lattice. It will become clear how a reservoir of
EM resonator eigenmodes couples to the QD-dipoles and thus modifies the QD sponta-
neous emission. The entanglement between the cavity modes and the QD system gives
rise to spontaneous radiation transfer between the QDs which is due to the exchange of
virtual photons. In Sec.(4.3.2), we demonstrate the entanglement in a more complicated
structure of two intermixed 2D lattices of QDs. We indicate how the spacing between
two adjacent QD-lattices influences the collective spontaneous emission rates.

4.1 Model

Consider a two-dimensional structure in which identical QDs are distributed over rect-
angular lattice points with the periodicity a in both the x and y directions, see Fig.(4.1).
We assume that an excitation pulse in the y − z plane is incident on the surface of the
QDs with an incidence angle of θinc with respect to the y-axis. Each QD is considered
as a two-level system with the transition frequency ω0 and transition dipole moments
µ. Location of QDs in the lattice is determined by the radius-vector r = ri = a(qxnx +
qyny)where nx,y are the unite vectors in the lattice plane and qx, qy = 0,±1,±2, . . ..
The dual index i = {qx, qy} completely determines the QD location. The general shape
of the wave equation for the scalar Green’s function is [176]

∇2G0 (r, r ′) + k20G0 (r, r ′) = δ (r, r ′) . (4.1.1)

In order to solve Eq.(4.1.1) for any arbitrary observation and source point, we should
know the boundary conditions. In our case, the boundary condition is periodic in the
x − y plane. Assuming that the periodic surface is infinitely large, there are an infinite
number of lattice points on which the boundary conditions should be fulfilled. Treating
the problem in this way is very time consuming and analytically impossible. We can
make a trick by employing the Bloch-Floquet formalism. In this formalism, instead of
considering the observation and source points in free space by an infinite number of
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Figure 4.1: Schematic illustration of a 2D rectangular lattice of QDs in the x − y plane
and the equivalent cavity shown as the green box.

boundaries, we assume the observation and source points in a unit cell with perfectly
conducting walls which embeds one of the lattice points and repeats periodically in the
plane. Of course the length of each unit cell in the z-direction is infinitely large. This
is equivalent to choosing a periodicity of infinity in this direction. The condition of
perfectly conducting walls ensures the periodicity. Then the Green’s function in such a
rectangular box should satisfy the differential equation

∇2Gp (r, r ′) + k0Gp (r, r ′) =

lim
l→∞

∞∑
qx,qy,qz=−∞ δ (x− x

′ − qxa) δ (y− y ′ − qya) δ (z− z
′ − qzl),

(4.1.2)

in which we have employed the expansion and form of the Dirac delta function in the
rectangular cavity. This equation has been solved in many text books and papers for
rectangular lattices with periodic boundaries [103, 176–182] and gives

Gp (r, r ′) =
1

4π
lim
l→∞

∞∑
qx,qy,qz=−∞

eik0Rqxqyqz

Rqxqyqz
eik0cosθincqya,

Rqxqyqz =

√
(x− x ′ − qxa)

2
+ (y− y ′ − qya)

2
+ (z− z ′ − qzl)

2
.

(4.1.3)

We should emphasize again that the periodic Green’s functionGp is the Green’s function
in a unit cell.
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This shape of the Green’s function is in the spatial domain and can be written as the
Fourier transform of the spectral Green’s function

Gp (r, r ′) =
1

(2π)
3

lim
l→∞

∞∫
−∞

∞∫
−∞

∞∫
−∞

dkxdkydkz

×
∞∑

qx,qy,qz=−∞
ei[kx(x−x

′−qxa)+ky(y−y ′−qya)+kz(z−z ′−qzl)]

k2x + k
2
y + k

2
z − k

2
0

eik0cosθincqya. (4.1.4)

By making use of the Poisson’s summation formula,

∞∑
q=−∞ e

iqx = 2π

∞∑
m=−∞ δ (x+ 2πm), (4.1.5)

we obtain

Gp (r, r ′) = lim
l→∞

1

a2l

∞∑
m,n,p=−∞

e
2πim
a (x−x ′)ei(

2πn
a

+k0cosθinc)(y−y ′)e
2πip
l (z−z ′)(

2πm
a

)2
+
(
2πn
a

+ k0cosθinc
)2

+
(
2πp
l

)2
− k20

, (4.1.6)

where l represents the periodicity in the z direction which is infinitely large and p is
the z-index of the lattice points in the reciprocal lattice. In Eq.(4.1.6), the components of
2π(m/a,n/a, p/l) belong to the reciprocal-lattice vector. These Floquet functions are in
fact the optical modes of a box-shaped cavity (indicated in Fig.(4.1)) with perfect electric
(E-field normal to the boundary) and magnetic walls (B-field normal to the boundary)
[103, 105]. We now go one step further to simplify Eq.(4.1.6). As is indicated in all the
equations of the Green’s function so far, since our system is a periodic 2-dimensional
surface in the x − y plane, l tends to infinity and we can convert the summation over p
in Eq.(4.1.6) to an integral. Using the mathematical rule

lim
l→∞

2π

l

∞∑
p=−∞ f(

2πp

l
)→ ∫∞

−∞ f(ξ)dξ, (4.1.7)

Eq.(4.1.6) would be converted to

Gp(r, r ′;ω0) =
1

2πa2

∞∑
m,n=−∞Vmn(

∫∞
−∞

eiξ(z−z
′)

ξ2 − k2mn
dξ), (4.1.8)

with

k2mn = k20 − (
2πm

a
)2 − (

2πn

a
+ k0cosθinc)

2,

Vmn = e
2πim
a (x−x ′)ei(

2πn
a

+k0cosθinc)(y−y ′).

(4.1.9)

By applying contour integration, the integration in Eq.(4.1.8) can be solved as∫∞
−∞

eiξ(z−z
′)

ξ2 − k2mn
dξ =

iπ

kmn
eikmn|z−z

′|, (4.1.10)



4.2 Radiative Coupling of Quantum Dots Through Cavity Modes 67

which guarantees that the outgoing waves along the z axis are upward propagating
for z > z ′ and downward propagating for z < z ′. This solution in turn leads to the
simplified expression for the Green’s function as

Gp(r, r ′;ω0) =
i

2a2

∞∑
m,n=−∞Vmn

eikmn|z−z
′|

kmn
. (4.1.11)

Up to this point, we derived the scalar Green’s function which can be used to calculate
the scalar and vector potentials. In the case of electric and magnetic fields, we need a
Green’s function that relates all components of the source with all components of the
fields, or, in other words, the Green’s function must be a tensor. The dyadic Green’s
function satisfies the equation,

∇×∇×
←→
G (r, r′) − k2←→G (r, r′) =

←→
I δ(r, r′). (4.1.12)

the dyadic Green’s function is thus related to the scalar Green’s function through the
relation ←→

G (r, r′) = [
←→
I +

1
k2∇∇]Gp(r, r′). (4.1.13)

For example, the tensor element Gαβ of the Green’s function relates the α-component
of the field at the observation point r to the β-component of the dipole moment at the
source position r′. In this section, we introduced the Bloch-Floquet formalism which
says that a periodic lattice of QDs is formally equivalent to a single QD embedded
within a cavity. In the following of this chapter, we will see that this argument also
holds for two coupled QD-lattices that is formally equivalent to a cavity (unit cell) con-
taining 2 QDs.

4.2 Radiative Coupling of Quantum Dots Through Cavity
Modes

In this Section, we will first study the electromagnetic coupling between a single QD
embedded within a cavity by arbitrary quantized cavity modes. We will subsequently
treat two QDs coupled with the cavity modes and will indicate that these QDs can be
mutually coupled through the cavity modes. We follow the Master Equation approach
[109] in which the time evolution of the QDs interacting with the electromagnetic field is
considered in terms of the QD-field (QF) density operator ρ̂QF where the indexQ stands
for the QD and F for the field. This operator characterizes the statistical state (averaged
state) of the combined system of the QDs and the reservoir of quantized cavity EM field
modes.

As introduced in chapter 2, in the electric dipole approximation, the total Hamiltonian
of a QD in a cavity is given by Ĥ = Ĥ0 + ĤI, where Ĥ0 is the Hamiltonian of both the
noninteracting QDs and the EM field, and ĤI is the interaction Hamiltonian between
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the QDs and the EM field [109] and can be written as

Ĥ0 =

N∑
i=1

~ωiSzi +
∑

k

~ωk(â
†
kâk +

1

2
) (4.2.1)

ĤI = −
∑

k

N∑
i=1

√
~ωk

2ε0
[µi · uk(ri)(S+i + S−i )âks + H.c.],

where ωi is the transition energy. If the QDs are modeled as two-level systems with
excited state |ei〉, ground state |gi〉, then Szi = (|ei〉〈ei|− |gi〉〈gi|)/2 is the population
difference operator , S+i = |ei〉〈gi| and S−i = |gi〉〈ei| are the dipole raising and lowering
operators respectively and µ̂i = µi(S

+
i + S−i ) is the dipole moment of the ith QD. âk

and â†k are the annihilation and creation operators of the field mode k respectively, with
wave vector k and frequencyωk. Moreover, uk(ri) are the orthonormal EM field modes
in the cavity which can be engineered by the shape and structure of the cavity.

When we transform to the interaction picture, the time evolution of the transformed
density operator, ˜̂ρQF(t), of the combined system obeys the equation

∂

∂t
˜̂ρQF(t) =

1

i~
[ ˜̂H(t), ˜̂ρQF(t)]. (4.2.2)

We assume that there is initially no correlation between the quantum dots and the
field, thus allowing to factorize the initial density operator of the combined system as
˜̂ρQF(0) = ˜̂ρQ(0) ˜̂ρF(0), where ρ̂Q and ρ̂F are the density operators of the QD system and
the vacuum field respectively. In the next step we employ the Born approximation [112],
in which the interaction between the QD system and the field is supposed to be weak,
and there is no back response of the QDs on the field. So the EM field state does not
change in time, and we can write the density operator as ˜̂ρQF(t) = ˜̂ρQ(t) ˜̂ρF(0). Under
this approximation and the initial condition introduced above, Eq.(4.2.2) leads to the
reduced density operator of the QDs, ˜̂ρQ(t) = TrF{ ˜̂ρQF(t)}, satisfying the differential
equation

∂ρ̂

∂t
=− i

N∑
i=1

ωi[S
z
i , ρ̂] − i

N∑
i 6=j

Ωij[S
+
i S

−
j , ρ̂]

−
1

2

N∑
i,j=1

Γij(ρ̂S
+
i S

−
j + S+i S

−
j ρ̂− 2S

−
j ρ̂S

+
i ),

(4.2.3)

where we have used a shorter notation ρ̂ = ρ̂Q. In deriving Eq.(4.2.3), we applied the
Rotating Wave Approximation (RWA) where, we neglect the cases in which the QD is
raised to the excited state and simultaneously one photon is emitted or vice versa. Γij is
the imaginary part of the interaction energy which is known as the spontaneous energy
transfer rate from ith QD to jth QD through the cavity field modes, and is equal to

Γij =
πω0

ε0~
∑

k

[µi · uk(ri)][u∗k(rj) · µ∗j ]δ(ω0 −ωk), (4.2.4)
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where ω0 = (ωi +ωj)/2. The coherent component of the dipole-dipole coupling is
defined as

Ωij =
−ω0
2ε0~

∑
k

[µi · uk(ri)][u∗k(rj) · µ∗j ](
P

ωk +ω0
+

P

ωk −ω0
), (4.2.5)

where P indicates the principal value of the integral lim
t→∞

∫t
0
dτρ(t− τ)ei(ω0±ωk)τ [110].

We obtained these general forms of the coupling parameters in chapter 2. In this chap-
ter we only focus on the incoherent part of the dipole-dipole coupling which leads to
the modification of spontaneous emission rates. The spontaneous energy transfer from
ith QD to jth QD is not a surprise in an entangled system of QDs and cavity modes.
This entanglement also results in the interference of the radiation patterns from the in-
dividual oscillating dipoles in the cavity. In deriving Eq.(4.2.3), we used the Markov
approximation in which the QD-dynamics has a slow time scale as compared to the
photonic reservoir correlation functions which decay much faster [149]. In other words,
the Markov approximation holds when there is no memory in the system.

At this point, we try to make a relationship between the EM field normal modes and

the dyadic Green’s function
↔
G in the cavity. Subsequently, this relationship will be used

to express the spontaneous energy transfer rate Γij between the QDs embedded in the
cavity. Following the same notation used in Ref. [22] and chapter 2, we start from this
fact that the normal modes uk(r,ωk) should satisfy the wave equation

∇×∇× uk(r,ωk) −
εr(r)ω2k
c2

uk(r,ωk) = 0, (4.2.6)

and they fulfill a mutual orthogonality relation. It is clear that the relative dielectric
constant of the medium εr(r) is also a periodic function with the same periodicity of the

cavity mode which is actually the lattice constant. By expanding the Green’s function
↔
G

in terms of the normal modes as↔
G(r, r ′;ω) =

∑
k

Ak(r ′,ω)uk(r,ωk), (4.2.7)

we arrive at the appropriate expansion of the Green’s function in terms of the cavity
modes ↔

G(r, r ′;ω) =
∑

k

c2

εr(r ′)
u∗k(r

′,ωk)⊗ uk(r,ωk)

ω2k −ω2
, (4.2.8)

where ⊗ is the tensorial product. We can still manipulate Eq.(4.2.8) and convert it to a
different form which is more useful for making a bridge between the energy transfer
rate and the Green’s function. We first introduce the following mathematical identity,
which can be easily proven by complex contour integration [22]

lim
η→0 Im{

1

ω2k − (ω+ iη)
2
} =

π

2ωk
[δ(ω−ωk) − δ(ω+ωk)]. (4.2.9)

By multiplying both sides with u∗k(r,ωk)⊗uk(r,ωk) and summing over all k, we obtain

Im{ lim
η→0
∑

k

u∗k(r,ωk)⊗ uk(r,ωk)

ω2k − (ω+ iη)
2

} =
π

2

∑
k

1

ωk
u∗k(r,ωk)⊗ uk(r,ωk)δ(ω−ωk).(4.2.10)
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Since we are only concerned with positive frequencies, we drop the term δ(ω+ωk). By
comparison with Eq.(4.2.8), Eq.(4.2.10) can be written as

Im{
↔
G(r, r;ω)} =

πc2

2ω

∑
k

u∗k(r,ωk)⊗ uk(r,ωk)δ(ω−ωk), (4.2.11)

where the left hand side is the imaginary part of the Green’s function evaluated at its
origin r = r ′ and the frequency disappears from the summation due to the delta function
on the right hand side. Employing Eq.(4.2.11) in Eq.(4.2.4), in terms of the Green’s func-
tion in the environment around the ith and jth QDs, the energy transfer rate between
two QDs can be rewritten as

Γij =
2ω20
ε0~c2

[µi · Im{
↔
G(ri, rj;ω0)} · µ∗j ]. (4.2.12)

Based on Eq.(4.2.12), the spontaneous emission rate of a single QD becomes

Γi =
πω0µ

2
i

3~ε0εh
ρi(ri,ω0), (4.2.13)

where µi = µini. We have introduced the partial local density of optical states ρi(ri,ω0),
which corresponds to the number of modes per unit volume and frequency at the origin
ri of the point-like QD. This density of states represents the probability for spontaneous
emission of a photon with energy ~ω0 [22],

ρi(ri,ω0) =
6ω0

πc2
[ni · Im{

↔
G(ri, ri;ω0)} · ni]. (4.2.14)

As an example, if there is one QD located in an isotropic and homogeneous medium,
then the dielectric constant is not position-dependent anymore. In this case, Eq.(4.2.13)
and (4.2.14) give rise to the well known [22] spontaneous emission rate

Γ0 =
ω30µ

2

3πε0~c3
, (4.2.15)

where we have assumed µi = µ. In the case where a radiating QD (dipole) is located
in an inhomogeneous medium like a periodic structure of QDs, we need to know the
Green’s function of the EM field everywhere in the system which strongly depends on
the cavity geometry and needs to be calculated.

4.3 Quantum dot lattices as quantum resonators

Here we present two different geometries of the unit cell. In the first case, we have a
simple rectangular lattice of QDs with the unit cell containing only one QD and in the
second case, two rectangular lattices of different QDs are intermixed and hence the unit
cell contains two different QDs with an arbitrary distance between them. In both struc-
tures, we should be able to indicate the resonator modes with corresponding resonant
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frequencies. Any intracavity radiation field can be expanded [183] in terms of these res-
onator modes. In sec.(4.1), an approach similar to the Bloch wave functions in solid state
physics was followed to describe the photonic states in a periodic structure [176]. It is
our objective to show how these resonator modes modify the QD spontaneous emission
rate and also mediate the energy transfer between two different QDs within a unit cell.

4.3.1 A single quantum dot lattice

In sec.(4.1), we derived the periodic Green’s function in an infinitely large rectangu-
lar lattice of QDs which is in the x − y plane. in order to obtain the spontaneous
emission rates, as is shown in (4.2.14), we need to calculate various components of

[ni ·
↔
G(ri, ri;ω0) · ni]. In this chapter, we assume that the dipole moment of QDs does

not have a fixed direction and can be oriented in all directions with equal probabili-
ties. In this situation, we should average over various orientations of the Green’s tensor
leading to

G(ri, ri;ω0) = 〈ni ·
←→
G (ri, ri;ω0) · ni〉 =

1
3

Tr[
←→
G (ri, ri;ω0)]. (4.3.1)

By inserting (4.1.11) in Eq.(4.1.13) and then averaging over the orientations by employ-
ing Eq.(4.3.1), we will have

G(ri, ri;ω0) =
i

3a2

∞∑
m,n=−∞

1

kmn
,

kmn =

√
k20 − (

2πm

a
)2 − (

2πn

a
+ k0cosθinc)2.

(4.3.2)

The combination of Eq.(4.2.14), (4.3.1) and (4.3.2) finally leads to the local density of
optical states in a QD-lattice, at the lattice positions of the QDs,

ρ(ri,ω0) =
2ω0

πc2a2

∑
m,n∈{··· }

1

kmn
, (4.3.3)

where {· · · } stands for the range where m,n = 0,±1,±2, . . . provided that m2 + n2 6
(ka/2π)

2. For deriving the equations above, we have assumed that QDs are identical.
Based on Eq.(4.2.13), the spontaneous emission rate of a single two dimensional QD-
lattice will be

ΓSingle =
2ω20µ

2

3~ε0c2a2
∑

m,n∈{··· }

1

kmn
. (4.3.4)

Depending on the ratio a/λ, the graph of the spontaneous emission rate consists of
different segments shown in left graph of Fig.4.2. For clarity, the first two segments are
magnified in the inset. The corresponding decay time is indicated in the right graph
which is in fact, the inverse of the emission rate.
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Figure 4.2: On the left, modified spontaneous emission rate of a QD within a periodic
QD-lattice, ΓSingle, normalized to the uncoupled spontaneous emission rate Γ0. On the
right, the corresponding life time which is in fact the inverse of left graph. QDs have all
parallel dipole moments.

As we already mentioned, the effect of dipole-dipole (d-d) interactions between QDs on
the collective spontaneous emission is equal to the action of a structured photonic reser-
voir. The regime a/λ � 1 in Fig.(4.2) corresponds to the continuum limit of a dense
medium discussed in details in Ref. [121]. In this limit, the influence of the d-d interac-
tions looks like the action of a uniform refracting medium. In this case, the spontaneous
emission rate is proportional to the medium density which leads to the superradiance
effect (ΓSingle/Γ0 � 1). By increasing of a/λ, the band structure of the spectrum which is
dictated by the periodicity becomes more and more significant. In this situation, there
is a finite probability for the spontaneous emission into all diffraction rays character-
ized by the set of m,n. The contributions of these emission channels are different for
different a/λ and consequently give rise to various peaks with different magnitudes in
Fig.(4.2).
The equivalence of the d-d interactions between the QDs by the action of a structured
photonic reservoir can be better understood in a semiclassical framework by using the
method of electrical images. In this approach, the presence of the real boundaries is
equal to the interference of partial fields radiated by the real emitter and some other
additional sources. In this view, the collective spontaneous emission may be consid-
ered as an interference of virtual photons governed by the d-d interaction of QDs. The
emission rates faster than the emission rate of a single isolated QD corresponds to the
constructive interference of such partial fields while the slower rate corresponds to the
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destructive interference.
At this point we refer back to chapter(3) where we extensively studied the sponta-
neous emission from a two-QD system. We said that, the two-particle collective excited
eigenstates are given by the symmetric, |s〉 = 1√

2
(|e1〉 |g2〉+ |g1〉 |e2〉), and the antisym-

metric, |a〉 = 1√
2
(|e1〉 |g2〉− |g1〉 |e2〉), states. Radiative decay rates for these states are

Γs = Γ0 + Γ12 and Γa = Γ0 − Γ12 respectively. The quantity Γ12 is expressed by Eq.(4.2.4)
with rij = a. The decay rates Γs,a can easily be reduced to the form of Eq.(4.3.4). In
a cavity view, the state |s〉 corresponds to the entangled state of a QD and a perfect
electric wall located at the distance a/2. The perfect electric wall is a virtual boundary
on which the tangential component of the electric field is zero. Such a perfect electric
wall increases the Photonic Density of States (PDOS) and consequently, Γs > Γ0 that
corresponds to the superradiance effect. For the state |a〉 the opposite situation occurs:
the perfect magnetic wall (the wall on which the tangential magnetic field is zero) posi-
tioned at the distance a/2 from the QD, decreases the PDOS thus yielding the inequality
Γa < Γ0 , dictating the subradiance effect.

For the 2D-periodic structure under consideration, Eq.(4.3.2) represents the Green’s
function of a hollow rectangular waveguide. On the walls at x = ±a/2 and y = ±a/2,
the conditions of the perfect conductivity and Floquet-Bloch quasi-periodicity are ful-
filled respectively, while at the z → ±∞ the radiation condition is fulfilled. This means
that Eq.(4.3.3) is the photonic density of states (PDOS) coupled with the dipole at the
point ri. Consequently, (4.3.4) is identical to the radiative decay rate of an isolated QD
placed into a structured photonic reservoir (cavity), having the form of an infinite rect-
angular waveguide. In another words, the expression (4.3.4) is analogous to the Purcell
effect [23] although physically, situations are quite different. In the periodic structure of
QDs, we deal with the decay of a multi-particle state while in the Purcell effect only the
single-particle states spontaneously decay. In our case, the following reasoning allows
introducing the effective PDOS. In the Purcell effect, the excited emitter is located inside
an actual cavity and modification of the PDOS with respect to the free space is due to
reflection and scattering of radiation on the interfaces. In our case actual boundaries are
absent, but interference of virtual photons governed by the d-d interacting QDs orga-
nized in a regular array leads to the same result as a sequence of reflections from real
boundaries. The narrow peaks on Fig.(4.2) correspond to the Van-Hove singularities of
PDOS at the boundaries of forbidden and allowed zones.

The normalized spontaneous emission rate of a single lattice of QDs has been shown in
Fig.(4.3) as a function of the lattice periodicity for two different cases of excitation an-
gle. The red dash-dotted line corresponds to an excitation pulse which is parallel to the
lattice surface and thus imposes the maximum phase shift and the blue solid line corre-
sponds to the normal excitation which does not impose any phase shift. The comparison
of these two situations indicates that for a fixed lattice periodicity, just by changing the
phase shift k0 cos θinc, we can manipulate the spontaneous emission rate of the lattice,
ΓSingle. This novel way of dynamical manipulation would be very helpful especially
for those periodicities for which ΓSingle is very small, by imposing an appropriate phase
shift, the emission rate can be enhanced significantly. The rate of the spontaneous emis-
sion from a single lattice as a function of the excitation phase shift is shown in Fig.(4.4)
for three different periodicites which are equal or larger than the emission wavelength.
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Figure 4.3: The spontaneous emission rate of a single lattice of QDs normalized with
the emission rate of a single QD in the homogeneous medium as a function of the lattice
periodicity for the excitation pulse parallel to the lattice surface, θinc = 0, (solid line)
and normal to the lattice surface , θinc = π/2, (dash-dotted line).

It is clear that for large phase shifts (small excitation angles), the emission rate is greatly
enhanced and by decreasing the phase shift, the emission also decreases. For period-
icites equal or smaller than the wavelength, the emission rate becomes slower than the
emission rate of an isolated QDs at excitation angles larger than about 10◦. However
for periodicites larger than the wavelength, although the emission rate is mostly slower
than that of the isolated QD, the emission rate sharply enhances at some certain phase
shifts. The position of these peaks on the axis of the phase shift, strongly depends on
the value of the lattice periodicity. The main message of figures (4.3) and (4.4) is that, for
achieving enhanced emission rates, we should engineer the lattice constant to be smaller
than the wavelength and try to keep the excitation beam as parallel as possible to the
sample surface (less than 10◦). But for obtaining reduced emission rates as compared
with the emission rate of an isolated QD, we have much more options. Regardless of
the value of the lattice constant, we should try to reduce the phase shift by adjusting the
excitation beam as perpendicular to the surface as possible.

Here we show that if the QD-QD lattice constant is much larger than the emission wave-
length, the QDs lose their mutual coupling and the spontaneous emission rate of the
lattice in Eq.(4.3.4), will approach the spontaneous emission rate of a single isolated
QD. For a large lattice constant a, using the mathematical formalism of Eq.(4.1.7), the
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Figure 4.4: The emission rate of a single lattice as a function of the pumping phase shift
normalized with the emission rate of a single and isolated QD for a = λ (upper), a = 2λ
(middle) and a = 4λ (lower). In this graph D = a/2

summations can be converted to an integral,

ΓSingle = lim
a→∞ 2ω20µ

2

3~ε0c2a2
∑

m,n∈{··· }

1√
k2
0
−( 2πm

a
)
2
−( 2πn

a
+k0 cosθinc)

2

=
2ω20µ

2

3~ε0c2 (
a
2π

)2
k0∫
−k0

dξ

√
k2
0
−ξ2∫

−
√
k2
0
−ξ2

dξ ′√
k2
0
−ξ2−ξ ′2

, (4.3.5)

where {· · · } denotes for the condition (m2 + n2) < (ak0/2π)
2. The solution of the inte-

grals in the equation above, leads to the spontaneous emission rate of a single QD in an
isotropic dielectric medium as

Γ0 =
ω30µ

2

3πε0~c3
. (4.3.6)

This is of course the result that we expect to see, because, when the lattice constant is
infinitely large and hence the QDs are apart from each other, there is no longer any
effective dipole-dipole coupling between them and thus the QDs decay individually.
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Figure 4.5: Two coupled planar QD-lattices in the (x − y) plane with the same lattice
constant, which are shifted over a distance D along the y-axis. The equivalent virtual
cavity is indicated in green, and is centered in the middle of the QD-pair. All QD dipole
moments are parallel to the x-axis.

4.3.2 Two coupled quantum dot lattices

In this section we show that the system of two intermixed layer of QDs can be reduced
to the problem of two QDs embedded in a cavity characterized by the periodic structure
of QDs. Then we will obtain the appropriate emission rates. Instead of a single lattice
of identical QDs, we now consider two mutually translated QD-lattices with the same
lattice constant, as schematically shown in Fig.(4.5). We assume that both QD-lattices
are in the (x− y) plane and mutually shifted over a distanceD along the y direction. In
this situation, each unit cell (virtual cavity) of the new structure contains two QDs which
are generally not identical. The main difference between this cavity and the previous
one is that, in the new cavity, the spontaneous emission rate of each QD is influenced
by energy transfer between QDs belonging to the two different QD-lattices, in addition
to the emission rate modifications due to cavity mode fluctuations. In analogy to the
case of a diatomic lattice in solid state physics, we again need the analogue of the Bloch
function, which in our case are the cavity modes of the 2 coupled QD-lattices. In this
case, the periodic Green’s function is similar to the case of the single lattice except that
QDs of different lattices in each unit cell are now symmetrically positioned at a distance
D/2 along the y direction from the lattice point as indicated in Fig.(4.5).
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It has already been indicated [110] that two entangled QDs form a four-level system
with a ground state, an excited state and two entangled intermediate states which one
of them is symmetric and the other one antisymmetric. If ΓSingle is the individual spon-
taneous emission rate of each QD lattice or equivalently the emission rate of each QD
in the virtual rectangular cavity in a double-lattice system and Γ12 is the spontaneous
energy transfer rate between them, then the charge carrier decays from the symmetric
state with the emission rate Γs = ΓSingle + Γ12 and from the antisymmetric state with the
emission rate Γa = ΓSingle − Γ12. In chapter 3, we obtained these collective emission rates
for the case of two QDs located in free space or homogeneous medium. But, when QDs
are embedded in an inhomogeneous medium like a cavity, although the four-level sys-
tem still holds true, the symmetric and antisymmetric emission rates will be modified
significantly.

At this point, we should calculate the spontaneous energy transfer rate between the
two lattices. We know from Eq.(4.2.12) that we should first average over all possible

dipole orientations in ni · Im{
↔
G(ri, rj;ω0)} · nj. Since the QD dipole moments can be

aligned in all directions with the same probability, like the procedure we followed for
the single-lattice case, we can write

G(ri, rj;ω0) = 〈ni · Im{
↔
G(ri, rj;ω0)} · nj〉 =

1

9

∑
α,β=x,y,z

←→
G α,β(ri, rj;ω0). (4.3.7)

The combination of (4.1.11), (4.1.13) and (4.3.7) gives rise to a general expression for the
corresponding Green’s function of a 2D periodic lattice,

G(ri, rj;ω0) =
i

9a2

∑
m,n∈{··· }

1

kmn
ei
2πm
a

(xi−xj)ei(
2πn
a

+k0 cosθinc)(yi−yj)eikmn|zi−zj|

×{1− 1

k20
[(
2πm

a
)(
2πn

a
+ k0 cos θinc) + (

2πm

a
+
2πn

a
+ k0 cos θinc)kmn

(zi − zj)

|zi − zj|
]}.

(4.3.8)

When both lattices are in the x − y plane and are apart from each other only along the
y-axis, then we have xi − xj = 0, yi − yj = D and zi − zj = 0. Then Eq.(4.3.8) will be
simplified to

G(ri, rj;ω0) =
i

9a2

∑
m,n∈{··· }

ei(
2πn
a

+k0 cosθinc)D

kmn
(4.3.9)

×{1− 1

k20
[(
2πm

a
)(
2πn

a
+ k0 cos θinc) + (

2πm

a
+
2πn

a
+ k0 cos θinc)kmn]}.

It has been shown in Fig.4.6 that this coupling parameter strongly depends on the dis-
tance between the QDs in each unit cell, D, and has an oscillatory behavior. The pe-
riodicity of these oscillations inversely depends on the periodicity of the QD lattice
structure. For a bigger periodicity, the lattice-lattice interaction has more oscillations
as a function of the lattice-lattice separation in the available range of this displacement
(0 < D < a/2). This means that, for bigger periodicities, a larger variety of possible
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Figure 4.6: The spontaneous energy transfer rate, Γ12, normalized with the emission rate
of a single isolated QD (upper) and emission rate of a single lattice (lower) in double-
lattice system, as a function of the distance between QDs of different lattices within each
unit cell. In this graph, the phase shift is zero.

lattice-lattice coupling is accessible just by tuning the lattice-lattice displacement. These
oscillations have already been indicated for the case of two QDs in free space [110,118].
The difference in our work is that the energy transfer rate is mediated by the cavity field
modes characterized by the periodic structure of QD lattices.

The engineering of the spontaneous energy transfer between QDs in two inter-mixed
lattices, will consequently lead to the modification of the symmetric and antisymmetric
emission rates. It is clearly shown in Fig.4.7 that by choosing an appropriate lattice
periodicity and a relevant distance between QDs of the two different lattices, we are
able to obtain the collective rates which are either faster or slower than the emission
rate of a single lattice. In the left graph of Fig.4.7 for the symmetric emission, Γs, in the
regions enclosed by the solid lines, the emission is slower and outside these regions,
the emission is faster than the single-lattice emission rate. But, for the antisymmetric
emission rate on the right graph, Γa, it is inverse. It is clear that for any arbitrary value of
a andD, if the symmetric emission rate is faster than ΓSingle, the antisymmetric emission
rate is slower and vice versa. Up to this point, we considered the effect of the QD-QD
distance on the collective spontaneous emission rates. We indicated that by changingD,
we can modify the emission rates to obtain a desired rate which can be faster or slower
than the individual emission rate. However, the excitation phase shift, θinc, can also
influence the spontaneous coupling of two intermixed lattices. The influences of these
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Figure 4.7: The symmetric (on the left) and the antisymmetric spontaneous emission
rate normalized with the single-lattice emission rate in the double-lattice system as a
function of the lattice periodicity, a, and the distance between the two QDs in each unit
cell, D. The solid lines determine the points where the collective and the single-lattice
emission rates are equal. In this graph, the phase shift between the two lattices is zero.

two parameters on the collective emission rates are simultaneously presented in Fig.4.8
for a = λ/2. For a fixed value of the lattice periodicity (a = λ/2), the left panel shows
the symmetric emission rate and the right panel shows the antisymmetric emission rate.

It can be seen that, the symmetric emission rate is always faster and the antysymmetric
emission rate is slower than the emission rate of the single lattice. We should emphasize
that this graph is drawn for a = λ/2. For the other lattice constants, a different pattern
is observable. It is clear that by engineering an appropriate QD-QD separation, D, or
imposing a relevant phase shift between the lattices, the collective emission rates can
be enhanced or reduced. This phenomena known as superradiance, has already been
shown for the case of two dipole moments in a homogeneous medium [50] and in the
previous chapter.

The approach of this chapter is based on this assumption that the electromagnetic field
modes in the system obey the Floquet’s theorem in which the field modes have a spatial
periodicity equal to the periodicity of the periodic structure. This condition is fulfilled
only when all QDs in the sample are identical and the surface area of the sample is
large enough to make the approximation of an infinitely large surface valid. Thus from
experimental point of view, it is important to grow high quality site-controlled QDs on
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Figure 4.8: The symmetric (on the left) and antisymmetric (on the right) spontaneous
emission rates normalized with the emission rate of a single-lattice emission rate in
a double-lattice system as a function of the QD-QD separation, D, and the pumping
phase shift between QDs of the two different lattices, θinc. In this graph a = λ/2.

a periodic pattern. The QDs should be all in resonance which means 4ω � Γ0, where
4ω is the mutual energy mismatch of QDs and Γ0 is the homogeneous emission rate of
a single QD.

4.4 Summary

Any periodic structure of QDs can act as a cavity in which, any single QD interacts with
the photonic reservoir within the cavity, which is characterized by the periodicity of the
QD lattice. Depending on the lattice constant, the spontaneous emission rate of any QD
embedded in such a cavity can be either enhanced or inhibited.

When two single lattices with the same periodicity are intermixed, there are two QDs
within each unit cell. The two entangled lattices of QDs as a whole again will now play
the role of a cavity. In this case, the cavity contains two spatially separated QDs (the
two QDs within the unit cell). These two QDs within the cavity of the QD-lattice form
entangled symmetric and anti symmetric states. The time evolution of the total sponta-
neous emission of this system now becomes a triple-exponential function. Two of these
emission rates are actually the collective emission rates corresponding to the entangled



4.4 Summary 81

states. The collective emission rates are a function of the individual QD emission rates
within the cavity, and the energy transfer rate between the QDs which is strongly de-
pendent on the QD-QD separation.

We found that the phase shift imposed between the QDs of the two entangled lattices is
another parameter for changing the collective emission rates. By engineering appropri-
ate values for the lattice periodicity, the QD-QD separation and the phase shift, we can
achieve almost any desired value for the individual and collective QD emission rates.





Chapter 5

Cooperative spontaneous
emission of quantum dots in
periodic structures

The process of cooperative spontaneous emission is a consequence of the collective in-
teraction between N two level emitters through the modes of an electromagnetic field.
Such a problem can only be described by a many-body quantum approach. In the pre-
vious chapter, we studied the entanglement that originates from the electromagnetic
interaction between QDs in a lattice in which the optical coupling between the QDs is
mediated by the modes of a virtual cavity electromagnetic field. In that approach we
took the correlation terms between QD population and polarization into account. In
this chapter, we treat the same QD lattice structures in a full quantum mechanical ap-
proach where we assume that the system of QDs is weakly excited and only one QD out
of system of N QDs is excited with one photon. In this chapter, we assume that we can
separate out the correlated terms between population and coherence. This approxima-
tion allows obtaining simplified equations of motion from which the relevant physical
observables can be obtained. The problem of the electromagnetic interaction between
QDs in the weak excitation level is interesting, because one may think that the radia-
tive emission rate should be equal to the spontaneous emission rate of a single QD.I In
this chapter, we will see that this is not correct and the QD lattice as a whole is a quan-
tum state which decays cooperatively with a spontaneous emission rate that strongly
depends on the lattice periodicity. The dynamics of an excited atom in the presence of
N− 1 other atoms in the free space has been studied and a suppression of the radiative
decay rate was predicted [184]. Some important properties of the cooperative emission
in atomic systems have been recently investigated, like the directionality of the emission
from an extended ensemble of atoms [95], the dynamical evolution of correlated spon-
taneous emission of a single photon from a uniformly excited cloud of atoms [99, 131]
and the collective lamb shift in superradiant emission [102].
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In literature, the two-level objects which have been investigated, are usually atoms, but
here in this chapter, we extend this concept to the case of quantum dots (QDs) which
have atom-like behavior in the dipole approximation. In sec.(5.1) we propose the gen-
eral form of our model. In sec.(5.2) we employ our model to specific structures of a
single and a double lattice of QDs. We study the spontaneous emission rate of a single
QD lattice as well as the coupling between two lattices of QDs as a function of the lattice
periodicity and the translational shift between both lattices. In sec.(5.3) we investigate
the time evolution of the excitations of such a QD lattice and finally, we end up with a
brief overview of the whole chapter.

5.1 Model

We assume that an infinitely large number of identical QDs are located in a two dimen-
sional square lattice with periodicity a along both the x and y directions. The position
of each QD in the lattice is represented by rj. The QDs are considered as atom-like two
level systems with excited and ground state energies Ee and Eg respectively. So, the
transition energy of all QDs is Ee − Eg = ~ωo. The QDs are optically coupled due to
the electromagnetic field modes of the system. We assume that the interaction between
the QDs and the EM modes is in weak coupling regime, which means that the QDs
cannot alter the photonic reservoir and we can quantize the EM field by an expansion
of plane-wave modes in free space. We consider two different QD structures, a simple
system of a single square lattice of QDs and a system of two intermixed lattices of QDs.
In the latter structure, the QDs within the two lattices are not necessarily identical. Of
course it is possible to define many other complicated structures, but at this stage, we
believe that these two structures are comprehensive enough to indicate the most im-
portant characteristics of the electromagnetic coupling between the QDs in the weak
coupling regime.

5.1.1 A single planar lattice of quantum dots

First we assume that the QDs are arranged in a single lattice. In the dipole approxi-
mation and in the interaction picture, the interaction Hamiltonian of the combined QD
lattice and the EM Field system can be written as the product of two sums,

ĤI =
∑

k

N∑
j=1

gk

(
Ŝje

−iω0t + Ŝ†je
iω0t

)(
â†ke

iωkt−ik·rj + âke
−iωkt+ik·rj

)
, (5.1.1)

where Ŝj and Ŝ†j are respectively the lowering and rising operators of the jth QD with
the electric-dipole transition matrix element µ. âk is the annihilation operator of the
photon in mode k with frequency ωk and gk is the coupling constant between the QD
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and the electromagnetic field [111],

gk = ω0µ

√
1

ε0~ωkVph
, (5.1.2)

where Vph is the volume of photonic reservoir. For simplicity, we have not taken into
account the effect of the polarization of the EM field in the Hamiltonian of Eq.(5.1.1).
Similar to the procedure followed in Ref. [99], we write the solution of the Schrödinger
equation for the QDs and the EM field as a superposition of Fock states

Ψ =

N∑
j=1

βj (t) |g1g2 · · · ej · · ·gN〉 |0〉+
∑

k

γk (t) |g1g2 · · ·gN〉 |1k〉

+
∑
u<v

∑
k

αuv,k (t) |g1g2 · · · eu, · · · ev, · · ·gN〉 |1k〉,
(5.1.3)

where αuv,k = αvu,k. The first summation corresponds to the state in which the jth QD
is excited and there is no photon in the system. In the second summation, all QDs are in
ground state and there is one photon in the system. The third term corresponds to the
presence of two excited QDs inside the sample and one virtual photon with negative
energy [99]. The concept of virtual photon arises in the perturbation theory of quan-
tum field theory. Virtual photon is a transient field fluctuation that exhibits many of
the characteristics of a real photon but exists for a limited time. Due to the Heisenberg
uncertainty principle, virtual particles will appear from the energy of a vacuum and al-
ways appear in pairs. These particles borrow energy from the vacuum and immediately
collide and annihilate themselves, repaying the energy back into the vacuum so as not
to violate the laws of thermodynamics. In the pair, one virtual particle has a positive
and another one a negative energy. In our case, our virtual pair includes a virtual exci-
ton (excited QD) with positive energy and a virtual photon with negative energy. From
mathematical point of view, the counter-rotating terms in the Hamiltonian (5.1.1) are
responsible for the virtual photon. Therefore, the virtual photon disappears when the
Rotating-Wave Approximation (RWA) is made.
By inserting Eq.(5.1.3) into the Schrödinger equation, we obtain a set of three coupled
differential equations for the single QD population amplitudes (β), the single photon
occupation amplitude (γ) and the 2-QD correlation probability amplitude (α) as

β̇j (t) = −
i

~
∑

k

gkγk (t) exp [−i (ωk −ω0) t+ ik · rj]

−
i

~
∑

k

gk
∑
j ′ 6=j

αjj ′,k (t) e
ik·rj ′ e−i(ωk+ω0)t,

(5.1.4)

γ̇j (t) = −
igk

~
∑
j

βj (t) exp [i (ωk −ω0) t− ik · rj], (5.1.5)

α̇uv,k (t) = −
igk

~
βv exp [i (ωk +ω0) t− ik · ru] + (u↔ v) , (5.1.6)
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where the last term, (u↔ v), is the repeat of the first term in Eq.(5.1.6) by exchanging
u by v. Since we assume that initially only one single QD is excited and there is still
no photon in the system, the initial conditions γk (0) = αuv,k (0) = 0 is obtained. By
integrating Eqs.(5.1.5) and (5.1.6) over time and substituting for γk (t) and αuv,k (t) in
Eq.(5.1.4), an equation for the amplitude β (t) can be obtained,

β̇j (t) = −
∑

k

N∑
j ′=1

g2k
~2

∫t
0

dt ′βj ′ (t
′) ei(ωk−ω0)(t

′−t)+ik·(rj−rj ′)

− (N− 1)
∑

k

g2k
~2

∫t
0

dt ′βj ′ (t
′) ei(ωk+ω0)(t

′−t)

−
∑

k

N∑
j ′=1,j ′ 6=j

g2k
~2

∫t
0

dt ′βj ′ (t
′) ei(ωk+ω0)(t

′−t)−ik·(rj−rj ′),

(5.1.7)

Since the radiative decay time of a typical QD, for instance an InAs QD, is in the order
of a few nanoseconds, we can apply the Markov approximation which is valid when the
QD decay time is larger than the time of flight of the photon through the QD sample.
Now we assume that the system is initially prepared in the first eigenstate of Eq.(5.1.3).
In the Markov approximation, βj (t ′) can be replaced by βj (t) and can be taken outside
the integral. Taking the time integrations and replacing the summation over k by an
integration, we obtain an expression for β̇j (t ′) from Eq.(5.1.7) as

β̇j (t) =
iVph

~2(2π)3
βj (t)

∫
d3kg2k

(
1− e−i(ωk−ω0)t

ωk −ω0

)
+ (N− 1)

iVph

~2(2π)3
βj (t)

∫
d3kg2k

(
1− e−i(ωk+ω0)t

ωk +ω0

)

+
iVph

~2(2π)3

∫
d3k

N∑
j ′=1,j ′ 6=j

g2k[

(
1− e−i(ωk−ω0)t

ωk −ω0

)
eik·(rj−rj ′)

+

(
1− e−i(ωk+ω0)t

ωk +ω0

)
e−ik·(rj−rj ′)]βj ′ (t) .

(5.1.8)

All the exponential factors containing t can be removed since they oscillate fast as a
function of k within the integral [99]. We subsequently perform the integration over k
in spherical coordinates,

β̇j (t) =
iΓ0

2πk0
βj (t)

∞∫
0

dkk

k− k0
+ (N− 1)

iΓ0

2πk0
βj (t)

∞∫
0

dkk

k+ k0

+
iΓ0

4πk0

N∑
j ′ 6=j

∞∫
0

dkk

π∫
0

dθk sin θk

[
eik|rj−rj ′ | cosθk

k− k0
+
e−ik|rj−rj ′ | cosθk

k+ k0

]
βj ′ (t),

(5.1.9)
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where ωk = kc, ω0 = k0c and Γ0 = k30µ
2/πε0~. In all terms, we replace k0 by k0 + i0.

Then the first two terms of Eq.(5.1.9) can be simplified to

iΓ0

2πk0
βj (t)

∞∫
0

dkk

(
1

k− k0
+

(N− 1)

k+ k0

)

=
iΓ0

2πk0
βj (t)

∞∫
0

dkk

(
1

k− k0 − i0
+

(N− 1)

k+ k0 + i0

)
.

(5.1.10)

As also introduced in chapter (2), if we use the mathematical identity,

1

x∓ i0
= P

1

x
± iπδ (x) (5.1.11)

where P is the Cauchy principle value of the integral. We then apply Eq.(5.1.11) to
Eq.(5.1.10) and we obtain

iΓ0

2πk0
βj (t)

∞∫
0

dkk

(
1

k− k0
+

(N− 1)

k+ k0

)

=
iΓ0

2πk0
βj (t)

∞∫
0

dkk

(
P

1

k− k0
+ P

(N− 1)

k+ k0

)
−
Γ0

2
βj (t) .

(5.1.12)

Since the first term on the right hand side of Eq.(5.1.12) is imaginary, it corresponds to
a frequency shift for all amplitudes βj (t). In this work, we assume that this shift is a
minor modification to the central transition energy of the QDs and is hidden inω0.
Now we go back to the second term in Eq.(5.1.9). After performing the angular integra-
tion over θk, we obtain

iΓ0

4πk0

N∑
j ′ 6=j

∞∫
0

dkk

π∫
0

dθk sin θk

[
eik|rj−rj ′ | cosθk

k− k0 − i0
+
e−ik|rj−rj ′ | cosθk

k+ k0 + i0

]
βj ′ (t)

=
iΓ0

2πk0

N∑
j ′ 6=j

βj ′ (t)

∞∫
0

dk
[

1

k− k0 − i0
+

1

k+ k0 + i0

]
sin (k |rj − rj ′ |)

|rj − rj ′ |

=
iΓ0

2πk0

N∑
j ′ 6=j

βj ′ (t)

|rj − rj ′ |

∞∫
0

dk
(

sin (k |rj − rj ′ |)
k− k0 − i0

)

=
Γ0

4πk0

N∑
j ′ 6=j

βj ′ (t)

|rj − rj ′ |

∞∫
−∞

dk
(

exp (ik |rj − rj ′ |)
k− k0 − i0

−
exp (−ik |rj − rj ′ |)
k− k0 − i0

)
.

(5.1.13)

We perform the integration over k in Eq.(5.1.13) by the contour method. For the first
term, we close the integration in the upper half-plane and for the second term in the
lower half-plane of complex k,

Γ0

4πk0

N∑
j ′ 6=j

βj ′ (t)

|rj − rj ′ |

∞∫
−∞

dk
exp (ik |rj − rj ′ |)
k− k0 − i0

=
iΓ0

2k0

N∑
j ′ 6=j

exp (ik0 |rj − rj ′ |)
|rj − rj ′ |

βj ′ (t).(5.1.14)
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The second term vanishes due to the integration. As a result, the substitution of (5.1.12)
and (5.1.14) in Eq.(5.1.9) gives

β̇j (t) = −
Γ0

2
βj (t) +

iΓ0

2k0

N∑
j ′ 6=j

exp (ik0 |rj − rj ′ |)
|rj − rj ′ |

βj ′ (t). (5.1.15)

Eq.(5.1.15) has been derived beyond the Rotating Wave Approximation (RWA) and
counter-rotating terms in the interaction Hamiltonian have also been taken into account.
It has already been shown for the case of atomic systems [99] that the RWA leads to
an extra imaginary term in the emission rate which is improper and is not physically
meaningful. Eq.(5.1.15) is a general expression and should be calculated for βj (t) in a
specific lattice of QDs. In section (5.2.1), we solve the QD population probability βj (t)
for a single rectangular lattice.

5.1.2 Two intermixed planar lattices of quantum dots

In previous section, we obtained the equation of motion for the population probability
of a single lattice of QDs. Now we go one step further and we will treat two intermixed
QD lattices, in which the QDs can be different in both lattices. The Hamiltonian of such
a system can be written in the form

ĤI =
∑

k

N∑
j1=1

g1k

(
Ŝj1e

−iω1t + Ŝ†j1e
iω1t

)(
â†ke

iωkt−ik·rj1 + âke
−iωkt+ik·rj1

)

+
∑

k

N∑
j2=1

g2k

(
Ŝj2e

−iω2t + Ŝ†j2e
iω2t

)(
â†ke

iωkt−ik·rj2 + âke
−iωkt+ik·rj2

)
,

(5.1.16)

where indexes 1, 2 represent the operators and QD positions belonging to the first and
second lattice respectively. Here,ω1andω2 are the transition energies of QDs in the first
and second lattice respectively and g1,2k = ω1,2µ1,2/

√
ε0~ωkVph are the coupling con-

stants between a single QD-lattice and the EM field modes. We also need to introduce a
new Fock state for our new system,

Ψ =

N∑
j1=1

βj1 (t) |g1 · · · ej1 · · ·〉1|g1 · · ·〉2 |0〉+
N∑
j2=1

βj2 (t) |g1 · · ·〉1|g1 · · · ej2 · · ·〉2 |0〉

+
∑

k

γk (t) |g1 · · ·〉1|g1 · · ·〉2 |1k〉

+
∑
u1,v2

∑
k

αu1v2 (t)|g1 · · · eu1 , · · ·〉1|g1 · · · ev2 , · · ·〉2 |1k〉

+
∑
u1<v1

∑
k

αu1v1 (t)|g1 · · · eu1 , · · · ev1 , · · ·〉1|g1 · · ·〉2 |1k〉

+
∑
u2<v2

∑
k

αu2v2 (t)|g1 · · ·〉1|g1 · · · eu2 , · · · ev2 , · · ·〉2 |1k〉,

(5.1.17)
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By applying the Fock state introduced in Eq.(5.1.17) and the Hamiltonian of Eq.(5.1.16)
into the Schrödinger equation and employing the same method as used in the case of
single lattice, we arrive at the following equation of motion for βj1 (t) in the Markov
approximation,

β̇j1 (t) = − iβj1 (t)
∑

k

g21k
ω1 −ωk

+ i (N1 − 1)βj1 (t)
∑

k

g21k
ω1 +ωk

+ iN2βj1 (t)
∑

k

g22k
ω2 +ωk

+ i
∑

k

∑
j ′
1
6=j1

g21kβj ′1 (t)

e
ik·
(

rj1−rj ′
1

)
ωk −ω1

+
e
−ik·

(
rj1−rj ′

1

)
ωk +ω1


+ iei(ω1−ω2)t

∑
k

∑
j ′
2

g1kg2kβj ′
2
(t)

{
eik·(rj1−rj2)

ωk −ω2
+
e−ik·(rj1−rj2)

ωk +ω1

}
.

(5.1.18)

In Eq.(5.1.18), we have again ignored the exponential terms with exponents of the kind
iωkt, since these terms oscillate fast under the integration over k. The first four terms
on the right hand side of Eq.(5.1.18) correspond to the time evolution of the QDs in
lattice 1 when they are not coupled with the QDs of lattice 2. Following exactly the
same procedure as we did for the case of single lattice, we can write the first four terms
as

−
Γ10
2
βj1 (t) +

iΓ10
2k1

N∑
j ′
1
6=j1

exp
(
ik1

∣∣∣rj1 − rj ′
1

∣∣∣)∣∣∣rj1 − rj ′
1

∣∣∣ βj ′
1
(t), (5.1.19)

where Γ1 = k31µ
2
1/πε0~ is the spontaneous emission rate of isolated QDs in lattice 1 and

k1 = ω1/c. Regarding the last term in Eq.(5.1.18), by changing the sum over k to the
integration in circular coordinates, we can write

iei(ω1−ω2)t
∑

k

∑
j ′
2

g1kg2kβj ′
2
(t)

{
eik·(rj1−rj2)

ωk −ω2
+
e−ik·(rj1−rj2)

ωk +ω1

}
(5.1.20)

=
2ik1k2µ1µ2

~π
ei(ω1−ω2)t

∑
j ′
2

βj ′
2
(t)

∞∫
0

dk
(

1

k− k2
+

1

k+ k1

) sin
(
k
∣∣∣rj1 − rj ′

2

∣∣∣)∣∣∣rj1 − rj ′
2

∣∣∣ .

In Eq.(5.1.20), we replace k1 and k2 by kave = (k1 + k2) /2. This is a good approximation
if k1 − k2 � kave which is normally the case. Then by changing kave by kave + i0 and
similar to the single lattice case, Eq.(5.1.20) can be simplified to

k2aveµ1µ2

~π
ei(ω1−ω2)t

∑
j ′
2

βj ′
2
(t)∣∣∣rj1 − rj ′
2

∣∣∣
×

∞∫
−∞

dk

exp
(
ik
∣∣∣rj1 − rj ′

2

∣∣∣)
k− kave − i0

−
exp

(
−ik

∣∣∣rj1 − rj ′
2

∣∣∣)
k− kave − i0

. (5.1.21)
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Again, after doing the contour integration and assuming that the QDs from the two
different lattices have equal dipole moments, µ1 = µ2 = µ, Eq.(5.1.21) becomes

iΓave

2kave
ei(ω1−ω2)t

∑
j ′
2

exp
(
ik0

∣∣∣rj1 − rj ′
2

∣∣∣)∣∣∣rj1 − rj ′
2

∣∣∣ βj ′
2
(t), (5.1.22)

where Γave = k3aveµ
2/πε0~. Substituting (5.1.19) and (5.1.22) in Eq.(5.1.18), the equation

of motion for the population probability of lattice 1 is obtained to be

β̇j1 (t) = −
Γ10
2
βj1 (t) +

iΓ10
2k1

∑
j ′
1
6=j1

exp
(
ik1

∣∣∣rj1 − rj ′
1

∣∣∣)∣∣∣rj1 − rj ′
1

∣∣∣ βj ′
1
(t)

+
iΓave

2kave
ei(ω1−ω2)t

∑
j ′
2

exp
(
ik0

∣∣∣rj1 − rj ′
2

∣∣∣)∣∣∣rj1 − rj ′
2

∣∣∣ βj ′
2
(t).

(5.1.23)

Similarly, the equation of motion for the population probability of lattice 2 can be de-
rived as

β̇j2 (t) = −
Γ20
2
βj2 (t) +

iΓ20
2k2

N∑
j ′
2
6=j2

exp
(
ik2

∣∣∣rj2 − rj ′
2

∣∣∣)∣∣∣rj2 − rj ′
2

∣∣∣ βj ′
2
(t)

+
iΓave

2kave
e−i(ω1−ω2)t

∑
j ′
1

exp
(
ik0

∣∣∣rj2 − rj ′
1

∣∣∣)∣∣∣rj2 − rj ′
1

∣∣∣ βj ′
1
(t).

(5.1.24)

We should emphasize that all the series are convergent yielding finite values. It is ob-
vious from (5.1.23) and (5.1.24) that the population probabilities of the two intermixed
QD lattices are coupled. Eqs.(5.1.23) and (5.1.24) constitute a closed set of differential
equations for any two intermixed lattices with arbitrary QD properties, lattice unit cell,
lattice periodicity and mutual lattice displacement. In next section, we treat the case of
two intermixed rectangular lattices in more detail.

5.2 Planar square lattices of quantum dots

In this section we try to quantitatively and quantitatively interpret the equations we
derived in previous section for the case of planar square lattices. The quantum dots
are identical within each lattice, but different QD lattices are constituted by different
QDs. The main goal is to see how the collective radiative decay rates of the QD lattices
are modified by changing e.g. the lattice periodicity. In addition, we like to show how
the coupling between both QD lattices is modified by changing the translational shift
D between both QD-lattices. We will also study the influence of the initial excitation
conditions on the population dynamics of the QD lattice. As is schematically illustrated
in Fig.(5.1), in the structure of interest, the QDs are positioned on the lattice points of an
infinitely large and planar square lattice with periodicity a.
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Figure 5.1: Schematic picture of (a) a single square QD lattice and (b) a system of two
intermixed QD lattices. The periodicity of both lattices is aand the translational shift
between the QDs of the two different lattices is D.

5.2.1 A single square lattice of identical quantum dots

We first assume that QDs are located at the lattice points of a single square lattice with
periodicity a along both x and y directions. The schematic picture of this structure is
demonstrated in Fig.(5.1).a. Since we assume that our periodic structure is infinitely
large, all probability amplitudes βj (t) are equal but for the sake of more flexibility in
the problem, we can also assume that the probability amplitudes can be phase shifted
along the y direction with an amount of κy. This phase shift can be induced during the
optical excitation process. So by employing the equality

βj ′ (t) = βj (t) exp [iκy (yj − yj ′)] (5.2.1)

into Eq.(5.1.15) and indexing the position of the QDs by

(xj, yj)→ a (p, q) ,
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(xj ′ , yj ′)→ a (p ′, q ′) , (5.2.2)

the equation of motion for the population probability of a single rectangular lattice be-
comes

β̇j (t) = −
Γ0

2
βj (t)

+
iΓ0

2k0
βj ′ (t)

∑
p ′ 6=p

∑
q ′ 6=q

exp
(
ik0a

√
(p− p ′)

2
+ (q− q ′)

2

)
√
(p− p ′)

2
+ (q− q ′)

2
ei(q−q

′)aκ
(5.2.3)

Rearranging the indexes by p−p ′ → m and q−q ′ → n, we can write (5.2.3) in a simpler
form,

β̇j (t) = −
ΓSL

2
βj (t) , (5.2.4)

where

ΓSL =
Γ0

2
−
iΓ0

k0a

∞∑
m=1

∞∑
n=1

exp
(
ik0a

√
m2 + n2

)
√
m2 + n2

cos (naκ). (5.2.5)

The first message of Eq.(5.2.5) is that the population of an infinitely large single QD lat-
tice decays single-exponentially with the a spontaneous emission rate which is equal
to the real part of ΓSL. Assuming that there is no phase shift in the lattice, the single
QD lattice emission rate has been displayed in Fig.(5.2) as a function of the lattice pe-
riodicity. The real part of the emission contributes to the cooperative decay rate while
the imaginary part yields the frequency shift. Since our focus in this work is mainly on
the cooperative decay rate, we will examine the real part more in detail. It is evident
from Fig.(5.2) that depending on the value of the periodicity, the cooperative population
decay rate is sometimes faster and sometimes slower than the emission rate of a single
QD. For some periodicities, the constructive interferences between the available optical
modes are stronger than the destructive interferences. In this case, the local density of
optical states is enhanced, giving rise to a faster decay rate of the QD lattice. Focusing on
the range of periodicities smaller than the emission wavelength, a < λ, we see that for
very small lattice constants (a <∼ 0.2λ), the emission rate of the QD- lattice is drastically
increased with respect to the decay rate of a single QD. But for 0.2λ < a, the QD lattice
emission rate becomes slower than the single QD emission rate, reaching a minimum at
around 0.3λ and again increasing for larger QD-QD spacing. It is easy to calculate that
for very large periodicities, the optical coupling between QDs is negligible and the QD
lattice emission rate tends to the emission rate of a single QD.

5.2.2 Two intermixed square lattices of identical quantum dots

At this point, we would like to see how two intermixed lattices can be optically coupled.
We assume that the structure of lattice 2 is identical to the structure of lattice 1, but the
two lattices are spatially translated by a distance D in the y direction. We can also
imagine this system as a square unit cell consisting of two different QDs within each
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Figure 5.2: The real (Left) and the imaginary (Right) parts of the spontaneous emission
rate of a single lattice of QDs. The inset is the zoom of the original graph for periodicities
smaller than the wavelength.

unit cell. Choosing the origin of the coordinate system on the center of the QD-QD axis
within one unit cell, the positions of the QDs in such a double-lattice structure can be
determined via

(xj1 , yj1)→ (ap, aq+D/2) ,

(xj2 , yj2)→ (ap, aq−D/2) .
(5.2.6)

To keep the generality of the problem, we assume that there is a phase shift κ along the
y direction, similar to the case of single lattice. So the population amplitudes of the QDs
in the two different lattices are of the form

βj ′
1
(t) = βj1 (t) e

i(q1−q ′
1)κa,

βj ′
2
(t) = βj2 (t) e

i(q2−q ′
2)κa.

(5.2.7)

Substituting (5.2.6) and (5.2.7) in Eq.(5.2.3), the two equation of motion for the popula-
tions of the two lattices become

β̇j1 (t) = −
Γ1SL

2
βj1 (t) +

Γ12

2
βj2 (t) , (5.2.8)

β̇j2 (t) = −
Γ2SL

2
βj2 (t) +

Γ21

2
βj1 (t) . (5.2.9)
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where Γ1SL, Γ2SL can be obtained from Eq.(5.2.5) and the coupling parameter is

Γ12

2
=
iΓavee

i(ω1−ω2)t

2kavea

∞∑
m=−∞

∞∑
n=−∞

exp
(
ikavea

√
m2 + (n+D/a)

2

)
√
m2 + (n+D/a)

2
einaκ. (5.2.10)

Γ21 can be obtained from Γ12 by exchanging the indexes 1 ↔ 2 and D → −D. But since
the summation index, n, has both positive and negative values, the total series remains
unchanged by D→ −D and we can write

Γ21

2
=
iΓavee

−i(ω1−ω2)t

2kavea

∞∑
m=−∞

∞∑
n=−∞

exp
(
ikavea

√
m2 + (n+D/a)

2

)
√
m2 + (n+D/a)

2
einaκ, (5.2.11)

where kave = (k1 + k2) /2. The lattice-lattice coupling parameters, Γ12 and Γ21, represent
the spontaneous energy transfer rates between two lattices. Now we assume that QDs
of two lattices are identical and there is no phase shift applied to the system. Then Γ12
and Γ21 become identical and can be simplified to

Γ12

2
=
Γ21

2
=

iΓ0

2k0a

∞∑
m=−∞

∞∑
n=−∞

exp
(
ik0a

√
m2 + (n+D/a)

2

)
√
m2 + (n+D/a)

2
. (5.2.12)

In Fig.(5.3), we see how the lattice-lattice coupling parameters are modified by chang-
ing the lattice periodicity for a fixed lattice-lattice separation D. The real part of the
interaction, which modifies the emission rate, has a negative value for periodicities
smaller than the wavelength, a < λ, but is independent from the lattice-lattice sepa-
ration,D. But the imaginary part is much more sensitive to the lattice-lattice separation
D. In Fig.(5.4), the lattice-lattice coupling parameter has been drawn as a function of
the lattice-lattice separation for different lattice periodicities. It is obvious that the dis-
tance between a QD in lattice 2 and a QD in lattice 1, D, in the same unit cell cannot be
larger than half of the lattice periodicity. We can see that the real part of Γ12 oscillates
as a function of the lattice-lattice separation. Of course these oscillations are not visi-
ble if the periodicity is very small, since in this case the range of possible lattice-lattice
separations is not large enough to observe the oscillations.
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Figure 5.3: The real and imaginary parts of the QD lattice-QD lattice coupling param-
eter, Γ12, as a function of the lattice periodicity a for different lattice-lattice separations
D.

5.3 Population dynamics in two coupled lattices of quan-
tum dots

After the excitation with one single photon, the probability as a function of time, that
one single QD within lattice 1 or lattice 2 is populated is given by

P1 (t) =

N∑
j1=1

|βj1 (t)|
2

N∑
j1=1

|βj1 (0)|
2
+

N∑
j2=1

|βj2 (0)|
2

, P2 (t) =

N∑
j2=1

|βj2 (t)|
2

N∑
j1=1

|βj1 (0)|
2
+

N∑
j2=1

|βj2 (0)|
2

. (5.3.1)

For the case of a single lattice, the population probability simply decays single-expo-
nentially with decay rateΓSL, which is

PSL = e−ΓSLt. (5.3.2)

In the case of two intermixed lattices, the time variation of the lattice populations is
more complicated and strongly depends on the initial excitation condition of both lat-
tices and the coupling between them, which in turn is a function of the lattice-lattice
separation. For simplicity and without losing the most important consequences of the
problem, we again assume that there is no phase shift in the system (κ = 0) and the QDs
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Figure 5.4: The real and imaginary parts of the lattice-lattice coupling parameter, Γ12, as
a function of the lattice-lattice separation, D for different lattice periodicities.

of two lattices are identical, implying Γ1SL = Γ2SL = ΓSL. Under this condition, the coupled
differential equations in (5.1.23) and (5.1.24) can be simplified to

β̇j1 (t) = −
ΓSL

2
βj1 (t) +

Γ12

2
βj2 (t) ,

β̇j2 (t) = −
ΓSL

2
βj2 (t) +

Γ12

2
βj1 (t) . (5.3.3)

The solution of the equations of motion in (5.3.3), gives rise to

βj1 (t) =
1

2
(βj1 (0) + βj2 (0)) e

−
(ΓSL−Γ12)

2
t +

1

2
(βj1 (0) − βj2 (0)) e

−
(ΓSL+Γ12)

2
t,

βj2 (t) =
1

2
(βj1 (0) + βj2 (0)) e

−
(ΓSL−Γ12)

2
t −

1

2
(βj1 (0) − βj2 (0)) e

−
(ΓSL+Γ12)

2
t. (5.3.4)

We assume that all QDs have equal chance to become excited. So we drop the indexes
j1, j2 and represent the corresponding amplitudes of lattice 1 by β1 and those of lattice
2 by β2. Then Eq.(5.3.1) will be simplified to

P1 (t) =
|β1 (t)|

2

|β1 (0)|
2
+ |β2 (0)|

2
, P2 (t) =

|β2 (t)|
2

|β1 (0)|
2
+ |β2 (0)|

2
. (5.3.5)

By inserting Eq.(5.3.4) into Eq.(5.3.5), the population dynamics for lattice 1 and 2 are
obtained

P1 (t) = Ae
−ΓSLt cos (Ωt) +Aae−Γat +Ase−Γst,

P2 (t) = −Ae−ΓSLt cos (Ωt) +Aae−Γat +Ase−Γst,
(5.3.6)
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where

A =
1

2

(
β21 (0) − β

2
2 (0)

)(
β21 (0) + β

2
2 (0)

) , Aa =
1

4

(β1 (0) + β2 (0))
2(

β21 (0) − β
2
2 (0)

) , As = 1

4

(β1 (0) − β2 (0))
2(

β21 (0) − β
2
2 (0)

) , (5.3.7)

and

Γs = ΓSL + Re (Γ12) ,
Γa = ΓSL − Re (Γ12) ,
Ω = Im (Γ12) .

(5.3.8)

The collective emission rates Γs and Γa correspond respectively to the symmetric and
asymmetric emission rates that have already been introduced in chapter 2 for the sys-
tem of two QDs. The difference is that in this chapter, instead of two coupled QDs, we
have two coupled lattices of QDs. As demonstrated in Fig. 5. 2 and Fig. 5. 4, depend-
ing on whether Γs or Γa are enhanced or reduced as compared with the spontaneous
emission rate of a single lattice, they can represent either the superradiant emission
which decays faster than a single lattice or subradiant emission which corresponds to a
slower decay. We found that by engineering the lattice parameters, we are able to ob-
tain almost arbitrary values for the lattice-lattice coupling parameter and hence almost
arbitrary values for the superradiant and subradiant spontaneous emission rates.
As is shown in Eqs.(5.3.6), the population of lattices decay by three different decay chan-
nels. The first decay channel corresponds to the emission rate of a single isolated QD
lattice and is modulated by (population) oscillations (between the two lattices) with a
frequency equal to the imaginary part of the lattice-lattice coupling. The second and
the third decay channels correspond to the asymmetric and symmetric emission rates,
respectively.
Now we study the influence of different initial excitation conditions. First we assume
that lattice 1 is initially excited and lattice 2 is initially in the ground state, β1 (0) =
1, β2 (0) = 0. For this case, the population decay probabilities are of the form

P1 (t) =
1

2
e−ΓSLt cos (Ωt) +

1

4
e−Γat +

1

4
e−Γst,

P2 (t) = −
1

2
e−ΓSLt cos (Ωt) +

1

4
e−Γat +

1

4
e−Γst.

(5.3.9)

The most important message of the population dynamics in (5.3.9) is that although lat-
tice 2 is not initially excited, a part of the population of lattice 1 is transferred to lattice
2 and eventually decays to the ground state.
A second initial excitation condition is when both lattices are initially excited with the
same probability, β1 (0) = 1/2, β2 (0) = 1/2. In this case, the population dynamics is
given by

P1 (t) = P2 (t) =
1

2
e−Γat. (5.3.10)

It is clear from Eq.(5.3.10) that when both lattices are initially equally excited, the popu-
lations decay becomes single exponential with an asymmetric emission rate which can
be either superradiant or subradiant, depending on the lattice structure. We can imag-
ine many other initial conditions. For any specific arrangement of the initial excitation
of the two lattices, there are generally three exponential decay channels with amplitudes
given by Eq.(5.3.7).
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5.4 Summary

In this chapter, we investigated the electromagnetic coupling between periodic arrays
of QDs in the weak excitation regime when the QD many-body system is excited with
only one photon. We found that a large enough single rectangular lattice of QDs has a
single exponential population decay which strongly depends on the lattice periodicity.
For some periodicities, the lattice emission rate is faster than the spontaneous emission
rates of a single and isolated QD and for some other periodicities, it is slower. For
the lattice constants smaller than the emission wavelength, the lattice emission rate is
mostly slower than the emission of the single QD implying subradiant emission.
We also demonstrated that if two lattices with equal periodicities are intermixed to-
gether in addition to the optical coupling of the QDs in their own lattice, there is also
optical coupling between the two different lattices. We calculated this coupling as a
function of the lattice-lattice separation which shows an oscillatory behavior. We found
that for periodicities smaller than the wavelength, the lattice-lattice coupling is not so
sensitive to the lattice-lattice separation. The imaginary part of the lattice-lattice cou-
pling gives rise to oscillations in the population decay of each of the lattices. The pop-
ulation decay of the lattices is described by 3 different decay channels in which the first
channel describes a population oscillation between the two different lattices, with an
oscillation frequency equal to the imaginary part of the lattice-lattice coupling and an
overall decay with the emission rate of a single isolated lattice. The second channel de-
cays with the asymmetric and the third channel decays with the symmetric emission
rate. The symmetric emission rate is the sum of the single lattice emission rate and the
lattice-lattice coupling while the asymmetric emission rate corresponds to the difference
of these two. Depending on the lattice parameters (the periodicity and the lattice-lattice
separation), the symmetric and the asymmetric emission rates can either be faster or
slower than the emission rate of a single lattice.



Chapter 6

Modification of the spontaneous
emission decay time in
self-assembled quantum dots

6.1 Theoretical formalism

The decay time of the QD population in a self-assembled sample has been measured by
employing the Time Resolved Differential Reflectivity (TRDR) spectroscopy and pre-
sented in Ref. [150]. In the next chapter, we will extensively introduce this technique,
but at this point we show you the main observation of this work that drew our attention.
The differential reflectivity from the plane of QDs as a function of the pump-probe delay
time is shown in Fig.(6.1). This graph corresponds to the dynamics of the QD popula-
tion. It is obvious in Fig.(6.1) that the population decay time for the QDs near the center
of the QD size distribution (PL spectrum) is larger. We know that the density of reso-
nant QDs around this point is higher and the electromagnetic coupling between QDs is
stronger. It is obvious that the effect of this radiative coupling is to slow down the decay
and hence having a larger decay time. In this chapter, we try to explain this novel and
interesting effect of radiative coupling between QDs by following a quantum mechani-
cal theoretical approach. The population dynamics of atoms or QDs in dilute ensembles
can be usually described in the dipole approximation through the well-known semi-
classical Maxwell-Bloch equations. But for the case of dense media, this formalism fails
to describe the dynamic properties of the QDs since the electromagnetic interaction be-
tween the QDs or the atoms play an important role in modifying the energy levels and
the damping rates of the atoms or QDs. From the classical point of view, the electromag-
netic coupling between atoms is known from the time of Lorentz and Lorenz [64, 65].
They showed that in a dense medium, the electric field that couples to an atom (os-
cillator) is different from the macroscopic field by a term which is proportional to the
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Figure 6.1: polariton lifetime (decay time of the QD population) as a function of the QD
transition energy (figure from Ref. [150]).

polarization of the medium. In fact, this term is caused by the dipole-dipole coupling
between the atom under consideration and all the other atoms in the medium. It has
been shown that if the medium has a small absorption and is strongly scattering, this
term becomes more important [66–68]. This local-field correction leads to many interest-
ing phenomenon. One the most important effects of the Lorentz-Lorenz (LL) correction
is the modification of the linear index of refraction according to the Clausius-Mossotti
relation [66].

When the atomic (QD) density is large, the quantum nature of the electromagnetic field
which mediates the dipole-dipole coupling becomes more important. As explained in
the introductory chapter of this thesis, superfluorescence [79, 185, 186] is one conse-
quence of the atom-atom coupling in a very dense and small medium of atoms, which
was introduced by Dicke [51]. Dicke found that if the size of the medium containing
the atoms is less than the wavelength of light, the atoms emit photons in a cooperative
way. Since this effect happens for identical atoms or QDs, when there is inhomogeneous
broadening, for example in self-assembled QDs due to the QD size distribution, the su-
perradiance effect is absent and we cannot observe any cooperative emission. But this
doesn’t mean that we do not see any influence of electromagnetic QD-QD coupling on
the dynamical properties of the QDs and their corresponding light emission. In such
samples, the presence of confined spontaneous (incoherent) photons can alter for in-
stance the long-lived ground-state coherences. The spontaneous photons can lead to ef-
fects like the amplified spontaneous emission (superluminescence) if the QDs are in the
excited state and to the radiation trapping if they are initially in the ground-state [79].
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In this chapter, we follow an approach similar to the formalism introduced in Ref.
[187, 188] in which the equation of motion for the many-atom system is described by
a Lindblad-type equation of a density matrix originating from a quantized interaction
Hamiltonian. In this approach, the interaction between quantum dots mediated by the
quantized field such as multiple scattering and reabsorption of spontaneously emitted
photons as well as the local-field corrections are taken into account. The theoretical
approach of this chapter is based on the analysis of the Fourier transform of the ap-
propriate Green’s functions obtained from the derivation of the Dyson’s equation. In
sec.(6.1), we introduce our theoretical formalism. Then in sec.(6.2), we derive the the
relaxation rates and the energy level shifts. In sec.(6.3), we solve the nonlinear equa-
tions numerically and perform some numerical simulations. Finally in sec.(6.4), we try
to explain our numerical simulations analytically by making some approximations.

6.1.1 Hamiltonian and the time evolution operator

The interaction between a probe QD and the field in a many-QD sample can be con-
sistently described by single-QD Bloch-type equations only if QD-QD correlations are
neglected. This means that the single-QD equations of motion work only in the non-
cooperative limit. This approximation is justified in highly symmetric geometries or
if the inverse of the so-called superradiance time of a transition in a thin film of QDs
represented by [63, 189]

TSR =
2ε0~c

NvLω0µ
2
0

=
2ε0~c
Nω0µ

2
0

, (6.1.1)

is smaller than the respective inhomogeneous line-width in the system. Here, Nv is
the volume density of QDs and N is the QD surface density and L is the thickness of
the thin layer that in our case is infinitely small, since we have a planar distribution
of QDs. In Eq.(6.1.1), we have made use of the equation N = NvL. ω0 is the QD
transition energy and µ0 is the magnitude of the QD dipole moment. In QD samples,
the inhomogeneous broadening is due to the size distribution of the QDs and can be
represented by a Gaussian function

g (ω,ω0) =
1√
2πσ

e−
1
2 (
ω−ω0
σ )

2

, (6.1.2)

where σ is the inhomogeneous line-width and ω0 is the central transition frequency of
the QDs. Of course the main difference between the population dynamics of a single
QD in free space and the population dynamics of a probe QD in a non-cooperative
many-QD system is that, in the latter, the probe QD undergoes an energy level shift
and a modification of the damping rate due to the presence of the other QDs in the
medium. In the sample of our interest which is the typical self-assembled InAs\GaAs
QDs and will be extensively introduced in the next chapter, the important parameters in
Eqs. (6.1.1) and (6.1.2) are N = 2.8× 1014QDs/m2, ω0 = 1.105 eV, µ0 = 100 Debye and
σ = 19meV. Based on these values, the inverse of superradiance time in our sample
is in the order of 10−5 meV which is much smaller than the inhomogeneous line-width
and hence the condition of the non-cooperative limit is fulfilled.
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Figure 6.2: Time ordering along the Schwinger-Keldysh time contour.

We now treat the problem of the interaction between different QDs in an ensemble with
the quantized radiation field in the dipole and Rotating Wave Approximation (RWA).
Since we are interested in the dynamics of a single specific QD, we indicate the dipole
moment element of the probe QD by µ0 and its position by r0, while the dipole moment
elements and the position of the other QDs in the medium are represented by µj0 and rj
respectively. The Hamiltonian of the system can be written as

H = Hfield +
∑
j

Hj0 − µ0 · [E (r0) + Eext (r0)] −
∑
j

µj0 ·
[
Eext (rj) + E (rj)

]
, (6.1.3)

where Hfield is the free Hamiltonian of the quantized radiation field and Hj0 is the free
Hamiltonian of the jth QD. E is the corresponding operator of the quantized field in the
system and Eext is any external classical deriving field. In the interaction picture, the
time evolution is described by

S = T exp
(
−
i

~

∫∞
−∞ dτV (τ)

)
, (6.1.4)

where V (τ) = −µ0 (τ)·[Eext (r0, τ) + E (r0, τ)] is the interaction Hamiltonian of the probe
QD and T denotes time ordering. Note that the electromagnetic coupling of QDs is
included in the field operator E since the field acting on the probe QD is emitted or
scattered by all the other QDs in the medium. For simplicity, we can represent the
time evolution of the correlation functions of the probe QD by the so-called Schwinger-
Keldysh time contour C [190] shown in Fig. 6. 2. This contour starts at t = −∞, goes to
t =∞ and comes back to t = −∞. Each physical time corresponds to two times on the
contour. In this concept, a time ordering operator TC is introduced that is identical to T
on the upper branch (+) and to 1/T on the lower branch (−) of the contours and orders
all operators with the time argument (−) to the left of those with (+). This means that if
tA > tB on the lower branch of the Keldysh contour (tA > tB), it is inverse on the upper
branch and tA < tB. By definition of the Keldysh contour, Eq.(6.1.4) can be written as

SC = TC exp
(
−
i

~

∫
C

dτ̆V (τ̆)

)
, (6.1.5)
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where τ̆ denotes the time on the contour C and from now on we replace τ̆ by τ. Now
we need to know the expectation value of the time evolution operator, 〈SC〉, where
like in previous chapters, 〈· · · 〉 stands for Tr {ρ0 · · ·} with ρ0 = ρ (−∞) being the initial
density operator at t = −∞. In order to express the expectation value of the exponential
operator in Eq.(6.1.5) again as an exponential operator, we make use of a generalization
of the cumulant generating function for a classical stochastic variable [191, 192]. We
attribute the general variable X to the quantity

X→ ∫
C

dτV (r0, τ) =
∫
C

dτ

3∑
α=1

µα (r0, τ)
[
Eext
α (r0, τ) + Eα (r0, τ)

]
. (6.1.6)

As shown in appendix (A), 〈exp (sX)〉 is actually the momentum-generating function of
the variable X and can be written as a function of the cumulants of the distribution,

〈exp (sX)〉X = exp

( ∞∑
n=0

sn

n!
〈〈Xn〉〉

)
, (6.1.7)

where 〈〈Xm〉〉 are the cumulants and have the following characteristics

〈〈X〉〉 = 〈X〉 ,〈〈
X2
〉〉

=
〈
X2
〉
− 〈X〉2, etc.

(6.1.8)

The series in Eq.(6.1.7) contains an infinite number of terms. To make the problem eas-
ier and tractable, we assume that photon statistics in the medium follows a Gaussian
distribution in which the cumulants 〈〈En〉〉 vanish for n > 2. This is a good approxi-
mation for our purpose. Making use of this approximation, the effective time evolution
operator which is in fact the expectation value of Eq.(6.1.5), becomes

Seff
C = 〈SC〉field = TC exp

{
i

~

∫
C

dτ

3∑
α=1

µα (τ)
[
Eext
α (r0, τ) + 〈Eα (r0, τ)〉

]
−
1

2~2

∫
C

dτ1

∫
C

dτ2

3∑
α,β=1

µα (τ1)Dαβ (r0, τ1; r0, τ2)µβ (τ2)

 , (6.1.9)

where
Dαβ (1, 2) = 〈〈TCEα (r1, τ1)Eβ (r2, τ2)〉〉 , (6.1.10)

is generally a tensorial Green’s function (GF) of the interacting electric field and we have
used the abbreviations 1 ≡ r1, τ1, 2 ≡ r2, τ2. In the rest of this chapter, for simplicity, we
drop the summation from the equations and hence wherever you see tensorial indexes,
it means that a sum should be taken over the tensorial components. In the interaction
picture, the slowly varying positive and negative frequency parts of the field and dipole
operators are

µ (τ) = µ+ (τ) + µ− (τ) = µ̃+ (τ) eiωprτ + µ̃− (τ) e−iωprτ,

E (τ) = E+ (τ) + E− (τ) = Ẽ+ (τ) eiωprτ + Ẽ− (τ) e−iωprτ,
(6.1.11)
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with ωpr being the transition frequency of the probe QD under study. Now we impose
the Rotating Wave Approximation (RWA) in which we neglect the terms with double
frequencies like µ+E+ and µ−E−. Thus the effective time evolution operator can be
written as

Seff
C = TC exp

{
i

~

∫
C

dτ
[
µ+α (τ)E−Lα (r0, τ) + µ

−
α (τ)E+Lα (r0, τ)

]
−

1

2~2

∫
C

dτ1

∫
C

dτ2

×
3∑

α,β=1

[
µ̃+α (τ1)Gαβ (r0, τ1; r0, τ2) µ̃−β (τ2) + µ̃

−
α (τ1)G

′
αβ (r0, τ1; r0, τ2) µ̃+β (τ2)

] ,
(6.1.12)

where

ELα (r, τ) = Eext
α (r, τ) + 〈Eα (r, τ)〉 , (6.1.13)

is the local-filed acting on the probe QD, and

Gαβ (r1, τ1; r2, τ2) =
〈〈
TCE

−
α (r1, τ1)E+β (r2, τ2)

〉〉
e−iωpr(τ1−τ2),

G ′αβ (r1, τ1; r2, τ2) =
〈〈
TCE

+
α (r1, τ1)E−β (r2, τ2)

〉〉
eiωpr(τ1−τ2).

(6.1.14)

6.1.2 Green’s function on the Schwinger-Keldysh contour

Now we discuss the Green’s function introduced in Eq.(6.1.14) with more details. We
define the exact and the free-space Green’s function on the Keldysh contour as

Gαβ (r1, t1; r2, t2) =
〈〈
TCE

−
α (r1, t1)E+β (r2, t2)

〉〉
,

G0αβ (r1, t1; r2, t2) =
〈〈
TCE

−
0α (r1, t1)E

+
0β (r2, t2)

〉〉
,

(6.1.15)

where E0 is the electric field in free-space. The time ordering TC implies that for corre-
lated operators, the operator which has an earlier time argument on the Keldysh con-
tour, acts first on the quantum state of the probe QD and then the other one. This means
that the field operator acting at an earlier physical time, should be on the right hand
side of the field operator acting at a later time. In other words, the operators with time
arguments on the upper branch (+) of the Keldysh contour should be on the right hand
side of those on the lower side (−). If both operators are on the (+) branch, then the
operator with a smaller physical time comes to the right and the other one goes to the
left. If both field operators are on the (−), the situation is inverse and the operator with
a bigger physical time comes to the right. Based on this description of the time ordering
on the Keldysh contour, assuming t2 > t1 on the physical time line, the contour Green’s
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function G (1, 2) contains four real-time GFs:

G++
αβ (1, 2) =

〈〈
E+β (r2, t2)E−α (r1, t1)

〉〉
,

G−+
αβ (1, 2) =

〈〈
E−α (r1, t1)E+β (r2, t2)

〉〉
,

G+−
αβ (1, 2) =

〈〈
E+β (r2, t2)E−α (r1, t1)

〉〉
,

G−−
αβ (1, 2) =

〈〈
E−α (r1, t1)E+β (r2, t2)

〉〉
.

(6.1.16)

The superscripts ± specify the contour branches. For example, −+ indicates that the
first time argument is on the lower and the second time argument on the upper branch
of the Keldysh contour and has nothing to do with the negative and positive-frequency
components. G++ and G−− are the time and anti-time ordered propagators. We now
define two more Green’s function: a retarded Gret and an advanced Gadv. They have
defined in a way that the retarded Green’s function is zero for all negative time differ-
ences t1−t2 and inversely, the advanced GF is zero for all positive time differences. The
retarded Green’s function is called retarded because it propagates forward in time and
thus the output is delayed from the input. The importance of the retarded Green’s func-
tion comes from the fact that all measurable quantities are actually retarded correlation
functions. The retarded and advanced Green’s function are defined through

Gret
αβ (1, 2) =

〈[
E−α (r1, t1) , E+β (r2, t2)

]〉
Θ (t1 − t2) , (6.1.17)

Gadv
αβ (1, 2) =

〈[
E−α (r1, t1) , E+β (r2, t2)

]〉
Θ (t2 − t1) , (6.1.18)

where Θ (τ) is the Heaviside step function which equals to 1 for τ > 0 and to zero for
τ < 0. According to Eqs.(6.1.17) and (6.1.18), if t1 > t2, the advanced Green’s function
is zero and if t1 < t2, then the retarded Green’s function is zero. By the definitions of
the retarded and advanced Green’s function presented in (6.1.17) and (6.1.18), they can
also be written in the form of [193],

Gret (1, 2) = G++ (1, 2) −G+− (1, 2) = G−+ (1, 2) −G−− (1, 2) ,

Gadv (1, 2) = G++ (1, 2) −G−+ (1, 2) = G+− (1, 2) −G−− (1, 2) .
(6.1.19)

Within RWA and in the absence of thermal photons, the free space correspondences of
these six forms of the Green’s function are

G++
0αβ (1, 2) ≈ G

adv
0αβ (1, 2) ,

G−+
0αβ (1, 2) ≈ 0,

G+−
0αβ (1, 2) ≈ G

adv
0αβ (1, 2) −G

ret
0αβ (1, 2) ,

G−−
0αβ (1, 2) ≈ −Gret

0αβ (1, 2) .

(6.1.20)

We make use of these Green’s functions extensively in the rest of this chapter.
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6.1.3 Single-QD density matrix equation of motion

The effective time evolution operator that was derived in the previous subsections leads
in general to integro-differential equations of motion. In the Markov approximation, we
assume that the characteristic decay time of the QD-QD correlations (field cumulants)
is short compared to the characteristic time of the QD dynamics. This can happen es-
pecially in media with a large inhomogeneous broadening. This means that the QD
dynamics doesn’t change significantly in the time period between τ1 and τ2 and hence
these two times can be considered as a single time for the probe QD. We can show this
approximation mathematically as δ-correlation of Gαβ and G ′αβ in physical times,

GABαβ (τ, τ ′) = GABαβ (τ) δ (τ− τ ′) ,

G ′
AB
αβ (τ, τ ′) = G ′

AB
αβ (τ) δ (τ− τ ′) ,

(6.1.21)

With A,B ∈ {+,−}, explicitly representing the Keldysh contour branches. Introduc-
ing, like in previous chapters, the dimensionless dipole rising and lowering operators
respectively as S+, S− such that µ+α = µ0αS

−
α (t) and µ−α = µ0αS

+
α (t), we arrive at

Seff
C =TC exp

{
iµα

~

∫∞
−∞ dτ

[
S−α (τ+)E

−
Lα (r0, τ) − S

−
α (τ−)E

−
Lα (r0, τ)

+S+α (τ+)E
+
Lα (r0, τ) − S

+
α (τ−)E

+
Lα (r0, τ)

]
−
1

2

∫∞
−∞ dτγ

c
αβ

(
ωpr, τ

) [
S−α (τ+)S

+
β (τ+) + S

−
α (τ−)S

+
β (τ−) − 2S

−
α (τ−)S

+
β (τ+)

]
−
1

2

∫∞
−∞ dτ

[
γc
αβ

(
ωpr, τ

)
+ γαβ

(
ωpr, τ

)]
×
[
S+β (τ+)S

−
α (τ+) + S

+
β (τ−)S

−
α (τ−) − 2S

+
β (τ−)S

−
α (τ+)

]
+
i

~

∫∞
−∞ dτh

c
αβ

(
ωpr, τ

)
×
[
S−α (τ+)S

+
β (τ+) − S

−
α (τ−)S

+
β (τ−) − S

+
β (τ+)S

−
α (τ+) + S

+
β (τ−)S

−
α (τ−)

]
+
i

~

∫∞
−∞ dτhαβ

(
ωpr, τ

) [
S+β (τ+)S

−
α (τ+) − S

+
β (τ−)S

−
α (τ−)

]}
.

(6.1.22)

The time arguments τ+ and τ− correspond to the upper and lower branch of the Schwinger-
Keldysh contour respectively. The first line in Eq.(6.22) describes the interaction of the
probe QD with the local field at the position of the probe QD in the RWA regime. The
collective rate Γ c defined as

Γ c
αβ

(
ωpr, t

)
=
µαµβ

~2

∫∞
−∞ dτ

〈〈
E−α (r0, t)E+β (r0, t+ τ)

〉〉
eiωprτ

=
µαµβ

~2
G̃−+
αβ

(
r0,ωpr; t

)
,

(6.1.23)

is a positive Hermitian matrix, whose eigenvalues are the collective decay and pump
rates induced by the incoherent photons inside the medium. The incoherent radiation
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inside the medium induces stimulated emission from the excited state to the ground
state, if the probe QD is initially excited. As can be seen from Eq.(6.1.23), the collec-
tive pump and decay rate is proportional to D̃−+

αβ which, apart from some dimensional
constants, is the spectral energy density of the incoherent radiation at the position and
transition frequency of the probe-QD. The Hermitian matrix hc is the collective light en-
ergy shift caused by the incoherent component of the radiation field inside the medium,

hc
αβ

(
ωpr, t

)
=
i

~
µαµβ

2

∫∞
0

dτ
(〈〈

E−α (r0, t)E+β (r0, t− τ)
〉〉
e−iωprτ

−
〈〈
E−α (r0, t)E+β (r0, t+ τ)

〉〉
eiωprτ

)
. (6.1.24)

This expression can also be written in the form of

hc
αβ

(
ωpr, t

)
=
µαµβ

2π~
P

∫∞
−∞ dω

′ D̃
−+
αβ (r0,ω ′; t)
ωpr −ω ′

=
~
2π
P

∫∞
−∞ dω

′γ
c
αβ (ω

′, t)

ωpr −ω ′
, (6.1.25)

where P denotes the principle part of the integral. In systems with a large inhomoge-
neous broadening, the collective light shift is often negligible since they are often small
as compared with the inhomogeneous broadening and is hidden in the broad spectrum
of Photoluminescence (PL) measurements. The parameter

Γαβ
(
ωpr, t

)
=
µαµβ

~2

∫∞
−∞ dτ

〈[
E+β (r0, t+ τ) , E−α (r0, t)

]〉
eiωprτ

= 2
µαµβ

~2
Re
{
G̃ret
αβ

(
r0,ωpr; t

)}
,

(6.1.26)

is the spontaneous decay rate of the probe QD in the many-QD medium. Replacing
E by the free field, Eq.(6.1.26) gives rise to the well-known free space radiative decay
rate [187]

Γ0 =
µ2ω3pr

3π~ε0c3
. (6.1.27)

The corresponding spontaneous contribution to the light energy shift is given by

hαβ
(
ωpr, t

)
=
i

~
µαµβ

2

∫∞
0

dτ
{〈[

E−α (r0, t) , E+β (r0, t− τ)
]〉
e−iωprτ

−
〈[
E−α (r0, t) , E+β (r0, t+ τ)

]〉
eiωprτ

}
=
µαµβ

~2
Im
{
G̃ret
αβ

(
r0,ωpr; t

)}
.

(6.1.28)

hαβ is in fact the Lamb shift of the probe QD excited state modified by the presence of
the other QDs in the medium.

The master equation for the single-QD density operator can be obtained from the effec-
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tive time-evolution operator presented in Eq.(6.1.22) as

ρ̇ =−
i

~
[H0, ρ] + i

µα

~
[(
S−αE

−
Lα + S+αE

+
Lα

)
, ρ
]

− ihαβ

[
S+βS

−
α , ρ

]
− ihc

αβ

[[
S+β , S

−
α

]
, ρ
]

−
Γαβ

2

{
S+βS

−
αρ+ ρS

+
βS

−
α − 2S−αρS

+
β

}
−
Γ c
αβ

2

{[
S−α ,

[
S+β , ρ

]]
+
[
S+β ,

[
S−α , ρ

]]}
,

(6.1.29)

where H0 = ~ωprS
z is the free Hamiltonian of the probe QD which Sz is the population

difference between the excited and ground states of the probe QD and varies in the
range −1

2
< Sz < 1

2
. The equation of motion in (6.1.29) is nonlinear and nonlocal, since

the light energy shifts and decay rate matrices depend on the surrounding QDs in the
medium via the field correlations. Introducing β as geometry factor which relates to
the shape of the medium, the general form of the local field is E+L = E+ext + β 〈S−〉. By
employing (6.1.29), the equation of motion for different density matrix elements can be
derived as

ρ̇ee = Γ
c − (Γ + 2Γ c) ρee − i

(
Ω−ρeg −Ω

+ρge
)
, (6.1.30)

ρ̇gg = Γ + Γ c − (Γ + 2Γ c) ρgg + i
(
Ω−ρeg −Ω

+ρge
)
, (6.1.31)

ρ̇eg = −i
(
ωpr + h+ hc) ρeg − (Γ

2
+ Γ c

)
ρeg − 2i

(
Ω+ + B

〈
S−
〉)
ρeg, (6.1.32)

where Ω+ = µ0E
+
ext/~ is the Rabi frequency and B = µ0β/~. The equation of motion

of 〈S−〉 can be easily obtained from (6.32), since 〈S+〉 = 〈S−〉∗. As already mentioned
in chapter 2, the expectation value of any observable Q is obtained by making use of
the density matrix operator as 〈Q〉 = Tr {ρQ}. For example the expectation value of the
rising QD dipole operator becomes 〈S−〉 = ρeg with an equation of motion presented in
(6.32) and the expectation value of the population difference operator is given by

〈
Ṡz
〉
=
ρee − ρgg

2
= −

Γ

2
− (Γ + 2Γ c) 〈Sz〉− i

(
Ω−

〈
S−
〉
−Ω+

〈
S+
〉)
. (6.1.33)

Generally, the equation of motion for any physical observable related to the probe QD
can be obtained from Eq.(6.1.29),〈

Q̇
〉
=iωpr 〈[Sz, Q]〉− iµα

~
〈[(
S−αE

−
Lα + S+αE

+
Lα

)
, Q
]〉

+ ihαβ

〈[
S+βS

−
α , Q

]〉
+ ihc

αβ

〈[[
S+β , S

−
α

]
, Q
]〉

−
Γαβ

2

〈
S+β
[
S−α , Q

]
−
[
S+β , Q

]
S−α

〉
−
Γ c
αβ

2

〈[
S−α ,

[
S+β , Q

]]
+
[
S+β ,

[
S−α , Q

]]〉
.

(6.1.34)

In the following sections we should calculate the parameters EL, Γ, h, Γc, hc as a function
of the QD dipole operators and hence derive a close set of nonlinear equations.
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6.1.4 The average local-field in a thin layer of QDs

The total field acting upon the probe QD is the superposition of the external field and
the mean coherent amplitude of the field scattered by the other QDs in the medium,

EL (r, t) = Eext (r, t) + 〈E (r, t)〉 . (6.1.35)

At the moment we forget about any external field and calculate the contribution of the
surrounding QDs for the local field at the position of the probe QD.

In order to derive the emission from the dipole moments of the QDs in the medium, we
need to know the free space retarded Green’s function,

Gret
0αβ (1, 2) =

〈[
E−α (r1, t1) , E+β (r2, t2)

]〉
Θ (t1 − t2) ,

that is a solution of the homogeneous Maxwell equation with a δ-like source term,(
1

c2
∂2

∂t2
+∇×∇×

)
Gret
0 (r1, t1; r2, t2) = −

i~ω2pr

ε0c2
δ (r1 − r2) δ (t1 − t2) 1, (6.1.36)

where Gret
0 is generally a tensor and 1 is the unit matrix. According to Ref. [187,194], the

solution of retarded Green’s function in free space is of the form

Gret
0αβ (r, τ) =

i~
4πε0c

Θ (τ)

[
δαβ

∂2

∂τ2
− c2

∂2

∂rα2 ∂r
β
2

]
δ (r− cτ)

r
, (6.1.37)

with r = r1 − r2, r = |r1 − r2| and τ = t1 − t2. This Green’s function has been used in
Appendix (B) to derive the electric local filed in a thin film of atoms or QDs.

6.1.5 Dyson equation and contour Green’s function

In a many-body system of QDs, the Green’s function G (1, 2) can be written in terms of
a Dyson-integral equation [193], by introducing a formal polarization function

∏
(1, 2),

Gαβ (1, 2) = G0αβ (1, 2) −

∫∫
C

d1 ′d2 ′G0αα ′ (1, 1 ′)Πα ′β ′ (1 ′, 2 ′)Gβ ′β (2
′, 2), (6.1.38)

where
∫
C
d1 is the integration over the Schwinger-Keldysh contour as well as spatial

integration over the medium. The integration in the Dyson equation (6.1.38) is actually
the summation of the perturbation series where the polarization function is determined
by the medium response. The polarization function Π (1, 2) actually indicates how a
photon is absorbed and reemitted by the QDs in the medium. So we have to find a
good approximation for the formal polarization function in order to be able to derive
the Green’s function.
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Corresponding to the self-consistent Hartree approximation in many-body theory and
in the lowest order in the QD-field coupling, the polarization function is given by the
correlation function of dipole operators of interacting QDs,

Παβ (1, 2) =
µαµβ

~2
∑
j

〈〈
TCS

+
jα (t1)S

+
jβ (t2)

〉〉
δ (r1 − rj) δ (r2 − rj). (6.1.39)

We should now calculate the real-time from the Dyson equation (6.1.38) for the contour
GF components. In fact we should convert the time integrations over the Schwinger-
Keldysh contour to the integrations over the real-time axis. In order to do this, we have
to treat different contour components separately. Taking the initial values presented in
Eq.(6.1.20), we can write

G++ = G++
0 −G++

0 Π++G++ +G++
0 Π+−G−+ −G+−

0 Π−−G−+ +G+−
0 Π−+G++,

G−+ = −G−−
0 Π−−G−+ +G−−

0 Π−+G++,
(6.1.40)

where for simplifying the formulas, we have used the notation of for example

G−−
0 Π−−G−+ =

∫∫
d1 ′d2 ′G−−

0αα ′ (1, 1
′)Π−−

α ′β ′ (1
′, 2 ′)G−+

β ′β (2
′, 2),

where the integrations are over the real time from −∞ to ∞ and over the volume of
the sample. It is obvious from Fig.(6.2) that when the time is on the upper branch of
the Schwinger-Keldysh contour, the direction of the integration over the contour and
over the real time axis are along the same direction from −∞ to∞ and hence the sign
of the contour integration is positive. But since the direction of the time path over the
lower branch of the contour and that of the real-time are in opposite directions, the
sign of the real-time integration is minus which is the reason for minus signs for some
terms in Eq.(6.1.40). By employing (6.1.20) and writing all initial values of the free-
space Green’s functions as a function of the initial values of the free-space retarded and
Green’s function, we have

G++ =Gadv
0 −Gadv

0

[(
Π++ − Π−+

)
G++ −

(
Π+− − Π−−

)
G−+

]
+Gret

0

[
Π−+G++ − Π−−G−+

]
,

G−+ =−Gret
0

(
Π−+G++ − Π−−G−+

)
.

(6.1.41)

Similar to Eq.(6.1.19), we define the retarded and advanced polarization functions as

Πret (1, 2) ≡ Π++ (1, 2) − Π+− (1, 2) = Π−+ (1, 2) − Π−− (1, 2) ,

Πadv (1, 2) ≡ Π++ (1, 2) − Π−+ (1, 2) = Π+− (1, 2) − Π−− (1, 2) .
(6.1.42)

Then considering this fact that Gadv = G++ − G−+, the advanced Green’s function is
obtained from (6.1.41) and (6.1.42) as

Gadv
αβ (1, 2) = Gadv

0αβ (1, 2) −

∫∫
d1 ′d2 ′Gadv

0αα ′ (1, 1 ′)Πadv
α ′β ′ (1 ′, 2 ′)Gadv

β ′β (2
′, 2). (6.1.43)

Since Gret
αβ (1, 2) = G

adv
αβ (2, 1), the retarded Green’s function becomes

Gret
αβ (1, 2) = G

ret
0αβ (1, 2) −

∫∫
d1 ′d2 ′Gret

0αα ′ (1, 1 ′)Πret
α ′β ′ (1 ′, 2 ′)Gret

β ′β (2
′, 2), (6.1.44)
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with

Πret
α ′β ′ (1, 2) =

µα ′µβ ′Θ (t1 − t2)

~2
∑
j

〈[
S+jα ′ (t1) , S

−
jβ ′ (t2)

]〉
δ (r1 − rj) δ (r2 − rj).

(6.1.45)

You can see in (6.1.44) that Gret is present also in the right hand side of the equation. So,
the iteration of this equation gives

Gret = Gret
0 −Gret

0 Π
retGret

0 +Gret
0 Π

retGret
0 Π

retGret
0 −+ · · · . (6.1.46)

Returning back to G−+ in (6.1.41) and making use of (6.1.19), by substituting Π−− =
Π−+ − Πret, we obtain

G−+ = −Gret
0 Π

retG−+ −Gret
0 Π

−+Gadv. (6.1.47)

Iterating over G−+, this equation yields

G−+ = −
(
Gret
0 −Gret

0 Π
retGret

0 +Gret
0 Π

retGret
0 Π

retGret
0 −+ · · ·

)
Π−+Gadv. (6.1.48)

According to (6.1.46), the term in the parentheses can be replaced by Gret. Restoring
back the full notation, we obtain

G−+
αβ (1, 2) = −

∫∫
d1 ′d2 ′Gret

αα ′ (1, 1 ′)Π−+
α ′β ′ (1

′, 2 ′)Gadv
β ′β (2

′, 2), (6.1.49)

with

Π−+
α ′β ′ (1, 2) =

µα ′µβ ′

~2
∑
j

〈〈
S+jα ′ (t1)S

−
jβ ′ (t2)

〉〉
δ (r1 − rj) δ (r2 − rj). (6.1.50)

The quantity Πret is called the QD response function since the Fourier transform of Πret

gives the susceptibility of the medium. In fact, the iteration of the Dyson equation
in (6.1.46) shows multiple scattering of spontaneous photons by QDs in the medium
during the propagation from the source QD to the probe QD. But, Π−+ is called the
QD source correlation, because its Fourier transform is proportional to the spontaneous
emission spectrum of the QDs and Eq.(6.1.49) says that the incoherent radiation inten-
sity is equal to the sum of the incoherent emission contributions of all QDs propagated
in the medium. The equations (6.1.44), (6.1.45), (6.1.49) and (6.1.50) are the main results
of this section and will be used in next section to derive different types of the relaxation
rates and energy level shifts in a QD system.

6.2 The relaxation rates and light-level shifts in a single
layer of QDs

Based on the theory that was introduced in previous section, we now try to find ex-
plicit expressions for the decay rates and level shifts. For this purpose, we start with
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the contour polarizations Πret and Π−+. Since in our sample the QDs are randomly dis-
tributed, we make use the continuum approximation and by changing the summation
to integration, we can rewrite Eq.(6.1.45) as

Πret
αβ (r1, t1; r2, t2) =

∫
drPret

αβ (r, t1, t2) δ (r1 − r) δ (r2 − r), (6.2.1)

Pret
αβ (r, t1, t2) =

µα ′µβ ′

~2
n0Θ (t1 − t2)

〈[
S+α (t1) , S

−
β (t2)

]〉
, (6.2.2)

where n0 is the QD density and the overline denotes averaging over the spectral in-
homogeneous broadening due to the size distribution of QDs. We can similarly obtain
from Eq.(6.1.50),

Π−+
αβ (r1, t1; r2, t2) =

∫
drP−+

αβ (r, t1, t2) δ (r1 − r) δ (r2 − r), (6.2.3)

P−+
αβ (r, t1, t2) =

µα ′µβ ′

~2
n0

〈〈
S+α (t1)S

−
β (t2)

〉〉
. (6.2.4)

Because the QDs are uniformly distributed in our sample, the polarizations Pret and P−+

are independent from the QD position and hence they are not a function of r and come
out of the integrations in (6.2.1) and (6.2.3). Therefore, we have

Πret
αβ (r1, t1; r2, t2) = P

ret
αβ (t1, t2) δ (r1 − r2) , (6.2.5)

Π−+
αβ (r1, t1; r2, t2) = P−+

αβ (t1, t2) δ (r1 − r2) . (6.2.6)

The retarded Green’s function of the many-body system plays an important role in de-
termining the other contour Green’s functions. By substituting (6.2.5) in Eq.(6.1.44), we
obtain

Gret
αβ (r1, t1; r2, t2) = G

ret
0αβ (r1, t1; r2, t2) −

∫∞
−∞ dt

′
1

∫∞
−∞ dt

′
2

×
∫
V

dr ′1Gret
0αα ′ (r1, t1; r ′1, t ′1)Pret

α ′β ′ (t ′1, t
′
2)G

ret
β ′β (r

′
1, t1; r2, t2) . (6.2.7)

To solve this integral equation, we have to make some approximations. The spatial in-
tegration in (6.2.7) is over the sample volume. But we extend it to infinity which yields
basically to the propagator (Green’s function) of an infinitely extended medium. We also
treat the problem in the quasistationary limit in which we assume that the Pret (t ′1, t

′
2)

depends only on the time difference τ = t ′1 − t
′
2. Consistently with the Markov approx-

imation, we only keep the slowly-varying terms. This means that we consider the field
propagation times to be short compared to the characteristic radiative decay time of the
QDs. This approximation is applicable to our real sample of interest with a size of about
50µm. In such a sample, the light propagation time is in the order of 0.01ps, while the
radiative decay time is in the order of 1000ps. Taking into account these approxima-
tions, we change the integral equation in (6.2.7) into an algebraic equation by a Fourier
transformation with respect to r ≡ r1 − r2 and τ ≡ t1 − t2. Employing the definition of
the Fourier transformation,

˜̃G (q,ω) =

∫
V∞

dr
∫∞
−∞ dτG (r, τ) e−iωτeiq·r, (6.2.8)
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the algebraic form of the equation (6.2.7) is

˜̃G
ret

(q,ω; t) =
˜̃G

ret

0 (q,ω)

1 + ˜̃G
ret

0 (q,ω) · P̃ret (ω; t)
, (6.2.9)

whereGret and Pret are generally 3 × 3 matrices and 1 is the unity matrix. Ignoring the
dipole orientations, the spectrum of Pret is derived in appendix (C) and has the from

P̃ret (t;ω) =
1

3

µ2

~2
N

[ρee (t) − ρgg (t)]

i
(
ω−ωpr

)
+ Γ
2
+ Γ c

. (6.2.10)

The factor 2/3 is due to the orientation averaging. To evaluate the algebraic equation
above, we should first approximate the Fourier transform of the free-space retarded
Green’s function. Referring back to Eq.(6.1.37), the Fourier transform Gret

0 (r, τ) with
respect to the correlation time τ is

G̃ret
0αβ (r,ω) = −

i~ω2

4πε0c2

(
δαβ −

rαrβ

r2
∂2

∂r2

)
e−iωr/c

r
. (6.2.11)

This can also be written in the tensorial form of [195]

G̃ret
0 (r,ω) =

−i~k2

4πε0

e−ikr

r

[
P1 (ikr) 1 + P2 (ikr)

r⊗ r
r2

]
, (6.2.12)

with
P1 (x) = 1−

1

x
+
1

x2
, P2 (x) = −1+

3

x
−
3

x2
. (6.2.13)

Finally by taking the Fourier transform with respect to the spatial variable, the free-
space retarded Green’s function in the reciprocal lattice becomes

˜̃G
ret

0 (q,ω) =
i~
ε0

k2

(k2 + i0) 1 − q2 (1 − q⊗ q/q2)

=
i~
ε0

[
k2

k2 − q2 + i0

(
1 −

q⊗ q
q2

)
+

q⊗ q
q2

]
,

(6.2.14)

where k = ω/c. It has been shown that if we integrate the electric field of a dipole
moment with polarization P over a spherical volume that fully contains the dipole, is
equal to −P/3ε0. But the integration of (6.2.12) over such a volume vanishes. So we
manually add an additional term to the free-space retarded Green’s function to justify
this condition. Therefore we rewrite Eq.(6.2.12) as

F̃ret
0 (r,ω)→ G̃ret

0 (r,ω) −
i~
3ε0

δ (r) 1. (6.2.15)

From now on, we continue with this modified version of the free-space Green’s function.
Note that the added delta function doesn’t contribute to the field at positions away from
the dipole. Then, the modified free-space retarded Green’s function changes to

˜̃F
ret
0 (q,ω) = ˜̃G

ret

0 (q,ω) −
i~
3ε0

1

= −
i~
ε0

[(
1
3
q2 + 2

3
k2
)

1 − q⊗ q
q2 − k2 − i0

]
.

(6.2.16)
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Introducing the modified version of the exact retarded Green’s function in the reciprocal

lattice as ˜̃F
ret

(q,ω) ≡ ˜̃F
ret
0 (q,ω)− i~

3ε0
1, the overall shape of the Dyson equation in (6.2.9)

remains unchanged as

˜̃F
ret

(q,ω; t) =
˜̃F

ret
0 (q,ω)

1 + ˜̃F
ret
0 (q,ω) · P̃ret (ω; t)

. (6.2.17)

By substituting Eq.(6.2.16) in (6.2.17), the exact retarded Green’s function becomes

˜̃F
ret

(q,ω) = −
i~
ε0

[ (
1
3
q2 + 2

3
k2
)

1 − q⊗ q
(q2 − k2 − i0) 1 − i~Pret

ε0

[(
1
3
q2 + 2

3
k2
)

1 − q⊗ q
]] . (6.2.18)

After doing some algebraic analysis over the denominator of Eq.(6.2.18) via deriving the
inverse of a matrix (tensor), we can transform Eq.(6.2.18) into the form

˜̃F
ret

(q,ω) = −
i~
ε0

 (
1
3
q2 + 2

3
k2
)

1 − q⊗q
1+ 2

3
i~
ε0
Pret

q2 − k2 − i~Pret

ε0

(
1
3
q2 + 2

3
k2
)
− i0

 . (6.2.19)

The dynamical polarizability of the QDs is defined [188] as

Nα (ω) ≡ i~
ε0
Pret (ω) , (6.2.20)

where N is the QD density and α (ω) is the polarizability of a single QD. Employing
Eq.(6.2.10) for Pret (ω), the QD polarizability is of the form

α (t;ω) =
1

3

iµ2

ε0~
[ρee (t) − ρgg (t)]

i
(
ω−ωpr

)
+ Γ
2
+ Γ c

(6.2.21)

In electromagnetism of many-body systems, the poles±q0 of the retarded exact Green’s
function (scattering Green’s function) give the complex dielectric function of the medium,

ε (ω) ≡ q
2
0

k2
= 1+

Nα (ω)

1− 1
3
Nα (ω)

. (6.2.22)

This is the famous Lorentz-Lorenz relation between the microscopic QD polarizability
α (ω) and the dielectric function of the medium. This means that our choice of the free-
space retarded Green’s function and the employment of the Dyson equation have been
correct in our approach.

6.2.1 The spontaneous emission rate and the Lamb shift

The spontaneous decay rate, Γ , and the energy Lamb shift, h, of the probe QD are ob-
tained from (6.1.26) and (6.1.28) respectively. It is clear that the spontaneous decay rate
is proportional to the real part and the Lamb shift is proportional to the imaginary part
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of the spectrum (Fourier transform) of the exact retarded Green’s function Dret (ω) at
the position of the probe QD. So, we should transfer the retarded Green’s function in
reciprocal space back to the real space. Before doing that, we first simplify the Green’s
function in the reciprocal lattice and then we analyze it a bit more. Since the dipole
moments of the QDs have random orientations in the real space, the vector q in the
reciprocal lattice is also randomly oriented. Making use of the mathematical identity

qαqβ → 〈qαqβ〉 = q2

3
δαβ, (6.2.23)

averaging over the angular dependencies of Eq.(6.2.19) yields

˜̃Fret (q,ω) = −
2

3

i~
ε0

 1
3
q2 i~
ε0
Pret + k2

(
1+ 2

3
i~
ε0
Pret
)

q2 − k2 − i~Pret

ε0

(
1
3
q2 + 2

3
k2
)
− i0

 1(
1+ 2

3
i~
ε0
Pret
) . (6.2.24)

The inverse Fourier transform of Eq.(6.2.24) has a singularity at the position of the probe
QD (r → 0) . This is because we employ the continuum approximation which yields
the large-q behavior of the Green’s function in the reciprocal lattice. In fact, all QDs
located in the vicinity of the probe QD have a great impact on the spontaneous emission
and level shift of the probe QD. This requires a full microscopic treatment to take into
account all local effects at length scales comparable to the inter-QD distance. In order
to avoid such a complicated microscopic approach, we modify the retarded Green’s
function in the reciprocal lattice by introducing the following regularization,

˜̃Fret (q,ω+
)→ ˜̃F′ret (q,ω+

)
= ˜̃Fret (q,ω+

) Λ4

q4 +Λ4
. (6.2.25)

Actually different regularization procedures are possible and (6.2.25) is a convenient
one. Note that the regularized retarded Green’s function that is introduced in Eq.(6.2.25),
tends to the non-regularized Green’s function for infinitely large Λ, since

lim
Λ→∞

Λ4

q4 +Λ4
= 1. (6.2.26)

We should note that Λ does not have any physical meaning and is just a mathematical
parameter for regularization. It has been derived in appendix (D), that in the limit Λ�
|q0|, the inverse Fourier transform of (6.2.25) transforms the retarded Green’s function
back to real space

F̃′ret (r = 0,ω+
)
=

~ω3

6πε0c3

√
ε (ω)

(
ε (ω) + 2

3

)2
−
i~ω3

6πε0c3

[
1

R

(
ε (ω) + 2

3

)2
+
1

R3
2

3

(
ε (ω) + 2

3ε (ω)

)2
(ε (ω) − 1)

]
,

(6.2.27)
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where R =
√
2k/Λ. By applying this result to Eq.(6.1.26), the decay rate of the QD-

emission finally becomes

Γ =Γ0 Re

[√
ε (ω)

(
ε (ω) + 2

3

)2]

+ Γ0 Im

[
1

R

(
ε (ω) + 2

3

)2
+
1

R3
2

3

(
ε (ω) + 2

3ε (ω)

)2
(ε (ω) − 1)

]
,

(6.2.28)

and the excited state Lamb shift is found to be,

h =
Γ0

2
Im

[√
ε (ω)

(
ε (ω) + 2

3

)2]

−
Γ0

2
Re

[
1

R

(
ε (ω) + 2

3

)2
+
1

R3
2

3

(
ε (ω) + 2

3ε (ω)

)2
(ε (ω) − 1)

]
.

(6.2.29)

Equations (6.2.28) and (6.2.29) are the main achievements of this section. The modifica-
tion of the spontaneous decay rate by local-field corrections in a purely dispersive (loss-
less) and homogeneous medium has been the interest of a lot of theoretical work. These
approaches are based on a cavity around a radiating atom, with cavity characteristics
that are essentially the local-field corrections. For example, it has been shown [196, 197]
for a probe atom in a purely dispersive atomic system that the spontaneous decay rate
in the Lorentz’s virtual cavity approach is given by

ΓLor = Γ0n̄

(
n̄2 + 2

3

)2
, (6.2.30)

where n̄ =
√
ε is the complex refractive index of the medium. We know that a medium

is purely dispersive if the imaginary part of its dielectric function is zero, ε ′′ (ω) = 0.
In that case, the second term in (6.2.28) vanishes and the remaining term is equal to
the virtual cavity result, Eq.(6.2.30). We already mentioned that the terms that contain
the regularization parameter R, basically originate from the resonant energy transfer
between nearest neighbor QDs. The details of these kind of correlations is beyond the
scope of this work, but we would like to emphasize that for the case of a purely dis-
persive medium, the first term in (6.2.29) vanishes and the remaining term of the Lamb
shift is a function of the regularization parameter and hence is only a consequence of
the correlation between nearest neighbors. A purely dispersive medium is a very rare
situation which doesn’t happen in practice, because the probe QD is usually in reso-
nance with some other QDs in the medium, implying that there is also absorption in the
system and hence the imaginary part of the dielectric function is not zero anymore. This
implies that the terms containing the regularization parameters take part in the sponta-
neous emission and the bulk term (the term that does not contain R) is effective in the
Lamb shift.
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6.2.2 The collective spontaneous emission rate and collective energy-
level shift

According to Eq.(6.1.23), we have to find the spectrum of G−+ at the position of the
probe QD. Taking the Fourier transform of Eq.(6.1.49) and employing (6.2.6), we can
write

G−+
αβ (r0,ω) = −

∫
V

drGret
αα ′ (r0, r,ω)P−+

α ′β ′ (ω)Gadv
β ′β (r0, r,ω), (6.2.31)

where the integration is over the whole sample. By Replacing Gadv by Gret∗ and averag-
ing over the polarization orientations, Eq.(6.2.31) becomes

G−+ (r0,ω) = −

∫
V

dr
∣∣Gret (r0, r,ω)

∣∣2P−+ (ω), (6.2.32)

where

P−+ (r, t1, t2) =
1

3

µ0

~2
N〈〈S+ (t1)S− (t2)〉〉. (6.2.33)

The factor 2/3 in (6.2.33) comes from the orientation averaging. By taking the limit of
(D.0.3) at Λ → ∞, we obtain the non-regularized retarded Green’s function in the real
space,

F̃ret (r,ω+
)
= −

i~ω3

6πε0c3

(
ε (ω) + 2

3

)2
e−iω

√
ε(ω)r/c

r
. (6.2.34)

We split the complex refractive index into its real, n (ω), and imaginary κ (ω) values,

n̄ =
√
ε (ω) = n (ω) + iκ (ω) . (6.2.35)

Inserting this form of the complex refractive index in the exponential component of
the retarded Green’s function, it is obvious that ωn (ω) /c characterizes the propaga-
tion phase shift andωκ (ω) /c denotes the inverse absorption/amplification length. By
substituting (6.2.34) in (6.2.32) with the definition of (6.2.35), we can write

G−+ (r0,ω) =
~2ω6

(6π)
2
ε20c

6

∣∣∣∣ε (ω) + 2

3

∣∣∣∣4P−+ (ω)

∫
V

e2ωκr/c

r2
dr. (6.2.36)

Referring again back to a cylindrical shape for the sample presented in Fig.(B.1), the
spatial integration in (6.2.36) in cylindrical coordinates has the form

∫R
0

dρ

∫L/2
−L/2

dzρ
e
2ωκ
c

√
z2+ρ2

z2 + ρ2
, (6.2.37)

where R is the radius and L is the thickness or height of the cylinder. The radius is in
fact the diameter of the active area of the sample which corresponds to the diameter
of the pumping laser spot. In the case of a single layer of QDs, the thickness of the
layer is much smaller than the radius (L� R). Under such a condition, the integration
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in (6.2.37) tends to zero. Therefore, the collective spontaneous emission rate and the
collective light induced QD energy-level shift are negligible in our medium,

Γ c → 0, hc → 0. (6.2.38)

It has been shown for a 3D system of atomic gases that Γ c and hc have nonvanishing
values [187]. However, in our quasi 2D sample, these terms disappear.

6.3 Numerical simulation of the spontaneous decay time

Based on the theory that was derived and developed in previous sections, we try in
this section to simulate and explain the dynamics of a system which is of our interest
from the experimental point of view and shows many features of the emission from QD
ensembles. We assume that our medium is initially nonresonantly optically excited with
a photon energy above the barrier bandgap and that there is no external field present in
the system. We indicated that the collective emission in our 2D sample is negligible and
the modification of the spontaneous emission rate originates only from the modification
of the local density of optical states due to the presence of the other neighboring QDs
around the QD under study. This phenomenon is in fact the Purcell effect in a sample
of self-assembled QDs.

Ignoring the collective modifications of the decay rate and the level-shift, we can simply
write the dynamic polarizability of the QD in resonance from Eq.(6.2.21) as

α (t;ω) =
4iπc3Γ0

ω3
〈Sz (t)〉
Γ (t)

, (6.3.1)

where 〈Sz (t)〉 = [ρee (t) − ρgg (t)] /2 is the population difference. It is obvious from
Eq.(6.1.27) that the homogeneous radiative decay rate of the QD, Γ rad

0 , should increase as
the third power of the QD transition energy by increasing the transition energy which is
a size-dependent quantity. But it has been indicated in Ref. [198] that the radiative decay
rate decreases with increasing energy. This behavior is due to the decrease of the overlap
between the electron and hole wavefunctions as the size of the QD reduces (the QD
transition energy increases). Moreover, the homogeneous linewidth of the QD has also
a nonradiative component, Γnrad

0 which increases when the transition energy increases.
This is probably due to the relative importance of QD surface effects in smaller QDs
[198]. Since the increase of the nonradiative component and the decrease of the radiative
component of the decay rate by increasing the transition energy relatively cancel each
other, we can say with a good approximation that the total homogeneous linewidth of
the QDs Γ0 = Γ rad

0 +Γnrad
0 is almost the same for all QDs and doesn’t change significantly

as a function of the QD size.

As we mentioned at the beginning of this chapter, in the sample of our interest, the inho-
mogeneous broadening σ is large as compared with the radiative emission rate of QDs
(σ � Γ ). This broadening is due to the size distribution of QDs in the sample and has
been shown in Fig.(6.3)(a). Any QD in the sample with an arbitrary transition frequency
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Figure 6.3: (a) The size distribution of QDs which is a Gaussian function with width
σ. (b) The evolution of the QD radiative decay time (τ = 1/Γ ) at the center of the size
distribution (ω = ω0). (c) The decay of the QD population difference 〈Sz (t)〉 and (d) the
time-variation of their corresponding decay times for QDs with transition frequencies
ω = ω0 in the centre of the QD size distribution (solid line), ω = ω0 − σ/2 (dashed
line) and ω = ω0 + 2σ (dash dotted line). In these simulations, we have assumed that
the total density of QDs, N0, is 4.5× 1023QDs/m3. The initial excitation in these graphs
is 〈Sz (0)〉 = 1/2.

ω can interact with those QDs whose transition energies fit the energy interval between
ω−Γ0/2 andω+Γ0/2. Within this interval, we assume that QDs are nearly resonant and
they all have transition frequency ω. Assuming that the QD size distribution follows
a Gaussian function presented in (6.1.2), the density of QDs which is able to interact
with the probe QD with transition energy ω through the dipole-dipole coupling can be
obtained as

N (ω) =
N0√
2πσ

∫ω+Γ0/2

ω−Γ0/2

e
− 1
2

(
ωpr−ω0

σ

)2
dωpr

=
N0

2

{
erf
[
Γ0/2+ (ω−ω0)√

2σ

]
+ erf

[
Γ0/2− (ω−ω0)√

2σ

]}
,

(6.3.2)

whereN0 is the total QD density. By substituting the dynamic polarizability of (6.3.1) in



120 Modification of the spontaneous emission decay time in self-assembled quantum dots

the bulk component of Eqs.(6.2.28) and (6.2.29) and making use of (6.2.22), we can write

Γ (ω, t) = Γ0 (ω)Re

[√
3+ 2Nα (ω, t)

3−Nα (ω, t)

(
3

3−Nα (ω, t)

)2]
, (6.3.3)

h (ω, t) = Γ0 (ω) Im

[√
3+ 2Nα (ω, t)

3−Nα (ω, t)

(
3

3−Nα (ω, t)

)2]
, (6.3.4)

with N the QD density introduced in (6.3.2). It is obvious that the decay rate and the
excited state Lamb shift depend on the population difference. In the absence of any
external field, the population difference itself can be obtained from (6.1.33),

〈
Ṡz (t)

〉
= −

Γ (t)

2
− Γ (t) 〈Sz (t)〉 . (6.3.5)

The combination of (6.3.3) and (6.3.5) indicates clearly that the decay rate is a function
of the population difference which is itself a function of the decay rate. Hence a set of
nonlinear equations should be solved. There is no exact analytical solution for these
nonlinear equations and to obtain exact solutions, we have to treat the problem numer-
ically. The decay of the QD excitation is shown in Fig.(6.3)(c) for three different QD
sizes within the QD size distribution. It is shown in Fig. 6.3c,d that the QD radiative
lifetime at resonance ω = ω0 is 50% larger than the QD radiative decay time in free
space. Equivalently, the QD radiative lifetime at resonance is also 50% larger than the
QD radiative lifetime far into the tail of the QD size distribution ω = ω0 + 2σ. The
modification of the QD radiative lifetime due to the Purcell effect with a virtual cav-
ity consisting of all other resonant QDs within the sample, is thus slowing down of
the emission. It is also obvious from Fig.(6.3)(b,d) that the population difference decays
almost single exponentially with a corresponding decay time that doesn’t change signif-
icantly in time and can be considered to be fixed. This behavior facilitates the simplifed
analytical analysis in Section (6.4) and also in the next chapter.

We plot the QD radiative decay time within a QD sample, as a function of the QD
transition frequency in Fig.(6.4). We first note that the radiative decay time approaches
τ = 1/Γnear the edges of the QD size distribution, where the QD density becomes neg-
ligible and the Purcell enhancement of the radiative decay time due to the other QDs
in the sample thus also becomes negligible. The most important consequence of this
figure is that all QDs within the centre of the QD size distribution decay slower within
a QD sample than in free-space. We thus observe a kind of radiation trapping due
to the presence of other identical QDs within the QD-sample. The other feature that
is apparent from Fig.(6.4) is that the width of the radiative decay-time distribution is
only half the width of the QD size distribution. This means that the decay-time is ap-
proximately proportional to the number of resonant QDs squared,N2, rather than to the
number of resonant QDs N. This behavior manifests itself in Fig.(6.5) too, where we
observe a nearly parabolic increase of the radiative QD decay time as a function of res-
onant QD density. Another important feature of Fig.(6.4) is that the QD radiative decay
time strongly depends on the initial excitation of the QDs. This phenomenon is even
more clear in Fig.(6.6) in which we plot the QD radiative decay time as a function of the
initial excitation 〈Sz (0)〉. We observe that the QD radiative decay time is not changed
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Figure 6.4: (Left axis) The radiative decay time of the QDs in a sample of self-assembled
QDs with a size distribution of width σ, for the initial excitations 〈Sz (0)〉 = 0.5 (Solid
line), 〈Sz (0)〉 = 0.3 (dashed line) and 〈Sz (0)〉 = 0.25 (dash dotted line). All the param-
eters are as the same as those of Fig.(6.3). (Right axis) the number of QDs in a volume
of a cubic wavelength within the sample. The shape of this curve is identical to the QD
size distribution.

from its free-space value by the presence of the other QDs when 〈Sz (0)〉 = 0, i.e. when
the other QDs in the sample are (on average) transparent. The Purcell enhancement
of the radiative lifetime for QDs near the centre of the QD size distribution is found
to be symmetric for 〈Sz (0)〉 > 0and 〈Sz (0)〉 < 0 and the Purcell enhancement of the
radiative lifetime is maximum when all other QDs in the sample are either initially un-
excited 〈Sz (0)〉 → −1/2 or initially fully excited〈Sz (0)〉 = 1/2, meaning that all other
QDs in the sample either have maximum probability for absorption of a resonant pho-
ton or have a maximum probability for stimulated emission of a resonant photon. As
mentioned in chapter(1), this behavior is similar to the Dicke’s theory for small sam-
ples where the spontaneous emission rate in a sample with dimensions smaller than the
emission wavelength is maximum when half of quantum emitters are excited.
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Figure 6.5: The QD radiative decay time as a function of the density of resonant QDs
(number of resonant QDs per cubic wavelength).

6.4 Discussion

For a dense medium of identical QDs, Eqs.(6.2.28) and (6.2.29) are only implicit, be-
cause the complex dielectric constant depends on the decay rate and the level shift as
well as on the short-range correlations between the QDs through the regularization pa-
rameter Λ. Therefore the decay rate Γ and the level shift h should be calculated in a
self-consistent way. In the previous section, we solved the set of nonlinear equations
numerically and found out some interesting features of the dynamical behavior of the
QD excitation and its corresponding decay time. In this section, in order to get an an-
alytical feeling of the dynamical behavior of our QD sample, we treat the problem in
the limit of a dilute sample with a resonant QD-density of less than one QD per cubic
wavelength. For such a dilute QD sample, we can expand the bulk contributions of Γ
and h in equations (6.2.28) and (6.2.29) in powers of the resonant QD density N. The
bulk contribution are the terms which do not include the local fluctuations (the terms
that do not contain the regularization parameter R). Then by separating the QD polar-
izability, Eq.(6.2.21), into real and imaginary parts α (ω) = α ′ (ω) + iα ′′ (ω) , we write
such an expansion as

Γ = Γ0

[
1+

7

6
α ′N+

17

24

(
α ′
2
− α ′′

2
)
N2 +O

(
N3
)]
, (6.4.1)
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Figure 6.6: The radiative decay time of the QDs versus the initial excitation of the QDs,
plotted for QDs with transition frequencies ω = ω0 (solid line), ω = ω0 − σ/2 (dashed
line) andω = ω0 + 2σ (dash dotted line).

h =
Γ0

2

[
7

6
α ′′N+

17

12
α ′α ′′N2 +O

(
N3
)]
. (6.4.2)

Referring back to the previous section that the QD radiative decay rate doesn’t change
significantly in time, we consider Γas a constant and hence the population difference
〈Sz (t)〉 which is the only remaining time-dependent term involved in the definition of
the decay rate, can be replaced approximately by its initial value 〈Sz (0)〉. Then the real
and imaginary parts of the polarizability can be obtained from (6.2.21) as,

α ′ (t;ω) = −
2πc3Γ0

ω3
〈Sz (0)〉

(
ω−ωpr

)(
ω−ωpr

)2
+ (Γ/2)

2
,

α ′′ (t;ω) =
2πc3Γ0

ω3
〈Sz (0)〉 (Γ/2)(

ω−ωpr
)2

+ (Γ/2)
2
,

(6.4.3)

where {· · · } denotes the averaging over any inhomogeneous broadening. In the case of
radiatively broadened two-level QDs (QDs with a finite Γ ), it is obvious from Eq.(6.96)
that the real part of the polarizability vanishes at resonance and hence Eqs.(6.4.1) and
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(6.4.2) can be simplified to

Γ = Γ0

[
1−

17

24
α ′′
2
N2 +O

(
N3
)]
, (6.4.4)

h =
Γ0

2

[
7

6
α ′′N+O

(
N3
)]
. (6.4.5)

Eqs.(6.4.4) and (6.4.5) are the main results of this chapter, again clearly showing slowing
down of the emission proportional to N2. Although these equations are approxima-
tions, they still reveal some important and interesting physical characteristics of our
sample. We start with the energy Lamb shift. As has been shown in (6.4.3), the imag-
inary part of the dynamic polarizability is a function of the initial population differ-
ence between the QD ground state and the QD excited state, and varies in the range
−1/2 < 〈Sz〉 < 1/2. This means that when the medium is completely inverted or more
than half of QDs are excited (0 < 〈Sz〉 < 1/2), the transition frequency is blueshifted
(h > 0). When most QDs are in their ground-state (−1/2 < 〈Sz〉 < 0), we obtain a red-
shift (h < 0) and when (〈Sz〉 = 0), the level-shift vanishes (h = 0). This means that the
spontaneous emission from an initially inverted system is generally time-dependent
(frequency chirping effect) very similar to the chirp in Dicke superradiance [62]. We
should emphasize here that this frequency shift is different from the Lorentz-Lorenz
(LL) shift, which is due to the dispersion of the refractive index in a purely dispersive
medium. At least up to the first order with respect to the QD density, the frequency
shift is proportional to the imaginary part of the polarizability which represents the QD
absorption [188, 199].

Since the main scope of this thesis is on the modification of the QD radiative decay
rate, we focus more on Eq.(6.4.4) and explore Γ into more detail. Eq.(6.4.4) explains the
general properties of our simulations in the previous section very well. We can rewrite
Eq.(6.4.4) in the form

Γ = Γ0

[
1−

17

24

(
NλΓ0

2π2
〈Sz (0)〉
Γ

)2
+ · · ·

]
, (6.4.6)

where Nλ = λ3N is the number of resonant QDs per cubic wavelength. We explain the
modifications of the QD radiative decay rate Γwithin a QD sample, with respect to the
free space radiative decay rate Γ0 as follows:

i. The role of the QD density in the radiative decay rate is N2λ. This is in full agreement
with the lower density parts of the numerical simulation in Fig.(6.5).

ii. The influence of the QD transition frequency also manifests itself in the density of
resonant QDs. Since the QD size distribution follows a Gaussian function, the
density of resonant QDs which can be obtained from (6.3.2) has a Gaussian shape
as well. Since the modification of the radiative QD decay time is proportional to
the square power of the resonant QD density, the width of the decay-time distri-
bution is half of the width of the QD distribution. This behavior is quite clear in
the numerical simulation of Fig.(6.4).
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iii. Regarding the effect of the initial excitation on the QD radiative decay rate, it is
again obvious in Fig.(6.6) that the decay rate is proportional to the initial excita-
tion squared. We can see clearly that when half of the QDs are excited, the elec-
tromagnetic interaction between the QDs vanishes and the QDs decay with their
free-space decay rate (Γ = Γ0). But when all the QDs are excited or only one QD
is excited, then the radiative coupling of QDs becomes maximum and the decay
rate reaches its slowest value.

The dependence of the decay time and the emission energy shift (Lamb shift) on the
QD density and the level of excitation, is similar to subradiant emission due to a coop-
erative process. However, in our randomly-distributed sample, cooperative effects are
absent. The phenomenon that we observe is closest to what is called radiation trapping
in literature [82]. As we introduced in the introductory chapter, radiation trapping or
imprisonment of resonance radiation, is a phenomenon in physics where radiation is
trapped in the system through a mechanism in which a photon is emitted by one atom
or QD and is absorbed by another one before the photon can escape from the system.
In the formalism of this chapter, this emission and reabsorption process manifests it-
self in the modification of the local electric field in the system of both dispersive and
absorbing QDs. The local-field correction in a fully dispersive 3D medium has been
extensively treated. But when absorbing atoms or QDs are also present in the system,
then all local-field corrections become a function of the excitation level as well. This is
the main difference between a fully dispersive medium and our system which is both
dispersive and absorptive. Up to our knowledge, this phenomenon has not been the-
oretically or experimentally treated for QD systems. In the next chapter, we will intro-
duce a technique which allows to track the effect of radiation trapping in a sample of
self-assembled InAs\GaAs QDs.

6.5 Summary

In this chapter, we theoretically investigated the spontaneous emission rate in a two-
dimensional sample of self-assembled QDs, in which QDs follow a Gaussian size dis-
tribution and are randomly distributed in the sample. Due to the large inhomogeneous
broadening in such samples, the dephasing time is usually shorter than the character-
istic superradiance time required to build up a coherent emission. That’s why it is un-
likely that we can observe cooperative effects in this type of samples. However it is
possible to observe and measure collective effects. In randomly distributed QD sam-
ples, the local field acting upon each QD is strongly modified by altering some parame-
ters like the QD density and the initial excitation. We found that the emission is slower
in dense QD samples. In the case of dilute QD samples, the increase of the radiative
decay time is proportional to the QD density squared. We also found that the collec-
tive radiative decay time is proportional to the square power of the initial excitation
〈Sz (0)〉, where 〈Sz (0)〉 = 0 if half of the QDs are excited. The collective emission thus
vanishes when exactly half of the QDs are excited. However, when the QD system is ei-
ther weakly excited (only one QD is initially excited) or highly excited (all QDs excited,
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except one), the electromagnetic coupling between the QDs in the ensemble and thus
also the emission decay time is maximum. This phenomenon is called radiation trap-
ping and is a consequence of the local-field modification in a system that is composed
of both dispersive (excited) and absorptive (not excited) QDs.



Chapter 7

Collective reflection: Time
Resolved Differential Reflectivity
Experiments

In many-body systems, such as an ensemble of quantum dots, the local electric field
that acts on each component (QD) of the ensemble is different from the macroscopic
Maxwell field in the system. This field modification originates from the mutual electro-
magnetic dipole-dipole coupling between the QDs and can strongly modify the decay
rate of the collective excitation and also induces an energy shift of the collective emis-
sion (Lamb shift). The importance of the local field on the super-radiance phenomenon
was described by Friedberg et al. [200]. By calculating the reflection and transmission
of ultrashort light pulses through a thin resonant medium and taking into account the
local-field effects, Benedict et al. [201] showed that cooperative processes can give rise
to bistable transmission on the time scale of the superradiant emission which can be
much shorter than the relaxation time. The local-field correction does not give rise only
to cooperative effects, but it can also govern collective effects especially in systems with
large inhomogeneous broadening in which cooperative process are partially or com-
pletely suppressed. The inhomogeneous broadening is usually large in self-assembled
QDs due to the broad size distribution of the QDs. Basically in samples with sizes much
larger than the emission wavelength, it is difficult to observe cooperative phenomenon
like superradiance or subradiance. Now the question is whether collective effects like
radiation trapping are also absent in these QD ensembles or not. We answered this
question in the previous chapter from a theoretical point of view where we investigated
the collective excitation dynamics of an ensemble of two-level objects (QDs) as well as
the collective energy resonance shifts due to the modification of the local-field acting
upon each QD in the ensemble. We indicated that the collective decay rate of a QD en-
semble is a function of the total number of interacting QDs. For example, in the limit of
a low areal density of resonant QDs (less than one QD per cubic wavelength), the decay
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rate is proportional to the squared power of the QD density. We also showed that the
initial excitation of the QD ensemble plays an important role in the modification of the
of the spontaneous emission decay rate. At a certain degree of excitation where half of
QDs in the ensemble are populated on average, the collective decay time is minimum.
For lower and higher excitation, the QD-population decay time is always larger as com-
pared to the case where only one QD is excited or only one QD is unexcited, at which the
decay time reaches its maximum value. This phenomenon is well-known as radiation
trapping and has been already investigated for atomic systems. Up to our knowledge,
there has not been any experimental evidence to show this effect for QD ensembles.

Now the other question is how it is possible to observe collective effects in QD ensem-
bles. We will indicate in this chapter that it is possible to track the modification of the
QD excitation decay time by employing a technique called Time Resolved Differential
Reflectivity (TRDR). TRDR is a pump-probe experiment to measure the charge carrier
dynamics inside the QDs. This means that the pump-induced modification of the sam-
ple reflection is studied as a function of the pump-probe delay time. The TRDR tech-
nique has been employed in many experiments especially on quantum wells to study
physical mechanisms, like e.g. the ultrafast and recombination dynamics of resonantly
excited quantum-well excitons [202], the coherent polarization dynamics in GaAs mul-
tiple quantum wells [203, 204], the coherent nonlinear optical response of single QDs
through ultrafast near-field spectroscopy [205], the suppression of exciton-polariton
light absorption in multiple quantum well Bragg structures [206], and the effect of point
defects on the TRDR time profile of quantum wells [207].

This technique has some major differences with the other spectroscopic experiments.
For example, in Time Resolved Photoluminescence (TRPL), which is a quite popular
spectroscopic technique. However in TRPL, the luminescence efficiency is a critical
factor which is sensitive to the sample temperature as well as to the number of non-
radiative recombination centers within the sample. The Photoluminescence Excitation
(PLE) technique has this restriction as well. Although all of our TRDR experiments
have been done at low temperatures (4K), optical absorption based experiments like
time resolved differential transmission [208, 209] or TRDR [210], overcome the problem
of low luminescence efficiency at high temperature. An added advantage of TRDR as
compared with differential transmission is that we don’t have to remove the substrate
which makes the sample more protected against mechanical tension and temperature
cycling during the measurement.

In section (7.1) of this chapter, we formulate the TRDR experiment from the mathe-
matical point of view and we show that in these experiments, it is possible to mea-
sure the lifetime of the QD excitation. In section (7.2), we will introduce self-assembled
InAs\GaAs QDs as our sample and subsequently a brief description of charge carrier
dynamics in such samples in section (7.3). In section (7.4), we explain how our TRDR
setup works. Then in sections (7.5) and (7.6), we analyze our pump-power dependent
and probe-frequency dependent TRDR measurements with the help of the theory we
developed in chapter (6). We will provide strong evidence that we observe radiative
coupling between the different quantum dots, resulting in modified radiative lifetimes
due to radiation trapping. At the end, we shortly discuss the results in literature of
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Time Resolved Photoluminescence (TRPL) experiments on similar QD samples and try
to compare them with our TRDR-based results.

7.1 Differential reflection from a planar quantum dot sam-
ple

In classical optics, the reflection of light from a single boundary is described by the
Fresnel formulae [66]. But this treatment works well only in the linear and stationary
regime when all dynamical processes in the medium have been damped out. When
many QDs inside a layer are initially excited, the medium is not linear anymore and
this approach fails to describe transient nonlinear processes. For closely enough spaced
QDs, the dipole-dipole interaction between the QDs will modify the QD-field dynam-
ics and hence influence the collective reflection. In the case of weak nonlinear regime
where the total QD population within the sample is very close to the ground state, the
local field effects (caused by dipole-dipole interactions) yield a constant shift of the res-
onance frequency. In this case, the problem can be simplified to a semi-linear problem
where the frequency dynamics can be neglected. The weak nonlinear regime has been
extensively investigated in the past [211]. In a pump-probe experiment, the sample be-
comes populated by the pump and hence turns into a nonlinear material. In this section,
we formulate a description for the reflectivity of a probe pulse from a QD sample. As
has been schematically depicted in Fig.(7.1), in a differential reflectivity experiment, we
assume that the pump pulse is nonresonant with respect to the QDs and has a photon
energy above the GaAs barrier bandgap, surrounding the InAs\GaAs QD-layer. The
charge carriers will thus be generated in the barrier layer and will subsequently diffuse
towards the QDs. In this way, the QDs will be incoherently excited. Then, after a delay
timeτ, a probe pulse arrives with a central frequencyωL,

Epr (t, τ) =
1

2
E0 (t, τ)

(
eiωLt + e−iωLt

)
, (7.1.1)

which is in resonance with a part of the inhomogeneously broadened InAs\GaAs QD
spectrum. After being reflected from the sample, the probe pulse is detected by a slow
photodetector. We assume that in our sample, a single QD layer is positioned at a dis-
tance dbelow the front surface. The time-profile of the probe laser pulse can best be
approximated by a Gaussian shape with a pulse width T ,

E0 (t) = E0e−
1
2 (
t−τ
T )

2

. (7.1.2)

We should emphasize that the notion τ in this chapter stands for the delay time between
the excitation and the probe laser pulse and should not be confused with τ in the previ-
ous chapter which was denoting the correlation time between the dipole operators of a
QD. If a probe laser pulse is focused on a QD sample, the incident field will be partially
reflected from the front surface, Es (t), while the field further propagates into the sam-
ple and will also be partially reflected from the QD-layer, EQD (t). The total electric field
reflected from the sample, is the superposition of these two fields. The higher order
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Figure 7.1: Schematic picture of the Time Resolved Differential Reflectivity (TRDR) ex-
periment, showing a pump beam which excites the QD. After a time delay , the reflectiv-
ity is monitored by the probe beam. A slow detector measures the transient reflectivity
R/R (strongly simplified picture).

reflections are neglected. Since we assume that the incident field is focused on the QD
layer, we neglect the reflection from the back side of the sample, which is out of focus
in the experiment. Similar to what has been mentioned about the total electric field, the
total magnetic field is also a superposition of the magnetic field reflected from the front
surface, Hs, and the magnetic field reflected from the QD layer, HQD. In the case of the
perpendicular incidence, we indicate the fields only with their scalar values. Obviously,
the electric and magnetic fields are perpendicular to each other. Since the Gaussian
part of the probe field is the slowly-varying part of the field as compared with the fast-
oscillating part, we assume that the probe pulse shape doesn’t change significantly by
the reflection from the front surface of the sample. Following the Fresnel formulas [103],
the components of the probe laser fields reflected from the front surface are

Es = rsE0e
− 1
2 (
t−τ
T )

2 (
eiωLt + e−iωLt

)
,

Hs = ε0crsE0e
− 1
2 (
t−τ
T )

2 (
eiωLt + e−iωLt

)
,

(7.1.3)

where ε0 is the free space permittivity, c is the speed of light in free space and rs is the
reflection coefficient of the host material,

rs =
n− 1

n+ 1
, (7.1.4)
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where n is the refractive index of the host material. The probe laser field emitted from
the QD-layer is

EQD (t) = E
(+)
QD (t) + E

(−)
QD (t) ,

HQD (t) = H
(+)
QD (t) +H

(−)
QD (t) .

(7.1.5)

where E(+)
QD (t)andE

(−)
QD (t) are the positive and negative frequency components. We

choose the coordinate system in a way that for each QD, z is alongr − ri, with r the
position of the observation point and ri, the position of the ith QD. Then θ is the angle
between z and the QD dipole moment µ and exi is the unit vector in the direction of
(r − ri) × [(r − ri)× µ]. As already derived in chapter(2), the emitted fields from each
QD are

E
(+)
QD (r, t) =

µ0

4πε0c2r

N∑
i=1

exiω
2
i sin θie−ikier·riS−i (t− rn/c),

H
(+)
QD (r, t) =

µ0

4πcr

N∑
j=1

eyjω
2
j sin θje−ikjer·rjS−j (t− rn/c),

(7.1.6)

where S− is the QD dipole lowering operator. Oppositely, S+ is the QD dipole rising op-
erator. In the far-field regime r� ri , the problem becomes easier and we can make use
of the approximation r − ri ≈ r. Consequently, z is along r and exi is along the opposite
direction of the QD dipole moment. The interaction energy between the emitting QD
and the electromagnetic field is supposed to be smaller than the QD transition energy;
otherwise we cannot attribute a well defined transition frequency to the QD. This is the
Born approximation, which implies that the retardation in the time dependence of the
QD dipole operators can be simplified to [212]

S−j

(
t−

r

c

)
= S−j (t)Θ

(
t−

rn

c

)
eikjr, Szj

(
t−

r

c

)
= Szj (t)Θ

(
t−

rn

c

)
, (7.1.7)

where Θ (t) is the unit step function. For emission in the direction perpendicular to the
QD sample, θ = π/2 and er · ri = 0. The electromagnetic fields emitted from the QD
layer at the front surface at a distance d from the QD layer, are of the form

E
(+)
QD (d, t) =

µ0

4πε0c2d

N∑
i=1

ω2iS
−
i (t) e

iωind

c Θ (t− nd/c),

H
(+)
QD (d, t) =

µ0

4πcd

N∑
j=1

ω2j S
−
j (t) e

iωjnd

c Θ (t− nd/c).

(7.1.8)

In Eq.(7.1.8), µ0 is the QD dipole moment and ωj is the energy band gap of the jth
QD. The negative-frequency part of the electric and magnetic fields can be obtained by

E
(−)
QD =

(
E
(+)
QD

)∗
and H(−)

QD =
(
H

(+)
QD

)∗
respectively. As is indicated in Eq.(7.1.8), the

fields emitted from the QDs at the front surface have a phase shift of ∆φ = nωid/c
with respect the emission of the QD layer.
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The quantity which is measurable by the detectors is actually the corresponding Poynt-
ing vector of the total reflected electromagnetic wave. The Poynting vector is the di-
rectional energy flux density (the rate of energy transfer per unit area per time). In the
interaction picture, the Poynting vector can be written as

R (d, t) = (Es (d, t) + EQD (d, t))× (Hs (d, t) + HQD (d, t))

=
1

2
ε0c|rs|

2
E20e

−( t−τT )
2

+
E0µ0

8πcd
e−

1
2 (
t−τ
T )

2 (
eiωLt + e−iωLt

) N∑
j=1

ω2j

[
rse

iωjnd

c

〈
S+j (t)

〉
+ H.c.

]

+
µ20

8ε0π2c3d2

N∑
i,j=1

ω2iω
2
j e
i(ωi−ωj)

nd
c

〈
S+i (t)S−j (t)

〉
,

(7.1.9)

In deriving Eq.(7.1.9), we have ignored terms with frequencies ωi + ωj or ωi,j + ωL,
since in the Rotating Wave Approximation (RWA), in classical stochastics, these terms
does not appear in the signal due to time averaging. In addition, the correlation oper-
ators have been put in normal order. The first term in Eq.(7.1.9) is the reflection of the
incident wave from the front surface. The second term corresponds to the correlation
of the surface reflection and the field emitted from the QD layer and the last term is the
emission emitted from the QD layer. The last term is much smaller than the first two
terms and will be neglected [205].

In order to derive the expectation value of the QD dipole operator, we refer back to the
previous chapter. Assuming that the absorption of light in the medium is negligible, we
can write from (6.1.32),〈

Ṡ−j (t)
〉
= −

(
iωj +

Γ

2

)〈
S−j (t)

〉
− 2i

(
Ω+ + B

〈
S−j

〉) 〈
Szj (t)

〉
, (7.1.10)

with
Ω+ = Ω0e

− 1
2 (
t−τ
T )

2

e−iωLte
iωLnd

c , (7.1.11)

whereΩ0 = (1− rs)E0µ0/~ is the Rabi frequency and exp (iωjnd/c) is due to the phase
shift which the probe laser undertakes after transmission through the capping layer to
reach the layer of QDs. In Eq.(7.1.10),

〈
Szj
〉

is the population difference, Γ = 2γ + γc is
the QD decay rate and B is a shape factor due to the local-field correction. Moreover,
because of large inhomogeneous broadening in the medium, we have put the energy
level shifts included inωj. The solution of the differential equation in (7.1.10) is〈

S−j (t)
〉
= −2iΩ0

∫t
−∞ e

−(iωj+ Γ2 )(t−t
′)e2iB

∫
t ′
t 〈Szj (t ′′)〉dt ′′

×e−
1
2

(
t ′−τ
T

)2
e
iωLnd

c

〈
Szj (t

′)
〉
dt ′.

(7.1.12)

Since the decay rate of the QD is in the order of nanoseconds, the population difference
〈Sz〉 and the exponential term that decays with Γ remain almost unchanged during the
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Gaussian pulse (1.6 ps) and can be taken out of the integrand. The QD polarization
becomes〈

S−j (t)
〉
= −2iΩ0

√
π

2

〈
Szj (τ)

〉
Te−

Γ
2
(t−τ)e

iωLnd

c e−iωjte2iB
∫
τ
t 〈Szj (t ′)〉dt ′

× e(ωj−ωL)τe− 12 (ωj−ωL)
2T2 × erfc

[
i (ωj −ωL) T√

2
−
t− τ√
2T

]
, (7.1.13)

where erfc (x) is the error function. The immediate message of Eq.(7-13) is observed
from the Gaussian function exp

[
−(ωj −ωL)

2
T2/2

]
which implies that only those QDs

which are in resonance with the probe laser, i.e. whose transition frequencies are de-
tuned from the probe laser central frequency not more than the probe laser spectral
width T−1(we assume a transform limited probe laser pulse). Up to now, we assumed
that all QDs are identical. But in reality, they have different transition frequencies fol-
lowing a size distribution with a relatively large width. This size distribution results
in an inhomogeneously broadened lineshape, which can be expressed by a Gaussian
function centered on a central transition frequencyω0,

g (ω,ω0) =
1

σ
√
2π
e−

1
2 (
ω−ω0
σ )

2

, (7.1.14)

where σ is the inhomogeneous broadening. For the sake of a simplified analytical so-
lution, we assume that all the QDs whose transition energies fit the narrow spectral
width of the probe laser pulse with the central frequency ωL are identical and hence
have transition frequency ωL. Therefore, by using (7.1.14), the number of QDs which
are resonant with the probe laser pulse is proportional to

Npr ∝
N

σ
√
2π
e
− 1
2

(
ωpr−ω0

σ

)2
, (7.1.15)

where N is the total number of QDs in the active region of the medium. In the resonant
case (ωj = ωL), the QD polarization (7.1.13) becomes

〈
S−j (t)

〉
= −2iΩ0

√
π

2

〈
Szj (τ)

〉
Te−

Γ
2
(t−τ)e

iωLnd

c e−iωLt

× e2iB
∫
τ
t 〈Szj (t ′)〉dt ′erfc

(
−
t− τ√
2T

)
. (7.1.16)

By substituting Eq.(7.1.16) in the second term of (7.1.9), the reflected signal in the real-
time domain reads

R (t) =
ε0c|rs|

2

2
E20e

−( t−τT )
2

+
rs (1− rs) ~Ω20ω2L√

2π4cd
TNpr

〈
Szj (τ)

〉
e−

Γ
2
(t−τ)e−

1
2 (
t−τ
T )

2

× erfc
(
−
t− τ√
2T

){
ie
2iωjnd

c e2iB
∫
τ
t 〈Szj (t ′)〉dt ′ + H.c.

}
. (7.1.17)

The slow photodetectors are not fast enough to record the reflectivity in real time, but
they measure the transient reflectivity signal at a pump-probe delay time τ. The reflec-
tivity at a time delay τ can be calculated by an integration of the reflectivity over the
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real time domain,

R (τ) =

∫∞
−∞ R (t, τ)dt =

ε0c|rs|
2
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√
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}
. (7.1.18)

Here we again have some slow-varying and some fast terms in the integrand. By chang-
ing t→ τ for slowly-varying terms and taking them out of the integral and performing
the integration over only fast terms centered at t = τ, we obtain

R (τ) ' ε0c|rs|
2
E20

2T
√
π

+
rs (1− rs) ~Ω20ω2LT2

2cd
Npr

〈
Szj (τ)

〉
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(
2ωLnd

c

)
. (7.1.19)

In deriving Eq.(7.1.19), we made use of∫∞
−∞ e

− 1
2 (
t−τ
T )

2

erfc
(
−
t− τ√
2T

)
dt =

√
2πT. (7.1.20)

It is clear from (7.1.19) that the Reflectivity is proportional to the population difference.
Provided the probe laser is in resonance with the QDs, the equation of motion for the
population difference is already derived in (6.1.33),〈

Ṡz
〉
= −

γ

2
− (γ+ 2γc) 〈Sz〉− i

(
Ω−

〈
S−
〉
−Ω+

〈
S+
〉)
. (7.1.21)

By substituting (7.1.16) in (7.1.21), the solution is

〈Sz (t)〉 =− πΩ20T
2 cos

(
ωLnd

c

)
e−Γ(t−τ)

[
1+ erf

(
t− τ√
2T

)]2
−
γ

2Γ
+
(
〈Sz (0)〉+ γ

2Γ

)
e−Γt,

(7.1.22)

where Γ = γ + 2γc is the total decay rate of the population difference. In obtaining this
solution, we have again taken the slowly-varying terms out of the time-integrations.
We indicated in the previous chapter that in our quasi two dimensional sample, γc
is negligible as compared with γ.The first term in Eq.(7.1.22) is a modification of the
population difference induced by the probe laser pulse and is obviously effective only
after the arrival of the probe laser. The second and third terms are simply the decay
of an initially excited QD in the absence of any external (probe laser) field. By putting
t→ τ in Eq.(7.1.22) and substituting in (7.1.19), the reflectivity becomes

R (τ) =
ε0c|rs|

2
E20

2T
√
π

−
rs~Ω20ω2LT2

2cd
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(
2ωLnd

c
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−πΩ20T
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ωLnd

c

)
−
γ

2Γ
+
(
〈Sz (0)〉+ γ

2Γ

)
e−Γτ

]
. (7.1.23)

We are interested in the differential reflectivity signal ∆R (t, τ) = R (t, τ) − R0 (t, τ), in
which the reflected Poynting vector due to pump laser excited QDs is subtracted from
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the reflected Poynting vector for unexcited QDs. The reflectivity when the sample is
not initially pumped, R0, can be immediately obtained by putting 〈Sz (τ)〉 = −1/2 in
(7.1.23). Since the first term is common for both initial conditions, it cancels out. This
subtraction thus only manifests itself in the second term of Eq.(7.1.23). The detected
signal in a Time Resolved Differential Reflectivity experiment is the difference of the
reflectivitys when the sample is initially excited and when the QDs are in their ground
state. Then we can write

∆R (τ) = R (τ) − R0 (τ) ' −
rs~Ω20ω2LT2

2cd
Npr sin

(
2ωLnd

c

)
W (τ) , (7.1.24)

W (τ) =W (0) e−Γτ, (7.1.25)

with the initial populationW (0) = 〈Sz (0)〉+ 1/2. The variation ofW is like

−
1

2
<
〈
Szj (τ)

〉
<
1

2
→ 0 < W (τ) < 1. (7.1.26)

Eqs.(7.1.24) and (7.1.25) are the main results of this section. Some important features
are clear in the differential reflectivity signal. First of all, the total reflected beam from
the sample is a superposition of the field emitted from the QD layer and the field re-
flected directly from the front surface of the sample. Depending on the distance between
these two surfaces, this superposition can be either constructive or destructive. This ef-
fect manifests itself mathematically in the phase shift factor sin (2ωLnd/c) presented in
Eq.(7.1.24). Another important issue about the transient reflectivity is that the TRDR
signal at any delay time, is proportional to the population at that time. This popula-
tion decays with a rate that has been derived and extensively explained in the previous
chapter.

7.2 Sample details

The time resolved differential reflectivity experiment is implemented on a five-layered
self-assembled InAs\GaAs QD sample grown by molecular beam epitaxy on (100) GaAs,
by employing the Stranski-Krastanow (SK) growth mode. First, a 295 nm GaAs buffer
layer was deposited at 580◦C. Then the temperature was lowered to 490◦C for the
growth of five layers of QDs. Each layer constitutes of a 30 nm layer of GaAs followed
by 2.1 MLs of InAs which forms the QD layer. The separation of the QD layers is large
enough to guarantee that there is not any electronic coupling between them. Finally, the
sample is capped with a 137nm GaAs layer at a temperature of 580◦C. Atomic Force
Microscopy (AFM) images (Fig.(7.2)) of the uncapped sample, show that the QDs are
distributed on planes with an areal density of 2.8 × 1010cm−2, implying that the aver-
age QD-QD distance is approximately 60nm. The photoluminescence spectrum of this
sample at 5K and the excitation energy of 1.59eV is presented in Fig.(7.3). At a high
excitation power of 5kW/cm2, we can fit the PL spectrum with a sum of two Gaussian
functions. The first peak is the QD ground state (GS) at a transition energy of 1.105
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Figure 7.2: Atomic Force Microscopy (AFM) image of uncovered InAs\GaAs QDs. The
sample area in this figure is 1 × 1µm and the black-to-white height contrast is 15nm,
Ref [213].

eV while the second peak is the QD excited state (ES) which is centered at 1.15 eV. The
spectral widths of the ground and the excited states are 19 and 40 meV respectively. In
our TRDR experiments, as long as the excitation power remains below 1000kW/cm2,
only the QD ground states will be populated and we can ignore the first excited state.
However, we also performed an experiment as a function of the excitation density up
to 1.75kW/cm2, where the excited state might be partially populated.

7.3 Charge carrier dynamics in InAs\GaAs quantum dots

By employing the TRDR technique, we are able to track the charge carrier dynamics in a
QD. The pump laser pulse generates charge carriers in the GaAs barrier by exciting the
sample with photon energy above the GaAs bandgap. The photogenerated carriers will
first diffuse towards the QDs and subsequently be captured into the QD confinement
states, possibly by using the wetting layer as an intermediate state for carrier capture.
The captured charge carriers subsequently relax further to the QD ground state, un-
less the ground state becomes fully occupied, at which point the excited QD levels will
also become initially populated. In the case of InAs\GaAs QDs, this cascade-like relax-
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Figure 7.3: The PL spectrum of self-assembled InAs\GaAs QDs at 5K and the excitation
energy of 1.59 eV, fitted with two Gaussian distributions. The peak of the Ground state
(GS) transition energy is at 1.105 eV with a spectral width of 19 meV and the peak of the
Excited State (ES) is at 1.15 eV with a spectral width of 40 meV.

ation of charge carriers from the higher excited states to the lower states mediated by
carrier-carrier scattering (Auger effect) [214,215] or multiphonon emission [215,216] has
been already reported, based on integrated Photoluminescence (PL) and the Time Re-
solved Photoluminescence (TRPL) experiments. In some other works, the simultaneous
fast filling of the QD states with a short capture time is concluded which can mainly
originate from the diffusion of charge carriers in the GaAs barrier [217], multiphonon
relaxation of the excited hole states [218] or an efficient Auger relaxation [219]. The si-
multaneous capture of photogenerated carriers from the GaAs barrier to the QD levels
has been also verified in Ref. [220, 221] through a set of pump-power dependent TRPL
measurements, under a relatively high pump power (860W/cm2). They claim that such
a fast capture or correspondingly relaxation time at least for relatively high pump power
densities, occurs through a finite continuum of density of states, as already observed by
Toda et al [222]. It could be also related to the existence of intrinsic crossed transitions
of hybrid dimensionality (0D-2D) between the bound QD states and the delocalized
states [223]. However, it has been shown for InP QDs that the carriers relax to lower
QD energy levels by undergoing stepwise (cascade) relaxations from the higher energy
levels [224]. The review of the literature indicates that there is not yet a comprehensive
theory to explain the relaxation mechanisms of charge carriers from the barrier and wet-
ting layer towards the QD lower energy levels. It seems that the relaxation mechanism
is greatly sensitive to the type of QD, the sample structure and the growth condition. In
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a certain sample, one or several relaxation channels may occur at the same time.

Recombination of electron-hole pairs, or excitons, occurs through radiative recombi-
nation at low temperature. The radiative recombination rate strongly depends on the
photonic reservoir in the environment surrounding the QDs. The photonic density of
states in a photonic reservoir depends on the geometry of the medium that contains the
QDs as well as on the spatial and spectral distribution of the QDs. The modification of
the radiative recombination rate is the main focus of this thesis and has been theoreti-
cally investigated for different QD systems in the previous chapters. In this chapter, we
present experimental evidence for the modification of the radiative decay times (inverse
of radiative recombination rate) for an ensemble of self-assembled InAs/GaAs QDs. In
these samples, the QDs have different sizes and are randomly distributed in the sample.
The QD size distribution follows a Gaussian function for both the ground and excited
states as depicted in Fig.(7.3). In next sections we will investigate the radiative decay
times in more detail.

7.4 Time Resolved Differential Reflectivity experimental
setup

In TRDR technique, the pump beam generates charge carriers in the GaAs barrier,
which subsequently populate the lowest available QD states. The occupation of the QD
states by charge carriers induce an absorption bleaching on their corresponding optical
transitions. As depicted schematically in Fig.(7.4), a 76.6 MHz mode-locked Titanium-
Sapphire (Ti:Sa) laser generates pump pulses which are horizontally polarized and have
a hyperbolic-secant-squared shape with a pulsewidth of 1.6 ps and a corresponding
spectral width of 1 meV. The pump beam hits the sample under an angle of 45◦with
respect to the QD plane and is focused to an area of approximately 55µm. The sample is
kept in a cryostat which provides a temperature of 5K. The photo-generated population
in the QD, modifies the complex dielectric constant of the QD medium which in turn
modulates the optical absorption and reflection of the QD.

The pump induced population dynamics in the QD sample can be monitored by a probe
pulse which is tuned into resonance with the QDs. The probe pulse is the output of the
Optical Parametric Oscillator (OPO) [226, 227] which is synchronously pumped by the
same Ti:Sa laser and tunable between 1030 and 1300 nm. The spectral width of the probe
laser is identical to the spectral width of the pump laser and is approximately 1 meV.
The probe laser is thus resonant with a subset of QDs with an average spacing of 460
nm between the resonant QDs at the center of the QD size distribution. Since the OPO is
synchronously pumped by the Ti:Sa laser, the pump and probe pulses have a fixed time
delay and can be employed for two-color pump-probe differential reflectivity measure-
ments. The delay time between the pump and the probe pulses is changed by an optical
delay line which can be moved by a stepper motor. The length of our optical delay line
allows for a 2.5 ns maximum time delay. The probe beam is focused perpendicularly on
the sample by means of a graded index lens and has a spot size of approximately 25µm.
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Figure 7.4: Experimental setup of the Time Resolved Differential Reflectivity spec-
troscopy (Reprinted from ref. [225]

The reflection of the probe beam from the sample is collected with the same lens and is
detected by a balanced photodetector. A balanced photodetector is used to significantly
suppress the probe laser intensity noise. We put a monochromator (MONO in the pic-
ture) right before the detector to filter out residual pump laser light as well as emitted PL
from the sample. The signal due to the probe laser reflection is synchronously amplified
with a lock-in amplifier and is finally sent to the computer. By mechanically chopping
the pump beam and by measuring the reflected probe intensity with a lock-in amplifier,
the pump induced changes of the QD population are monitored. We measure the differ-
ential reflectivity ∆R

R0
= R−R0

R0
as a function of the pump-probe delay time whereRis the

probe reflectivity when the sample is pumped and R0 is the reflectivity when the sample
is not excited. Reflectivity transients are recorded at time intervals of 2 ps for the rising
edge and at a time interval of 60 ps at the trailing edge in order to speed up the TRDR
measurements. An example of such a TRDR measurement is shown in Fig.(7.5).

7.5 Pump-power dependent measurement

The decay of the TRDR signal for three different pump powers is shown in Fig.(7.6).
It is clear from this figure that the TRDR decay time strongly depends on the initial
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Figure 7.5: The measured differential reflectivity signal as a function of the pump-probe
delay time.

excitation of the sample which in turn is a function of the pump power. Here, we try to
explain this behavior qualitatively. In the first section of this chapter, we showed that,
in TRDR experiments we actually measure the dynamics of the QD population. On the
other hand, in the previous chapter, we derived the spontaneous decay rate of a dilute
sample of resonant self-assembled QDs as

Γ = Γ0

[
1−

17

24

(
NλΓ0

2π2
〈Sz (0)〉
Γ

)2
+ · · ·

]
, (7.5.1)

where Nλ is the number of resonant QDs within a cubic wavelength, Γ0 is the homo-
geneous linewidth of the single QD and 〈Sz (0)〉 is the averaged initial excitation of the
sample and varies between −1/2 and 1/2. The higher orders of the expansion in (7.5.1)
are negligible, as compared to the first two terms.

The initial excitation of the sample obviously depends on the pump power. At higher
pump power, the number of photogenerated charge carriers in the barrier increases and
the number of charge carriers which diffuses towards the QDs and is captured into the
QDs, also increases. But, the relation between the number of photogenerated charge
carriers and the occupation of the QD ground state is not linear. It is actually only linear
for low pump powers, but tends to a finite value for a sufficiently large pump powers.
This is a kind of saturation effect and is caused due to the finite number of QDs in
the sample which host the generated electron-hole pairs (excitons). Considering QDs
as simple two-level objects, the ratio of the number of excited QDs, Nexc, and the total
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Figure 7.6: Experimental TRDR decay traces, measured at three different pump powers.
The solid lines are the corresponding fitted single exponential functions. The probe
power in this experiment is 800mW/cm2.

number of QDs, Nsat, follows an exponential equation [202],

Nexc

Nsat
= 1− e−kabsIpump , (7.5.2)

where kabs is an absorption cross section (area), and Ipump is the total number of pho-
tons per unit area per pulse. The parameter kabs is more a fitting parameter and can be
directly deduced from experimental pump-power dependent measurements and specif-
ically from the point at which the excitation decay time becomes minimum. Making use
of the Eq.(7.5.2) and the definition 〈Sz (0)〉 = (Nexc/Nsat) − 1/2, Eq.(7.5.1) can be written
in the form,

Γ

Γ0
' 1− 17

24

(
NλΓ0

2π2Γ

)2(
1

2
− e−kabsIpump

)2
. (7.5.3)

The normalized decay time of the spontaneous emission (τ/τ0 = Γ0/Γ ) from an in-
finitely large and uniform sample of self-assembled QDs as a function of the pump
power density has been simulated by means of Eq.(7.5.3) and is shown in the bot-
tom graph of Fig.(7.7). For this simulation, we have assumed the density of QDs to
be N = 2.2 × 1011QD/cm2 and the absorption cross section was fitted to be kabs =
1.74 × 10−6cm2. This parameter has been deduced from the position of the minimum
of the experimental data in the upper graph of Fig.(7.7). This simulation is performed
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Figure 7.7: (Top) The experimental TRDR decay time as a function of the pump power.
The solid line is for making the data more traceable and is not a fitting. The minimum
of the decay time occurs around the pump power of 396W/cm2. The probe power
is 800mW/cm2. The absorption cross section obtained that gives rise to this value of
pump power is kabs = 1.74 × 10−6cm2 . (Bottom) Theoretical simulation of the decay
time of the QD excitation, based on the theory of the collective spontaneous emission
of self-assembled QDs introduced in chapter 6. In this simulation, the absorption cross
section that is obtained from the experimental data has been used.

for three groups of resonant QDs. One group belongs to the QDs which are probed
at the center of the size distribution (ω = ω0) of the QD size distribution which has
a Gaussian lineshape with broadening σ. One group belongs to a set of QDs probed
on the left tail (ω = ω0 − σ/2) and another one to a set of QDs probed on the right tail
(ω = ω0+σ) of the QD size distribution. This simulation graph predicts two interesting
consequences. First, we observe that for QDs which are closer to the centre of the QDs
size distribution, the variation of the spontaneous decay time is stronger. This means
that, for any fixed pump power, the decay time is larger for QDs near the centre of the
QD size distribution, which have a higher density within the sample. This effect will
be discussed in more detail in the next section. Another important prediction of this
simulation is that the emission decay time has a minimum for a certain pump power
at which half of the QDs are excited. For all other pump powers, either at lower or at
higher power, the decay time is larger. This is a counter-intuitive quantum effect for the
spontaneous emission decay time. One might think that the electromagnetic coupling
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between the QDs is stronger when all QDs are initially excited and inversely, the electro-
magnetic coupling between the QDs is very weak in the limit of very low pump powers,
since for sufficiently low pump power, only one QD is excited, and one might think that
this singly excited QD should decay with emission rate of a single isolated QD. But,
as is clear from Fig.(7.7), this is not the case and the decay tends to its slowest rates at
both very low and very high pump powers. In fact, the system evolves in the same way
when the sample is either excited very strongly or very weakly. Contradictory to the
classical view, in the case when only one single QD is excited, the electromagnetic inter-
action between the QDs is strong and the QD system decays with the slowest possible
collective decay rate and undergoes the maximum radiation trapping effect. We should
emphasize here that in such a system, we don’t know which single QD is excited. This
is a crucial condition which can in turn give rise to a strong modification of the decay
time in the limit of low pump power. Of course, this phenomenon occurs also at very
high excitations. In fact, the decay time of the QD system is the same for the cases
where either one QD is initially excited and all other QDs are empty or all QDs except
one are excited. That’s why the effect of radiative coupling vanishes when half of the
QDs are excited and the spontaneous decay time is symmetric around this point. This
means that the radiation trapping effect is absent at this point and the QD decays with
its natural decay rate in a homogeneous medium. We have experimentally verified this
phenomenon as is shown in the upper graph of Fig.(7.7). This experiment is done for
QDs which are probed in the centre of the QD size distribution and the probe power
density is 800mW/cm2.

Of course, we don’t observe a complete symmetrical distribution of decay times in
Fig.(7.7), which originates from the fact that there is not a linear relation between the
pump power and the number of excited QDs. This relation is actually an exponential
function which is introduced in (7.5.2). For the sake of a more precise interpretation
of our experimental pump-power dependent decay times, we split our data into two
regimes. One for low pump powers, in which less than half of QDs are initially excited
and another one for higher pump powers. We do this splitting because in reality, a QD is
not a simple two-level system, and the excited state transition should also be taken into
account. Moreover, the QD ground-state itself is degenerate and can potentially host
two electron-hole pairs, forming a biexciton. However, our theoretical simulations are
based on the interaction of two-level objects. At low pump powers, we can claim that
the contribution of the biexciton and the QD excited state is weak. In a good approxi-
mation, we are dealing with singly occupied ground-state excitons within the QDs. In
this regime, our theoretical simulations and experimental data are in a good qualitative
agreement. Up to our knowledge, we observe the decrease of the radiative decay time
with increasing pump power for the first time in QD samples. For low pump pow-
ers, the electromagnetic coupling of QDs is stronger for lower excitation and hence the
radiation trapping phenomenon becomes more feasible at lower excitations.

The situation becomes more complicated in the regime in which the pump power is
high enough to excite more than half of the QDs. Since, by further increasing of the
pump power, the contribution of the biexciton and the excited state excitation becomes
more and more important. When the excited state is populated, after each decay of a
ground state exciton, the ground state is refilled by relaxation of charge carriers from
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the excited state. This combination of the refilling and decaying processes increases
the overall experimentally observed TRDR and TRPL decay time. When there is state
filling of the ground-state at high pump powers, we should basically observe a plateau-
like variation of the ground-state decay at early times of the decay. This is because of the
refilling of the ground-state by relaxation of carriers from the excited-state. But we don’t
observe such an effect even at very high pump powers. Although we don’t observe any
slow decay of the ground-state at initial times of the decay and the variation of our
experimental decay times apparently matches our theoretical simulations quite well,
we cannot claim that the increase of the TRDR decay time with pump power in the high
pump-power regime is only due to the radiative coupling of QDs. We conclude that
the measured increase of the TRDR decay time at low excitation is due to the radiation
trapping effect while the increase of the TRDR decay time at high excitation is due a
(presently unknown) mixture of the radiation trapping effect and the refilling of the
ground state from the excited state.
In Fig.(7.7), there is obviously a good qualitative agreement between our experimental
results and the simulations based on the theory introduced in the previous chapter.

7.6 Probe-frequency dependent measurement

In the previous section, we explained the influence of the initial excitation on the decay
time of the differential reflectivity or correspondingly on the lifetime of QD excitation.
We already mentioned that the density of resonant QDs plays a very important role on
the modification of the lifetime of the QD excitation. In this section, we focus on this
phenomenon in more detail. As you can see in Fig.(7.8), we have measured the decay of
the TRDR as a function of the pump-probe delay time at a series of probe energies. The
probe power in this experiment is 800mW/cm2. The graph on the left belongs to a rel-
atively low pump power (100W/cm2), where only the QD ground state contributes to
the reflectivity. This is confirmed also by Fig.(7.9)(a) in which the spectrum of the TRDR
amplitudes, fully matches the QD ground-state distribution. This also provides experi-
mental evidence for Eq.(7.1.24) since it shows that the TRDR amplitude is proportional
to the number of QDs that are in resonance with the probe pulse. For low pump power,
the TRDR decay curve in Fig.(7.8)(a) can be fitted by a single-exponential function. It can
also be seen that the decay time of such a single-exponential decay strongly depends on
the frequency (energy) of the probe pulse with respect to the centre of the QD size distri-
bution. In Fig.(7.8)(b), we have repeated this series of measurements at a 10 times larger
pump power (1kW/cm2). In this case, an additional channel takes part in the reflectiv-
ity due to the population of the first excited state of the QD. The TRDR amplitudes for
this series of measurements is plotted as a function of the probe energy in Fig.(7.9)(b).
You can see that the largest amplitude is near the centre of the QD excited state. This
reveals that, in the case of really high pump powers, the population of the excited-state
exciton has a strong contribution to the reflectivity from the sample. As is clear from
Fig.(7.8)(b), the TRDR signal initially decays very fast with a decay time of less than
100 ps and then decays much more slowly with a decay time in the order of nano sec-
onds. Consequently, we have fitted the TRDR decay curves with a double-exponential
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Figure 7.8: The TRDR signal as a function of the pump-probe delay time for (a) pump
power of 100W/cm2 and (b) 1kW/cm2, at a probe energy of 1.07 eV (square), 1.10 eV
(circle) and 1.12 eV (triangle). The TRDR decays in the low pump power case (a) are
fitted by a single exponential function, while the TRDR decays in the high power case
(b) are fitted by a double exponential function. The inset on the right hand side graph is
a zoom over the early-time decay of the TRDR to clarify the fast overshoot of the decay.
The solid lines are the fitted functions to the decay part of the TRDR. The probe power
in this experiment is 800mW/cm2.

function. The corresponding amplitudes of the fast and slow channels of the decay are
separately shown in Fig.(7.10) as a function of the probe energy. We observe that the
highest amplitude of the faster channel is close to the centre of the QD excited-state dis-
tribution. This means that this channel originates from the QD excited state population.
For the slower channel, we observe a peak near the centre of the QD ground state dis-
tribution, as well as an increase towards the centre of the QD excited-state distribution,
for probe energies above 1.13 eV. This behavior is understandable since in this range of
energies, we mainly probe the excited-state excitation. But, for energies less than 1.13
eV, we are in the spectral range of the ground-state transition and we can claim that we
only measure the ground-state lifetime below 1.13 eV. In this thesis, we don’t study the
relaxation mechanisms inside or recombination rates of the excited-state excitons and
we focus only on the decay of the ground-state excitons (slower channel).

The TRDR decay time of the QD ground-state excitation is plotted in Fig.(7.11)(a) as a
function of the probe energy for both low and high pump-powers. In both cases, we
clearly observe that the TRDR decay time is larger for QDs close to the centre of the QD
ground-state distribution. This is a strong evidence for the electromagnetic interaction
between the QDs. Since, the QD-QD coupling is proportional to the QD density that is
resonant with the probe laser, we expect stronger electromagnetic QD-QD coupling, and
thus a longer TRDR decay time, near the peak of the PL spectrum as compared to the tail
of the PL spectrum. An important consequence of this experiment is that a stronger QD-



146 Collective reflection: Time Resolved Differential Reflectivity Experiments

1 . 0 5 1 . 1 0 1 . 1 5 1 . 2 00

1

2

3

4

 

P r o b e  e n e r g y  ( e V )

∆R
/R

p u m p  p o w e r  =  1 0 0  W / c m 2
 

1 . 0 5 1 . 1 0 1 . 1 5 1 . 2 0

0 . 5

1 . 0

1 . 5

 

 

p u m p  p o w e r  =  1  k W / c m 2

 T R D R
 P L

 T R D R
 P L

P r o b e  e n e r g y  ( e V )

( a ) ( b )

 PL
 in

ten
sity

 (a
.u.

)

Figure 7.9: The amplitude of the TRDR decay for a pump power of (a) 100W/cm2, and
(b) 1kW/cm2. The amplitude of the reflectivity matches the QD ground state distribu-
tion for the lower-power case and the QD excited state distribution for the high-power
case. The probe power in the TRDR experiment is 800mW/cm2.

QD electromagnetic coupling gives rise to an enhanced ground-state TRDR lifetime. In
fact, in a dense system of many-QDs, like in our sample of self-assembled InAs\GaAs
QDs, the ground-state exciton decays slower in denser samples due to the enhanced
radiative coupling between the QDs, since the light is trapped in the QD system for a
longer time. In literature, this phenomenon is well known as radiation trapping which is a
collective effect due to the dipole-dipole coupling between the QDs. This phenomenon
was theoretically predicted in the previous chapter as a collective quantum effect and is
again plotted in Fig.(7.11)(b) to provide a better comparison with the experimental data.
We observe a good qualitative agreement between our experiments and our theoretical
simulations. Similar to our discussion in the previous section about the pump-power
dependent measurements, here we also have to consider the possibility of the contribu-
tion of the state-filling effect in the enhancement of the TRDR decay time at high pump
powers. Although we don’t observe any plateau-like variation of the ground-state de-
cay at early times and the spectral shape of the TRDR decay time distribution is in a
good qualitative agreement with our theoretical prediction, we cannot ignore the influ-
ence of the state-filling at high pump powers. We should emphasize here that if there
is any state-filling from the excited-state, this effect should be basically uniform for all
QDs within the QD size distribution. State filling hence is not able to explain the ob-
served Gaussian-shape spectral distribution of the ground-state decay times. However,
state filling probably increases all decay times with the same factor. That’s why we con-
clude that the Gaussian shape of the decay time distribution mainly originates from the
radiative interaction between the QDs.

It can be easily observed from Fig.(7.11), that the width of the decay time distribution
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Figure 7.10: The amplitude of the fast decaying (squares) and the slowly decaying (cir-
cles) part of the TRDR decay transients for high pump powers (1kW/cm2). The probe
power in the TRDR experiment is 800mW/cm2.

is much narrower than the width of the QD size distribution, which is equal to the
width of the ground-state PL spectrum. After fitting the decay time distribution with a
Gaussian function, we find that the width of the decay-time distributions is 13.6 meV
and 11.3 meV for low and high pump power respectively, while the width of the QD
size distribution is 19 meV, as obtained from Fig.(7.3). Indicating the width of the PL-
spectrum by σ, the width of the decay-time distribution is 0.72σ for low pump power
and 0.59σ for high pump-power. In the theoretical simulation, the width of the decay
time distribution is 0.71σwhich is very close to the corresponding experimental values.
The reason for this narrowing can be easily deduced from Eq.(7.5.3). The radiative decay
time of an ensemble of QDs is proportional to the square of the resonant QD density. As
is shown in Fig.(7.3), the QD size distribution can be described by a Gaussian function,

Nλ ∝ e−
1
2 (
ω−ω0
σ )

2

, (7.6.1)

withω = 2πc/λ, and the decay time distribution (τ = 1/Γ ) becomes, using Eq.(7.5.3),

τ

τ0
∝ N2λ ∝

(
e−

1
2 (
ω−ω0
σ )

2)2
= e−

1
2 (
ω−ω0
0.71σ )

2

. (7.6.2)

We again observe a good qualitative agreement between our experimental TRDR decay
time versus the probe energy and the theoretical simulation of the excitation lifetime
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Figure 7.11: (a) On the left axis, the experimental TRDR decay time for low pump power,
100W/cm2 (squares), and for high pump power, 1kW/cm2 (circles). On the right axis,
the PL intensity measured at 4K and the excitation energy of 1.59eV. The probe power
is 800mW/cm2. (b) On the left axis, theoretical simulation of the spontaneous QD decay
time as a function of the QD transition frequency. On the right axis, a graph of the QD
size distribution which is in fact the fitting of the ground-state part of the PL spectrum
with a Gaussian function as shown in Fig.(7.3).

of an ensemble of QDs. In Fig.(7.11), we also observe the influence of the initial pump
power excitation on the TRDR decay time. The TRDR decay time for strongly pumped
1kW/cm2 QDs is much larger than for weakly pumped 100W/cm2 QDs. This effect has
already been extensively discussed in the previous section for a larger variety of pump
powers.

We observed very good qualitative agreement between theory and experiment, but not
yet full quantitative agreement. This might be due to the approximations that we had to
make. For example, we have theoretically assumed that our sample is infinitely large,
but our experimental sample is limited by the limited size of the pump spot on the
sample. Another assumption in our theoretical approach is that all QDs are uniformly
distributed in the sample, which is of course not completely true. Our simulations can
qualitatively interpret our experiments, which means that the physics behind our simu-
lations also governs our experiments. We believe that, in our TRDR experiments, we are
able to measure the effect of electromagnetic coupling between the QDs on the lifetime
of the ground-state excitons in QDs. This radiative coupling is mediated by the long-
range dipole-dipole interaction between QDs. The important message of this chapter is
that in self-assembled QD samples, in which cooperative effects are absent due to the
large inhomogeneous broadening, it is still possible to observe a collective quantum ef-
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fect like radiation trapping. The crucial condition of the corresponding quantum state is
that we don’t know which QDs are initially excited. We indicated both theoretically and
experimentally that in denser samples, the radiative coupling between the QDs is more
effective and the lifetime of the QD sample is longer than the decay time of an isolated
QD. We also showed that when half of the QDs are excited, the radiative coupling effect
vanishes. When only one single QD within the QD-ensemble is excited or all QDs are
excited except one single QD, the influence of the radiative coupling is maximum and
the QD system shows its longest exciton lifetime.

7.7 Time Resolved Photoluminescence (TRPL) experiments

Regarding the pump-power dependent effects, we already referred to some works on
the relaxation mechanism of photogenerated charge carriers in QD samples by means
of the integrated PL and TRPL techniques [214–221]. In almost all of these investiga-
tions, the state filling effect has been observed for the QD ground-state at high excita-
tion powers. The plateau-like variation of the QD excitation at the early times of the
decay is a sign of the state filling. In this situation, the decay of the ground-state occurs
simultaneously by relaxation of charge carriers from higher energy levels that in turn
enhances the overall decay time of the QD ground-state by increase of the excitation
density. However, we don’t observe any trace of the state filling of the ground state in
our pump-probe experiment even at high pump powers. This supports our position to
attribute the observed pump-power dependent effects of our experiments mostly to the
collective radiative processes especially that they are in a good qualitative agreement
with our theoretical predictions. But we still prefer to keep this probability as well that
the enhancement of the decay time of the ground-state excitation might be partially due
to the state filling effect particularly at high pump powers. However, we should empha-
size that up to our knowledge, the decrease of the decay time by increase of the pump
power in the low pump-power regime has been reported only in one TRPL-based arti-
cle [228] as shown in the inset of Fig.(7.12)(a). In that work, they interpret this behavior
in this way that at low pump powers, the coupling of QDs is very weak and the QDs
decay with their natural decay time. By increasing the pump power, the correlation be-
tween QDs grows up and hence the TRPL decay time decreases due to the superradiant
phenomena. But further increase of the excitation power leads to the saturation of the
QD ground-state, resulting in a progressive increase of the decay time. According to the
introduction and early discussions of chapters (6) and (7), the cooperative effects like
superradiance is not likely in two-level samples with large inhomogeneous broaden-
ing. That’s why we think this justification is not so accurate and a full excitation-power
dependent analysis based on local-field corrections such as our approach in the current
and previous chapters of this thesis is required.

There have also been some TRPL-based works in the past decade on the transient decay
time as a function of the detection energy which actually represents the QD transition
energy in the ensemble. Comparing these papers to each other, we don’t see a unique
pattern for the variation of the decay time as a function of the energy. For example,
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(d) 

(c) 

(a) 

(b) 

Figure 7.12: (a) TRPL decay time at different detection wavelengths. The inset is the
TRPL decay time as a function of the pump power. Graph from Ref. [228] (b) TRPL
decay time at different detection wavelengths for non-resonant and quasi-resonant ex-
citation. Graph from Ref. [56]. (c) TRPL decay time as a function of the detection
wavelength for a range of excitation wavelength from non-resonant (720 nm) to quasi-
resonant (870 nm) excitations. (d) ratio of the corresponding decay times of the quasi-
resonant and non-resonant excitations at different wavelengths. Graphs in (c) and (d)
from Ref. [228].

in Refs. [229] and [198], they don’t observe any QD-density dependent effect. In fact,
they observe that the decay time decreases with the increase of the transition energy
almost linearly. However, in some other works, a QD-density dependent PL decay times
similar to what we observe in our TRDR-based experiment is reported. For instance,
Scheibner et al. [56] indicate a peak for the lifetime (decay time) of CdSe (ZeSe) under
non-resonant excitation with energy above the barrier (Fig.(7.12)(b)). Of course the focus
of this paper is on the QD lifetimes under quasi-resonant excitation and they use the
non-resonant lifetimes as a reference to show the superradiance phenomena and the
minimum of the lifetime at the maximum of the PL spectrum. Although such a QD-
density dependent decay time is to some extent observed in this paper as radiation
trapping even for non-resonant excitation, but they don’t present a reasonable reason
for this phenomena. A similar effect is reported in Ref. [228] for In0.4Ga0.6As QDs and
is shown in Fig.(7.12)(c). they clearly observe a QD-density dependent variation of the
QD lifetime very similar to our results for various excitation energies in a range from
the quasi-resonant to above the barrier. In all cases, a peak of the decay time is observed
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at the maximum of the PL spectrum. As you can see in Fig.(7.12)(d), the ratio of the
quasi-resonant and the non-resonant decay times has a minimum at the peak of the PL
spectrum. Following the same logic of Ref. [56], this phenomena is attributed to the
superradiance effect. But also in this paper, they don’t present any clear reason for the
density-dependent decay time under non-resonant excitation.

In the theoretical development of the radiation trapping, we assumed that the active
region of the sample is infinitely large. This means that the pump-laser spot size should
be much larger than the emission wavelength otherwise, we probably don’t observe
any collective radiative effect. Moreover, the excitation power density is also important
and plays a significant role in determining the values of the decay times. In the papers
that we see some similarities with our results [56, 228], the size of the active area and
the excitation power density are not clear, but in Ref. [229] and [198] that we don’t
see any evidence for the QD radiative coupling, the excitation power density is very
low and almost 10 times weaker than our lowest pump-power density. Concentrating
on the lower pump-power spectrum of the decay time in Fig.(7.11), you can imagine
that if we reduce the pump-power density by a factor of 10, then the variation of the
lifetimes with energy may become probably less than the accuracy of the measured
lifetimes and the Gaussian-like dependence of the decay time on the energy is no longer
observable. At the end, we conclude that the observation of the collective decay time in
QD ensembles is very sensitive to the sample size and the excitation conditions. There
are similarities between our TRDR-based results and some TRPL-based papers while
there are many other TRPL-based papers in literature in which there is not any trace
of interaction between the QDs. Although we guess that the differences are due to the
sample structures and the excitation levels, but we prefer to keep this discussion open
because we have not theoretically or experimentally studied the case of TRPL.

7.8 Summary

In this chapter, we first proved that the Time Resolved Differential Reflectivity (TRDR)
signal is directly proportional to the averaged population difference in a QD system.
Hence the variation of the TRDR signal with the pump-probe delay time corresponds
to the QD excitation dynamics in real-time.

We presented experiments on the TRDR decay time as a function of the pump-power
density and the probe energy. We experimentally observed an enhancement of the
TRDR decay time for QDs close to the center of the size distribution. This enhance-
ment of the TRDR decay time provides experimental evidence for an electromagnetic
coupling between the QDs. The electromagnetic coupling manifests itself as a quantum
correction to the local-field in a medium which is both dispersive and absorptive, de-
pending on the optical excitation level. We show that the radiative interaction between
the QDs vanishes when half of the QDs are excited and half are empty. In this situation,
the QD system decays with the natural decay time of a single isolated QD. However for
other excitation levels, the radiative coupling between the QDs gives rise to a slowing
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down of the radiative decay time. For example, when only one QD in the ensemble is
excited or all QDs except one are excited, the local-field correction in the system yields
the maximum modification of the excitation decay time. This effect is due to the emis-
sion of light by one QD and the subsequent absorption of the photon by another QD in
the ensemble. This process is inherently an incoherent process and is called radiation
trapping. In this chapter, we thus presented experimental evidence for the theoretical
approach, introduced in chapter (6).



Appendix A

Moments and Cumulants of a
probability distribution

Any distribution of a variable can be characterized by a number of features (mean, vari-
ance, ) and the moments of the probability distribution of a random variableare related
to these probability parameters. The first moment is referred to the distributions mean
or expectation value. The expectation value or the average of any function y of the
variable X is defined by

〈y (X)〉 =
∫∞
−∞ y (X) f (X)dX, (A.0.1)

where f (X) is the probability density function of the variable X. In the 1-dimensional
case, the moments of a random variable X are defined as

m1 = 〈X〉 , m2 =
〈
X2
〉
, . . . , mn = 〈Xn〉 . (A.0.2)

For example, for a Gaussian distribution function f (X) = 1

σX
√
2π
e
−

(X−X0)
2

2σ2
X where X0 is

the mean and σX is the distribution width, the moments of the distribution are

m1 = 〈X〉 =
∫∞
−∞ Xf (X)dX = X0,

m2 =
〈
X2
〉
=

∫∞
−∞ X

2f (X)dX = σ2X − X20,

m3 =
〈
X3
〉
=

∫∞
−∞ X

3f (X)dX = 3σ2XX0 + X
3
0,

...

(A.0.3)

In probability theory, the moment-generating function of a random variable X is defined
as
〈
esX
〉

with s a real number. The reason for defining this function is that, it can be used
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to find all the moments of the distribution. The series expansion of esX is

esX = 1+ sX+
s2X2

2!
+
s3X3

3!
+ · · · . (A.0.4)

Making use of the definition of the moments, we take the expectation value of Eq.(A.0.4),
we can write 〈

esX
〉
= 1+ sm1 +

s2m2

2!
+
s3m3

3!
+ · · · , (A.0.5)

wheremn is the nth moment around zero. In probability theory and statistics, the cumu-
lants of a probability are a set of quantities that provide an alternative to the moments of
the distribution. The moments determine the cumulants in a sense that any two prob-
ability distributions with identical moments, have identical cumulants as well and vice
versa. The cumulants 〈〈Xn〉〉 of a random variable X, are defined via the cumulant-
generating function g (s) which is the logarithm of the moment-generating function as

g (s) = log
(〈
esX
〉)

=

∞∑
n=1

sn

n!
〈〈Xn〉〉. (A.0.6)

The cumulant-generating function exists if and only if the tails of the probability distri-
bution are dominated by an exponential decay, like a normal or Gaussian probability
distribution. The relation between the cumulants and the moments of a distribution
function can be easily derived from Eq.(A.0.6),

1+

∞∑
n=1

sn

n!
〈Xn〉 = exp

( ∞∑
n=1

sn

n!
〈〈Xn〉〉

)
, (A.0.7)

Giving rise to the relations

〈〈X〉〉 = 〈X〉 ,〈〈
X2
〉〉

=
〈
X2
〉
− 〈X〉2,〈〈

X3
〉〉

=
〈
X3
〉
− 3

〈
X2
〉
〈X〉+ 2〈X〉3,

...

(A.0.8)

Considering a Gaussian distribution, by replacing Eq.(A.0.3) in Eq.(A.0.8), the cumu-
lants are

〈〈X〉〉 = X0,〈〈
X2
〉〉

= σ2X,
(A.0.9)

Where σ2X is the variance of the distribution. The higher-order cumulants become zero.
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The local field in a thin layer

Considering the ith QD positioned at ri as the probe QD, the electric field radiated by
the jth QD at rj with electric dipole µj = µ0e

−iωjτeµj at the position of the probe QD
can be obtained through

Ej (rij,ωj) = −
i

~

∫∞
−∞ dτµj (ωj, τ) ·G

ret
0 (rij, τ)

= −
i

~

∫∞
−∞ dτµe

−iωjτeµj ·Gret
0 (rij, τ).

(B.0.1)

Since in the context of the QD-field coupling, the projection of jth QD dipole field on
the dipole moment of the probe QD (ith QD) is physically important. Then, Eji, the
projection of the field in Eq.(B.0.1) along the probe QD become

Eij (rij,ωj) = −
iµ

~

∫∞
−∞ dτe

−iωjτeµj ·Gret
0 (rij, τ) · eµi . (B.0.2)

By inserting (6.1.37) in (B.0.2), we obtain

Eijαβ (rij,ωj) =
−µ

4πε0

[
δαβ

ω2j

c2
+
rαrβ

r2
∂2

∂r2

]
e−iωjr/c

r
. (B.0.3)

According to the definition of the field component presented in Eq.(B.0.3), we can at-
tribute rα/r and rβ/r to the dipole moment orientations of the emitting and probe QD
respectively. We can write Eq.(B.0.3) also in the form of

Eijαβ (rij,ωj) =
−µk2j
4πε0

e−iωjr/c

r

[
P1 (ikjr) + P2 (ikjr)

rαrβ

r2

]
, (B.0.4)

where kj = ωj/c and

P1 (x) = 1−
1

x
+
1

x2
, P2 (x) = −1+

3

x
−
3

x2
. (B.0.5)
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Figure B.1: The shape of the QD sample. The real sample has a disk-like shape which
can be approximated by a cylinder with an infinitesimal thickness.

Note that apart from some multiplier constants, Eq.(B.0.4) is equal to the dipole-dipole
coupling which has been frequently used in previous chapters. We assume that the QD
dipole polarizations are randomly oriented. Then, by averaging over the polarization
direction,

rαrβ

r2
→ 〈rαrβ

r2

〉
=
1

3
δαβ, (B.0.6)

the retarded Green’s function simplifies to

Eij (rij,ωj) =
−µk2j
6πε0

e−ikjrij

rij
. (B.0.7)

The total field acting upon the probe QD is the sum of the emission from all other QDs.
We assume that our medium has a disk-like shape which is actually a cylinder with
radius R0 and an infinitely small thickness L along the z axis as depicted in Fig.(B.1). We
choose the origin of coordinates at the center of the disk and we assume that the probe
QD is positioned on the origin. We cut out a small virtual sphere of radius r0 around the
probe QD and categorize the QDs into two groups: the QDs inside this sphere and QDs
outside the sphere. It has been shown that the contribution of the QDs inside this sphere
cancel out the effect of each other and hence the sum of the fields emitted from the QDs
inside the virtual sphere is zero at the position of the probe QD [103]. The contribution
of the QDs outside the sphere can be calculated in the continuous approximation,

EL = Nv

∫
V−V0

Eij (rij)dVj, (B.0.8)
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where Nv is the QD density and V0 is the volume embedded by the virtual sphere of
radius r0. Proceeding in the cylindrical coordinates, the position of each QD in the
medium is determined by the parameters (ρ,ϕ, z) in which the distance of any QD
from the probe QD is r =

√
ρ2 + z2. The integration of Eq.(B.0.8) becomes

EL =
−µk2j
6πε0

∫2π
0

dϕ
e−ikjrij

rij

[(∫−r0
−L/2

dz+

∫L/2
r0

dz

) ∫R0
0

ρdρ

+

∫r0
−r0

dz

∫R0
√
r2
0
−z2

ρdρ

]
. (B.0.9)

After performing the integrations, we obtain

EL =−
2Nvµ

3ε0
e

−ikjL

2 +
2Nvµ

3ε0
e−ir0kj +

2iµNvr0kj

3ε0
e−ir0kj

−
iµNvkj

3ε0

∫L/2
−L/2

ρ
eikj
√
ρ2+z2√

ρ2 + z2
dρ.

(B.0.10)

The local electric field we obtained up to this point is exact. We can now make some
approximations. In the limit r0 → 0,

EL =
2Nvµ

3ε0
−
2Nvµ

3ε0
e

−ikjL

2 −
iµNvkj

3ε0

∫L/2
−L/2

ρ
eikj
√
ρ2+z2√

ρ2 + z2
dρ. (B.0.11)

You can see that the local field remains finite in the limit r0 → 0, while Eij (rij) has a
singularity at rij → 0. If we go one step further and take the limit of Eq.(B.0.11) for
L→ 0, R0 →∞, the integral vanishes and we simply obtain

EL =
2P

3ε0
, (B.0.12)

which is identical to the famous classical Lorentz-Lorenz local-filed correction. Here
P = Nv 〈µ〉 is the polarization of the medium. In the limit of a thin film with an infinitely
small thickness, the polarization P tends to the surface polarization and n is practically
the surface QD density.
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Appendix C

Derivation of Pret and P+−

According to Eq.(6.2.2), the parameter Pret is given by

Pret (t; τ) =
2

3

µ2

~2
NΘ (τ) 〈S+ (t)S− (t+ τ) − S− (t+ τ)S+ (t)〉. (C.0.1)

The factor 2/3 results from the orientation averaging over α,β. Therefore, the first step
to obtain the Fourier transform of the susceptibility is to find the correlation terms of the
kind 〈S+ (t)S− (t+ τ)〉. The eigenstates of the probe QD are |g〉 and |e〉 which refer to
the ground and excited states respectively. In this basis, the matrices of the dipole rising
and lowering operators will be

S− =

(
0 1
0 0

)
, S+ =

(
0 0
1 0

)
, Sz =

1

2

(
−1 0
0 1

)
. (C.0.2)

Then, the expectation value of these operators can be written through 〈S±〉 = Tr (ρS±)
as 〈

S−
〉
= ρeg,

〈
S+
〉
= ρge, 〈Sz〉 =

1

2
(ρee − ρgg) . (C.0.3)

Indicating 〈S−〉 by its corresponding density matrix element ρeg, and in the absence of
any external field, we can write from (6.1.32),

ρ̇eg = −

(
iωpr +

Γ

2
+ Γ c

)
ρeg. (C.0.4)

In Eq.(C.0.4), we have ignored the contribution of h + hc in the frequency modification
of the probe QD since the transition frequency of the probe QD is obtained from ωpr =
ω0 + ∆pr in which ∆pr is an inhomogeneous broadening due to the size distribution of
QDs and is much larger than the Lamb and collective frequency shifts. Choosing t = tas
the initial time, the value of ρeg at t = t+ τwill be

ρeg (t+ τ) = ρeg (t) e
−(iωpr+

Γ
2
+Γ c)τ. (C.0.5)
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Replacing the matrix element on the left hand side of the equation by the expectation
value of the lowering dipole operator, we can rewrite Eq.(C.0.5) in the form〈

S− (t+ τ)
〉
= 〈e| ρ |g〉 e−(iωpr+

Γ
2
+Γ c)τ. (C.0.6)

In order to obtain the correlation function 〈S+ (t)S− (t+ τ)〉, we resort the Lax-Onzager
theorem [121] in which we replace ρ in Eq.(C.0.6) by ρS+ that yields〈

S+ (t)S− (t+ τ)
〉
= ρee (t) e

−(iωpr+
Γ
2
+Γ c)τ. (C.0.7)

Similarly, by substituting S+ρ instead of ρ, we obtain〈
S− (t+ τ)S+ (t)

〉
= ρgg (t) e

−(iωpr+
Γ
2
+Γ c)τ. (C.0.8)

The combination of (C.0.1), (C.0.7) and (C.0.8) gives

Pret (t; τ) =
2

3

µ2

~2
NΘ (τ) [ρee (t) − ρgg (t)] e

−(iωpr+
Γ
2
+Γ c)τ. (C.0.9)

The Fourier transform of (C.0.9) becomes

P̃ret (t;ω) =
2

3

µ2

~2
N

[ρee (t) − ρgg (t)]

i
(
ω−ωpr

)
+ Γ
2
+ Γ c

. (C.0.10)

We continue with derivation of P+−. From Eq.(6.2.4), we have

P−+ (t; τ) =
2

3

µ2

~2
N(〈S+ (t)S− (t+ τ)〉− 〈S+ (t)〉 〈S− (t+ τ)〉)

=
µ2

~2
N〈S+ (t)S− (t+ τ)〉.

(C.0.11)

The factor 2/3 is again due to the orientation averaging. In contradiction to the case
of Pret, the correlation time τ in Eq.(C.0.11) can have both negative and positive values.
Then the Fourier transformation of P−+ becomes

P̃−+ (t;ω) =
2

3

µ2

~2
N

∫∞
−∞ dτe

−iωτ〈S+ (t)S− (t+ τ)〉

=
2

3

µ2

~2
N

{∫0
−∞ dτe

−iωτ〈S+ (t)S− (t+ τ)〉+
∫∞
0

dτe−iωτ〈S+ (t)S− (t+ τ)〉

}
.

(C.0.12)

The first integration is over the negative values of τ and can be equally replaced by
its positive correspondence

∫ω
0
dτe−iωτ〈S+ (t+ τ)S− (t)〉. Hence, Eq.(C.0.12) will be

simplified to

P̃−+ (t;ω) =
2

3

µ2

~2
N

∫∞
−∞ dτe

−iωτ(〈S+ (t)S− (t+ τ)〉+ 〈S+ (t+ τ)S− (t)〉). (C.0.13)

Similar to the procedure that we followed to obtain P̃ret (t;ω), we arrive at

P̃−+ (t;ω) =
4µ2

3~2
N

ρee (t)(
ω−ωpr

)2
+
(
γ
2
+ γc

)2 . (C.0.14)
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Inverse Fourier transformation of
the retarded Green’s function

By replacing the dynamic polarizability by the dielectric constant of (6.2.22) in Eq.(6.2.24),
we obtain

F̃′ret (q,ω) = −
2

3

i~
ε0


(
ε(ω)−1
3ε(ω)

)
q2 + k2(

3
ε(ω)+2

)
q2 − k2

(
3ε(ω)
ε(ω)+2

)
− i0

 . (D.0.1)

The Fourier transformation of Eq.(D.0.1) is defined through

F̃ (r,ω) = (2π)
−3
∫
dq ˜̃F

(
q,ω+

)
e−iq·r, (D.0.2)

which in the limit Λ� k
√
ε (ω) becomes

F̃′ret (r,ω+
)
=
i~k3

6πε0r

{
−

(
ε (ω) + 2

3

)2
e−ik
√
ε(ω)r

+

(
ε (ω) + 2

3

)2
cos
(
Λr√
2

)
e
−Λr√

2 −
Λ2

3k2
[ε (ω) + 2]

3ε (ω)
[ε (ω) − 1] sin

(
Λr√
2

)
e
−Λr√

2

}
.

(D.0.3)

with r = |r − r0|. The retarded Green’s function at the position of the probe QD is then
obtained from (D.0.3), by putting r = r0,

lim
r→0 F̃′ret (r,ω+

)
=

~ω3

6πε0c3

√
ε (ω)

(
ε (ω) + 2

3

)2
−
i~ω3

6πε0c3

[
1

R

(
ε (ω) + 2

3

)2
+
1

R3
2

3

(
ε (ω) + 2

3ε (ω)

)2
(ε (ω) − 1)

]
,

(D.0.4)
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with R =
√
2k/Λ.
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Summary

Electromagnetic Coupling of Quantum Dots

In our work, we have theoretically and experimentally investigated the electromagnetic
coupling in different quantum dot (QD) systems. The optical interaction between the
QDs is in fact a dipole-dipole interaction, which is mediated by both real and virtual
photons. The real photons are responsible for the spontaneous and incoherent energy
transfer and the exchange of virtual photons governs the coherent coupling between the
QDs.

In this thesis, we started with the simplest case of a two-QD system. The analysis car-
ried out allows us to propose that the collective spontaneous emission of a QD ensem-
ble provides an opportunity for the design of quantum nano-antennas whose radiative
properties are dictated by the initial state of the system. Just by changing the QD-QD
distance, we are able to increase (superradiance) or decrease (subradiance) the PL in-
tensity as well as the spontaneous emission rate in a particular emission direction com-
pared to the uncoupled system. A change of the QD-QD separation will also modify the
amplitude and width of the emission spectrum. From the experimental point of view,
the spontaneous emission spectrum (PL), and the emission dynamics can be easily mea-
sured by locating the detectors at different angular positions around the radiating QD
system. The directionality of the emission is one of the key characteristic of a quantum
antenna in which nano-scale quantum correlations give rise to far-field consequences.

We then extended this concept to a more complicated system of a 2D periodic rectan-
gular lattice of QDs. In such structures, the lattice constant and the phase shift imposed
by the initial excitation play important roles. If two rectangular lattices are intermixed,
the separation of QDs in each unit cell is another variable that comes into play. By en-
gineering appropriate values for the lattice periodicity, the QD-QD separation and the
phase shift, we can achieve almost any desired value for the single-lattice and collective
QD emission rates. Similar to the simple case of the two-QD system, the collective emis-
sion rate of a two-lattice system can also be either superradiant (faster) and subradiant
(slower) as compared with the emission rate of the single lattice.
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Proceeding one step further towards even more complicated structures, we studied self-
assembled QDs in which the QDs are randomly distributed in a plane and follow a
Gaussian size distribution. Due to the large inhomogeneous broadening in such sam-
ples, the dephasing time is usually shorter than the characteristic superradiance time
required to build up a coherent emission. Thats why it is unlikely that we can observe
cooperative effects in these type of samples. However it is possible to observe and mea-
sure collective effects. In randomly distributed QD samples, the local field acting upon
each QD is strongly modified by altering some parameters like the QD density and the
initial excitation. We found that the emission is slower in dense QD samples. In the case
of dilute QD samples, the increase of the radiative decay time is proportional to the QD
density squared. We also found that the collective radiative decay time is proportional
to the square power of the initial population difference. The collective emission thus
vanishes when exactly half of the QDs are excited. However, when the QD system is ei-
ther weakly excited (only one QD is initially excited) or highly excited (all QDs excited,
except one), the electromagnetic coupling between the QDs in the ensemble and thus
also the emission decay time is maximum. This phenomenon is called radiation trap-
ping and is a consequence of the local-field modification in a system that is composed
of both dispersive (excited) and absorptive (not excited) QDs. This phenomenon and
its consequences are verified experimentally in our work for a sample of self-assembled
InAs/GaAs QDs. By employing the Time Resolved Differential Reflectivity (TRDR)
technique, we measured the decay time of the QD excitation. We showed that the emis-
sion rate of those QDs which are closer to the center of the size distribution and thus are
of higher density, is slower than that of the QDs in the tails of the QD size distribution.
Moreover, we indicated that for a certain pump-power that statistically half of the QDs
are excited, the emission decay time is minimum. This point corresponds to the zero
population difference at which the collective effects are absent. However, for the higher
and lower pump-powers, the emission rate is faster. We clearly observed that for very
low and very high pump powers, the decay time tends to a maximum value, which is
an indication for more effective collective effects in these pump-power regimes.
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