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Summary

The work focuses on up-scaling of pulsed power induced corona plasmas for indus-
trial processing. This kind of plasma processing ranges from removal or conversion
of pollutants to synthesis of fuels. It is an electric processing technology that of-
fers the advantage of time and space compressed high power enabling relatively small
plasma reactors and high chemical efficiency at ambient temperature and pressure.
Up-scaling of pulsed corona technology relates to pulsed power source and reactor,
lifetime, reliability and efficiency. Processing relates to an instationary and inhomoge-
neous plasma-chemical system driven by nanosecond pulsed power. Industry appears
through applications in pollution control problems in special cases: traffic emissions,
toluene, and various other compounds.

The general frame of the work can be explained as conversion of electrical energy
into pulsed corona discharges that initiate chemical processes. Not only high electrical
efficiency but also high chemical efficiency is essential for successful introduction of
corona technology in the industry. The field of study can be divided into three main
topics: 1. Pulsed power generation: conversion of mains supply to nanosecond high
voltage pulses. 2. Plasma generation: conversion of electrical pulses into streamer-
corona plasma in a reactor volume. 3. Plasma processing: conversion of chemical
components by streamer-corona discharges. Practical plasma processing is a challenge
because industrial waste flows often contain various compounds under different cir-
cumstances (e.g. temperature, humidity, oxygen level, bulk gas) making it difficult to
predict by-products and required plasma energy density. To investigate this, a semi-
industrial scale pilot wire-cylinder type corona reactor and pulsed power modulator
was constructed for on-site demonstrations and application research in the industry.
Several applications are studied in detail using chemical diagnostics. The applied re-
actor has a multiple cylinder-wire type structure. If nanosecond pulses are applied
to such a large structure, design rules are required to optimize energy distribution in
the reactor. The energy sharing between multiple cylinders is investigated by applying
nanosecond ICCD imaging. The role of cylinder length is investigated. Development
of a robust long lasting switch is essential for the introduction of large scale pulsed
corona systems and therefore widely discussed in this thesis. The repetition rate is

v



Contents

boosted by a novel circuit topology of a fast 30 kV, 5 kHz repetition rate capacitor
charger. The work has led to the following results:

Development and proof of stand-alone apparatus for pulsed plasma driven process-
ing. The spark gap power modulator is capable of generating 80 ns FWHM, 20 ns rise
time, (up to) 10 J pulses with a maximum repetition rate of 1 kHz. This 10 kW power
supply consists of a resonant capacitor charger, spark gap switch and a transmission
line transformer. The corona unit is autonomous, can serve in continuous operation
and is incorporated in a 20 feet freight container.

Demonstration and analysis of processing cases: pollution control for NOx, toluene,
limonene, ammonia and hydrogen sulfide. Pulsed corona technology was successfully
demonstrated during several lab and field pilot tests. Removal of low levels of NOx in
traffic tunnels proves to be difficult. The pulsed corona discharges intrinsically produce
ppm level NOx at high energy densities, limiting the removal of low inlet levels. NOx

removal levels of 60-80 % were obtained for reactor inlet concentrations of 2-10 ppm.
Removal of high level NOx was successfully demonstrated at an incineration plant and
during lab experiments. Up to 80 % conversion of 60-70 ppm NOx was obtained. The
conversion efficiencies for converting 14-59 ppm NOx during lab experiments are 9.7-
12.3 g/kWh. The degradation of VOCs requires high energy densities (up to 92 J/L).
The degradation product spectra can be complex and can contain toxic compounds
if the applied energy density is too low. Acceptable residual products at high energy
densities are acetic and formic acid. A conversion rate near 100 % was achieved for H2S.
The conversion efficiencies were 7.4-10.8 g/kWh for 9-31 ppm inlet concentration. The
conversion efficiency for 13.5 ppm NH3 is 3.7 g/kWh. Reasonable results of particulate
matter removal were achieved during a field test. The collection efficiency of the largest
particle range is the highest, 94 % on average. The collection efficiency lowers as the
particle size decreases: 89 % and 58 % for respectively the 2.5-10 µm and 1-2.5 µm
range. The total collection efficiency (0.25-10 µm) is 60 %.

Modeling and design of an intelligent power modulator reliably feeding a stochas-
tically behaving spark gap. Adaptive control, high pulse repetition rate, wide voltage
regulation, and high output power are features of this device. A spark gap switch
can fire spontaneously during charging (pre-firing) of the capacitor due to stochastic
breakdown behavior. The resulting near short circuit of the output can easily be han-
dled repetitively by the novel circuit. A 15 kW prototype has been built and proof of
concept has been demonstrated. The charger is capable of charging a 8.4 nF capacitor
to 30 kV in 35 µs with 91 % efficiency. The maximum repetition rate of this 3.8 J/cycle
charger is 5 kHz.

Design, modeling and characterization of a long lifetime spark-gap system. The
spark gap is probably the most critical component in the pulsed power system because
of the recovery and erosion behavior. A novel N2 closed loop spark gap purging system
was developed which enhances the recovery (and thus increases the repetition rate)

vi



of the switch efficiently. The required purging power was reduced to 14 % of the
transferred power by the switch. This is a major energy saving improvement compared
to spark gap switches which are purged with compressed air. The overall best recovery
result was obtained by applying a N2/H2 (95/5) mixture in the closed loop system.
The spark gap was able to operate up to 1 kHz in the triggered mode and the voltage
recovery voltage was 62 % at 5 kHz repetition rate during continuous pre-fire operation.
Multiple spark gap electrode materials were tested and copper proved to be the best
material in this application. Erosion of the cathode length was reduced to zero and
erosion of the anode was reduced to 165 µm/day. A model based on the heat diffusion
equation has been developed to gain insight in the erosion behavior.

Design, modeling and characterization of a pulsed plasma reactor system. Nanosec-
ond ICCD imaging has been applied to the demonstrator reactor to study streamer
inception and propagation of the streamer plasma simultaneously in sixteen cylinders.
Significant deviations in the development of the discharges were not observed when
comparing the cylinders mutually. A 4.5 m long corona reactor has been constructed
and equipped with voltage and current sensors (8 in total) to study plasma generation
inside corona reactor cylinders as a function of reactor length. Strong reflections at
the end of the reactor are observed during measurements for pulse rise times which
are shorter than the transient time of the reactor. Local development of the streamers
(number of streamers and/or speed) is affected by the reflection behavior resulting in
an uneven energy distribution along the reactor. A lumped element SPICE model is
developed to simulate the reflection behavior of the reactor. The source voltage has
a strong effect on the impedance matching between source and reactor. Higher volt-
ages result in more intense plasma generation and lower reactor impedances. Even if
mismatches occur due to low reactor impedances, the energy transfer efficiency always
increases when the voltage is increased. The high source voltage allows reflections in
the system to be consumed by the plasma.
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Introduction

The application of non–thermal plasmas for pollution control was first studied by
Schwarz in 1876 to destruct hydrogen sulfide using ozone [1]. Werner Von Siemens
invented the Dielectric Barrier Discharge (DBD) reactor for ozone generation earlier
that year. Corona discharges for conversion of pollutants have been widely investigated
since then. Some DBD and DC corona based systems are commercially available
nowadays for degradation of relatively easy compounds. Much later work showed that
nanosecond pulsed corona discharges are the most efficient [2–4] and most powerful.
A few pulsed corona demonstration pilot plants were constructed since the 90s [5].
Most of them were deployed for conversion of NOx and SOx in flue gas. Energetic
electrons in pulsed discharges create highly reactive radical species which are capable
of degrading target pollutants such as NOx. Although pulsed corona discharges are the
most efficient and versatile for the conversion of pollutants, commercial devices are not
available. However, strict legislation demands new technologies brought to market for
specific emission problems where conventional technologies have poor performance or
are economically not viable. Pulsed corona is especially suitable for low ppm (parts per
million) pollutant concentration levels, typically between 1–1000 ppm, and can handle
a variety of components simultaneously. Another unique feature is the capability to
adapt the plasma power (and the required conversion level) on–demand.

A challenging task is the up-scaling of pulsed corona technology to handle large
flows and to design pulsed power devices which are capable of energizing large reactors
at high electrical efficiencies. In this thesis we focus on efficient high repetition rate
pulsed corona plasma generation and plasma processing for large scale air purification
applications.

1.1 Electrical discharges & plasma processing

Electrical discharges can be generated by an electric field produced between two elec-
trodes [6]. To initiate a discharge, one or more free electrons are required. Free
electrons as a result of e.g. cosmic radiation or radioactivity are always present in our
atmosphere, typically 104–106 electrons/m3. The electric field is highest near a sharp
electrode (e.g. wire or point) with a strong non-uniform electric field. Initiation of the
discharge will likely be in this inception zone. A free electron will be accelerated in

1
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Figure 1.1

the electric field and is capable of liberating an electron from a molecule upon colli-
sion if sufficient energy is gained by the electron. The molecule is now ionized and an
additional electron has become available which is also accelerated in the electric field.
The electrons multiply rapidly causing an electron avalanche. The avalanche develops
a self–induced electric field because electrons and less mobile positive ions move in
the opposite direction. The avalanche transits into a streamer when the self–induced
electrical field is of the same order of magnitude as the applied electric field. A large
field enhancement is present in front of the head of the streamer, resulting in many
new electrons which are created in front of the head. A channel like appearance of the
streamer results from the head which propagates in the direction of the electric field.
This type of streamer formation is called anode directed (ADS) because the negative
electrons travel in the same direction as the streamer head towards the anode, see
Figure 1.1.

Cathode directed streamer (CDS) formation is more complicated because electrons
travel in the opposite direction of the electrical field. The discharge will be initiated
near the non-uniform electric field of the sharp anode. Accelerated electrons create high
energy photons upon collision with molecules, the electrons are sunk into the anode as
they reach the electrode. The photons are capable of initiating ionization and secondary
electron generation in front of the streamer head in the opposite direction. CDS or
positive streamers can therefore propagate in the opposite direction of the electrons.

In this thesis we will only consider cathode directed streamers because they have
a lower inception voltage and lower resistance [2]. Energy transfer to the reactor is
therefore more easy to accomplish. This is essential for large scale systems with high
electrical efficiency.

Some of the high energy electrons in the streamer discharge are also capable of dis-
sociating molecules upon collision. The fragments of these molecules are highly reactive
reactive species, called radicals. Dissociated oxygen and water vapor molecules result
in atomic oxygen and hydroxyl radicals. The species have a short lifetime, typically in
the microsecond range [7]. Ozone (O3) is a strong oxidizer which is also created and
can exist for a long time at low temperatures. During air purification plasma processes,
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Figure 1.2: Streamers are generated by applying nanosecond high voltage pulses
to a reactor. Fast electrons in the streamer heads create active species upon col-
lision with the bulk gas. These species react with the pollutants. Conventional
technologies are used to remove conversion products if necessary.

these species react with other target molecules (pollutants), converting hazardous pol-
lutants into less harmful compounds or compounds which can be easily removed with
conventional technologies such as wet scrubbers, catalysts or active carbon [8]. The
plasma processing steps for air purification are summarized in figure 1.2.

The streamers travel with a speed of 1–2·106 m/s in atmospheric conditions if a
fast rise–time high voltage pulse is applied to the electrodes. Basically, the higher the
voltage and rate of rise applied to the electrodes, the higher the electron acceleration
(and energies), and the more efficient radicals are produced. A fast nanosecond rise
time is required to build up the electric field between the electrodes as fast as possible
after the discharge is initiated in the inception zone. Research shows that the number of
streamers and streamer thickness increases with faster rise times and higher voltages
[2, 9]. For processing efficiency, a large streamer volume is desirable. The streamer
head propagates to the opposite electrode until it crosses the gap. An ionized channel
is now formed which will heat up if the voltage over the electrodes remains present. If
sufficient energy is applied, the channel can heat up to thousands of degrees Kelvin,
transiting from a streamer discharge into a spark discharge. Streamers are a form of
non-thermal plasma while sparks are thermal plasma. The resistance of a streamer
channel is relatively high, typically in the multi kΩ range for 5–10 cm long discharges.
Spark discharges on the other hand, have a very low resistance, in the Ohms range.
To prevent transition into a spark and resulting energy dissipation, we allow only the
primary streamer to cross the gap. A small amount of additional energy fed to the
ionized channel is allowed because radicals can still be produced (less efficiently) in
the channel for a limited time frame. This time frame is referred to as the secondary
streamer regime. Ideally we want to apply a square high voltage pulse to the electrodes.
The width of the pulse should be equal to the propagation time of the primary streamer.
Figure 1.3a shows the top view of a typical corona reactor for air purification, a wire–
cylinder reactor. The process gas flows axially through the grounded cylinders which
are visible in the image. A 20–ns rise time pulse is applied to the wires in the center
of reactor cylinders. Figures 1.3b–d show the inception of streamers and propagation
of the streamers at multiple moments in time. The streamers cross the 7.5 cm gap
in approximately 80 ns. The images are captured using an intensified CCD camera,
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(a) (b) 10-20 ns (c) 40-50 ns (d) 80-90 ns

Figure 1.3: Streamer propagation in 8 parallel wire–cylinder reactor cylinders.
The diameter of the cylinders is 15 cm. The wires are suspended on the vertical
bars which are visible in (a). The streamers propagate with a typical speed of
1–2·106 m/s. Images b–d illustrate the development of the streamers from the
wire in the center to wall of the cylinders. These images are captured using an
ultra fast ICCD camera with exposure times of less than 10 ns.

especially the heads of the streamer are bright and appear as dots in the images.
Typically 1–2 streamers per mm leave the wire in a random direction, creating an
inhomogeneous and instationary plasma.

Exposure of a full pulse clearly shows the streamers which develop like channels
between the wire and cylinder wall, see Figure 1.4a. Figure 1.4b shows a 30–s exposure
image of a repetitive streamer plasma (500 pulses per second) in the same reactor. The
plasma looks homogeneous to the naked eye because excited nitrogen molecules emit
photons during their de–excitation on a much longer time scale than the nanosecond
streamers and because the image shows an overlap of 15000 repeated random streamer
developments.

1.2 Pulsed power technology for plasma generation

Pulsed power technology is the vital tool to generate the high voltage pulses which are
required for streamer plasma generation. A challenging task is the up-scaling of pulsed
corona technology to handle large flows, typically 10.000-100.000 Nm3/h (Normal cubic
meter per hour). The needed plasma power for removal of compounds can be between
10–300 kW depending on the flow, pollutant, concentration level, needed conversion
level, etc. All this power needs to be compressed into repetitive pulses which are less
than 100 ns wide. A multiple stage pulsed power system has been developed to achieve
this goal. Figure 1.5 shows an overview of the components in our pulsed corona setups.
First, a capacitor charger is applied to charge a high voltage energy storage capacitor.
The energy is released into a pulse forming network via a high power closing switch.
Finally, a high voltage pulse is generated and fed to the reactor. There are multiple
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(a) ICCD camera (100 ns exposure) (b) DSLR camera (30 s exposure)

Figure 1.4: Top view of a 16 cylinder corona reactor.

strategies possible to feed the needed power to the reactor. One option could be to
use a large electrode distance. Streamers propagate for a longer time period, pulses
can be wider, a higher voltage is needed, resulting in a large amount of energy per
pulse which can be applied to the reactor. A second strategy would be to apply a
limited amount of energy per pulse but at a higher repetition rate. The last option
is preferred because on average the plasma in the reactor becomes more homogenous.
Radicals are short-lived and quench if they are not able to initiate chemical reactions.
From a plasma processing efficiency point of view it is better to create the radical
flux more distributed in time [10]. So an efficient switch is needed which is capable
of switching tens of kilovolts, multiple kilo amperes with nanosecond rise time and
repetition rates in the kHz range. Solid state switches are unfortunately not capable
or not suitable for handling these switching characteristics. High switching losses, high
risk of damage, a large number of parallel and/or series elements are required and the
resulting high cost are major drawbacks. Magnetic pulse compression (MPC) [11,12],
drift step recovery diodes [13] or SOS diodes can be considered but the efficiencies
are often limited. Spark gaps are very efficient compared to other switching methods
but are often considered unreliable because of their erosion, recovery and stochastic
breakdown behavior. A thermal plasma between two electrodes evaporates a small
amount of electrode material at every switch moment. The gas between the electrodes
which acts as a dielectric insulator needs to recover after switching before it can hold off
the full switching voltage again. The repetition rate of the switch is therefore limited.
Designing an efficient, high repetition rate, robust spark gap will be the key for creating
industrial size pulsed corona systems.
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Figure 1.5: Component overview of a pulsed corona system. A high voltage
capacitor is charged by a fast capacitor charger. The energy is discharged in
nanoseconds into a pulse forming line via a high power closing switch. The
generated pulse is fed to the corona reactor.

1.3 Project goals

Eindhoven University of Technology and HMVT-Antea Group started a collaboration
to explore the applicability of the technology with as ultimate goal development and
introduction of successful products. The first step was to construct a prototype for
on-site demonstrations to show the potential of pulsed corona technology to customers
in the air purification business. During this process, a view into up-scaling of the
technology resulted into several research topics which acquired attention. Multiple
technical challenges need te be resolved for successful introduction of pulsed corona
technology into the market. The power level and the repetition rate of the plasma
system needs to be increased. Reactors need to be designed for large flow handling
and large plasma volumes.

The first project goal resulted from the desire to explore the applicability in the
industry.

• Development of a robust and fully autonomous pulsed corona demonstration unit
which can be applied for on-site air purification pilots.

• Exploring multiple air purification applications with the demonstration unit.

TU/e and HMVT-Antea Group developed a 10 kW pilot unit which was success-
fully demonstrated during a series of field and lab experiments. Experimental data of
multiple air purification applications were acquired. The repetition rate and output
power of the pulsed power supply proved to be limited. Mainly caused by the spark
gap switch which was therefore a focus area. Also the life-time of spark gap switches
is limited, therefore lifetime estimation and improvement is of great importance. En-
ergizing a large corona reactor with nanosecond pulses proved also to be challenge.
Industrial size reactors need to be capable of handling thousands of cubic meters of
air per hour. Due to the physical size of the reactor, pulse rise-times approach the
transient time of the reactor structures, resulting in reflections and interaction with
plasma generation. The latter focus areas resulted in the following project goals:
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• Development and characterization of an efficient pulsed power system which can
operate in the kHz range.

• Life-time and recovery characterization of the spark gap switch. Modeling of the
erosion behavior of the spark gap electrodes.

This goal was achieved by creating a novel fast capacitor charger (5 kHz repetition
rate) which is optimized for spark gap switches. A closed loop purging system was
developed to enhance the recovery time of the spark gap. Switching performance was
characterized and a model was developed which gives insight in the erosion behavior.

• Study the energy coupling between the pulsed power source and large corona
reactors.

An additional pulsed corona setup was composed with a long corona reactor to
investigate the energy distribution and reflection behavior inside long reactor cilinders.
Energy sharing between multiple reactor cilinders was investigated in the demonstra-
tion unit. Also the impedance matching between source and reactor and the effect on
energy transfer efficiency was investigated.

1.4 Chapter overview

• Chapter 2 In this chapter we describe the demonstration unit for air purifi-
cation. Design considerations for the pulse source are discussed. Reactor and
required ancillary devices are described.

• Chapter 3 A novel 5 kHz repetition rate capacitor charger which is optimized
for spark gap based pulsed power systems is described in this chapter. Circuit
modeling, design and implementation are discussed.

• Chapter 4 In this chapter we extensively discuss the switching performance of
the pressurized spark gap. Electrode erosion is modeled and measured. Recovery
and switching performance is characterized.

• Chapter 5 Design considerations for the reactor are discussed and energy
distribution in large corona reactors is characterized with multiple setups. Also
the electrical transfer efficiency from source to the plasma is investigated.

• Chapter 6 Plasma processing data of multiple applications which is gathered
during field and lab experiments with the demonstration unit is presented in this
chapter.

• Chapter 7 In the final chapter we present the conclusions and our recommen-
dations for future work.
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Pulsed power technology for industrial demonstration

Abstract

An autonomous semi-industrial scale pilot wire-cylinder type corona system
has been constructed for on-site air purification demonstrations in the industry.
The reactor is powered by a 10 kW spark gap based pulsed power supply, capable
of generating 60 kV 80 ns wide pulses with 1 kHz repetition rate. The pulses
are optionally superimposed on a 0-30 kV DC-bias to enable electrostatic precip-
itation. Autonomous operation of the system is enabled by a PLC system and
dedicated control system.

2.1 Introduction

Pulsed corona technology for air pollution control has been widely investigated by
lab experiments in a controlled environment. A challenging task is the up-scaling of
pulsed corona technology to handle large flows and finding suitable applications. Al-
though pulsed plasma technology has increased complexity in comparison to dielectric
barrier discharge (DBD) [15,16] or DC plasmas [17,18], it offers more advantages mak-
ing it more suitable for scale-up. It enables high plasma energy in a relative small
reactor volume, enables plasma generation in harsh conditions (e.g. temperature,
dust/contamination, varying gas composition) and has increased radical production
efficiency due to short pulses [2–4].

Waste flows often contain various components under different circumstances (e.g.
temperature, humidity, oxygen level, bulk gas) making it difficult to predict by-products
and required plasma energy density to convert or remove the target components to an
acceptable level. Thereby the air purification business consists mainly of conventional
technologies and is sceptical towards novel concepts. On-site demonstrations in the

Part of the content in this chapter has been published previously in [14]:

• F.J.C.M. Beckers, W.F.L.M. Hoeben, T. Huiskamp, A.J.M. Pemen, and E.J.M. van Heesch.
Pulsed corona demonstrator for semi-industrial scale air purification. IEEE Transactions on
Plasma Science, 41(10):2920–2925, 2013
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Figure 2.1: Schematic overview pulsed corona demonstrator.

industry of pulsed corona technology are required to verify applications, estimate in-
vestment and operational costs (e.g. energy consumption) and to stimulate interest by
costumers for the technology. To achieve these goals, an autonomous semi-industrial
scale pilot wire–cylinder type corona reactor has been constructed for on-site demon-
strations and application research in the industry. Only limited examples of on-site
corona research are available in literature [19–28]. The majority of these pilot tests
focussed on removal of NOx and SOx in flue gas.

Our first demonstration setup consisted of an electrode–plate type reactor and
nanosecond spark gap based pulsed power supply which was used for initial lab ex-
periments. The reactor was initially designed for DC/AC corona generation [29] and
converted for pulsed operation. This reactor setup was later discarded because of poor
electrical transfer efficiency from the pulse source to the reactor. A robust wire–cylinder
type corona reactor and more powerful 10 kW pulsed power supply is subsequently ap-
plied for further research. The corona reactor was build for tar cracking in syngas and
first described in the PhD thesis of Yan [30]. Winands [2] performed the first successful
air purification test with this reactor at a compost processing facility. At that point
the reactor, power supply and ancillary equipment were separate parts which needed
to be assembled on-site.

The system is now substantially redesigned and almost completely rebuild for con-
tinuous operation. The reactor was fitted on a new frame so it could be incorporated
in a 20 feet freight container for easy transportation (see image 2.2). The reactor
was fitted with new high voltage feedthrough insulators, the spark gap was partially
redesigned, the DC-bias system was completely redesigned and a different resonant
charging unit was composed. The only part of the system which remained untouched
was the transmission line transformer. Multiple newly designed systems enable au-
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Figure 2.2: Pulsed corona pilot container at a domestic waste handling facility.

tonomous operation and remote control of the pilot demonstrator. Various charac-
teristics such as plasma power, pulse source performance, reactor process flow and
temperatures are continuously monitored. Multiple supporting ancillary devices were
installed in the container to enable plug and play on-site demonstrations. A fan pulls
the processed air at a pilot facility through the corona system (see Figure 2.1). An
active carbon filter is added to remove ozone [31] and residual components [32] from
the effluent gas flow which enables safe emission at ground level outside the container.
Advanced chemical diagnostics can be applied to sample the in- and effluent process
gas of the corona reactor to study conversion efficiency of components and formation
of by-products.

This chapter will give an overview of the demonstrator components and the most
important design considerations for the pulse source. A part of this work has been
previously described in [2,30] and will therefore not be extensively repeated. Multiple
ancillary devices will be described in Section 2.3.2. The plate–electrode reactor setup
which was initially applied for some of the plasma processing experiments is briefly
described in the last Section.

2.2 Power supply

The spark gap based power modulator can be divided into multiple parts which com-
presses mains power into 80 kV, 1.5 kA, 80 ns FWHM pulses with 1 kHz maximum
repetition rate, see figure 2.3. A resonant capacitor charger charges the energy storage
capacitor Ch to 30 kV. The spark gap switch is subsequently triggered by an RLC cir-
cuit and the energy is discharged into the reactor via a transmission line transformer
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Figure 2.3: Schematic overview of the power modulator.
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(TLT) which doubles the voltage to 60 kV. The generated pulse is superimposed on
the DC-bias voltage (typically 20 kV) via coupling capacitor Cdc. The DC-bias filter
network holds off the 60 kV pulses to protect the DC supply and recharges Cdc after
pulse generation to restore the bias voltage on the reactor.

2.2.1 Resonant capacitor charger

Ch (15 nF) is charged in 40 µs to 30 kV with 1 kHz repetition rate by the resonant
capacitor charger which is described in [33]. A simplified schematic is shown in Figure
2.4, snubber circuits over the thyristors, inrush relays and thyristor gate drive circuits
are omitted. The component values are shown in Table 2.1.

The charger operates by successively triggering three thyristors during each charg-
ing cycle. Each schematic in Figure 2.5 corresponds to a thrysitor which is triggered
and a time slot (tx-tx+1) of the voltage and current waveforms in Figure 2.6. C0 is
continuously charged by mains to 500–540 V via a three phase rectifier, a line reactor
is added to improve the power quality of the device [34].
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Table 2.1: Capacitor charger component values.

Component value
C0 3300 µF
Cl 18 µF
Ch 15 nF
L1 25 µH
L2 600 µH
R1 5 kΩ
R2 4 kΩ
N 40
Ls 15.7 µH

C0 Cl

L1Th1

Th2

Th3

D1

L2

R2

Ch
R1

D2

L2

C0

t0-t1

t2-t3

t4-t5

Ls

LM

Pulse transformer

C0 Cl

L1Th1

Th2

Th3

D1

L2

R2

Ch

R1

D2Ls

LM

Pulse transformer

Cl

L1Th1

Th2

Th3

D1

L2

R2

Ch
R1

D2Ls

LM

Pulse transformer

Figure 2.5: Equivalent circuit of the resonant capacitor charger. Each schematic
corresponds to the current path (red arrows) in the circuit after triggering a
thyristor.
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Figure 2.7: Resonant capacitor charge cycle (Pre-fire operation).

(t0 − t1) Cl (18 µF) will be resonantly charged after the first thyristor (Th1) is trig-
gered. The charging level is determined by the initial voltage on Cl (VCl(t0))
and the voltage on the supply buffer, see Equation 2.1. The equation can be
simplified to Equation 2.2 because C0 >> Cl (3300 µF >> 18 µF).

VCl(t1) = VCl(t0) +
2C0

C0 + Cl

(
VC0(t0)− VCl(t0)

)
(2.1)

VCl(t1) ≈ 2VC0(t0)− VCl(t0), C0 >> Cl (2.2)
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The charging time TTh1 can be calculated by Equation 2.3 and has a value of
66.5 µs. The peak current through Th1 can be calculated by Equation 2.4.

TTh1 = π
√
L1Ctot , Ctot =

C0Cl
C0 + Cl

(2.3)

ÎTh1 =
VC0(t0)− VCl(t0)√

L1/Ctot
(2.4)

(t2 − t3) The energy stored in Cl will subsequently be resonantly transferred to Ch

after triggering Th2. L2 (600 µH) and R2 (5 kΩ) form a low pass filter which
enables lossless transfer of the charging energy to Ch but dampens transients
which occur when the capacitor rapidly discharges during pulse generation. The
stray inductance (Ls) of the pulse transformer is part of the resonant circuit.
The winding ratio of the transformer (N) and Ls is respectively 40 and 15.7 µH.
A complete energy transfer will be achieved under the condition that Cl = N2Ch

(see Equation 2.5 and 2.6).

VCh(t3) =
2NCl

Cl +N2Ch
VCl(t1) (2.5)

VCl(t3) =

(
1− 2N2Ch

Cl +N2Ch

)
VCl(t1) (2.6)

These capacitor values are not matched in practise to create a negative residual
voltage on Cl (Cl < N2Ch), see Figure 2.6 at t3. Thyristors need a negative
voltage after the zero crossing of the current for proper turn-off [35]. The fast
thyristors which are applied in the circuit need at least 100 V negative volt-
age during their specified turn-off time (tq). The negative voltage over Th1 is
typically 300–500 V after the zero-crossing of the current through the device,
additional attention is not required for this thyristor. The charging time TTh2

can be calculated by Equation 2.7 and has a value of 42 µs. The peak current
through Th2 can be calculated by Equation 2.8.

TTh2 = π

√√√√(Ls +
L2

N2

)
Ctot , Ctot =

ClN
2Ch

Cl +N2Ch
(2.7)

ÎTh2 =
VCl(t1)√
Ls+(L2/N2)

Ctot

(2.8)

(t4 − t5) Ch is now fully charged and the spark gap can be triggered. When firing of
the spark gap occurs during charging, the closed gap and TLT acts as a low load
impedance. The resulting underdamped Rgap − Lstray − L2 − Cl circuit causes
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the remaining voltage on Cl to reverse, see Figure 2.7. Although the energy is
not lost, the voltage on Cl becomes more negative as the spark gap fires earlier
during the charging of Ch. Recharging Cl during the following cycle would lead
to excessive overcharging of the capacitor, see Equation 2.2. This will result in
a higher charging voltage on Ch and increased prefire probability, reversing the
voltage on Cl even more. This unstable operation can destroy the charger by
over voltage of the thyristors. The problem is solved by reversing the voltage
on Cl after each charging cycle by the additional thyristor Th3. The voltage
is resonantly reversed via Th3 − Cl − L1 resulting in VCl(t5) = −VCl(t3). The
voltage on Cl at the start of the cycle (VCl(t0)) stabilizes when it is equal to
the voltage at the end of the cycle (VCl(TTh3)). Substitution of this condition in
Equation 2.2 results in Equation 2.9.

VCl(t1) = 2VC0 − VCl(t5), VCl(t0) = VCl(t5) = −VCl(t3) (2.9)

Solving this equation results in expressions for the maximum charging voltage
on VCl and VCh during stable operation, see equations 2.10 and 2.11. The values
for VCl(t1) and VCh(t3) are respectively 910 V and 31.2 kV for an average supply
voltage (VC0) of 520 V. The reverse voltage on Cl (VCl(t3)) will -130 V. The peak
currents through Th1 and Th2 are respectively 331 A and 765 A.

VCl(t1) =
Cl +N2Ch
N2Ch

VC0 (2.10)

VCh(t3) =
2Cl
NCh

VC0 (2.11)

(t3 − t→) The voltage which is imposed over the primary winding of the transformer
during charging increases the magnetization current (ILM ) of the transformer.
The total ∆ILM at the end of the charging period TTh2 can be calculated by
equation 2.12. LM = kLprim, where k is the coupling coefficient and Lprim the
primary inductance of the transformer. The magnetization current is able to
freewheel via D1 − R1 after Th2 switches off. First the voltage over the sec-
ondary winding has to reverse which implies that the charged stray capacitance
of the secondary winding needs to oscillate with the secondary inductance of the
transformer. Energy in the stray capacitance will be transferred to the magneti-
zation inductance which slightly increases the magnetization current. This effect
will be neglected for this analysis but will be discussed in detail for the novel
circuit topology with increased repetition rate capability in Chapter 3. These
losses will affect the efficiency of the charger for higher repetition rates more
significantly. The energy in LM will be dissipated in R1 and the magnetization
current will decay according to Equation 2.13. The transformer only operates in
the upper halve of the B–H curve so the current needs to decay sufficiently before
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the next charging cycle to avoid an accumulating magnetization current which
could eventually drive the core into saturation. A large value for R1 is needed
which allows a large negative voltage over the secondary winding. Care has to
be taken that diode (D1) is able to hold-off the voltage since Ch will be charged
to 30 kV and the voltage over the secondary winding will be negative during the
demagnetization process. The losses in R1 due the magnetization process can
be approximated by: PR1

= 1
2LM Î

2
LM

f , assuming ILM decays to zero between
cycles.

∆ILM =
1

LM

∫ TTh2

0

Vprimdt =
VCl(t2)TTh2Cl
LM (Cl + Ch)

(2.12)

ILM (t) = ILM (t3)

(
1− e

− R1
N2LM

t

)
(2.13)

The final output voltage of the charger is initially (after startup) and after a pre-fire
event not stable because the voltage on Cl at the beginning and the end of the cycle is
not equal. Stabilization of the voltage takes typically 3–5 cycles. The voltage has to
re-stabilize after each pre-fire event. Additional stability analysis can be found in [33].
Although the output voltage of the charger stabilizes, it is still unregulated. Component
heating and mains load (higher repetition rate) can cause the output voltage to deviate
up to 6 %. A novel circuit topology will be introduced in Chapter 3 which solves the
instability issues, enables control of the output voltage, increases the repetition rate
and features an active circuit which resets the transformer core.

2.2.2 Spark gap construction

The spark gap is probably the most critical component in the pulsed power system
because of the recovery and erosion behavior. Performance characterization and design
trade-offs will therefore be extensively discussed in Chapter 4. The triggered spark gap
in the setup has a coaxial capacitor bank (Ch) which is located at the rear of the spark
gap housing. A schematic overview is shown in Figure 2.9.

The trigger electrode is a concentric disc which is suspended in the hollow anode.
The gas flow is directed through the hollow anode and subsequently through the gap
between the trigger disc and anode. The gas diffuses in the trigger-gap which ensures
a homogenous gas flow through the main gap (anode-cathode). The casing of the
spark gap has eight outlet tubes to minimize distortion of the gas flow. The tubes
are combined again in a loop (spoke wheel-like structure). The inner diameter of the
anode and cathode is 26 mm. Electrodes with different outer diameters (do) were used
during experiments to investigate recovery behavior. The gap distance between anode
and cathode is fixed at 3.2 mm. The operating pressure of the switch is between 3 and
3.5 bar in practise.

The sensors of a DI (Differentiating Integrating) measurement system are incorpo-
rated in the spark gap housing to study the switching behavior. A capacitive voltage
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Figure 2.9: Schematic overview of the spark gap electrode arrangement.
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Figure 2.10: Trigger voltage as a function of time.

sensor (D-dot sensor) as well as a single winding B-dot sensor are installed between
two flanges in the interface between TLT and spark gap housing to measure the voltage
on and current through the cathode of the spark gap, see Figure 2.9. The DI-system
will be discussed in Section 2.2.6.

2.2.3 Spark gap triggering

2.2.3.1 RLC circuit for robust triggering

The RLC trigger is a robust and simple circuit to trigger the spark gap, see Figure 2.3
(RT − LT − CT ). The values of RT , LT and CT are respectively 2.2 MΩ, 5 µH and
200 pF. CT is much smaller compared to Ch (15 nF) and CT and Ch are uncharged
at the beginning of a cycle. CT charges gradually via Ch − CT −RT during and after
the charging of Ch, resulting in a decreasing voltage on the trigger electrode of the
spark gap (see Figure 2.10). The voltage on the trigger electrode can be expressed by
Equation 2.14 [30].

VTrigger(t) =
VCh(t3)

2

ω2
Th2(RTCT )2

1 + ω2
Th2(RTCT )2

(
[e
− t
RT CT − cos(ωTh2t)] + sin(ωTh2t)

)
(2.14)

ωTh2 =

√
Ls + (L2/N2)

Ctot
, Ctot =

ClN
2Ch

Cl +N2Ch
(2.15)

The voltage difference between the main electrode (anode) and the trigger electrode
will eventually become large enough to create a discharge in the trigger gap. The
additional inductor LT causes an underdamped oscillation with CT to maintain the
trigger spark for several microseconds. The discharge creates UV light, ionization and

19
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decreased density of the switching medium which results in breakdown of the main gap.
The circuit is failsafe because CT recharges if the discharge in the trigger gap quenches
without initiating the main discharge. Multiple trigger attempts can occur as long as
Ch remains charged and the main gap is not fired. The RLC trigger circuit is used for
continuous operation of the demonstrator because of the very robust behavior.

2.2.3.2 Solid state circuit for accurate triggering

Although the RLC trigger circuit is very robust, it can not be applied when accurate
trigger timing is required. Streamer propagation in the reactor is studied in Chapter
5 which requires synchronization between the spark gap and the ICCD camera. Spark
gap impedance measurements in Chapter 4 also require stable triggering. A simple solid
state pulse circuit was developed to trigger the spark gap with reasonable accuracy.
The trigger unit is controlled by the capacitor charger and is initiated after a presettable
time when the capacitor charger has charged Ch. The circuit is able to apply 30 kV
pulses to the trigger electrode of the spark gap with a rise time of less than 1 µs. The
basic circuit topology of the pulse generator is shown in figure 2.11. The component
values can be found in Table 2.2.

The pulse transformer is constructed with a double ETD59 Epcos N97 E-core.
The primary coil consists of two foil windings. The secondary winding lays on top
of the primary winding on a self made teflon bobbin and consists of 184 windings.
A grounded screen is placed between the primary and secondary winding to couple
transient currents originating from the trigger electrode to ground.

The circuit operates in three steps. Steps tx–tx+1 in figure 2.11 refer to time slots
tx–tx+1 in figure 2.12. Capacitor C1 is the power supply buffer which is typically
charged to 25 V. The value of C2 is 660 nF and will be charged to approximately 300
V during operation.

(t0 − t1) MOSFET M1 is closed and C2 is discharged via the high voltage pulse trans-
former, generating the 30 kV pulse. The stray inductance of the transformer and
parasitic capacitances of the high voltage winding and trigger electrode limit the
rise time of the pulse. The trigger electrode fires at 30 kV (t = t1) in the figure
and Cload discharges rapidly. The trigger will fire at approximately 20 kV in
practise. Two MOSFETs are used in parallel to achieve the required switching
speed with a peak current capability of up to 200 A. Thyristors are too slow
for this application, IGBTs could potentially be applied but are not optimal for
sub-microsecond pulse generation

(t1 − t2) M1 stays closed for 130 µs and the current through L1 (200 µH) will linearly
increase via C1 − L1 − D1 − Lprim −M1 to approximately 15 A. The primary
inductance of the pulse transformer (Lprim) is much lower than the value of L1

so the energy is mainly stored in L1.
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Figure 2.11: Equivalent circuits of the solid state trigger unit. Each circuit rep-
resents a different mode of a single pulse cycle. The current paths are indicated
by the red arrows.

Table 2.2: Solid state trigger component values.

Component value
C1 4400 µF
C2 660 nF
L1 200 µH
R1 4.7 Ω
N 92
Ls 220 nH

Lprim 15.6 µH
Lsec 227 mH
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Figure 2.12: Typical voltage and current waveforms for the solid state trigger
unit.

(t2 − t3) M1 opens and the current through L1 freewheels into C2, charging the ca-
pacitor to 300 V again. Simultaneously freewheels the magnetization current of
the pulse transformer via the R1 −D2-snubber.

The single switch circuit enables control of the output voltage by setting the on-
time of the M1. The voltage on C2 as a function of the on-time of M1 (t0–t2) can
be calculated by equations 2.16 and 2.17. The peak output voltage of the transformer
depends on the capacitive load and can be calculated using Equation 2.18. The charging
time of the load capacitance (THV ) can be calculated using Equation 2.19, where Ls

is the stray inductance and N the winding ratio of the pulse transformer. THV is
approximately 600 ns in practise which results in a load capacitance (Cload) value of
19.5 pF.

IL1(t2) =
1

L1 + Lprim

∫ t2

t0

VC1dt =
VC1(t2 − t0)

L1 + Lprim
(2.16)

VC2(t3) = VC1 + IL1(t2)

√
L1

C2
(2.17)

VHV (t1) =
2NC2

C2 +N2Cload
VC2(t0), VC2(t0) = VC2(t3) (2.18)

THV = π
√
LsCtot , Ctot =

N2C2Cload
N2Cload + C2

(2.19)
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2.2.4 Transmission line transformer

The transmission line transformer (TLT) [36] is used for several reasons:

• The two stage TLT doubles the voltage on Ch which is needed to generate plasma
in the reactor. Designing a 60 kV capacitor charger would also be possible but
the high voltage engineering would be more challenging.

• The pulse waveform can be shaped because the TLT has a fixed input impedance
and sets the discharge time of Ch (and thus the pulse width).

• The output impedance of the TLT can be matched to the impedance of the
reactor. Although the plasma is a dynamic load, the plasma impedance can
settle near the output impedance of the TLT. A section in Chapter 5 will also be
devoted to impedance matching of long corona wire–cylinder reactors.

• The TLT is able to dissipate residual energy in Ch as a result of non-ideal
impedance matching with the reactor. The spark gap is only able to turn-off
if there is no current to maintain the the discharge in the switch. Ch has to be
completely discharged each pulse.

• The TLT provides a charging current path to ground for the coupling capacitor
Cdc. This will be explained in the following section.

The high power TLT of the corona demonstrator consists of two 10 Ω transmission
lines which are constructed inside each other, see Figure 2.3. The inner line structure
consists of two concentric stainless steel tubes submerged in transformer oil (Shell
Diala). The outer line structure is connected in parallel at the spark gap side and
connected in series at the reactor side to create the two stage TLT. The center conductor
of the outer line is actually a set of bars which are placed in a circular pattern to create
the correct impedance. A magnetic core is stacked around the inner line. The radii
ratios of the inner and outer line are equal to create the same impedance, see Equation
2.20. di is the inner diameter of one line and do is outer diameter of the same line.

Z0 ≈
60
√
εr

ln
do
di

(2.20)

A schematic overview of a two stage TLT is shown in Figure 2.13, the line and
magnetic core characteristic can be found in Table2.3. Two transmission lines with
characteristic impedance Z0 (10 Ω) are connected in parallel at the input side and
connected in series at the load side. The 1 m transmission lines have a transient time
(Tline) of 4.95 ns. Tline can be calculated by formula 2.21 where c, εr and µr are re-
spectively the transient time in vacuum, relative permittivity and relative permeability.
The εr of the transformer oil is 2.2.

Tline =
c

√
εrµr

(2.21)
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Figure 2.13: Transmission line transformer with magnetic cores.
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Figure 2.14: TLT input voltage, output voltage and secondary mode current as
a function of time for a matched load.

The input impedance of the TLT is Z0/2 and the output impedance is 2Z0. Current
is able to flow via the inner conductor of the lower line and the outer conductor of the
upper line after Tline when the pulse reaches the output side of the TLT. This secondary
mode current (Is) reduces the gain and efficiency of the TLT. The current is reduced
by stacking magnetic cores (National Magnetics Group CMD5005) around the upper
line to increase the secondary mode impedance (Zs). The cores act as a common mode
choke which only affects the secondary mode current.

Three items are imported for the magnetic core sizing. 1. Zs should be much larger
than Z0 for maximum gain of the TLT. 2. The cores are not allowed to saturate during
the pulse. 3. The transient time in the cores should be high enough to avoid multiple
secondary mode reflections.

The secondary mode impedance can be calculated using Equation 2.22, where Acore

is the sum of the cross sections of all magnetic cors, lcore is the mean magnetic path
of cores, µ0 the vacuum permeability (4 π· 10−7 ) and µr the relative permeability of
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Table 2.3: TLT line and magnetic core characteristic.

Component value
Z0 10 Ω
Tline 4.95 ns
Acore 370 cm2

lcore 400 mm
hcore 1 m
µr 537
Bsat 3.2 T

the core material.

Zs = jω
Acoreµ0µr
lcore

(2.22)

The value of Ch and input impedance determine ideally the output pulse shape,
see Equation 2.23. The rise time of the pulse is in practise limited by the L/Zin time
constant, where L is the parasitic circuit inductance (e.g. spark gap and connections).
Coaxial connections are essential for fast rise times.

Vin(t) = VCh(0)e
−2t
Z0Ch (2.23)

Vout(t) = 2VCh(0)e
−2t
Z0Ch (2.24)

The secondary mode current can be approximated by Equation 2.25. The Equation
is valid under the condition that (Zs >> Z0) because Zs causes a mismatch which
affects the output voltage of the lower line. Substitution of Equation 2.23 results in
Equation 2.25. The result of the calculated input voltage, output voltage and secondary
mode current as a function of time is shown in Figure 2.14.

Is(t) =
lcore

Acoreµ0µr

∫
Vindt =

lcoreZ0Ch
2Acoreµ0µr

VCh(0)

(
1− e

−2t
Z0Ch

)
(2.25)

The second design consideration is saturation of the magnetic core. The flux in the
core can be calculated by Equation 2.26. The saturation flux density Bsat of the core
material should be higher than the actual flux density at the end of the pulse. The
minimum core cross section can be calculated by Equation 2.27. This condition is met
because Acore is 37 cm2 and only 7 cm2 is required.

Φ =

∫
Vindt =

∫ ∞
0

VCh(0)e
−2t
Z0Ch dt =

1

2
Z0ChVCh(0) (2.26)

Acore >
Φ

Bsat
=
Z0ChVCh(0)

2Bsat
(2.27)
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The third design consideration is the height hcore of the total magnetic core. The
transient time in the magnetic core is much lower than the transient time in the lines
due to the high permeability of the core material. A secondary mode wave starts to
propagate back through the core as the pulse reaches the load side of the TLT. The
secondary mode wave reflects again at the left side of the core because of the abrupt
impedance transition. Distortion of the output voltage of the TLT can be minimized
by choosing the secondary mode transient time longer than the pulse width ∆T . The
back and forth time of the magnetic core should than be equal or larger than ∆T . Some
energy is reflected back in the TLT due to initial mismatch between source and reactor.
This reflection is able reflect again at the input side of the TLT and can eventually be
absorbed by the plasma. ∆T should be chosen large enough to allow these reflections.
The core height hcore and minimum TLT length can now be calculated by Equation
2.28 [33]. The core has a length of 1 m resulting in a maximum pulse width (∆T ) of
154 ns.

hcore >
1

2

c∆T
√
εrµr

(2.28)

The corona plasma will eventually quench as the reactor voltage drops below a
threshold level, the output of the TLT will subsequently only be loaded with the
reactor capacitance and secondary mode path. The residual energy in Ch will be
dissipated in the cores during the resulting low frequent oscillation between Zs and
Ch. The spark gap will remain closed as long as there’s current to maintain the spark
in the gap. The core can saturate and de-saturate, positively and negatively during
the oscillation. Different core materials can be used to enhance the damping of the
oscillation [30]. The spark gap should be quenched as soon as possible to maximize
the recovery time between pulses.

2.2.5 DC bias network

The DC-bias network charges the coupling capacitor Cdc and blocks the high voltage
pulse to protect the DC power supply. The value of the bias level is typically 20 kV
during continuous operation and can be set to 25 kV maximum. A schematic of the
circuit is shown in Figure 2.15. The component values can be found in Table 2.4.
Associated waveforms of the voltages and currents are shown in Figure 2.16. The
secondary mode impedance Zs of the TLT is an inductance to ground which is used
as a charging path for Cdc. The TLT is therefore represented by inductance Zs for the
DC-bias circuit analysis.

The coupling capacitor should have a minimum value depending on the DC-bias
voltage level and the amount of charge which is injected by the TLT during pulse
generation. The charge in Cdc at the beginning of the pulse should be larger than
the total charge which is transferred via the TLT to prevent negative undershoot (or
negative charging) of the voltage on Cdc. QTLTout = ChVCh(t0)/2 since the output
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Figure 2.15: DC bias filter circuit. The circuit enables fast charging of coupling
capacitor Cdc.

Table 2.4: DC-bias component values.

Component value
Cdc 14 nF
C2 26 nF
C3 380 pF
L3 4.5 mH
Zs 185 µH
R4 7 kΩ
R5 5 kΩ

current is halved by the TLT. The minimum value of Cdc can be calculated by Equation
2.29 [33].

Cdc >
ChVCh(t0)

2VCdc(t0)
(2.29)

The energy contribution per pulse of Cdc to the plasma can be determined by
considering the injected charge: QCdc(t1) = QCdc(t0)−QTLTout . The residual voltage
(see Equation 2.30) and energy in Cdc after the pulse can thus be calculated. The
difference with the initial energy in Cdc results in Equation 2.31. Cdc is discharged to
approximately 4 kV and 2.7 J from Cdc is transferred to the reactor.

VCdc(t1) = VCdc(t0)− Ch
2Cdc

VCh(t0) (2.30)

ECdc = VCdc(t0)
ChVCh(t0)

2
− Ch

2VCh(t0)2

8Cdc
(2.31)

Cdc is discharged in a few hundred nanoseconds during pulse generation until the
plasma in the reactor quenches. Inductor L2 has a high impedance for the transient
high voltage pulse and holds off the voltage partially. Snubber resistor R5 holds the
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Figure 2.16: Simulated DC bias waveforms.

remaining voltage due to the low transient impedance of the snubber capacitor C3.
The ratio and blocking voltage of diode D3 should be considered to prevent damage
to the diode (jωL3 > R3 + 1/jωC3). Cdc is now discharged almost instantaneously
and will be resonantly recharged in tens of microseconds via C2 −D3 −L3 −Cdc −Zs

because the voltage over Cdc has become (abruptly) lower than the voltage on the
supply buffer C2. The DC bias level is restored very fast to enable almost continuously
precipitation of particulate matter in the reactor. The R5 − C3 − L3 − Cdc − Zs − C2

circuit should be critically damped to avoid oscillations after recharging. The value
of C3 is relatively small: C3 << (Cdc//C2) thus (Cdc//C2//C3) ≈ C3. The value of
snubber resistor R5 can be approximated by Equation 2.32.

R5 =

√
4(L3 + Zs)

C3
(2.32)

The residual voltage Cdc (VCdc(t1)) and voltage level on C2 (VC2(t1)) determine the
new voltage VCdc(t2) if assumed that Cdc is discharged instantaneously during pulse
generation (Equation 2.33). The peak current through the diode and inductor can be
calculated by Equation 2.35, the charging time by Equation 2.34.

VCdc(t2) = VCdc(t1)− 2C2

Cdc + C2

(
VC2(t1)− VCdc(t1)

)
(2.33)

TL3 = π
√

(L3 + Zs)Ctot , Ctot =
C2Cdc
C2 + Cdc

(2.34)

ÎL3 =
VC2(t0)− VCdc(t1)√

(L3 + Zs)/Ctot
(2.35)
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C2 is recharged with a linear ramp by a current mode controlled commercial avail-
able DC power supply. The set value of the voltage on C2, the injected charge by the
TLT and capacitor values will define the DC-bias voltage level (VCdc(t0)). The system
is stable when VCdc(t0) = VCdc(t2), substitution of Equation 2.30 in Equation 2.33 and
subsequently solving results in an equation for the stable DC-bias voltage as a function
of the supply voltage (VC2(t0)).

VCdc(t0) = VC2(t0) +
ChC2 − ChCdc

4C2Cdc
VCh(t0) , VCdc(t0) = VCdc(t2), VC2(t0) = VC2(t3)

(2.36)

The set value of the supply voltage (VC2(t0)) can now be calculated by Equation
2.37. The calculated values for VC2(t0), ÎL3 and TL3 are respectively 16.3 kV, 17.1 A
and 20.5 µs.

VC2(t0) = VCdc(t0)− ChC2 − ChCdc
4C2Cdc

VCh(t0) , VCdc(t0) = VCdc(t2), VC2(t0) = VC2(t3)

(2.37)

The next step is deriving the required output current of the DC power supply. The
minimum voltage on the buffer capacitor VC2(t2) can be calculated by Equation 2.38.
C2 has to be recharged from this voltage.

VC2(t2) =

(
1− 2Cdc

C2 + Cdc

)
VC2(t0) (2.38)

The voltage on C2 after charging for a time period Tps can be expressed by equation
2.39, where Ips is the DC charging current. The pulse repetition rate determines the
charging current needed to recharge C2 before the next pulse cycle, see Equation 2.40.

VC2(t3) = VC2(t2)
1

C2

∫ t2+Tps

t2

Ipsdt (2.39)

Ips =
C2

Tps

(
VC2(t3)− VC2(t2)

)
, Tps <

1

f
(2.40)

The minimum required supply current Ips can be derived by substitution of Equa-
tion 2.38. The power supply current should be at least 297 mA for 1 kHz repetition
rate. A margin for Tps needs to be taken in account because of the jitter in the spark
gap fire moment. The time between two successive pulses is never equal due to the
RLC trigger method. A 12.5 kJ/s 30 kV adjustable DC power supply was applied
which is capable of recharging C2 in approximately 300 µs.

Ips >
C2

Tps

2Cdc
C2 + Cdc

VC2(t0) , Tps <
1

f
(2.41)
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The size of the buffer capacitor C2 needs to be large to minimize the voltage ripple
and Tps needs to be as large as possible to limit the supply current. This has the
advantage that the power supply is able to continuously deliver maximum power to
the buffer capacitor which minimizes peak power handling capability, physical size and
cost of the DC supply. The drawback of a large C2 is the stored energy which is released
when a breakdown occurs in the reactor. The spark in the reactor will be maintained
by the current which is fed via C2 −D2 − L3. The oscillating current is dampened by
D4−R4 as the current becomes negative. R4 has a low value to limit excessive voltage
reversal on the output of the DC supply.

The voltage on Cdc will drop gradually after charging if the DC-bias voltage is
beyond the DC corona inception voltage. The DC-bias voltage can eventually settle
near the supply voltage VC2 depending on the DC corona current, inception voltage
and pulse repetition rate. This dynamic behavior is beyond the scope of the circuit
analysis.

2.2.6 Measurement system

The reactor voltage and current waveforms need to be measured to determine the
energy input of the plasma, observe pulse characteristics (e.g. rise time, peak voltage,
peak current, pulse width, etc.) and to assess the performance of the pulse source e.g.
spark gap switching characteristics.

Interference free measurement of transient high voltage and high current waveforms
in presence of strong electromagnetic fields requires special attention. DI (Differentiating-
Integrating) measurement systems [37] [33] are applied because of their high bandwidth,
high voltage and high current measurement capability, relative easy design procedure
and the possibility of full integration in pulsed power devices. Pulsed power devices
are often constructed coaxially for impedance matching, reduction of inductance and
EMI shielding. The DI-system sensors can be incorporated in the design of the pulsed
power components with limited disturbance of the coaxial structure.

Sensors are incorporated in the spark gap housing and TLT output. Capacitive
voltage sensors (D-dot sensors) as well as a single winding B-dot sensors are installed in
the interfaces between spark gap and TLT and TLT and reactor. These sensors measure
the derivatives of the voltage on and current through the center conductor. The D-dot
sensor consists of a ring which is concentrically placed around the conductor, see Figure
2.17. An insulating medium is present between the ring and the center conductor. The
capacitance between the ring and center conductor causes a displacement current which
results in a voltage signal on the coaxial measurement cable: VD = ZcableCD

dV
dt , where

Zcable is the characteristic impedance of the measurement cable (50 Ω), CD is the
capacitance between the ring and the cathode. The parasitic capacitance of the ring to
ground (Cp) limits the bandwidth of the sensor. The cut-off frequency is determined
by Cp and the cable impedance fcut−off = 1/(2πZcableCp). The capacitance CD can
be estimated analytically. Cp is more difficult to estimate, especially when the sensor
ring is located between two flanges like in our designs (example Figure 2.9). FEM
(Finite Element Method) analysis is applied to approximate CD and Cp. The value
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Figure 2.17: Schematic DI measurement system in a coaxial structure. The
upper coaxial measurement cable is connected to a toroidal single winding B-
dot sensor (current). The lower cable is connected to a D-dot sensor (voltage).

of CD needs to be between 0.1 and 1 pF to obtain sufficient signal strength in this
specific application. A 2d (rz plane) electrostatic solver is used (Ansoft Maxwell) to
iteratively obtain a value within the desired capacitance range. The actual value will
be determined during the calibration procedure. The value can be measured accurately
once the sensor has been constructed.

Similarly the B-dot sensor generates a voltage impulse that is transferred to oscillo-
scope by a coaxial cable: VB = MB

dI
dt , where MB is the mutual inductance between the

B-sensor (loop) and the center conductor. The cutt-off frequency is determined by the
inductance of the loop and cable impedance fcut−off = R2/(2πLloop). The inductance
of a square loop can be approximated by: Lloop = (µ0hBlB)/(wB) where hB ,lB and
wB are respectively the height, length and width of the loop. More elaborate equations
can be found in literature, e.g. [38]. Constructing the loop from a strip rather than a
wire increases the bandwidth of the sensor. A toroidal loop which coaxially encloses
the center conductor has the lowest inductance. The capacitance of the gap in the loop
and the inductance of the loop has an oscillation frequency which can become an issue
for very high frequencies. MB can be estimated by Equation 2.42, where roB and riB
are the inner and outer radius (to the center of the reactor) of the loop. The exact
value is also determined during the calibration procedure.

MB =
µ0hB

2π
ln

(
roB
riB

)
(2.42)

The system is especially suitable for pulsed power systems because of the extreme
dV/dt and dI/dt characteristics. Only small CD and MB values are required to ob-
tain sufficient signal amplitude. This profits construction of compact high bandwidth
sensors with limited parasitic effects. The DI-system has also the advantage that high
frequency components result in high amplitude signals on the measurement cables and
thereby have an excellent signal to noise ratio. The disadvantage of the system is the
limited ability to measure low-frequency and DC signals.
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Figure 2.18: Equivalent circuit of the DI measurement system. The integrators
are placed at the wall of an EMC cabinet. The oscilloscope is placed in the
same EMC cabinet and measures signals VD,int and VB,int

The differentiated sensor signals are restored to the original waveforms by passive
integrators which are mounted on the wall of an EMC cabinet for excellent measure-
ment properties, see Figure 2.18. The integrators attenuate not only the high frequency
signal components but also suppress high frequency noise. R1 and C1 form the actual
integrator, R2 terminates the measurement cable and Z0 is the impedance of the ca-
ble to the oscilloscope. The transfer function of the DI system is given by equations
2.43 and 2.44. Assumed is that the integrator does not load the terminated output of
the cable (R1 >> R2). This is required to avoid mismatch and resulting reflections.
There is some tuning possibility by choosing the value of R2 slightly higher because
the equivalent impedance of R1 − C1 − Z0 (where R1 is dominant) is in parallel with
R2.

The transfer functions can be applied numerically after measurement by the oscil-

loscope to fully restore the waveform. The

(
1+ 1

R2Cp
d
dt

)
term in equation 2.43 can be

omitted if the D-dot sensor is used in a frequency range far below the cut-off frequency.

V (t) =
1

R2CD

(
R1C1VD,int(t) +

(
1 +

R1

Z0

)∫
VD,int(t)dt

)(
1 +

1

R2Cp

d

dt

)
(2.43)

I(t) =
1

MB

(
R1C1VB,int(t) +

(
1 +

R1

Z0

)∫
VB,int(t)dt

)
(2.44)

The calibration values (CD and MB) were determined with separate calibration
setups. Commercially available probes (North Star PVM-2 high voltage probe and
Pearson 6600 current monitor) are fitted to a load resistor which is attached to the
TLT or spark gap. The D-dot sensor can be calibrated with a high value load resistor
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to limit the current which results in negligible magnetic interference on the external
voltage probe. A loop is always created when a high voltage probe is connected over
the load which could result in a significant induction voltage contribution to the probe
signal. Careful placement of the probe and a reduced dI/dt limits the loop contribution
and increases the accuracy of the high voltage probe measurement.

The B-dot sensor can be calibrated by using a low resistance value (e.g. impedance
of the TLT) to create a current amplitude in the range where the sensor will be ulti-
mately used.

The bandwidth of the system is in practise limited by the passive integrators which
were used. A compact integrator design in a screened housing is needed for optimal
performance. Components with low parasitic characteristics (e.g. feedthrough capac-
itors, carbon composite resistors) need to be applied. Up to several hundred Mhz
bandwidth is achievable but not necessary in this application. The rise time of the re-
actor pulses are approximately 20 ns which corresponds to 17.5 MHz (BW = 0.35/tr).
The bandwidth of the integrators were measured by a vector network analyzer and can
be applied to at least 70 MHz.

The system is not capable to measure low-frequency and DC signals. The DC-bias
voltage is measured by a separate low bandwidth voltage divider which is is integrated
in the DC-bias filter cabinet. A North Star PVM-2 high voltage probe is used to
monitor the voltage on Ch in the low frequency range during measurements in the
corona setup. The energy per pulse which is transferred to the reactor can be calculated
by equation 2.45.

The energy density is a useful parameter to compare conversion efficiencies of com-
pounds with literature and to estimate power requirements for high flow industrial
applications. The energy density (Ed) is the reactor power scaled to the volumetric
flow of the process gas which passes through the reactor. Ed can be calculated by
Equation 2.46, where Ep [J] is the average pulse energy, f [Hz] is the pulse repetition
rate of the and F [L/s] the volumetric reactor flow.

Ep =

∫
(Vpulse(t) + Vdc(0))Ipulse(t)dt (2.45)

Ed =
fEp
F

[J/L] (2.46)

2.2.7 High voltage and sensor layout

The layout of the high voltage components and reactor is shown in figure 2.19. The
spark gap, TLT and coupling capacitor Cdc are constructed coaxially for optimal
impedance matching and minimized EMI. The D-dot and B-dot sensors are installed
near the high voltage feedthrough of the reactor. The TLT and coupling capacitor part
are filled with transformer oil for electrical insulation and heat transportation from the
magnetic cores to the outer wall. The bottom of the spark gap is insulated with ambi-
ent air and connects to the RLC cabinet. The cabinet holds the trigger components and
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Figure 2.19: High voltage and sensor layout.

is also air insulated. A high voltage coaxial cable connects the RLC trigger cabinet to
the power cabinet which contains the capacitor charger and high voltage transformer.
The transformer is oil insulated and the other components in the cabinet are air insu-
lated. The rectifier and demagnetization snubber are constructed between field control
rings to prevent corona discharges. A North Star PVM-2 probe is fixed in the setup
to monitor the voltage on Ch. An oil insulated coaxial structure (DC-bias connection)
connects the reactor to the DC-bias filter. This connecting structure needs to be as
short as possible to prevent significant distortion of the pulse waveform by multiple
reflections. The helical air (oil) inductor in the filter acts as a high impedance for the
line, causing some voltage gain. Large field control rings are placed on the inductor
to reduce voltage stresses on the windings. The other components and high voltage
divider in the DC-bias filter cabinet are fixed to a screen. The cabinet is completely
filled with transformer oil.

2.3 Corona reactor

2.3.1 Reactor construction

The wire–cylinder type corona reactor consists of sixteen 150 mm diameter stainless
steel 1 m long cylinders [30] [2]. The 3 mm wires are suspended between two frames
which are fixed to the reactor interior by ceramic high voltage insulators, see figures
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Figure 2.20: Schematic overview corona reactor.

Figure 2.21: Top view corona reactor.

2.20 and 2.21. The reactor has an active plasma volume of 0.28 m3.

High voltage is fed to the reactor by two feedthroughs. Coupling capacitor Cdc is
connected in series with the TLT at one side of the reactor. The charging voltage of Cdc

is applied to the other side. Process gas is often saturated with water vapor (e.g. flue
gas). The vapor condenses partially in the supply pipe and reactor. It is drained at the
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bottom of the reactor to prevent accumulation of water in the ventilation system. A
continuous flow of filtered and heated gas is purged over the surfaces of the feedthrough
insulators to prevent contamination and condensation. Moisture and contamination
can cause surface discharges and consequently failure of the feedthrough. Ambient
air can usually be used to purge the insulator surface but in this case filtered and
condensation free process gas is used in the demonstrator to prevent dilution of the
treated process gas. The flow handling of the demonstrator is limited by the ventilation
system to 700 m3/h. The insulator purging flow can be up to 20 % of the total flow
resulting in significant errors during chemical conversion experiments when ambient
air would be used.

2.3.2 Reactor ancillary equipment

A complete piping and instrumentation diagram of the pilot setup is shown in Figure
2.22. Most of the ancillary devices are controlled by a PLC system. An image of the
container interior is shown in Figure 2.23.

The spark gap is continuously purged with gas to enhance the recovery behavior
of the switch. A closed-loop purging system which can be pressurized with N2 is used
in the setup. The gas is circulated by a rootsblower which is fed by a motordrive to
control the flow. The volumetric flow is measured by a vortex flow meter. The absolute
pressure in the system is measured at the gas inlet of the spark gap and controlled by an
electronic pressure regulator. The gas is guided through a particle filter after passing
the spark gap to remove particles which originate from the electrode erosion process
e.g. metal particles and metal-oxides resulting from impurities in the gas (reaction
between water vapor, oxygen and the electrode material in the discharge) and metal-
nitrides (reaction between nitrogen and the electrode material in the discharge). A
differential pressure sensor enables early detection of filter clogging. The gas in the
system will be heated by the plasma in the spark gap and the compression of the
rootsblower during operation. A water cooled heat exchanger cools the gas. The gas
temperature is monitored at several points in the system to detect overheating.

Several diagnostics are built in the reactor exhaust pipe. A vortex flow meter, an
absolute pressure, humidity and temperature sensor. The process (in the reactor exit)
gas is pre-heated a few degrees Celsius by a heater to prevent condensation on the
sensors and in the active carbon filter. The process fan is placed behind the carbon
filter to create a low pressure in the piping and reactor which prevents leakage of toxic
fumes in the container. A motor drive and feedback enables continuous control of the
process gas flow.

A level sensor in the bottom of the reactor detects flooding of the reactor by con-
densation in case of a clogged drain line.

The feedthrough insulators are purged with heated and filtered process gas. The
minimum required purge flow is monitored by a flow threshold detector. Minimum
required heating of the gas is monitored by a temperature sensor to ensure condensation
free gas and dry insulators.
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Cooling water for the DC power supply, capacitor charger transformer and closed-
loop spark gap system is provided by a heat exchanger and a pump. Water flow and
temperatures are monitored to detect overheating or pump failure.

For autonomous operation the charger, DC-supply, spark gap and reactor are mon-
itored by multiple microcontrollers and electrical circuits. Ancillary devices are con-
trolled by a PLC system. A schematic overview of the complete control system is
shown in Figure 2.24.

The capacitor charger and DC-bias supply can be fully controlled via the master
controller and a graphical user interface (GUI) on the PC. Operation of the spark gap,
pulse energy, DC voltage and reactor breakdown events are monitored and evaluated
each pulse. Statistics of Ch charging voltage and spark gap trigger moment are captured
to evaluate the spark gap performance. Pulse energy is measured by analog hardware.
The reactor flow value is forwarded via the PLC and the master controls the energy
density in the reactor by adjusting the repetition rate. The DC-bias level is monitored
to detect reactor breakdown events. The embedded software is capable of shutting
down the system if serious fault events occur.

The analog circuit enables measurement of the energy per pulse. The output of
the circuit is an analog voltage which is sampled after each pulse by the controller. A
schematic overview is shown in Figure 2.25. The circuit calculates the voltage similar
as in Equation 2.45. The sensor signals are integrated by the passive integrators.
The waveforms are restored to their actual shapes by an active compensation circuit
which consists of op-amp circuits. An adder and active integrator is used to restore the
signal as in Equations 2.44 and 2.43 (without the Cp compensation term). The DC-bias
voltage at the beginning of the pulse needs to be added to the restored voltage pulse.
The voltage is held constant during the pulse by a low pass filter. Voltage and current
input stages are built symmetrically to prevent phase shift of the voltage waveform
compared to the current waveform. The actual voltage and current waveforms are
now multiplied by a four quadrant analog multiplier and integrated by an op-amp
integrator. The integrator has a finite open-loop gain to prevent drift of the output
and to enable resetting before the next pulse. The output voltage of the integrator
needs to be sampled by a high speed sample and hold chip directly after the pulse
when all energy is transferred to the reactor. The sample and hold is triggered at a
fixed time after the rising edge of the current pulse via an edge detector and adjustable
delay. VEp can now be sampled by the ADC of the master controller.

The DC-bias voltage drops to a certain value after pulse generation during normal
operation, see Equation 2.30. Cdc is discharged fully during a breakdown in the reactor.
A breakdown event is detected by the controller when the DC-bias voltage drops below
a threshold value.

The falling edge of the voltage on Ch is detected to monitor the trigger time,
pre-fire events, and late/no-fire events. Average trigger time and average number of
pre-fire events are evaluated continuously and can be applied to automatically adjust
the pressure and flow of the spark gap. The gas pressure in the spark gap controls the
breakdown voltage of the trigger gap and main gap. It changes gradually as the gas
and electrodes heat up and the electrodes erode. The pressure can be controlled by the
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Figure 2.22: Piping and instrumentation diagram.
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Figure 2.23: Pulsed corona demonstrator interior. The reactor is placed in the
back of the container on top of the blue frame. The TLT is the 45 degree
angled stainless steel tube in front of the reactor, the spark gap is mounted at
the underside and not visible in the image. The cabinet in front of the reactor
contains the capacitor charger and DC power supply. The green drum with
peripherals to the left of the cabinet is the spark gap purging system. The
process gas enters the reactor via the roof of the container, the effluent pipe is
the grey pipe which is visible at the left near the floor. Process fan and active
carbon filter are placed in the front of the container and not visible in the image.
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Figure 2.25: Schematic energy measurement circuit. The analog output signal
VEp is proportional to the energy of the last pulse.

system to meet an average trigger time without causing the spark gap to fail to trigger,
typically 100-150 µs. Once tuned, the pressure can be maintained for at least 40 hours
of operation. A higher flow through the spark gap is needed for increased repetition
rates to enhance recovery of the spark gap and prevent pre-firing. The flow is controlled
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Figure 2.26: Typical DC-bias voltage and Ch charge voltage and current wave-
forms.

to meet a relative number of pre-fire events compared to the repetition rate, typically
5 %. Total elimination of pre-fire events is not possible and near zero pre-firing would
increase the flow significantly. The 5 % threshold is used since it provides acceptable
overall performance of the system and has little more flow requirement compared to
10 % pre-firing.

2.4 Electrical characterization

2.4.1 Charging of the energy storage capacitors

The pulse energy storage capacitor Ch is charged in 40 µs to 28.5–32.5 kV (28.5 kV
cold system, 32.5 kV warm system) by the resonant capacitor charger, see figure 2.26.
The peak charging current is 19 A. The trigger voltage increases in 110 µs until the
spark gap fires at t = 0. The DC-bias voltage is measured at the intersection of L3

and D3 (figure 2.3). The voltage is initially equal to VCdc as the current through L3

is zero and diode D3 is blocking. Cdc discharges rapidly at t = 0. D3 and L3 conduct
subsequently the recharging current from the DC buffer C2 to Cdc. The measured
voltage is now equal to the voltage on C2 minus the forward voltage of the diode. The
current becomes zero again at t ≈20µs, the diode subsequently blocks. The voltage is
now equal to the voltage on Cdc again. The DC voltage is not equal before discharging
and after recharging because of the low repetition rate during the measurement. Cdc

is slightly discharged between cycles by the high voltage divider and some DC corona
discharge activity in the reactor.
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Figure 2.27: Typical reactor voltage waveforms for different DC-bias voltages.

2.4.2 Reactor pulse waveforms

Output waveforms of the pulse power modulator for different DC-bias voltages are
shown in figures 2.27 and 2.28. The rise time of the reactor voltage and current
are approximately 20 ns. Multiple reflections can be observed on the waveforms but
the reactor voltage waveform becomes smoother and wider as the DC-bias voltage
increases. The reactor acts initially as an open end with only the reactor capacitance
as load for low DC-bias voltages. The resulting reflections cause the output voltage
to reach 60 kV which is more than the double input voltage of the TLT. The reactor
energy (Figure 2.29) increases significantly with higher DC levels due the improved
energy transfer efficiency from Ch to the plasma and the additional energy which is
delivered by Cdc.

2.4.3 TLT input waveforms

Input waveforms of the TLT for different DC-bias voltages are shown in figures 2.30
and 2.31. The spark gap fires at t = 0, the rise times of the cathode voltage and current
are respectively 16 and 16.5 ns. The peak switching current is 3.1 kA and the peak
voltage is 27.3 kV. The TLT acts as a steady input impedance during the first 35–40
ns (identical waveforms) until reflections due to the reactor–TLT impedance mismatch
return. The impedance alteration of the reactor due streamer propagation is dependent
on the reactor voltage which results in different reflection patterns for different DC-
bias voltages. The current pulse widens and Ch is discharged further as the DC-bias
voltage is increased. Matching of a DC-biased system will be discussed in more detail
in Chapter 5. The energy in Ch is transferred for 97 % with 24 kV DC-bias voltage.
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Figure 2.28: Typical reactor current waveforms for different DC-bias voltages.
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Figure 2.29: Typical reactor energy waveforms for different DC-bias voltages.

The energy transfer to the reactor stops after approximately 100-200 ns depending on
the output voltage of the source and quenching behavior of the plasma.

2.4.4 TLT saturation

The energy transfer from Ch stops after 100-200 ns when the corona plasma quenches.
The spark gap remains closed because Zs provides a current path. A slow oscillation
between Ch and Zs can be observed in figures 2.32 and 2.33. A high voltage remains
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Figure 2.30: Typical spark gap voltage waveforms for different DC-bias voltages.
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Figure 2.31: Typical spark gap current waveforms for different DC-bias voltages.

on Ch and Zs when the energy transfer efficiency is very poor with low DC-bias levels.
The magnetic cores are able to saturate which is clearly visible in Figure 2.33 at t ≈ 700
ns. The sudden drop in permeability and impedance results in peak currents up to 1.6
kA. The magnetic cores saturate at approximately 0.32 T which is in good agreement
with the specification.
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Figure 2.32: Typical spark gap voltage waveforms for different DC-bias voltages.
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Figure 2.33: Typical spark gap current waveforms for different DC-bias voltages.
The sudden increase of the current at t ≈ 700 ns is caused by saturation of the
magnetic cores. This only occurs with low DC-bias voltages because of the poor
energy transfer efficiency to the reactor.

2.4.5 Spark gap quenching

The spark gap remains closed up to 20 µs until the energy in Ch is dissipated during the
oscillation with Zs, see Figure 2.34. The non linear current waveform suggests positive
and negative saturation of the magnetic cores. The energy is dissipated gradually in
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Figure 2.34: Typical spark gap turn-off current waveforms for different DC-bias
voltages (2–25 µs).

the cores and spark gap. The spark gap switches off at a zero crossing as the current
and voltage on Ch becomes too low to maintain the discharge. An improved energy
transfer efficiency causes the spark gap to switch off earlier.

2.4.6 Modulator efficiency

An energy balance of the pulse power modulator is shown in Figure 2.35. The energy
flow per pulse in the system is considered at multiple positions: 1. charging energy
of capacitor Ch (pulse input energy), 2. charging energy of capacitor C2 (DC-bias
input energy), 3. spark gap–TLT interface (TLT input) and 4. TLT–reactor interface
(reactor input). The energy delivered by the capacity charger (1) is 5.7 J per pulse.
Between 3.7 and 5.2 J of that energy is transferred via the input of the TLT to the
reactor in the first 200 ns, depending on the DC-bias level. Only the initial energy
is considered because the plasma in the reactor has quenched after 200 ns, residual
energy will be dissipated in the ferrites and spark gap. The reactor energy ranges from
3.4 to 9.2 J per pulse, and is able to reach 10 J when the system has warmed up and
the charging voltage on Ch reaches 32.5 kV. The difference between the TLT input
and reactor energy equals the energy delivered by the DC-bias circuit minus the losses
in the TLT. The energy delivered to the DC buffer capacitor C2 is very similar which
means that the TLT and DC-bias circuit are highly efficient. The overall efficiency of
the pulse forming circuit is shown in Figure 2.36. The transfer efficiency of Ch to the
TLT is up to 90 % and the transfer efficiency of the energy in Ch and C2 to the corona
plasma is up to 92 %. The losses are primarily determined by the energy transfer
efficiency to the plasma and secondly by the spark gap switching losses. Losses of
the spark gap during the initial 200 ns energy transfer will be discussed in Chapter 4.

46



Electrode–plate reactor setup

0 5 10 15 20 25
−1

0

1

2

3

4

5

6

7

8

9

10

DC-bias voltage [kV]

E
n
er
g
y
[J
]

Ch in

TLT in (0-200 ns)

Reactor in
DC-bias out minus TLT losses
C2 in

Figure 2.35: Energy transfer for different DC-bias voltages.

0 5 10 15 20 25
0

10

20

30

40

50

60

70

80

90

100

DC-bias voltage [kV]

E
ffi
ci
en

cy
[%

]

ECh to TLT (0-200 ns)

ECh + EC2 to reactor

Figure 2.36: Efficiency for different DC-bias voltages.

The efficiency of the capacitor charger and DC-supply are both approximately 90 %.
The overall efficiency from mains to the plasma is approximately 83 %. The required
purging power for the spark gap is not included.

2.5 Electrode–plate reactor setup

The pulse power supply of the wire-plate reactor is almost identical as described in the
previous section. The main differences are the use of an air purged spark gap, a TLT
with higher output impedance and the lack of a DC-bias system. The schematic of
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the power modulator is shown in Figure 2.37. The TLT consists of two 50 Ω RG-218
high voltage coaxial cables. The spark gap is identical to the one which is used in the
wire–cylinder setup. A 4 kW scroll compressor with additional drying unit to separate
water from the compressed air is applied to purge the spark gap. One of the reasons
we switched to the wire–cylinder reactor was the poor energy transfer efficiency of
the source to the electrode–plate reactor. The magnetic cores became too hot during
continuous operation because they dissipated all residual energy. The problem was
patched by using two different core types and a dump resistor. The first magnetic
core F1 is a ferrite core with a high permeability and low saturation flux density.
This core is designed to temper the secondary mode current during pulse generation
without saturating. The energy transfer to the reactor stops after 500 ns. The residual
voltage on Ch remains present and drives core F1 eventually into saturation, acting as a
magnetic switch. This effect is also shown with the wire–cylinder setup, see Figure 2.32
and 2.33. The voltage is now over the dump resistor and inductance which is introduced
by the second magnetic core F2. This Metglass core has a high saturation flux density
and a low permeability. This ensures that the core takes only a small portion of the
flux during pulse generation and does not saturate. The bulk of the secondary mode
current is now diverted in the dump resistor RD. An equivalent circuit of the damping
circuit is shown in Figure 2.38.

The output voltage and current waveforms are shown in Figure 2.39a. Power and
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Figure 2.39: Typical pulse waveforms of the electrode–plate reactor.

energy waveforms are shown in Figure 2.39b. The relative long 100 ns rise time is caused
by the massive reactor capacitance and limited output impedance of the source. The
energy per pulse transferred to the reactor is approximately 4.1 J per pulse. Large re-
flections in the waveforms show poor impedance matching between source and reactor.

A schematic overview of the reactor is shown in Figure 2.40, an image is shown in
Figure 2.41a. The reactor consists of four rectangular channels. The spacing between
the grounded walls of the channel and the electrodes is 70 mm. Each channel is fitted
with 25 saw-type electrode blades. The length of the electrodes is 80 cm. The high
voltage feedthrough which connects the electrode array to the pulse source is fitted on
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Figure 2.40: Schematic overview of the electrode–plate corona reactor.

top (in the center) of the reactor.

The in- and outlet funnel is fitted with plates which guide the air flow more evenly
through the reactor. Water was injected in the reactor during a series of lab NOx

removal experiments to remove HNO3 from the gas phase, the results will be discussed
in Chapter 6.3.2.1. The reactor is fitted with four spray bar which create a water film
on the walls of each channel. The fluid is drained at the bottom of the reactor and
collected in a water container, the water is continuously recycled via a pump.

2.6 Conclusions

An autonomous semi-industrial scale pilot wire–cylinder type corona reactor has been
constructed for on-site demonstrations and application research in the industry. The
demonstrator consists of a robust sixteen fold wire-cylinder corona reactor and a spark
gap based nanoseconds pulsed power supply which is designed for continuous opera-
tion. An additional DC-bias circuit increases the output power of the modulator and
enables electrostatic precipitation. The power modulator is capable of generating up to
10 J per pulse with 1 kHz repetition rate. The overall efficiency is 83 %. The reactor
and power supply are incorporated in a 20 feet freight container. Additional ancil-
lary devices monitor plasma power, pulse source performance, reactor process flow,
temperatures, etcetera. Multiple interrelated systems enable autonomous operation
and remote control of the pilot demonstrator. The system was successfully applied for
several field and lab air purification tests. The test results are discussed in Chapter 6.

Extensive testing of the corona system made it clear that the limit of the repetition
rate was already in sight. As explained in the introduction of this thesis, it is desirable
to increase the repetition rate as high as possible. Electrode erosion of the spark gap
proved to be also a larger problem than initially anticipated. Therefore, the spark
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(a) (b)

Figure 2.41: (a) Image of the electrode–plate reactor placed inside the pilot
container. The TLT and other high voltage components are inside the cabinet
on top of the reactor. The piping of the reactor in- and outlet is visible in the
image. (b) Electrode configuration inside the reactor. Plasma is visible on the
tips of the saw-type electrode blades. The grounded vertical wall of a channel
is visible in the middle of the image.

gap performance will be discussed extensively in Chapter 4. Testing of the system at
repetition rates exceeding 1 kHz required a new capacitor charger. The charger concept
which was described in this chapter is improved at several points and the repetition
rate is increased up to 5 kHz. The novel charger is described in Chapter 3.

Large multiple cylinder reactors are required for large flow handling. However, little
is known about energizing large reactors with nanosecond pulses. The sixteen cylin-
der corona reactor enabled us to compare streamer development and energy sharing
between multiple cylinders. These results are presented in Chapter 5.
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3

High repetition rate capacitor charger

Abstract

A novel circuit topology of a fast 30 kV capacitor charger for pulsed power
applications is presented in this chapter. The charger is optimized for spark
gap based pulsed power modulators. A spark gap can fire spontaneously during
charging (pre-firing) of a capacitor bank due to stochastic breakdown behavior.
The resulting near short circuit of the output can be handled repetitively by the
circuit. A 15 kW prototype has been built and the first experimental results
are presented. The charger is capable of charging a 8.4 nF capacitor to 30 kV
in 35 µs with 91 % efficiency. The maximum repetition rate of this 3.8 J/cycle
charger is 5 kHz. An active reset circuit for resetting of the pulse transformer
core has been implemented. This circuit is also capable of recovering a large
part of the energy which is stored in the stray capacitance of the secondary pulse
transformer winding. A numeric simulation tool based on state space modeling
is used to simulate circuit behavior. Measurements and simulations are in good
accordance. A control loop is implemented to regulate the output voltage. The
control scheme features a look up table which is dynamically updated to smoothen
instabilities generated by random pre-fire events.

3.1 Introduction

Spark gap switches offer superior switching characteristics which is ideal for efficient
switching in the corona system. A large disadvantage of these switches is the recovery
behavior which limits the repetition rate of the pulsed power system. Increasing the
corona power and homogeneity of the plasma for enhanced plasma processing efficiency
can be achieved by higher pulse repetition rates. A high repetition rate capacitor
charger (> 1 kHz) is required. The voltage over the switch should be present as short
as possible during high repetition rate operation to allow a large recovery time, see
Figure 3.1. Fast charging of the capacitor is therefore required.

A second challenge is handling the stochastic breakdown behavior of the spark gap.
Especially during high repetition rate operation, the pre-fires (premature breakdown
of the gap during charging) probability caused by incomplete recovery and stochastic
breakdown behavior of the gas gap becomes more unpredictable. A pre-fire results in a
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Max recovery time

Pre fire

VCh

Trigger

Discharge

t
Charging time

Figure 3.1: Typical Ch charging cycles in a spark gap based pulsed power
system.

near short circuit load impedance of the charger circuit. The circuit should be capable
of handling these events repetitively.

The charger which is introduced in Section 2.2.1 basically features the fast charging
and short-circuit handling capability. However, the circuit has several drawbacks:

1. The output voltage is not stabilized and not adjustable. The output voltage will
be highly unstable for several cycles after a pre-fire event. This can lead to ad-
ditional unstable breakdown behavior during following cycles and is undesirable
with an already high pre-fire probability during high repetition rate operation.

2. All energy which is stored in the stray capacitance of the pulse transformer is lost
after each cycle. These losses will increase proportionally to the pulse repetition
rate.

3. All magnetization energy of the pulse transformer is dissipated by a snubber
circuit. These losses will increase proportionally to the pulse repetition rate.

4. The magnetic core of the pulse transformer only operates in the upper halve of
B-H curve resulting in a large core cross-section requirement.

A novel circuit topology is presented to improve the latter drawbacks. In Section 3.2
the novel circuit topology for charging high voltage capacitors is presented. Circuit
analysis is described in Section 3.3. Simulations can be found in Section 3.4. A 30 kV
output, 5 kHz repetition rate implementation with 15 kW output power and a control
method for stabilization of pre-fire events is presented in Section 3.5. Performance
measurements can be found in Section 3.6.

3.2 Capacitor charger concept

3.2.1 Requirements

1. 30 kV stabilized charging voltage on a 8.4 nF load capacitor.

2. 1 Hz to 5 kHz repetition rate with up to 15 kW total power. We want to be able
to study recovery of high power pressurized nitrogen purged spark gap switches at
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Capacitor charger concept

high repetition rates, secondly we are interested in generation of high repetition
rate pulsed plasmas.

3. <50 µs charging time. For 5 kHz operation we want to allow up to 150 µs
recovery time. The main part of the energy in the capacitor will be discharged
in less than 100 ns, but in practise the gap will remain closed for several micro
seconds before all residual energy is dissipated.

4. Handling of up to 100 % pre-fire events. The charger should be short circuit proof,
the load impedance will be several ohm when the gap fires during charging.

5. Accepting negative voltage swing of the load capacitor. Depending on the load,
the load circuit can oscillate during discharging which can result in voltage re-
versal.

3.2.2 Circuit topology

Capacitor chargers for pulsed power operation are often series resonant type converters
[39–42]. This topology is suitable for large capacitor banks (>100 nF) and can operate
in current mode, enabling a linear charging voltage. A very high switching frequency
would be needed for fast accurate charging of small capacitors, making it less suitable
for our application. Secondly, underdamped discharging of the load capacitor could
lead to excessive overload of the full-bridge high voltage rectifier due to voltage reversal.

The charger which is introduced in Chapter 2.2.1 is a proven and robust concept.
Energy stored in a low voltage capacitor is resonantly transferred via a pulse trans-
former to the load capacitor in a single switching cycle. The charging speed and
output short circuit handling capability is superior over most circuit topologies. Only
the drawbacks of the basic concept need attention and improvements are incorporated
in a high repetition rate concept.

3.2.3 Basic resonant charging concept

The basic circuit can be seen in Figure 3.2. Low voltage capacitor Cl is initially
charged and the energy will be resonantly transferred to Ch after switch Sw is closed.
The leakage inductance (Ls) of the 1:N high voltage pulse transformer is part of the
resonant circuit, and a complete energy transfer will be achieved under the following
condition: Cl = N2Ch, see Figure 3.3 and equations 3.3 and 3.4. TSw is the charging
time and Ctot is the equivalent series capacitance of Cl and Ch. An additional step up
or down ratio can be achieved by creating a mismatch between the capacitance values of
Cl and Ch. The value of the leakage inductance is an important design constraint of the
transformer. The charging time is limited by the leakage inductance and the maximum
allowable current through the switch (see equations 3.1 and 3.2). The charging process
of Ch will occur on a microsecond time scale while the capacitor discharges into the
load on a nanosecond time scale. When firing of the spark gap already occurs during
charging, the capacitor will be discharged almost instantaneously. The closed gap and
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Cl

1 : N

Ch Rload

Spark gap

Pre-fireLst = 0

Sw

Figure 3.2: Basic resonant charging schematic.

low load impedance will subsequently act as a near short circuit for the charger circuit.
Cl will still be partially charged because not all energy could be transferred to Ch. The
under-damped Cl − Ls −RLoad circuit causes the remaining voltage on Cl to reverse.
This effect enables recovery of the residual energy in Cl at the time that the spark gap
pre-fires. Switch Sw can still switch-off at the zero crossing of the current waveform
(zero current switching) after a pre-fire event. This is required to transfer the energy
in the leakage inductance of the pulse transformer back to Cl.

TSw = π
√
LsCtot , Ctot =

N2ClCh
N2Ch + Cl

(3.1)

ÎSw =
VCl(0)√
Ls/Ctot

(3.2)

VCl(TSw) = VCl(0)

(
1− 2Ctot

Cl

)
(3.3)

VCh(TSw) = N2VCl(0)

(
1 +

2Ctot
N2Ch

)
(3.4)

3.2.4 Introduction novel circuit topology

Two circuits are added to the basic resonant charging circuit (see Figure 3.4). A
charge circuit for controlled charging of capacitor Cl and a circuit for active resetting
of the pulse transformer which enables symmetric flux swing. Energy in the stray
capacitance of the secondary winding of the transformer (Cs) is also partially recovered
by this circuit. The high output voltage and large size of the secondary coil of pulse
transformers results in a significant amount of energy which is stored in the stray
capacitance after a cycle. It is worthwhile recovering this energy, especially in high
repetition rate applications.

Cl and CM are uncharged at start-up but they are initially charged at the beginning
of a cycle during operation as a result of the previous cycle. C0 is the power supply
buffer. Figures 3.5 and 3.6 show the simulated voltage and current waveforms under
normal and pre-fire conditions. Time slots a-f correspond to a-f in Figure 3.4.
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Figure 3.3: Typical resonant charging voltage and current waveforms for differ-
ent capacitor value ratios and for pre-fire operation. The duration of one cycle
is typically 40-80 µs.

(a) First, Sw3 is closed to pre-magnetize the transformer core. The primary winding
of the transformer is reversely biased and the magnetization current IM builds
up linearly via CM −RM −Sw3−LM until Sw3 is opened again. CM discharges
slightly during this process. Cs is charged to −NVCM . RM is included to damp
the oscillation which occurs by Cs−Ls at the start of the pre-magnetization step.
The oscillation can be critically damped but this will result in additional losses.
The oscillation is damped with an acceptable peak current through the switch.

(b) The actual charging of Ch (and Cs) is subsequently started when Sw3 is opened
and Sw2 is simultaneously closed. The values of Cl and Ch are mismatched
(Cl < N2Ch) to introduce a slightly negative voltage on Cl at the end of charging.
The reason for the mismatch and voltage reversal will be explained in step f. The
voltage will reverse excessively when a pre-fire event occurs. In the meanwhile,
the primary winding of the transformer is forward biased and the magnetization
current (IM ) reverses.
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Figure 3.4: Multiple steps of a charging cycle.

58



Capacitor charger concept

a           b   c   d   e     f

ISw2

IL2

ISw1

VCl

VCh/N

ILM

VCM

VTrsec
/N

V
, 
I

V
, 
I

t

t

0

0

Figure 3.5: Multiple steps of a charging cycle during full charge operation.
The duration of one cycle is typically 100-200 µs. Typical peak voltage and
current values in the figure are respectively up to 1200 V and up to 1 kA. The
magnetization current ILm is typically up to 20 A. VCh and VTrsec are scaled
with the winding ratio of the transformer.

(c) Diode D2 will start conducting at the moment that the voltage on Cl becomes
negative. A pre-fire (according to the definition) is still possible until the current
through Sw2 becomes zero and the charge cycle is completed.

(d) Under non pre-fire operation, diode D4 will block and the energy in Cs is trans-
ferred to LM (oscillation Cs − LM ). This increases the magnetization current
IM , but the energy is not lost. Sw4 will now be closed and the voltage over
the primary winding will swing negative until CM is able to clamp the voltage.
The magnetization energy will now be transferred back to CM . The additional
switch Sw4 is required (instead of only a diode) to prevent that energy from Cl

is transferred to CM . The voltage over the primary winding can become more
negative than the quasi static voltage on CM during a pre-fire event. The volt-
age level on CM stabilizes during repetitive (normal, full charge) operation, and
balances the magnetization current. Cs will be discharged immediately under
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Figure 3.6: Multiple steps of a charging cycle during pre-fire operation. The
duration of one cycle is typically 100-200 µs. Typical peak voltage and current
values in the figure are respectively up to 1200 V and up to 1 kA. The mag-
netization current ILm is typically up to 20 A. VCh and VTrsec are scaled with
the winding ratio of the transformer.

pre-fire condition, the energy in Cs will most likely be dissipated in RLoad and
D4. This will cause an imbalance or residual magnetization current. The residual
magnetization energy will keep oscillating between LM − Cs. Additionally, the
residual voltage on Cl is now able to reverse positive via Cl −D2 − L2.

(e) Sw1 is closed at a specific time to recharge Cl. Inductor L1 is added to enable soft
switching of Sw1 which also decreases losses in D2 by limiting the dI/dt. The
diode will be able to recover at a low reverse current.

(f) Diode D2 blocks, Cl can now be fully recharged by the buffer (C0) to the same
initial voltage (step a). More or less current can built up in L1 and L2 by allowing
the voltage to reverse up to a certain level in step d, which eventually results in
a higher or lower charging level of Cl. The closing moment of the switch (step e)
controles the output voltage of the charger, the switch can be opened after the
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zero crossing of the current. The closing moment of Sw1 will be steady under
normal operation but needs to be dependent on the amount of voltage reversal
on Cl during a pre-fire event.

3.3 Circuit analysis

3.3.1 State space model

Additional modeling of the circuit is required to gain more insight in the circuit be-
havior and to enable optimal selection of component values. An analytical approach to
describe sub-circuits is not attempted. Worst case, even if the magnetization current
of the transformer is neglected, up to two inductors and two capacitors are part of
a sub-circuit which would require solving of fourth order differential equations. In-
stead, a state space modeling approach is applied to create a fast numeric simulation
tool [43,44].

Direct transformation of the complete circuit to a state space representation is not
possible due to the non-linearities introduced by the presence of switches and diodes.
However, a sub-circuit without non-linear components (Linear Time Invariant (LTI)
system) can be represented by a state space description as in equations 3.5 and 3.6.

ẋ = Ax + Bu (3.5)

y = Cx + Du (3.6)

x is called the state vector, A is the state or system matrix. The input or control
vector u is weighted by the coefficients in (input) matrix B. Matrices C and D are
respectively the output matrix and feed-through (or feed-forward) matrix. y is the
output vector.

x =


VC0

VCl
VCh∗

IL1

IL2

ILs

 (3.7)
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Figure 3.7: Equivalent circuit for the state space model divided into seven
modes.
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A1 =



· · · · · ·
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− 1
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· · −Rw
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
(3.8)

A2 =


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A3 =
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(3.10)

A4 =


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(3.11)

A5 =
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A6 =
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A7 =


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C0
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Cl
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
(3.14)

The magnetization behavior of the transformer shouldn’t have any influence on
the basic operation of the circuit. Only the leakage inductance of the transformer is
part of a resonant sub-circuit and should be included. The number of modes (active
sub-circuits) in which the circuit operates can be limited to seven by neglecting the
magnetization current and assuming that ZCh >> Rload. The approximation is valid
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Figure 3.8: Transition diagram.

if Ch discharges very fast in a low load impedance after a pre-fire event.

Figure 3.7 is the simplified circuit which will be considered for modeling, the
switches and diodes are ideal. The transformer is substituted by an equivalent cir-
cuit in which only the leakage inductance Ls and winding resistance Rw is considered,
component values on the secondary side are scaled by the transformer winding ratio
(Ch

∗ = N2Ch and RLoad
∗ = Rload/N

2). Each mode represents one of the sub-circuits
(1-7) in the figure. The model switches between modes, after events as e.g. zero-
crossing of a diode current, enabling a switch or a pre-fire. The transition diagram can
be observed in Figure 3.8.

Each mode can be presented by the state vector x and state matrix Ak (matrices
3.8–3.14) which changes when the model switches to a different mode. The dots are
zero values and not part of a sub-circuit. There are no voltage or current sources in
the circuit so u, B and D are zero matrices. We choose the output y to be equal
to x by declaring a unit matrix C. The complete model (state space representations
and transition diagram) is implemented in Matlab and can be numerically solved with
initial conditions x(0), starting with A1. Initially only the capacitor voltages on Cl

and power supply buffer C0 are defined and non-zero. The output y(t) is solved until
complied with one of the conditions in the transition diagram. Next, the model switches
to the next state matrix Ak. The model has besides the component values, four input
parameters to solve a complete cycle: VC0,init, VCl,init, Tpre−fire and TdSw1 , see Figure
3.9 for the definitions.

3.3.2 Magnetization of the pulse transformer

The active reset circuit can provide symmetric flux-swing of the transformer. The mag-
netization energy storage capacitor CM oscillates with the transformer magnetization
inductance LM when Sw3 is closed during the pre-magnetization step (see Figure 3.4a).
The maximum pre-magnetization time (Tpm,max) will be reached when all energy in
CM is transferred to LM , which can be approximated by Equation 3.15 for small RM

values. The value of damping resistor RM should be small to limit energy dissipation,
every energy loss will eventually result in an unbalanced flux-swing.
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Figure 3.9: Typical model output waveforms as a function of time.

Tpm,max ≈
π

2

√
LMCM , RM <<

√
LM
CM

(3.15)

Dependent on Tpm, the voltage level on CM will settle with a small ripple during
operation under the condition that Tpm << Tpm,max. The relation between Tpm and
VCM will be derived in this section. A detailed description and analysis of the active
reset circuit can be found in [45]. In addition to this reference, we also consider the
contribution of the energy in Cs. The ripple voltage on CM caused by the pre- and
demagnetization process can be minimized by choosing a large CM value to prevent
excessive discharging during the pre-magnetization step. No losses are considered to
estimate an upper bound for the voltage level on CM . The equivalent magnetization
circuit that will be considered for modeling is shown in Figure 3.10. The leakage in-
ductance Ls and damping resistor RM are neglected. LM = kLprim where k and Lprim

are respectively the coupling coefficient and primary inductance of the transformer. A
schematic VCM , VCs and magnetization current waveform of a single cycle are shown in
Figure 3.11. Events which affect the magnetization current are divided into five time
slots (t0 − t5) which also correspond to Figure 3.10.

(t0 − t1) Initially at t0, Sw3 is closed to start the pre-magnetization process. VCM is
applied over the primary transformer winding which charges stray capacitance
Cs to −NVCM . A negative magnetization current is now able to increase linearly
during Tpm (Equation 3.16).

ILM (t1) = − 1

LM

∫ t1

t0

VCM dt ≈ −
TpmVCM
LM

(3.16)
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Figure 3.11: Schematic magnetization behavior of a cycle. The typical duration
of a cycle is 100-200 µs.

(t1 − t2) Sw3 opens and Sw2 closes simultaneously. An amount ∆ILM in the opposite
direction is imposed by the voltage which is present over primary winding of the
transformer during charging of Ch and Cs (Equation 3.17).

ILM (t2) = ILM (t1) +
1

LM

∫ t2

t1

Vcharging(t)dt (3.17)

(t2 − t3) The actual charging process is finished. Stray capacitance Cs is fully charged
at t2 and Sw2 opens. The oscillation between LM −Cs causes an energy transfer
from Cs to LM . The voltage needs to swing negative until VCM is able to clamp
the voltage on the primary winding (t3), transferring some energy back to Cs.
The difference in energy (ECs(t2)-ECs(t3) = 1

2Cs(V̂
2
Cs
− (−NVCM )2), adds to the

magnetization current, see Equation 3.18.

ILM (t3) =

√
ILM (t2)2 +

Cs
LM

(VCs(t2)2 − (−NVCM )2) (3.18)
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(t3 − t4) Sw4 already closed at t2. The energy in LM will now be transferred back
to CM . The dILM /dt wil be equal during pre- and demagnetization, assuming a
small ripple voltage on CM .

(t4 − t5) The magnetization current becomes zero and Cs is still charged to −NVCM .
The residual energy in Cs will now oscillate back and forth between Cs and LM

which results in a residual magnetization current, see Equation 3.19.

ILM (t5) = −
√

Cs
LM

NVCM (3.19)

The total swing of the magnetization current can be expressed by Equation 3.20.

∆ILM = ILM (t3)− ILM (t1) (3.20)

Stability on CM is obtained when the amount of energy flowing out of CM during
pre magnetization equals the energy flowing back into CM during demagnetization
(Epm = Edm). This is true when the magnetization current swing is symmetrical
(−ILM (t1) = ILM (t3) = 1

2∆ILM ). Rewriting Equation 3.16 and substituting 1
2∆ILM

results in Equation 3.21.

VCM ,stable =
LM∆ILM

2Tpm
, − ILM (t1) = ILM (t3) =

1

2
∆ILM (3.21)

Substituting Equation 3.20 underlaying equations in 3.21 and solving/extracting
VCM results in an expression for VCM ,stable (Equation 3.22).

VCM ,stable = − 1

CsN2

(
Tpm∆ILM−

√
(CsNV̂Cs)

2 + (LMCsN2 + Tpm
2)∆ILM

2

)
,

∆ILM =
1

LM

∫ t2

t1

Vcharging(t)dt (3.22)

The maximum core flux density (B) of the transformer can now be calculated by
Equation 3.23. Φ is the core flux, A is the core cross-section, and Nprim the number
of primary windings.

B̂ =
Φ̂

A
, Φ̂ =

LM ÎLM
Nprim

(3.23)

Proper component values can now be selected using the state space model and
analytical analysis of the reset circuit.
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3.4 Circuit design considerations & simulations

3.4.1 Full charge operation

First, the supply voltage (VC0), output voltage, load capacitance Ch and charging time
TSw2 have to be considered. The prototype charger has to be powered by three phase
mains (400 V). After rectification, the supply voltage is estimated to be somewhere
between 500 V and 540 V, depending on the load power.

The charging time TSw2 is mainly determined by the oscillation frequency of Cl −
Ls − Ch and secondary by the value of L2 since it only conducts current when the
voltage over Cl is negative. The value of Cl should be smaller than Ch to create
a certain degree of voltage reversal on Cl after a full charge cycle. This capacitor
mismatch ratio is called α, α = Ch

∗/Cl. The α value will determine the controllability
range of the output voltage but will also affect the charging time. The load capacitor
Ch and α value determine subsequently the maximum allowable leakage inductance Ls

of the transformer for the 50 µs charging time constraint.

Obtaining low leakage inductance in a high voltage transformer is often difficult
because the winding arrangements have to comply with high voltage isolation require-
ments and high peak power capabilities. These factors can adversely affect compactness
and coupling of the transformer. A sufficiently low Ls can be obtained by minimiz-
ing the number of primary and secondary windings which also reduces resistive losses
in the windings. Reduction of the winding ratio can be achieved by applying a high
primary voltage. A large core cross-section enables sufficient primary and secondary
inductance, to limit the magnetization current, and to decrease flux density beneath
the saturation level. These design parameters should be taken into account for an
optimal design.

The winding ratio (N) of the transformer needs to be at least 30 to obtain 30 kV
output voltage, depending on the chosen α value, considering 500 V supply voltage.
In this case a custom made transformer which satisfies the requirements was selected
for the first prototype. The specifications of the transformer are shown in Table 3.1.
The winding ratio is 39, and the total leakage inductance of the transformer is 25 µH.
A first estimation of the charging time can be made using Equation 3.1 if Cl = Ch

∗

(no voltage reversal on Cl and no influence by L2). The charging time would be 33.7
µs for the 8.4 nF load capacitor which is far below the charging time constraint.

The correct α value to meet a certain output voltage controllability range can be
selected with simulations after the values for L1 and L2 have been chosen. The value
of L2 has to be larger than Ls to secure a zero-crossing of the current through Sw2

after charging. A value of 29 µH is used in the prototype, a larger value increases the
physical inductor size and extends the re-charging time of Cl.

D2 will be conducting when Sw1 is closed so the voltage on the anode of the diode
will be zero minus the voltage drop over the device. The full supply voltage (VC0) will
therefore be initially over L1 when Sw1 is closed. L1 has a value of 3.5 µH and limits
the dI/dt through Sw1 to 143 A/µs. This will limit the reverse recovery current in D2
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Table 3.1: Components values

Pulse transformer
Lprim 5.3 mH
Lsec 8.1 H
Ls 25 µH
Rw 80 mΩ
Cs 26 pF
N 39
k 0.995

Charger circuit
L1 3.6 µH
L2 29 µH
R1 20 mΩ
R2 70 mΩ
C0 1800 µF
Cl 8.0 µF
CM 20 µF
RM 0.56 Ω

Load circuit
Ch 8.4 nF

RLoad <5 Ω

significantly. The dI/dt of the current can be calculated by Equation 3.24.

dIL1

dt
=
VC3

L1
(3.24)

The state space model can now be used to simulate the circuit behavior for different
α values. All component values used as input for the model can be found in Table 3.1.
The output plot of the model is shown in Figure 3.9. The control range of the output
voltage (a function of TdSw1) for different mismatch ratios (α = Ch

∗/Cl) are shown
in Figure 3.12. The associated voltages on Cl are shown in Figure 3.13. The data
has been generated by setting the value for TdSw1 and simulating the first cycle with
VCl, initial = 0 and the following cycles with the VCl value of the previous cycle. Both
figures show settled voltages, so the voltage on Cl is equal at the beginning and end of
the cycle as shown in Figure 3.9. It takes typically 4–6 cycles for the voltage to settle.
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Figure 3.12: Simulated VCh, settled as a function of TdSw1 for multiple α values,
step size: ∆α = 0.1 (α = Ch∗/Cl)
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Figure 3.13: Simulated VCl, settled as a function of TdSw1 for multiple α values,
step size: ∆α = 0.1 (α = Ch∗/Cl)

A large α value results in high controllability of the output voltage but increases
V̂Cl. A switch with higher blocking voltage is needed and the amount of reactive energy
which flows through the circuit is increased. A value of α = 1.6 provides ca. 300 V
controllability which is more than sufficient for compensation of power supply voltage
ripple and component value variations.

The cycle (including pre- and de-magnetization) has to be completed within 200
µs for 5 kHz operation. Tpm will be set to 50 µs which results in Tdm = 50 µs, 100
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Figure 3.14: Simulated TdSw1 as a function of Tpre−fire for multiple set-values
(step size: ∆VCl, set = 30V ) with α = 1.6

µs will be left for charging Ch and discharging Cs in LM . The magnetization current
swing (∆ILM ) will be 2.6 A for a 30 kV full charge cycle. A relatively large value of
20 µF is chosen for CM to minimize the ripple voltage. The resulting voltage level on
VCM stabilizes ideally at 225 V (Equation 3.22).

The voltage over Sw2 will be at least VCl plus VCM . A margin has to be taken into
account for transient switch-off voltages.

3.4.2 Pre-fire operation

A pre-fire results in certain amount of voltage reversal on Cl. The correct switching
delay (TdSw1) will result in recharging of Cl to the initial voltage level. The relation
between the pre-fire time (Tpre−fire) and TdSw1 is calculated for α = 1.6 with the
model. The data is generated by assigning a set-value to VCl and iteratively approxi-
mating the correct TdSw1 for recharging to the same set-value with less than 1 V error.
The relation between the pre-fire time (Tpre−fire) and TdSw1 for multiple set-values
are shown in Figure 3.14. Only a small amount of energy is transferred to Ch during
an early pre-fire, the resulting TdSw1 will be long and less dependent of the pre-fire
time since only a small amount of energy has to be fed from C0 to Cl at the end of the
cycle. A full charge cycle is attained at t ≈ 35 µs. TdSw1 saturates to 0 for a set-value
of 1150 V between Tpre−fire = 32–34 µs so a lower set-value should be selected in
practise. The relation between Tpre−fire and TdSw1 can be used for the control loop
to stabilize pre-fire events, this will be further discussed in section 3.5.

The maximum peak current through Sw2 will be during pre-fire operation when
Tpre−fire = 0. In practise this will not occur unless a failure in the high voltage circuit
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Figure 3.15: Practical implementation of the 5 kHz resonant capacitor charger.

leads to a short circuit. Up to 680 A peak current capability of Sw2 is required if 1200
V on Cl is allowed during operation.

3.5 Implementation

3.5.1 Power electronics

The practical implementation of the circuit is illustrated in Figure 3.15. The component
values of the circuit can be found in Table 3.1.

Buffer capacitor C0 is charged via a three phase rectifier and a line reactor which
improves the power quality.

The switches (Sw1 and Sw2) are 1700 V IGBTs (Insulated Gate Bipolar Transis-
tor) modules with an oversized 1.2 kA peak current handling capability. Larger load
capacitances can be handled optionally at reduced repetition rates. An additional se-
ries diode module enables reverse blocking. Sw3 and Sw4 are 1700 V IGBTs with 50
A current handling capability. The freewheeling diode of one IGBT is used to make
the other one reverse blocking by connecting the devices anti-series. The IGBTs are
driven by commercially available gate-drive units. Additional RC-snubbers which are
omitted in the schematic are connected in parallel with the switches.

L1 and L2 are toroidal air core inductors which are wound from Litz wire. Induc-
tances were calculated using the methods outlined in [38]. A toroidal coil is chosen
instead of a helical coil because of the limited stray field.

All low voltage capacitors are PP film or foil (Poly Propylene) capacitors. The
power supply buffer also consist of these capacitors because they have much higher
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RMS ripple current handling capability than electrolytic capacitors. The high voltage
capacitor Ch in the test circuit has a barium-titanate dielectric which has extreme high
dV/dt capability which is required for nanosecond discharge circuits.

The high voltage diode (D4) is a stacked 100 kV diode with 20 A peak current
handling capability and 200 ns reverse recovery time.

The in-house made pulse transformer (see Figure 3.16b) has a double Metglasr

2605SA1 C-core. Each leg has 10 primary strip windings and a single layer secondary
coil with 360 windings. An earth screen is placed between the primary and secondary
winding to couple transient capacitive currents to ground rather than to the primary
winding. Secondly, the discharge current will flow to ground in case of an insulation
failure of the high voltage winding (a similar design is presented in [46]). The earth
screen and secondary winding are sufficiently spaced for low electric field strengths
and minimized stray capacitance. Field control rings are placed at the edges of the
high voltage coils to decrease the field strength and prevent corona discharges. The
windings of both legs are connected in series.

3.5.2 Control circuit

The circuit is controlled by a 16 bit Digital Signal Controller (DSC). The voltage on
Cl can be sampled by a 10 bit ADC via a resistive divider and a 100 kHz bandwidth
isolation amplifier. The voltage on Ch is sampled via a resistive/capacitive high voltage
divider. The (pre-)fire time (Tpre−fire) is measured by a zero detector and input
capture register in the DSC. The voltage on Ch will be sampled after the zero crossing
of the current through Sw2 if no pre-fire has occurred.

The zero-crossing of the current through Sw2 needs also to be detected to switch
off the IGBT and for the TdSw1 reference point. The current is measured via a current
sense transformer, the zero-crossing is subsequently detected by a comparator with
hysteresis. The complete cycle will be finished after the zero crossing of the current
through Sw1, Cl will now be be recharged and the voltage level can be can be sampled
for feedback control. The switch-off timing of both IGBT modules is not critical
because they should conduct until the zero crossing and cannot conduct the reverse
current due to the series diode.

A control system for the regulation of VCh would be fairly easy to implement
without the pre-fire complication. The stochastic breakdown behavior of spark-gap
switches and the non linear respons of the system makes implementation of a control
system less straightforward. The first implementation of a test control scheme is shown
in Figure 3.17. The system has a double control loop. The full charge voltage on Ch

is controlled by adjusting the set-value for VCl. The voltage on Cl is subsequently
controlled by adjusting TdSw1. The correct TdSw1 needs to be selected when a pre-fire
occurs. Tpre−fire has a regular relation with TdSw1 which can be utilized (see Figure
3.14). A Look Up Table (LUT) which is addressed by the pre-fire time (Tpre−fire)
is implemented in the control system. The addressed TdSw1 value is executed and
the resulting voltage on Cl is sampled. The value in the addressed location in the
LUT is subsequently updated with a new control value via a PI controller. The TdSw1
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(a) Power electronics cabinet.

(b) High voltage pulse transformer.

Figure 3.16: The prototype capacitor charger which consists of a power elec-
tronics cabinet and an air insulated high voltage pulse transformer.

value becomes independent of the pre-fire time after a full charge cycle (see Figure
3.14, (Tpre−fire > 35 µs)). A default position in the LUT will than be addressed.
The LUT values will converge to similar results as in Figure 3.14. The resolution
of the LUT is 1 µs. The control loop is implemented with the state space model
in Matlab for simulations. A random pre-fire voltage with Gaussian distribution is
converted and applied to the input parameter Tpre−fire to tune the control parameters
for system stability. The control system still needs optimization but proof-of-concept
of the system will be presented in section 3.6. Further research should include error,
speed and stability analysis.
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Figure 3.17: Control flow diagram for stabilization of the output voltage and
stabilization of pre-fire events.

3.6 Experimental Results

3.6.1 Experimental setup

The circuit is tested by charging the capacitor of the pulsed power source for the wire-
cylinder corona reactor. The pressure in the spark gap is varied to generate pre-fire
events for testing purposes. The voltage in the high voltage part of the circuit is
measured by a North Star PVM-2 80 MHz high voltage probe. The currents through
the IGBTs are measured by Pearson 110 current monitors. The voltage on Cl and CM

is measured by a 25 MHz differential probe. The circuit is powered by a regulated 500 V
DC power supply instead of three phase mains for these measurements. A well defined
supply voltage enables proper comparison between modeled and measured values.

3.6.2 Full charge operation measurements

Typical voltages on Cl, Ch (scaled by winding ratio N) and current waveforms through
Sw1 and Sw2 can be observed in Figure 3.18. The set-value of VCh is 30 kV. The
pressure in the switch is set to 3 bar, and the repetition rate is 100 Hz. No pre-fire
events occur with these settings, the spark gap is triggered at t = 200 µs. The voltage
on Cl settles to 1051 V. The energy transfer efficiency from C0 to Ch is 91 %. The
peak output power is approximately 225 kW.

The relation between TdSw1 and the charge levels on Cl, Ch are shown in Figure
3.19, including the peak currents through the switches. The figure is obtained by
adjusting the set-value (VCh) and measuring TdSw1 (as defined in Figure 3.9) under
stable operation. The figure shows the measured and modeled controllability range
which are in good agreement.

3.6.3 Pre-fire operation measurements

Typical voltages on Cl, Ch (scaled by winding ratio N) and current waveforms through
Sw1 and Sw2 during pre-fire operation can be observed in Figure 3.20. The set-value
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Figure 3.18: Typical measured voltage and current waveforms of a full charge
cycle.
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Figure 3.19: Modeled and measured settled peak voltages and currents in the
circuit as a function of TdSw1 during full charge operation.

of VCl is fixed at 1050 V during this measurement. The pressure in the spark gap is
lowered to generate pre-fires.

The relation between Tpre−fire and the correct TdSw1 are shown in Figure 3.21. The
figure is obtained by presenting the settled TdSw1 values in the LUT. The figure shows
the measured and modeled relation. The charging accuracy ranges of the measured
VCl values is indicated in the legend. The pre-fire times are concentrated between 15
and 27 µs because Ch is charged to 88 % at t = 27 µs and the dVCh/dt lowers at the
end of the charge cycle which increases the probability of a full charge cycle at t = >35
µs. The resolution of the LUT is also clearly visible by the collection of data points
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Figure 3.20: Typical voltage and current waveforms of a charge cycle with a
pre-fire event.
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Figure 3.21: Modeled and measured TdSw1 values as a function of the pre-fire
time.

which are concentrated around discrete 1 µs Tpre−fire intervals.

Figure 3.22 shows the output voltage and current of the charger at the full repetition
rate and continuous pre-fire operation.

Figure 3.23 shows the measured and modeled charging efficiency as a function of
the average pre-fire voltage. The input power is measured and calculated with the
supply current and voltage of capacitor C0. Losses of the three-phase rectifier and
line-reactor are not included. The repetition rate of the charger is increased in steps
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Figure 3.22: Measured output voltage and current during 5 kHz continuous
pre-fire operation.
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Figure 3.23: Measured charging efficiency as a function of average pre-fire break-
down voltage (the error bar represents the standard deviation of the breakdown
voltage jitter).

up to 5 kHz to allow less recovery time for the spark gap, resulting in a decreasing
breakdown voltage. The output energy is averaged over 100–300 charge cycles. The
error bar represents the standard deviation of the breakdown voltage jitter. The state
space model is applied to calculate losses per cycle and resulting efficiency as a function
of the breakdown voltage.
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Figure 3.24: Voltage on the secondary winding of the transformer for multiple
pre-magnetization times.

The efficiency decreases with lower breakdown voltages because the currents and
resistive losses in the circuit increase and the energy transfer per cycle decreases. Up
to 75 % of the energy circulates in the circuit if the breakdown voltage is 15 kV
instead of 30 kV. The VCl set value and mismatch ratio α needs to be selected for
optimal efficiency if the charger is used with continues pre-fire operation. The deviating
measured values compared to the modeled values can be explained by the averaging
procedure which is used for the jittering measured values.

3.6.4 Magnetization behavior

The voltage over the secondary winding of the transformer during full charge stable
operation for multiple Tpm values can be observed in Figure 3.24. The negative volt-
age over the winding during pre-magnetization becomes less for larger Tpm values as
expected. Notable is the non-sinusoidal waveform as a result of the oscillation between
LM − Cs at t = 35–60 µs. There are several reasons. First the reverse recovery of D3

and D4. This will explain the sudden voltage drop after the peak of Vsec. Secondly,
the non-linear behavior of the transformer core. The µr is dependent on the operating
point in the B-H curve of the core material, resulting in a varying inductance. The
varying inductance can be observed in Figure 3.24 between t = 35–60 µs, the oscillating
periods (LM − Cs) for the three Tpm values are not identical.

Figure 3.25 shows the flux swing of a single cycle which is calculated by Equation
3.25. The flux swing is increasingly non-symmetrical for shorter Tpm values due to
increased losses in the magnetization circuit.
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Figure 3.25: Magnetic flux density swing for for multiple pre-magnetization
times.

4B(t) =
1

NsecA

∫ t

0

Vsec(τ)dτ (3.25)

Tpm is varied between 25 µs and 300 µs to measure the stable voltage level on
VCM . The values are compared with the analytical approximation (Equation 3.22) in
Figure 3.26. The approximation is only valid under condition that −ÎLM = ÎLM or
−B̂ = B̂, this is only true for Tpm >125 µs. The approximation is in good accordance
in this interval. Deviations can be explained by the varying inductance value of LM ,
conduction losses and losses due to charging of stray capacitance Cs at the beginning
of the pre-magnetization step. Also, energy can be transferred from Ch to CM when
the voltage on Ch excessively reverses (VCh/N > VCM ) after firing of the spark gap
(see Figure 3.20). This contribution will be very limited due to the fast oscillation and
discharge of Ch.

Figure 3.27 shows the jitter of the voltage on CM as result of the jitter on the
breakdown voltage. The pre-magnetization time Tpm is set to 50 µs. The mean voltage
on VCM becomes less when the average pre-fire voltage (and ∆ILM ) decreases (see
Equation 3.20). The energy in Cs is lost for the magnetization circuit when a pre-fire
occurs because Cs is rapidly discharged. The modeled values are therefore calculated by
Equation 3.22 with V̂Cs = 0. The averaging procedure and probably non-symmetrical
∆ILM causes the deviation with the measured values.
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Figure 3.27: Measured and modeled voltage on CM with Tpm = 50µs as a
function of average pre-fire breakdown voltage (the error bars represent the
standard deviations of the voltage jitter).

3.7 Conclusions

A novel circuit topology of a fast capacitor charger for pulsed power applications is
presented in this chapter. The charger is especially suitable for spark gap based power
modulators, because of the repetitive near short circuit handling capability of the
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output.
A 15 kW prototype has been built and the first results of measurements are pre-

sented. The charger is capable of charging a 8.4 nF capacitor to 30 kV in 35 µs with
a maximum repetition rate of 5 kHz and a peak output power of more than 225 kW.
The efficiency is up to 91 %.

An active reset circuit for resetting of the pulse transformer core has been imple-
mented. This circuit is also capable of recovering a large part of the energy which is
stored in the stray capacitance of the secondary transformer winding. The repetition
rate of the charger is currently limited by the oscillation between stray capacitance
and inductance of the secondary winding during the demagnetization process. A pulse
transformer with a lower secondary stray capacitance (e.g. multi layer winding) would
be desired.

A numeric simulation tool based on state space modeling is implemented to simulate
the circuit behavior. Measurements and simulations are in good accordance.

A first implementation of a control loop is implemented to handle pre-fire events and
to regulate the output voltage. The control system requires additional optimization,
further research should include error, speed and stability analysis.
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Abstract

Spark gap closing switches feature superior switching characteristics in switch-
ing speed, current handling and voltage hold-off capability. Unfortunately these
switches suffer from electrode erosion and the switching medium has to recover
after each pulse, limiting the life-time and repetition rate of the switch. The
recovery can be improved by purging the gap to remove heated and ionized gas
and to cool the electrodes. The performance of the nitrogen purged spark gap
system of the pulsed corona demonstrator is described in this chapter. The exper-
imental switching performance, recovery and erosion results for multiple electrode
materials are presented. An analytical and a numerical thermal erosion model
is proposed to estimate electrode evaporation rates. Impedance, rise time and
trigger-delay of the spark gap was measured for multiple gap distances, operating
pressures and gasses (air, N2 and N2/H2 95/5 mixture) to consider optimized
operating points. Recovery of the N2 switching medium in the spark gap is in-
vestigated as a function of the pulse repetition rate and purge flow, up to 800 Hz
during continuous operation and up to 5 kHz in burst. Electrode erosion during
continuous operation was determined for six materials after 65·106 shots. Ero-
sion rates of the anodes were between 4 and 19.6 nL/C. By increasing quality of
performance, the materials rank as follows: copper > brass > copper/tungsten
> stainless steel > tungsten > aluminium. The copper cathode didn’t show any
erosion and gained some weight. Copper can apparently be transported from the
anode and partially deposited on the cathode in a nitrogen environment. De-
tailed SEM images are provided of all tested electrode materials. The developed
analytical and a numerical models are both based on the heat equation. The 1D
analytical model assumes a static spark radius, and estimates evaporation at a
boiling surface. The 2D (rz-plane) FDM (Finite Difference Method) numerical
thermal model features a more realistic spark radius which expands according
to the trajectory of a shockwave. Time and space resolved heating of the elec-
trode can be simulated, including evaporation and melting. The power input of
the models is the product of the measured discharge current and estimated Veff
(effective fall voltage) near the electrode. Comparison between modeled and ex-
perimental data give insight in the erosion behavior of the tested materials.
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4.1 Introduction

Pulsed power modulators generally are equipped with high power closing switches
which are used to discharge high voltage capacitors into a load. The switch should be
capable of handling high voltages, high currents and should have very fast switching
characteristics (typically tens of kilo Volts and tens of kilo Amperes with nanosecond
closing times and micro- or nanosecond discharge times) [36]. The resulting high peak
powers can be used to energize e.g. pulsed lasers, radar, ultra-strong magnetic fields,
particle accelerators, fusion research and electromagnetic pulses [47–49]. A pressurized
spark gap switch [50] is used in our application because of the superior switching speed
(typically nano- or picosecond rise time) and low on-state impedance (typically several
hundred mΩ). The erosion and recovery behavior requires specific attention when
this type of switches is applied for applications where continuous robust operation is
required. During switching a spark channel (thermal plasma) is created between the
electrodes which heats up the gas, ionizes the switching medium and vaporizes electrode
material. The switch needs to be purged to enhance the recovery and repetition rate.
The electrode erosion should be minimized for long life operation.

The experimental recovery and erosion results of the spark gap switch which is
described in Section 2.2.2 is presented in this chapter. Experimental recovery results
for 800 Hz continuous operation and 5 kHz burst operation are shown in Section 4.2.
The results include switching characteristics (e.g. rise time and spark resistance) and
required gap flow as function of the repetition rate and the effect of the electrode
diameter. Experimental and modeled electrode erosion results can be observed in 4.3.
The section includes two developed erosion models, Scanning Electron Microscopy
(SEM) images of the surfaces of the tested electrodes and comparison of modeled and
measured data.

4.2 Spark gap recovery

4.2.1 Recovery mechanisms

The gap will not be able to hold off the full switching voltage for a certain time (recovery
time) after switching. The recovery process can be divided into three phases [51].

The first phase is the deionization of the spark channel. This occurs primarily by
recombination, de-excitation and attachment [52]. The ionization level in the spark is
assumed to be reduced to background level after after tens of microseconds after the
spark has quenched.

The second phase is the restoration of the gas density. The gas in the spark channel
is heated to several thousand Kelvin [52] during conduction which results in a dramatic
drop of the local gas density. The breakdown voltage is dependent on the E/N value,
where E is the electric field (V/m) and N the concentration of neutral particles (gas
density). Reducing the gas density also reduces the breakdown voltage. The breakdown
voltage will be significantly lower if the voltage over the electrodes is reapplied too
quickly. The gas needs to cool to ambient temperature which takes up to 10 milliseconds
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dependent on the operating pressure and gas composition. The repetition rate is limited
to a few hundred Hz with air or nitrogen as switching medium. Hydrogen has a much
higher molecular speed and thermal diffusivity which increases the repetition rate to
about 1 kHz [53]. Electrode heating during continuous operation can also limit heat
transfer from the heated gas to the electrodes which affects the recovery time indirectly.

The third phase is the ability of the switch to be over-volted to a value higher than
the DC breakdown voltage of the switch. Pulse charging of the gap is often applied
to improve switching characteristics like jitter and rise time. This final recovery stage
can take up to several hundred ms [54] and is attributed to residual ions in the gap.
The breakdown voltage of the gap is affected significantly even with small amounts of
residual ions [53].

The primary focus in our application is improved electrode lifetime and continuous
high repetition rate operation. Recovery can be improved by purging the gap to restore
density, cool the electrodes, and remove debris between switching cycles [55, 56]. The
purging rate should increase proportionally to the gap volume (product of the active
electrode surface and gap distance) [57] to refresh the heated gas between switching
cycles. The breakdown voltage in the gap is dependent on the operating pressure and
gap distance (pdgap) making the purging rate theoretically proportional to the STP
(Standard Temperature and Pressure) gap volume.

The pulse repetition rate of an air purged switch can be increased to 1 kHz [30]. The
voltage over the switch should be present as short as possible during high repetition
rate operation to allow a large recovery time. This can be achieved by charging the
capacitor only just before the spark gap switches with a high power (pulse) capacitor
charger [58]. Purging the spark gap with compressed air into atmospheric space is
effective but costly, and produces a waste flow containing NOx, ozone and electrode
dust particles [59]. Up to 100 Nm3/h air is required to increase the repetition rate of a
10 J per pulse system to 1 kHz [30]. The compressed air needs to be oil free and dried
to prevent contamination and assure breakdown stability. Typical power requirement
of a 100 Nm3/h purging system will be at least 5–10 kW depending on the operating
pressure of the switch and overal pressure drop in the system. Birx [60] reports 11 kW
purging power requirement in their 1 kHz repetition rate application.

Purging the gap in a pressurized closed loop is more energy efficient, improves
stability of the spark gap due reduction of impurities (e.g. moisture) and allows the
use of gasses other than air. Hydrogen would be preferred because of its fast intrinsic
recovery. However, fire and explosion hazards when accidently mixed with air makes
it less suitable. Pressurization of the gas increases the density and heat transfer which
results in faster intrinsic recovery [61]. Also the switching characteristics (jitter and
rise time) and heat transfer from gas to electrodes can be improved by decreasing the
gap distance. The surface roughness of the electrodes dominate the breakdown voltage
of the gap for very small gap distances at high pressures. Also electrode erosion is
increased for smaller gaps and complexity increases due to the high operating pressure.
Trade-offs that have to be considered when designing a spark gap switch. Nitrogen
has a proper breakdown strength (comparable to air) which enables design of a fast
compact pulsed power spark gap at pressures up to several bars. It is also reasonably
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inert which reduces electrode oxidation. Nitrogen is therefore the preferred gas for
the closed loop system in our application. Addition of a safe concentration level of
hydrogen (5 %) to the nitrogen is also considered to enhance the recovery time.

Recovery can also be enhanced by using an additional trigger electrode and circuit
which is also used in the demonstrator. The spark gap can be triggered below the DC
breakdown voltage which makes full recovery of the switching medium unnecessary.
The spark gap can then be operated at a higher temperature (and lower density) of
the switching medium.

4.2.2 Experimental approach

Recovery and erosion experiments were carried out with the demonstrator which was
described in Chapter 2. An additional setup is used to estimate switching losses and
switching speed of the spark gap. Finally, the 5 kHz capacitor charger was installed
in the demonstrator setup to study recovery behavior for repetition rates exceeding 1
kHz.

4.2.2.1 Switching characteristics setup

Determining switching losses in a spark gap can be quite challenging. Measurement of
the switching current is relative easy compared to the differential voltage measurement
(which would be needed to determine the voltage over the resistive gap). The resistance
of the spark is typically several hundred mΩ resulting in an estimated voltage drop
over the gap of less than 1 kV. The induction voltage in the spark gap structure is
(in most cases) larger than the resistive voltage. The inductance cannot be neglected
because we have a high dI/dt of the switching current and small spark diameter [62].
Calculation of the gap voltage would be possible by applying a model with estimated
parameters. A different approach is chosen in order to keep the measurements accurate
and simple. The switching characteristics of the spark gap are investigated by placing
the spark gap in a RLC circuit. The experimental setup is shown in figure 4.1.

Capacitor Ch (= 8 nF) is charged in approximately 35 µs to 30 kV by the 5
kHz resonant capacitor charger. The charging current and voltage are measured by a
Pearson 6600 current monitor and North Star PVM-2 high voltage probe and the stored
energy in Ch is subsequently calculated. The spark gap is subsequently triggered by the
solid state trigger unit. The trigger voltage is negative to limit the isolation voltage
requirement of the trigger transformer to 30 kV instead of 45–60 kV. The coaxial
load consists of a disc-type low inductance resistor of 1.13 Ω. The spark gap switching
characteristics are monitored using a voltage and current sensor which are incorporated
in the spark gap housing (see sections 2.2.6 and 2.2.2). The capacitor input energy
and load energy can subsequently be calculated for each shot. The switching losses can
be estimated by considering the difference in energy. A low load resistance value and
resulting high discharge current proved to be needed to observe significant distinction
in results between spark gap settings. The impedance of the spark gap needs to be
reasonably significant compared to the 1.13 Ω load. The spark gap is too efficient
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Figure 4.1: Schematic experimental setup to evaluate the SG performance.
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Figure 4.2: Typical charging voltage and current waveforms of capacitor Ch.
The spark gap is triggered at t=0, the current delivered by the trigger circuit
can be observed just before the spark gap fires. Ch discharges rapidly in the
load after triggering.

at a higher impedance load which would not reveal difference in switching efficiency.
The trigger unit is applied to fire the spark gap shortly and accurately after charging
which enables capturing of charging and discharging waveforms simultaneously on one
oscilloscope with a sample rate of 2 Gs/s. A typical charging cycle is shown in Figure
4.2. The spark gap is triggered at t = 0. The trigger current which charges the stray
capacitance of the electrode and connection rod can be observed just before the spark
gap fires. The anode current and voltage are shown in Figure 4.3. The 200 ns long
noisy voltage waveform before the actual closing of the gap at t = 0 is caused by the
discharge activity in the trigger gap. It takes a certain time before the main gap fires
after the trigger gap has been fired. This trigger delay time will also be considered
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Figure 4.3: Typical spark gap cathode (Rload) voltage and current waveforms.
The noisy cathode voltage waveform before t=0 is caused by the discharge in
the trigger gap.

because it provides insight in the trigger behavior of the spark gap. A long trigger
time suggests an arduously triggering, and an increased probability of not firing at al.
The low value of the needed load resistor results in an underdamped oscillation of the
voltage and current. The peak voltage at the anode is only 20 kV due the large dI/dt
of the current and inductance in the spark gap.

A pseudo spark resistance is introduced by considering the energy balance of the
setup. The real impedance of the spark alters during the discharge period, so the static
pseudo resistance can only be used to compare results and to obtain some sense of the
spark resistance. It is assumed that all losses in the circuit are in the spark, so the
energy stored in the capacitor (Ein) minus the energy delivered to the load (Eout) is
equal to the energy dissipated in the spark (Espark). The spark resistance is assumed
to be static so the total dissipated energy per pulse is equal to: Rspark

∫
Icathode(t)

2dt.
The current is measured accurately so the pseudo spark resistance can be derived, see
Equation 4.1 and 4.2.

Espark = Ein − Eout = Rspark

∫
Icathode(t)

2dt (4.1)

Rspark =

∫
VCh(t)ICh(t)dt−

∫
Vcathode(t)Icathode(t)dt∫

Icathode(t)2dt
(4.2)

The obtained resistance value can be validated by applying RLC circuit analysis [63]. The
current in an RLC circuit can be described by Equations 4.3, 4.4 and 4.5. Where L is the
(parasitic) inductance in the circuit. L is unknown and can be fitted with actual measurements
to obtain the correct oscillation frequency. Figure 4.4 is obtained by substitution of the
calculated 0.13 Ω value from Equation 4.2 in Equation 4.3. L is fitted and has a value of 175
nH. Although the actual resistance is time dependent, the calculated and actual waveform are
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Figure 4.4: Measured and calculated spark gap cathode current as a function
of time. The pressure of the N2 in the spark gap is 2 bar.

very similar. The actual peak current is slightly higher because the resistance of the spark is
reversely proportional to some function of the current [64].

I(t) =
VCh(0)

ωdL
e−αtsin(ωdt) (4.3)

α =
Rload +Rspark

2L
(4.4)

ωd =

√
1

LCh
−
(
Rload +Rspark

2L

)2

(4.5)

4.2.2.2 Continuous 800 Hz operation recovery

The demonstrator setup with the 1 kHz capacitor charger, RLC trigger and 20 kV DC-bias is
used during these experiments. The pressure in the spark gap is 3.4 bar, results will later show
that this is a well-considered choice. Several electrode materials are tested using the following
procedure. The spark gap housing is only vented for mounting of a new set of electrodes at
a start of a series. The spark gap housing is subsequently purged to expel any air out of
the system. At least 106 shots are executed to erode the surfaces of the electrodes evenly.
Preferential discharge areas introduced by slight misalignments of the electrodes will now be
eliminated. Recovery of the gap is investigated up to 800 Hz. Although the capacitor charger
is capable of operating at 1 kHz, thermal limitations in some system components prevent
continuous operation above 800 Hz. The switching current is shown in Figure 2.31 and 2.34
(Chapter 2).

The recovery experiment is started by setting the power of the rootsblower to 5 % of
the maximum power. The corresponding absolute flow will be 0.5–1.5 m3/h (at 3.4 bar).
Although the spark gap is able to recover fully at low repetition rates (1-200 Hz), some flow
is needed to cool the electrodes and provide transportation of particles originating from the
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discharges during continuous operation. The spark gap is now able to recover at a repetition
rate of 250 Hz and will be used as a start value for the recovery experiment. The repetition
rate is subsequently automatically increased with 25 or 50 Hz every 10 or 20 minutes (50
Hz per 20 min.). An increasing repetition rate will inevitably result in a growing amount of
pre-fires which are detected by the control circuit. The power of the rootsblower is increased
automatically with 1 % when the average number of pre-fires exceeds 5 % of the total number
of fires. This ensures a stable operation of the spark gap over the repetition rate sweep
up to 800 Hz. The 20 minutes between repetition rate steps are needed to obtain thermal
equilibriums of the gas flow and electrode temperatures. The flow though the spark gap will be
settled to a stable value during the 20 minute interval. The settled flow value is subsequently
captured together with the corresponding repetition rate. The following materials are tested:
stainless steel (ss 316 grade), brass (CuZn 60/40), aluminium (Al), copper (Cu) and copper
tungsten alloy (WCu 75/25) [65].

4.2.2.3 5 kHz burst recovery

The demonstrator setup with the 5 kHz capacitor charger, RLC trigger and 0 kV DC-bias
is used during these experiments. The DC-bias circuit was not designed to recharge Cdc
with these high repetition rates. The absence of the DC-bias voltage decreases the energy
transfer efficiency between between the power source and the reactor which result in increased
dissipation in the spark gap.

Recovery of the switch is tested using the rootsblower to purge the spark gap with flows
up to 10 m3/h. We are primarily interested in the effect of the flow on the recovery behavior
of the spark gap so only the 3.2 mm gap distance is considered at an operating pressure of 3
bar. The gap volume and flow determine the refreshing rate of the gap. Multiple flows and
gap volumes are applied to investigate the recovery behavior of N2 with and without addition
of 5 % H2. The volume of the gap is varied by using three electrode diameters (do): 29.5,
34.5 and 40 mm. The recovery voltage of the spark gap is measured with repetition rates up
to 5 kHz by applying bursts of 100 charge cycles to the spark gap (example Figure 4.5).

The voltage on Ch is measured using a long record length on the oscilloscope to capture
the complete burst. Individual charge cycles are extracted and the peak voltages which are
equal to the breakdown or to the recovery voltage are subsequently averaged. The spark gap
will always operate in the triggered mode during the first charge cycle of the burst. Depending
on the flow, gap volume and repetition rate, the spark gap is able to recover fully before the
next charge cycle and remains to operate in the triggered mode. Otherwise, the spark gap
will operate in the pre-fire mode for the remaining cycles of the burst. The breakdown voltage
of the first cycle of the burst will be discarded for the average recovery voltage calculation
because it is not representative for the recovery voltage during pre-fire operation.

4.2.3 Experimental results

4.2.3.1 Trigger delay, rise time and spark resistance

Figures 4.8a-c shows the spark resistance measurements as a function of operating pressure
for three gap distances (dg) and three gasses: air, pure N2 and N2/H2 mix (95/5). The closed-
loop system is not used in this setup so it was possible to use air for comparison with the
other gasses. First the spark gap is purged, then pressurized and sealed for each experiment.
The gas was periodically refreshed. Measurements were performed at a repetition rate of 5
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Figure 4.5: Typical break down voltage waveform of a 100 charge cycles burst.
The gap is able to hold off 30 kV charging voltage and operates in the triggered
mode during the first charge cycle. The spark gap pre-fires during the following
cycles.

pulses per second. Up to 20 cycles were captured and processed individually. The results are
averaged, the error bars represent the standard deviation. Voltage rise time measurements are
shown in figures 4.7a-c and the trigger delay times are shown in figures 4.6a-c. The pressure in
the spark gap was varied during these measurements and data points were collected if the gap
was able to hold the 30 kV charging voltage and if the trigger unit was able to fire the gap.
This pressure window will be referred to as the operating range. The following observations
are made from these measurements.

Trigger delay:

• The operating pressure range of air is much more limited compared to the other gasses.
At a fixed voltage and gap setting only a ∆ 500 mbar window was usable for air, the N2

and N2/H2 can have a window up to ∆ 2.75 bar. The reason for this limited operating
range is the presence of oxygen which is an electronegative gas. The oxygen molecules
are tended to attract electrons which impedes the avalanche which is needed to initiate
the spark.

• Trigger delays are similar for al gasses if the gap is able to fire. The delay is always
present and increases with higher operating pressures. The jitter on the trigger delay
is low and only increases in the upper region of the operating range. The delay can be
up to 2500 ns with N2 or N2/H2.

Rise time:

• The air gap is fast switching under al conditions. The voltage rise time in N2 and
N2/H2 primarily dependents on the operating pressure and gap distance. The rise
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time decreases always with increasing pressure because the discharge transit time is
dominated by the electron avalanche time which decreases with a higher initial gas
density. A decreasing rise time can also be observed for smaller gap distances due to
the increased E-field in the gap which also decreases the avalanche time. [66] [67].

• The addition of 5 % H2 seems to improve the switching speed for the 2.2 and 3.2 mm
gap distance in the lower region of the operating range. This is possibly related to the
very low molecular weight of hydrogen which allows fast channel expansion resulting in
faster rise times [68]. Apparently even with low concentration levels hydrogen.

• The rise time saturates at a minimum value for all gasses in the upper region of the
operating range. The minimum rise times for gap distances 2.2, 3.2 and 4.2 mm are
respectively 3 ns, 3.7 ns and 5 ns. Inductance of the spark is related to the gap distance
(or length of the spark) [69] [62] which limits the rise time of the switch.

Spark gap resistance:

• The spark gap resistance is typically between 0.1 and 0.25 Ω for all gases and electrode
distances. A smaller gap (or shorter spark) results in a lower resistance value.

• The expansion of the plasma channel is more limited at higher pressures which results
in a higher spark resistance for the 2.2 and 3.2 mm gap distance in the upper region of
the operating range.

• The lowest resistance is obtained with N2/H2 followed by N2 and air. The resistance
decreases for decreasing average molecular weight of the gas mixture [68]. The fast
channel expansion of hydrogen also reduces the on state conduction losses.

A more optimized operating point for the closed-loop purging system can be chosen by
considering these results. Air cannot be used because of accumulation of ozone and NOx in
the system. The effect of low percentages hydrogen is not yet known, the gas composition in
the system could change due to continuous recycling. N2/H2 mix was considered for burst
recovery experiments to investigate added value. For long term erosion experiments only pure
nitrogen was considered.

A high operating pressure decreases the voltage rise time and decreases the spark resis-
tance. An optimal pressure from a switching efficiency point of view would be 3-3.5 bar for the
3.2 mm N2 gap (see figures 4.7b and 4.8b). The rise time reaches almost the minimum plateau
(caused by the spark inductance), while the spark resistance increases from 3.5 bar onwards.
Also the trigger delay is relative low with minimal jitter which enables stable triggering of the
gap. An even better switching performance is obtained with the 2.2 mm gap at an operating
pressure of 5 bar. Increased erosion is expected with smaller gap distances [70,71], also more
energy is required to purge the gap at higher operating pressures. The 3.2 mm gap at 3-3.5 bar
is eventually chosen for recovery and erosion experiments with the demonstrator (TLT load).
The switching performance is good enough because the current pulse rise time is limited to 20
ns by another effect: the parasitic inductance in the TLT and the connections. This operating
setting proved to be a very stable for the system which is essential for endurance testing of
electrode materials.
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Figure 4.6: Spark gap trigger delay time as a function of pressure for multiple
gasses and gap distances

4.2.3.2 Continuous 800 Hz operation recovery

The results are shown in Figure 4.9 for the following five electrode materials: stainless steel
(SS 316 grade), brass (CuZn 60/40), aluminium (Al), copper (Cu) and copper tungsten alloy
(WCu 75/25) [65]. Two diameters of the copper electrodes are tested (40 mm and 34.5 mm),
see Figure 2.9.
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Figure 4.7: Spark gap voltage rise time as a function of pressure for multiple
gasses and gap distances

Recovery experiments with tungsten (W) electrodes proved to be difficult. Often flakes of
poorly sintered material crumbled off the surface of the electrode causing local electric field
enhancement. Recovery fails subsequently completely because the sparks will tend to strike
the same spot on the electrode surface.

The materials containing copper show similar flow requirements. A slightly higher flow is
needed for the recovery of the gap with aluminium electrodes compared to the copper alloys.
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Figure 4.8: Pseudo spark gap resistance as a function of pressure for multiple
gasses and gap distances

Aluminium has a slightly lower work function than the other materials which could affect the
breakdown strength of the gap. Aluminium has also the highest erosion rate in volume which
will be shown in Section 4.3.3. The higher amount of vaporized material in the gap could also
effect the breakdown voltage.

Significantly deviating recovery behavior was only observed with tungsten and stainless
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Figure 4.9: Required flow (at 3.4 bar) through the spark gap for different elec-
trode materials and 5 % prefire operation.

steel. Although the stainless steel electrodes perform similar as the copper alloys up to 500 Hz,
the flow requirement increases significantly above this repetition rate. The erosion pattern
of all materials shows the highest erosion near the trigger disc and the lowest erosion at
the outer rim. Although it is obvious that the strike probability is higher near the trigger-
gap of the spark gap, the sparks should strike randomly around the trigger disc for proper
recovery. Sparks will tend to strike one spot for several sequential pulses if insufficient purging
is applied [57]. The recovery fails completely if the spark location remains the same for all
consecutive pulses. Stainless steel has a very poor thermal conductivity compared to the other
materials (17 W/(m·K) for stainless steel and 110–385 W/(m·K) for the other materials) which
could explain the poor recovery behavior at higher repetition rates, see Table 4.1. The surface
temperature will rise due to poor heat transport of from the surface (where the spark root
attaches) to the bulk of the electrode. The resulting hot-spot is less capable of holding of the
voltage with as result that the spark strikes the same spot over and over again. This explains
the abrupt recovery failure beyond 500 Hz. It is reported in literature that the electrode
surface is also responsible for conducting a part of the heat of the gas in the gap [72, 73]. So
a second less dominant explanation could be the lack of heat conduction (poor for stainless)
from the heated gas to the electrode which increases the recovery time.

Figure 4.10 shows the required flow as a function of the recovery time of the gap for 5 %
pre-fire operation. The recovery time is in this case defined as the time that the spark gap is
open and there is no voltage present over the spark gap (no voltage over Ch). It is calculated
by the following equation TRecovery = (1/f) − TCharge − TTrigger − TSGon , where f is the
repetition rate, TCharge is the charging time of Ch, TTrigger is the average time before the
spark gap triggers and TSGon is the time that the spark gap remains on.

The 34.5-mm Cu electrodes have a reduced flow requirement compared to the 40-mm
electrodes due the smaller gap volume which can be purged with less gas flow. The volume of
the gap is 1.8× smaller, the flow requirement is at 1.2, 1.5 and 2 ms recovery time respectively
1.5×, 1.6×, and 1.5× smaller. The erosion is much more severe at the inner edge of the anode
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Figure 4.10: Required flow (at 3.4 bar) through the spark gap as function of
the recovery time for different electrode materials and 5 % prefire operation.

near the trigger electrode. Discharge activity is concentrated here because of the triggering
process. Reducing the outer electrode radius has therefore probably less effect as expected
on the recovery behavior. Heated gas in the outer radius region of the gap which reduces the
breakdown strength of the gap can however be removed from the gap volume with less flow
requirement.

Efficiency of a pulsed power system becomes more important in commercial application
as i.e. air purification. The electrical switching efficiency of the spark gap is very high (>
95 %) but the energy consumption of the purging system should also be considered. Figure
4.12 shows the power requirement of the compressor as a function of the repetition rate for
the copper electrodes in this system. The pressure drop in the system dominates the power
consumption and is primarily caused by the particle filter which saturates within 40 operating
hours.

Approximately 0.5 kW is needed to increase the repetition rate to 600 Hz. More than
double the power (1.1 kW) is needed for 800 Hz repetition rate. Figure 4.12 shows the
repetition rate limitation of purged spark gap switches. Power consumption can probably be
reduced by minimizing the pressure drop in the system, but the non-linear trend of the graph
will be similar. Faltens [74] concluded that the purging power requirement is proportional to
the cube of gas velocity in the gap.

ηSG(f) =
EChf − Esparkf
EChf + Ppurge(f)

(4.6)

The overall switching efficiency as a function of the repetition rate can now be estimated
by Equation 4.6, where f is the repetition rate, ECh the input energy in capacitor Ch, ESG the
energy which is lost per pulse due to switching losses, and Ppurge(f) the required compressor
power as a function of the repetition rate (Figure 4.12). ESG is estimated from the spark
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Figure 4.11: Input compressor power as a function of the repetition rate for
34.5 and 40-mm copper electrodes (3.4 bar operating pressure and 500 mbar
maximum pressure drop).
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Figure 4.12: Spark gap switching efficiency (including purging power) as a
function of the repetition rate for 34.5 and 40-mm copper electrodes (3.4 bar
operating pressure and 500 mbar maximum pressure drop).

resistance measurements, approximately 0.15 Ω which results in 0.1 J per pulse Espark (see
Equation 4.1).

A maximum efficiency of 96 % can be achieved at low repetition rates. The efficiency
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is then primarily limited by the switching losses. The purging power dominates at higher
repetition rates resulting in 81 % efficiency at 800 Hz for the 40-mm electrode and 87 %
efficiency for the 43 mm electrode.

4.2.3.3 5 kHz burst recovery

Figure 4.13a-c show the relative (to 30 kV) mean recovery voltage as a function of the repeti-
tion rate for 1, 5 and 10 m3/h flow (N2 and N2/H2 mixture) and the three electrode diameters.
The following observations can be summarized with respect to the recovery voltage:

• Generally, the recovery voltage is enhanced with increasing gap flow. Except for the
40 mm diameter electrode, the spark gap is only able to remain in the triggered mode
up to 600 Hz with 5 m3/h gap flow. Although doubling the flow does not increase the
recovery voltage below 1600 Hz, it remarkably has an effect above this repetition rate
(the tipping point is marked by the gray arrow in Figure 4.13a).

• A smaller electrode diameter increases the recovery voltage with the same gap flow
under all circumstances. The gap volume is equal to Vgap = dgπ(d2

o − d2
i )/4 so the

refreshing rate of the gas in the gap increases with decreasing do at the same flow,
explaining the improved recovery voltage. A smaller electrode diameter would also
increases the amount of discharges per unit area, assuming a random distribution of
discharge locations on the electrode surface (during pre-fire operation). Although this
effect should be disadvantageous, it does not seem to affect the recovery. The gas
velocity at the outer rim of electrode is proportional to the outer radius of the electrode.
Cooling of the small electrode by the purging flow is apparently very effective.

• The addition of 5 % hydrogen increases the recovery voltage at repetition rates beyond
2500 Hz for the 40 and 34.5 mm electrode, the tipping point is marked by the black
arrows in figures 4.13a and 4.13b. The effect is noticeable over the complete repetition
rate range for the 29.5 mm electrode. The spark resistance and energy dissipation is
lowered by the addition of H2, also the heat conduction of the gas is slightly increased.
The gas density is restored faster which could explain the improved recovery. The
tipping points beyond 2500 Hz for the larger electrode diameters are not completely
understood. Repetition rates beyond the tipping point are accompanied by large jitter
in the breakdown voltage (see figures 4.14a and 4.14b). There is possibly a relation to
sparks which strike the same spot for consecutive pulses. A similar abrupt alteration
was also seen for the stainless steel electrode during the 800 Hz contentious operation
experiment.

• Multiple plateaus can be observed in figures 4.13b and 4.13c which are marked by
the dashed horizontal lines. The start of these plateaus is primarily dependent on
the repetition rate, in these experiments near 3000 and 4500 Hz. Small intermediate
plateaus also seem to be present. The height of the plateaus can be lifted by increasing
the flow. Figure 4.13b shows that three settings (1 m3/h N2, 1 m3/h N2/H2 and 5 m3/h
N2) eventually reach the lowest plateau. Apparently some parameter in the recovery
process becomes dominant, for instance the electrode temperature.

• The overall best recovery result was obtained with 10 m3/h N2/H2 and the 29.5 mm
electrode. The spark gap was able to operate up 1 kHz in the triggered mode and the
recovery voltage was 62 % at 5 kHz repetition rate during pre-fire operation.
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Figure 4.13: Relative mean recovery voltage as a function of the repetition
rate. The grey arrow marks the tipping point where the 10 m3/h flow has effect
on the recovery voltage. The black arrows mark the tipping points where the
addition of 5 % H2 affects the recovery voltage. The dashed horizontal lines
mark the plateaus where the recovery voltage is more or less independent of the
repetition rate.
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Figure 4.14: Relative standard deviation of the recovery voltage as a function
of the repetition rate.
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Figure 4.14a-c shows the relative (to the mean recovery voltage) standard deviation (SD)
of the recovery voltage as a function of the repetition rate for 1, 5 and 10 m3/h flow and three
different electrode diameters. The following observations can be summarized with respect to
the jitter of the recovery voltage:

• The jitter is near zero for low repetition rates where the spark gap operates in the
triggered mode. The relative SD increases on average up to 15-25 % for repetition rates
beyond 2000 Hz.

• Unstable areas can be observed where the relative SD increases up to 50 %. For instance
in Figure 4.14a, these unstable areas seem to be related to the recovery voltage tipping
points marked by the arrows in Figure 4.13a. The same observation can be made from
Figure 4.13b and 4.14b, the tipping points at 2500 Hz in both figures are related. The
system is able to enter in a sort of alternating mode, a cycle with a high breakdown
voltage is followed by a cycle with a low breakdown voltage. A larger amount of energy
is dissipated in the gap with the high breakdown voltage resulting in a poorer recovery
and lower breakdown voltage during the following cycle.

4.3 Electrode erosion

4.3.1 Erosion mechanisms

The lifetime of the spark gap switch is limited by the erosion rate of the electrodes [57,75–77].
Erosion occurs when sufficient energy from the discharge is applied to the surface of the
electrode material which raises the temperature to the boiling point. Several processes affect
the erosion, i.e. ablation (vaporization or chipping), sputtering by particle bombardment and
oxidation [78]. Liquified electrode materials can be ejected out of the surface by shockwaves
produced by the transient discharge. The erosion processes are complex and poorly covered
by theory. There are multiple parameters which affect the erosion such as: electrode material,
gap distance, gas composition, gas pressure, peak current and total charge transfer of the
pulse.

The energy sources which initiate these processes include electron impact, Joule heating,
exothermic chemical reactions and jet impact. Energy input to the electrode surface is often
related to the electrode fall voltage. Fall regions exist near the cathode and anode surface,
see figure 4.15. The fall voltage is typically 10–50 V. The discharge channel needs to make
the transition from gas to metal. Conditions and self maintaining mechanisms exist in these
regions which allow these transitions [79]. Electrons are emitted at the cathode by the high
electric field in the fall region and as a result of ion impact. Electrons accelerate in the electric
field of the fall region, producing ions and electrons near the boundary of the discharge column
upon collision. The ions are then accelerated back to the cathode where they bombard the
cathode surface. When the surface of the electrode heats up (by ion impact) to several
thousand Kelvin, thermionic emission will become significant and the fall voltage decreases
[80]. At the cathode the current has an ionic and electronic component. Current continuity in
the anode fall region is mainly achieved by electrons being fed into the anode because positive
ion emission from the anode can be neglected.

Joule heating (resistive heating) occurs in the spark (gas) and in the electrode. The region
of interest for Joule heating in the gas phase is near the electrode surface. The power input at
the electrode surface is determined by a combination of various mechanisms. Significant are:
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Figure 4.15: Schematic representation of the space charges and fall voltages
near the surfaces of the anode and cathode.

E-field determined fall voltage, electron and ion impact, electron field emission and thermal
electron emission, metal work function, ion recombination and enthalpies of the particle fluxes.
A convenient way to formulate the power input is the introduction of an effective fall voltage
at the electrodes, see the work by Tepper [81]. Along these lines we can equate the power
input as current times effective fall voltage. The expression for the effective fall voltages,
adapted from [81] is:

VeffC = VC − F − 2.5
kTC
e

(4.7)

VeffA = VA + F + 2.5
kTA
e

(4.8)

Where VC and VA are the E-field determined fall voltages at the cathode and anode,
F is the work function expressed in volts, TA or TC is a temperature determined by the
temperature of the spark, the electrons and the surface. Note that 2.5 kT/e is an expression
in volts. Filling in numbers to have a crude estimate of magnitudes shows that the anode has
a significantly higher effective fall voltage than the cathode, e.g. 16 V versus 4 V (we used
VC=VA=10 V, F=4.5 V, 2.5kT/e=1.5 V).

Other forms of energy delivered by the spark are radiation, convection and conduction.
The high current densities in the spark (kA amperes vs. µm-mm spark radius) results in
high current densities and Joule heating in the electrode at the spark-root attachment point.
The skin effect can play a reinforcing role during transient discharges. An erosion mechanism
which can occur during high current pulsed discharges is jet production [70, 82, 83]. High
speed (104 m/s) directed streams of ionized electrode vapor are produced in the space near
the electrode surfaces. These jets are super heated up to 4×104 K as they pass through the
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spark plasma and create crater like erosion upon collision with the opposite electrode. The
jet production results in an electrode-separation dependent erosion rate [70,71].

4.3.2 Electrode erosion modeling

Analytical and numerical thermal models are developed to investigate and estimate the elec-
trode erosion behavior and to gain insight in the effect of material properties. The actual power
input to the surface is difficult to estimate and depends on multiple factors as described in
Section 4.3.1). Therefore we apply a basic approach, the power input is proportional to the
product of the effective fall voltage and discharge current. The power dissipated in the fall re-
gion is transferred to the electrode surface resulting in: Pin = VeffA |ISG(t)| for the anode and
Pin = VeffC |ISG(t)| where VeffA , VeffC the effective anode and cathode fall voltage. Elec-
trode erosion can be estimated by considering the energy balance between heat conduction
and power input at the electrode surface. The difference of the input power and conducted
power is converted into evaporation of the electrode material. The radius of the discharge at
the electrode-spark attachment affects the current density in the discharge and thus the power
density (W/m2) on the electrode surface. The analytical model assumes a static spark radius
and thus a static power density to the electrode surface, while the numerical model features
a more realistic spark radius which follows the trajectory of a shockwave. The numerical
model also enables estimation of the melted electrode volume which is rather important. The
total volume erosion actually consists of the sum of the vaporized material and ejected molten
material [57, 84], see Equation 4.9. Ve is the total eroded volume, Vv and Vl are respectively
the vaporized and molten volume. kv and kl are the coefficients of removal, where e.g. kv = 1
means that all molten material is removed from the surface. Estimation of these coefficients
is challenging because they depend on various parameters.

Ve = kvVv + klVl (4.9)

4.3.2.1 Analytical model

Starting point of the analytical model is Fourier’s law which describes the rate of flow of heat
energy Q through a surface A which is proportional to the negative temperature gradient
normal to the surface, where λ is the thermal conductivity (W/m2·K).

Q = −λA∇T (4.10)

An approach comparable to our model is followed by Tepper [81]. However, he assumes
TB >> Tamb where TB is the boiling temperature of the electrode material and Tamb is the
temperature of the bulk of the electrode. It is also assumed in this reference that the contact
area A equals the entire electrode surface. In our present case we assume a much smaller area
A. A schematic representation of the problem can be observed in Figure 4.16. Our analytical
1D model which describes the evaporated volume per pulse as a function of the heat flux
(power) on the electrode surface can be derived as follows. The heat flux (Pin) delivered
by the spark column to the electrode surface is assumed to be circular with surface area A.
Evaporation of the surface layer will occur if the surface layer reaches the boiling point and if
the heat conduction into the surface (Pc) is smaller than the heat flux (Pin). The difference
in power is assumed to be dissipated by material evaporation.
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Figure 4.16: Schematic representation of the 1D thermal erosion model.

The conduction of the incident heat into the body is governed by the heat diffusion equa-
tion where α is the diffusivity of the given by Equation 4.12.

∂T

∂z
= α

∂2T

∂z2
(4.11)

α =
λ

ρcp
(4.12)

ρ in Equation 4.12 is the mass density of the electrode material and cp the heat capacity.
The solution of the diffusion equation is given by the complementary error function erfc(x)
where the argument x is given by z/(2

√
αt):

T (z, t) = Aλ(TB − Tamb)erfc
(

z

2
√
αt

)
, erfc(x) =

2√
π

∫ ∞
x

e−t
2

dt (4.13)

This solution for T in Equation 4.13 is used to evaluate the heat conduction Pc (Equation
4.14) into the body

Pc(t) = Aλ
∂T

∂z

∣∣∣∣
z=0

(4.14)

The result is subsequently given by Equation 4.15

Pc(t) = Aλ(TB − Tamb)
∂

∂z
erfc

(
z

2
√
αt

)
=
Aλ(TB − Tamb)√

παt
(4.15)

The power which is converted into evaporation of electrode material is equal to the fol-
lowing equation assuming that the input power is larger than the conduction power.

Pvap(t) = Pin(t)− Pc(t), Pin(t) > Pc(t) (4.16)

The enthalpy (or latent heat) of evaporation ∆Hvap (J/kg) is applied to calculate the
evaporated volume in the z-direction per unit of time dt. ρ and dzvap are respectively the
density of the electrode material and the per unit time thickness of the evaporated layer.

Pvap(t) = ρ∆HvapA
dzvap
dt

(4.17)

Determining the enthalpy of evaporation for alloys is not completely straightforward. One
can argue that the metal with the lower boiling point in the alloy first needs to evaporate
from the surface before the temperature can rise to the boiling point of the second metal. We
choose to use the following approach in Equation 4.18 [81] where xa and xb are the volume
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Table 4.1: Thermal electrode material properties

Material λ [W/(m K)] cp [J/(kg K)] ρ [kg/m3] α [m2/s]
Cu 385 385 8.96 · 103 11.16 · 105

W 173 134 19.25 · 103 6.70 · 105

CuZn 110 380 8.40 · 103 3.45 · 105

Al 205 897 2.70 · 103 8.46 · 105

SS 17 500 7.99 · 103 0.43 · 105

WCu 164 130 16.68 · 103 7.56 · 105

Table 4.2: Melting and evaporation material properties

Material ∆Hvap [J/kg] ∆Hmelt [J/kg] Tb [K] Tm [K]
Cu 4.73 · 106 2.05 · 105 2835 1358
W 4.48 · 106 1.93 · 105 6203 3695
CuZn 3.54 · 106 1.68 · 105 2022 1203
Al 10.87 · 106 3.98 · 105 2743 933
SS 6.32 · 106 0.28 · 103 3000 1650
WCu 4.54 · 106 1.96 · 105 6173 3693

ratios of the metals in the alloy, ∆Hvapa and ∆Hvapb are the enthalpy of evaporation values
for the metals.

∆Hvap = xa∆Hvapa + xb∆Hvapb (4.18)

Substitution of previous equations, reordering and integration over time leads to the in-
tegral evaporation distance (zvap) after time τ .

zvap(τ) =

∫ τ

0

Pin(τ)− Pc(τ)

Aρ∆Hvap
(4.19)

The volume can subsequently be calculated by:

Vvap(τ) = Azvap(τ) (4.20)

The final solution for the evaporated volume per pulse of duration τ is described by
following equation.

Vvap(τ) =

∫ τ

0

(
Pin(τ)

ρ∆Hvap
− Aλ(TB − Tamb)

ρ∆Hvap
√
πατ

)
dτ (4.21)
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4.3.2.2 Finite Difference Method model

The basic analytical model includes only heat conduction in the z-direction, assumes an
instantaneous boiling electrode surface and static spark radius. Especially during nanosecond
spark discharges, the spark radius expands violently, typically following the trajectory of a
blast wave [85, 86]. The electrode erosion will be affected by this varying radius since a
smaller spark surface (A) increases the electrode erosion (see Equation 4.21) because the
current density in the spark at the spark-electrode attachment will be inversely proportional
to the square of the spark radius.

A numerical Finite Difference Method (FDM) [87] model is applied which facilitates the
addition of a spark radius which varies as a function of time. Also, evaporation onset moment,
heat penetration into the surface and melted electrode volume can be investigated.

The adiabatic spark expansion model proposed by Zhang [88] is applied to calculate the
spark radius as a function of time. The model is described as follows. A cylindrical spark
channel rapidly develops between the electrodes after the gap breaks down. A finite amount of
energy is deposited in the initial spark volume which results in rapid heating of the gas column
before it starts expanding [89]. Homogenous temperature of the gas column and behavior
which follows the state equation of a real gas is assumed. The gas pressure, temperature
and flow velocity outside the column remain unaffected. The temperature of the gas column
increases rapidly during energy deposition while the gas density (ρ0) in- and outside the
column remains constant. The initial volume of the gas column (V1) can be estimated by the
latter assumption.

V1 =
E

cvρ0(T1 − T0)
(4.22)

E is the energy which is instantaneously deposited in the gas column, cv is the heat
capacity of the gas, T0 is the gas temperature before energy deposition (in- and outside the
column) and T1 is the temperature in the gas column after heating. A temperature limit exists
for specific gases in strong discharges [90], typically 41000 K for N2. Energy deposited in the
gas column beyond the temperature limit does not result in a higher gas temperature but in
an increased gas volume. The bulk of the energy in our application is deposited in the spark
during the first 100 ns of the discharge and can be estimated from measurements. Assuming
constant gas density (ρ0), the initial spark volume can now be calculated by Equation 4.22.
The initial spark follows from: R1 =

√
V1/(πdg), where dg is the distance between the

electrodes. The gas column will now expand and follow the trajectory of a strong cylindrical
shock wave [85,86]. A solution for the radius of a strong cylindrical shock wave as a function
of time is described by:

r(t) =
√
CRct+ C2t2 (4.23)

Where C is the velocity of sound in the gas outside the column, C =
√
γp0/ρ0. The

relaxation radius Rc is described by:

Rc =

√
4E

dgBγp0
(4.24)

Where B is a constant (3.37 for N2), γ = cp/cv is the ratio of specific heats and p0 the
pressure inside the column before energy deposition. Following the shock wave trajectory,
some time after energy deposition is needed before the initial radius R1 would be reached.
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The gas column expands due to the instantaneously introduced pressure difference between
the in- and outside of the column. During expansion, zero heat transfer between the gas
column and the surrounding gas is considered (adiabatic expansion). The pressure change
due to the adiabatic expansion is then described by Equation 4.25.

p2

p1
=

(
V1

V2

)γ
(4.25)

The expansion stops when the pressure inside the column equals the pressure outside the
column, p2 = p0. The volume change due to the pressure equalization is subsequently used
to calculate the radius (R2) of the expanded gas column;

R2 =

√
V1

πdg(p1/p0)
1
γ

(4.26)

The power input to the electrode surface in the FDM model can now be implemented
since the spark radius trajectory can be estimated. The following assumptions are made for
the FDM model:

• The radius of the spark rQ(t) has initially the value of R1 and follows the trajectory of
the shockwave as a function of time r(t) until radius R2 is reached. The radius remains
constant afterwards.

• The energy input from the spark root to the electrode surface is proportional to the
discharge current (Pin(t) = VeffISG(t)). The location of the spark on the electrode is
assumed to be static during the discharge.

• No heat conduction from the electrode surface to the gas above.

• The temperature in the surface layer of the electrode is limited to the boiling temper-
ature of the electrode material.

Starting point for the numerical FDM model is the heat equation with internal heat
generation per unit volume (Q). Equation 4.27 contains a diffusion equation which expresses
the heat conduction and the internal heat generation part which is used as power input at
the spark-electrode attachment point.

∂T

∂t
= α∇2T +

Q

ρcp
(4.27)

The equation is converted into cylindrical coordinates. We assume cylindrical symmetry.
The simulation grid can therefore be limited to a 2D rz-plane, see Figure 4.17.

∂T

∂t
=
α

r

[
∂

∂r

(
r
∂T

∂r

)]
+α

∂

∂z

(
∂T

∂z

)
+

Q

ρcp
(4.28)

The source layer of the grid consists of nodes Qi,1 which lie directly under the spark-
electrode attachment. Instead of introducing a heat flux through the surface, all power (Pin)
which is fed to the grid is deposited in this top layer of nodes, Qi,1 (1 < i ≤ NQ). Equation
4.28 is subsequently converted into a forward time, central space (FTCS) scheme:

Tn+1
i,j − T

n
i,j

∆t
= α(ϕ+ γ) + ζ (4.29)
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Figure 4.17: Finite difference discretization grid in the 2D rz plane. Energy
is fed to the grid via heat generation Q at the top layer where the spark root
attaches.

ϕ =
Tni+1,j − 2Tni,j + Tni−1,j

(∆r)2
+

1

ri

Tni+1,j − Tni−1,j

2∆r
0 < i < Nr (4.30)

γ =
Tni,j+1 − 2Tni,j + Tni,j−1

(∆z)2
0 < j < Nz (4.31)

ζ =

{
Qni,j
ρcp

j = 1 and i ≤ NQ
0 j > 1 or NQ < i < Nz

(4.32)

One layer of extra nodes is added at the virtual position z = −∆z and similarly one at
r = −∆r to avoid numerical issues. The central space scheme requires a layer of nodes above
the source layer and at the inner axis in the r-direction. We assume no heat conduction above
the source layer and there is only axial heat conduction at the r-axis. The heat conduction
at z = 0 and r = 0 is prevented by the following boundary conditions:

∂T

∂r

∣∣∣∣
r=0

= 0 Tn+1
0,j = Tn+1

1,j (4.33)

∂T

∂z

∣∣∣∣
z=0

= 0 Tn+1
i,0 = Tn+1

i,1 (4.34)

Generally the grid needs to be large enough to avoid heat reaching the end of the grid
(Nr∆r and Nz∆z). These node temperatures will then remain at the initial value (Tamb),
300 K during our simulations. Heat flux through the grid boundaries is however allowed by
setting the following conditions:
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∂T

∂r

∣∣∣∣
r=Nr∆r

≥ 0 Tn+1
Nr,j

= Tamb (4.35)

∂T

∂z

∣∣∣∣
z=Nz∆z

≥ 0 Tn+1
i,Nr

= Tamb (4.36)

Stability is always an issue for FDM simulations. The explicit solution which we are
applying is only stable below a maximum time step (∆t) which depends on the minimum
spatial step size in the grid. According to literature, the following criterion applies for this
numerical scheme [91]:

α∆t

∆r2 + ∆z2
≤ 0.25 (4.37)

The flowchart in Figure 4.18 describes the program which consists of a triple nested loop to
calculate the temperatures of the nodes in the grid space (i∆r,j∆z) and time (n∆t) resolved.

The following steps are sequentially processed:

1. The radius of the spark is set and quantized per time step. Define the internal heat
generation in the source layer Q (W/m3). The instantaneous power Pnin = Pin(n∆t) is
put into the source layer (Q) with thickness ∆z and spark area AnQ = π[rQ(n∆t)]2.

Qni,j =
Pnin
AnQ∆z

(4.38)

2. Calculate values Tn+1
i,j in the grid by applying Equation 4.29 in a double nested loop (r

and z direction).

3. Set the boundary conditions (Equations 4.33–4.36)

4. Calculate the melting energy of all the nodes in the grid. The temperature of a node is
not allowed to rise further than the melting temperature until the enthalpy of melting
is equal to the melting energy of the concerning node.

In our approach, energy is converted into melting when a node temperature reaches the
melting point. A small temperature overshoot (∆T ) per time step (∆t) of a node can
be present if sufficient heat is conducted from the surrounding nodes. The overshoot
∆T = Tn+1

i,j −TM represents an amount of surplus thermal energy Qmelt that is available
for melting, see Equation 4.39.

Qmelt = mcp∆T (4.39)

In more detail, this surplus of thermal energy per node is calculated and integrated in
a separate variable Qmelti,j during each time step ∆t.

Qn+1
melti,j

= Qnmelti,j + Viρcp(T
n+1
i,j − TM ) (4.40)

Where Vi is the volume of the node (or ring in the rz-plane) and TM is the boiling
point, see Equation 4.41.

112



Electrode erosion

Calculate Ti,j
n+1

Set boundary conditions

For i=1, i<Nr, i=i+1

For j=1, j<Nz, j=j+1

Set source radius rQ & 

Calculate Qi,1

n

For n=1, n<Nt, n=n+1

Calculate melting energy

n

Calculate evaporation energy

1.

2.

3.

4.

5.

Figure 4.18: Flowchart of the FDM erosion model

Vi =

π∆z(0.5∆r)2 i = 0

π∆z

(
(i∆r + 0.5∆r)2 − (i∆r − 0.5∆r)2

)
0 < i < Nr

(4.41)

The temperature of the node is subsequently set back to the melting temperature
(Tn+1
i,j = TM ). The temperature is allowed to rise further if the melting energy per node

is equal or larger than the energy required to melt the entire node, Qn+1
melti,j

≥ ViρHmelt.
Due to this procedure, all melting energy has been removed form the heat flow and
stored in the node.
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The process reverses when the temperature of the node eventually falls below the melt-
ing temperature. The undershoot of the temperature per time step is again converted
and integrated in Qn+1

melti,j
according to Equation 4.40. Because ∆T is now negative,

Qn+1
melti,j

will approach zero after a number of time steps. The temperature of the node

is set to TM while Qn+1
melti,j

is larger than zero. Due to this procedure the previously

stored melting energy has been delivered back to the node when Qn+1
melti,j

is zero. The

temperature of the node is subsequently allowed to decrease below the melting point.

The melted volume is calculated after each time step by checking which nodes exceed
the melting temperature and subsequently summing the volume of ”melted” nodes using
Equation 4.41.

5. Calculate the evaporation energy per node in the source layer (Qi). Energy is converted
into evaporation when the temperature of a source node reaches the boiling point. A
small temperature overshoot (∆T ) per time step (∆t) of one or multiple source nodes
is always present when the boiling point is reached. The overshoot ∆T = Tn+1

i,j − TB
represents an amount of surplus thermal energy Qvap that is available for evaporation
(Qvap = mcp∆T ). This surplus of thermal energy per node is calculated and integrated
in a separate variable Qvapi during each time step ∆t, see Equation 4.42. Where TB is
the boiling point.

Qn+1
vapi = Qnvapi + ρVicp(T

n+1
i,1 − TB), Tn+1

i > TB (4.42)

The temperature in the source nodes can overshoot again during the following time step,
depending on the power input and heat conduction. In our approach only the source
layer is allowed to reach the boiling temperature. The ”boiling” nodes are subsequently
set to the boiling temperature before the next time step starts (Tn+1

i,1 = TB). Underlying
nodes are therefore not able to exceed the boiling temperature.

The total volume which has been evaporated after time step n can subsequently be cal-
culated by equation 4.43. Where ∆Hvap is the enthalpy of evaporation of the electrode
material.

V nvap =

∑NQ
i=1 Q

n
vapi

ρ∆Hvap
(4.43)

Typical simulation results are illustrated by Figure 4.19. The effective fall voltage was
chosen relative high (50 V) to demonstrate evaporation and melting of all materials. The
melted pool develops during the first 200 ns, the switching current reduces subsequently
drastically. Depending on material properties, the pool solidifies again within 2 µs. The
enthalpy of melting is often discarded in erosion models because it is nearly impossible to
implement analytically. The error introduced by assuming zero latent heat of melting is
shown in Figure 4.19 for aluminium. The maximum melted volume increases substantially
and the cooling down time of the pool is shorter when the heat of melting is set to zero.
This can be explained by the temperature limitation and energy storage when a node reaches
the melting temperature. The melting energy is subsequently released again, resulting in a
longer tail of the solidification process. Evaporation is mainly limited to the first 70 ns of the
switching current, the poor thermal conduction (and thus power conduction into the surface)
of stainless steel allows evaporation up to 170 ns.
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(a) Melted electrode volume as a function of time.
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(b) Evaporated electrode volume as a function of time.

Figure 4.19: Typical output of the numerical erosion model. The melted and
evaporated volume as a function of time for six electrode materials is shown.
The effective fall voltage was chosen relative high (50 V) to demonstrate evapo-
ration and melting of all materials. Simulations are performed with the enthalpy
of melting incorporated in the model. The effect of discarding the enthalpy of
melting is shown for aluminium.
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Figure 4.20: Typical spark gap charge transfer per pulse as a function of time.
The spark gap quenches after 25 µs

4.3.3 Experimental results

Erosion and continuous recovery experiments were performed simultaneously so the experi-
mental details are described previously in Section 4.2.2.2. The electrode materials have been
tested with 65·106 discharges to obtain accurate mass erosion measurements. This corre-
sponds to an equivalent of 40 hours operation at 450 pulses per second for each material. The
results are shown graphically in Figure 4.21 for the cathode and anode normalized with the
transported charge. The charge transfer through the spark gap is calculated by integration of
the current and is shown in Figure 4.20. 320 µC is transferred in the first 500 ns. The residual
charge in the capacitor passes the spark gap multiple times during the remaining on-time of
the switch (approximately 25 µs). On average, 425 µC is transferred each pulse via the spark
gap.

The volume erosion is of main interest sinds it determines the lifetime of the electrodes.
The anodes have higher overall erosion rates than the cathodes. Aluminium shows the poorest
performance as expected sinds it has a low melting point and low density. Surprisingly
tungsten does not perform much better. The high melting point of 3695 K compared to
933 K for aluminium has minimum effect on the erosion rate. Even stainless steel electrodes
outperform tungsten. The ratio between anode and cathode erosion is similar for the three
mentioned materials. Interesting results can be observed from the materials containing copper.
Although the anode erosion of CuZn and WCu is higher than SS and W, the cathode erosion
is much lower. The copper cathode didn’t erode at all but gained some weight. The copper
anode had substantially less erosion than the copper alloy anodes. Copper can apparently
be transported from the anode and partially deposited (by sputtering or splashing) on the
cathode in a nitrogen environment.

Images of the electrodes are shown in Figure 4.22. Remarkable are the dark discolorations
on the copper and brass cathode surfaces. This possibly indicates copper deposition from
the anode on the cathode surface. Although the erosion rate of the copper anode is low, the
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Figure 4.21: Measured volume electrode erosion rates normalized to the trans-
ferred charge for six materials.

Table 4.3: Measured electrode erosion rates normalized to the transferred charge
for six materials.

Material Electrode nL/C µg/C pL/pulse
Cu C -0.08 -0.71 -0.03

WCu C 1.44 23.98 0.62
CuZn C 1.97 16.23 0.85

SS C 5.42 43.28 2.33
W C 9.21 177.35 3.96
Al C 15.10 40.77 6.49
Cu A 4.02 36.03 1.73

WCu A 6.72 112.00 2.89
SS A 8.01 64.02 3.45
W A 10.83 208.41 4.66

CuZn A 10.97 90.27 4.72
Al A 19.60 52.93 8.43

surface is extremely ablated (by e.g. droplet ejection) compared to the other materials. The
surface of the brass anode is on the other hand very smooth. The other materials have similar
surfaces, when comparing the anode and cathode. Spots related to spark attachment points
are visible on almost all electrodes. Obvious large spots were observed on the brass cathode,
copper anode and both stainless steel electrodes, typical spot diameters are between 0.5–1.5
mm.

Scanning Electron Microscope (SEM) images of the electrode surfaces are made with a
FEI Quanta 600F to study the electrode surfaces. An image of a copper electrode which is
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(a) Copper (Cu) (b) Brass (CuZn) (c) Tungsten/copper (WCu)

(d) Alumnium (Al) (e) Stainless steel (SS) (f) Tungsten (W)

Figure 4.22: Images of the electrodes after >65·106 shots. The left half of
the images is the cathode. The anode is shown in the right halve. The outer
diameter of the electrodes is 40 mm.

not exposed to any discharges can be observed in Figure 4.23. Only surface defects as a result
of the machining process are visible and similar for all electrode materials. Overview images
of the electrodes of the tested materials are shown in Figure 4.24. Detail images are shown in
Figure 4.25. The copper has a molten surface and a small amount of punctures. The layered
molten surface of the Cu electrodes suggests the ability to merge earlier formed surface defects.
The puncture formation is probably much higher than can be seen on the SEM images. Sizes
of punctures are typically in the range of 1–4 µm which corresponds to a volume in the range
of 2.6·10−4–1.7·10−2pL, assuming a hemi-spherical puncture shape. Although the number of
punctures formed per discharge is unknown, ejection of liquid material does not seem to be
the main erosion mechanism due the limited volume of the punctures.

Puncture formation seems to be more severe along the grain boundaries of the brass elec-
trodes while the surface in the middle of the grains appears to be smooth. Grain boundaries
are known to reduce electrical and thermal conductivity [92]. The temperature on the bound-
ary will possibly rise faster by Joule heating in combination with lack of thermal conduction.
The puncture is subsequently formed by explosive evaporation of the material near the grain
boundary. The defects on the anode seem to be more severe compared with the cathode which
agrees with the erosion rate results.

The aluminium cathode and anode surfaces look very similar. Clear marks of surface
melting are visible. Puncture formation seems to be very limited with this material and
less compared to brass and copper. The low melting point possibly enables easy merging or
melting of surface defects as seen with the copper electrodes.
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100 µm

Figure 4.23: Typical surface surface imperfections of a new electrode.

The stainless steel anode has also small punctures along the grain boundaries and a molten
surface, while the cathode has high concentrations of punctures over the complete surface.
Concluding from the erosion results, more energy is deposited on the anode, explaining the
molten surface of this electrode.

Only the tungsten and copper/tungsten alloy electrodes have a entire different surface.
The overall surface seems to be much rougher. Small protrusions grow on the surface of the
electrodes with a typical size of 5–10 µm. They are probably formed in a similar less violent
manner as the punctures. The high melting and boiling point of tungsten tempers explosive
evaporation of the surface material. Liquid surface material seems to be inflated by vapor
into bubble like protrusions. A small hole in the side the protrusion enables the hot gasses to
escape.

4.3.4 Comparison between experimental and model data

Accurate erosion estimations are not expected from the models because of composite mate-
rial effects which were observed in the previous section. The anodes show increased erosion
rates compared to the cathodes which suggests a higher effective fall voltage near the anode
according to the assumptions in the models and according to the estimates in Section 4.3.1.
Energy delivered to the electrode surface by electron impact seems to be the dominant mech-
anism. The good performance of copper may also suggest that the erosion in this application
is strongly related to Joule heating in the electrode surface. Copper has the highest electrical
and thermal conductivity.

The models with the effective fall voltage as input power parameter can however be used
to gain insight in the behavior of different electrode materials. First we start with the ana-
lytical model. The evaporated volume per pulse as a function of the (static) spark radius is
shown in Figure 4.26. The input power is calculated with Veff = 10 V as a first estimation,
Pin = 10|ISG(t)|. Where ISG(t) is the actual current waveform of the spark gap during the
erosion experiments, see Figure 2.31 and 2.34 (Chapter 2) (20 kV DC-bias). According to the
model, there’s no evaporation for spark radiuses exceeding 396 µm. The power conduction is
proportional to the spark area and exceeds the input power for large radiuses. Clearly visible
are the effects of the material parameters. E.g. CuZn and Al perform initially better than
stainless steel for small radiuses because of low boiling temperatures and low ∆Hvap values.
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Figure 4.24: Overview SEM images of the anode and cathode surfaces after
65·106 shots (SEM imaging facilitated by Multi-scale lab TU/e).
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Figure 4.25: Detail SEM images of the anode and cathode surfaces after 65·106

shots (SEM imaging facilitated by Multi-scale lab TU/e).
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Figure 4.26: Modeled (analytical) evaporated volume per pulse as a function of
the spark radius for multiple electrode materials. Veff is assumed to be 10 V.

The poor thermal conductivity of stainless steel seems to dominate for larger radiuses, re-
sulting then in higher erosion rates for this material. W and WCu should perform the best
according to the model. The spark quenches after 25 µs, Figure 4.27 shows the time that
the vaporization occurs as a function of the spark diameter. The plateaus are caused by the
oscillations in the current between 200 ns and 25 µs. The conduction power is larger than the
input power at some point during the damped oscillation of the current, resulting in material
dependent vaporization times. This Figure suggests that it is not always required to quench
the spark gap as fast as possible to limit electrode erosion.

Now we apply the numerical model to estimate more accurate erosion rates. The initial
spark volume V1 according to Equation 4.22 is calculated with following parameters, dg=3.2
mm, and p0 = 3.4·105 Pa. The energy which is deposited in the spark is estimated from
spark resistance measurements (see Figure 4.8b) and the measured current waveform, 0.15 Ω
results in approximately E=0.1 J energy deposition. Taking into account the fast expanding
radius (Equation 4.23), the initial spark radius of 273 µm is already too large to obtain any
erosion compared to the results in Figure 4.26. Obviously there is an error in the initial
radius calculation because not all energy is injected in the spark at t=0 in reality. Therefore
we choose the radius to be initially zero. The radius expands according to Equation 4.23, and
stops expanding when the radius is 1.6 mm (Equation 4.26) after 852 ns. The evaporated
volume per pulse (calculated with the numerical model) is calculated as a function of the power
input factor Veff [V]. The results of the total evaporated volume per pulse is shown in Figure
4.28. If we assume that vaporization is the main erosion mechanism and would assume that
Veff is approximately equal for all materials, than we can attempt fitting of the experimental
data. The actual measured total erosion volume per pulse (for anode and cathode) is indicated
in Figure 4.28 on top of the lines of the corresponding materials. According to the model, it
is immediately clear that evaporation cannot be the only mechanism. Evaporation of 4-6 pL
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Figure 4.27: Modeled (analytical) vaporization time as a function of the spark
radius for multiple electrode materials. Veff is assumed to be 10 V.

Tungsten (W) (Veff=55–60V) would lead to massive erosion of stainless steel, Al and CuZn.
A deviation of a factor of five in the effective fall voltage is also unlikely.

A second approach is to consider the ejected volume per pulse. The maximum molten
volume per pulse as a function of Veff is shown in Figure 4.29. At least Veff=22–25 V is
required to obtain surface melting of W and WCu. This would still lead to massive erosion of
stainless steel, Al and CuZn. The SEM images show obvious surface melting of Cu and only
puncture formation (localized melting/boiling) for WCu and W. According to the model Veff
should be between 13 and 22 to explain these images.

Surface melting of an aluminium electrode is illustrated by Figure 4.30 (Veff=11.4 V). The
images show the heat conduction into an aluminium electrode surface for multiple moments in
time. The magenta lines in images 4.30a–h represent the interface between molten and solid
material. The molten pool develops rapidly, making liquid ejection likely during the strong
initial channel expansion. The molten material is solidified again after 200 ns according to
the model.

Since erosion is apparently composed of evaporation and ejection we consider Equation
4.9 to fit the erosion results. The coefficients of removal kv is assumed to be 1 (the evaporated
volume is completely removed) and kl is a fit factor which is equal for all materials. A least
squares fit procedure according to Equation 4.44 is applied to minimize the error with the
measured data, where i is an index for the electrode material, 6 in total.

E(kl, Veff ) =
6∑
i=1

(
Vv(Veff , i) + klV̂l(Veff , i)− Vmeasured(i)

)2

(4.44)

The minimum error results in Veff=11.4 V and kl= 3 % for the anode and Veff=10.1 V
and kl= 3 % for the cathode. The modeled and measured results are shown in Table 4.4.

The model apparently contains deficiencies since large errors can be observed for W and
WCu. A reason for the superior performance of copper electrodes can however be explained
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Figure 4.28: Modeled (numerical) evaporated volume per pulse as a function
of Vfall for multiple electrode materials. The actual measured total erosion
volume per pulse (for anode and cathode) is indicated in the figure to estimate
the Veff value for each material.
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tion of Veff for multiple electrode materials.
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Figure 4.30: Numerical calculated thermal images (rz–plane) of an aluminium
electrode with Veff = 11.4 V. The bar on the right of the images relates colors
to temperatures. The magenta lines in a–h represents the interface between
molten and solid material.
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Table 4.4: Modeled (numerical) and measured electrode erosion. Veff=11.4 V
and kl= 3 % for the anode and Veff=10.1 V and kl= 3 % for the cathode

Material Measured Modeled Vv Modeled klVl Error
Cu A 1.73 0 0 -1.73
W A 4.66 0 0 -4.66

CuZn A 4.72 0 2.9 -1.82
Al A 8.43 0 6.4 -2.03
SS A 3.45 2.0 3.7 2.25

WCu A 2.89 0 0 -2.89
Cu C -0.03 0 0 0.03
W C 3.96 0 0 -3.96

CuZn C 0.85 0 1.9 1.05
Al C 6.49 0 4.7 -1.79
SS C 2.33 0.8 3.1 -1.57

WCu C 0.62 0 0 -0.62

by the model results. W and WCu are sintered materials which are more brittle (also shown
by surface cracks in the SEM images). They possibly behave differently and suffer from solid
ejection due the strong shockwaves in the discharge. This was also proven during recovery
experiments when flakes of tungsten crumbled from the surface resulting in total recovery
failure. These effects cannot be incorporated in the thermal model.

4.4 Conclusions

The required flow through the spark gap as a function of pulse repetition rate is similar for
brass, copper and copper/tungsten electrodes. Approximately 20.1 Nm3/h (7 m3/h, 3.4 bar)
is needed to fully recover 95 % of all switching cycles at a repetition rate of 800 Hz. Slightly
more flow is required with the aluminium electrodes. The stainless steel electrode spark gap
had a poor recovery above 500 Hz. Possibly the poor heat conduction of the material affects
cooling down of the electrode surface and gas in the gap. Reduction of the gap volume by
a factor of 1.8 reduces the flow requirement by a factor of 1.5-1.6 due to the this reduced
diameter. The reduced diameter reduces the power consumption by the purging system to 14
% of the transferred power by the spark gap at a repetition rate of 800 Hz.

The spark gap resistance is typically between 0.1 and 0.25 Ω for air, N2 and N2/H2 (95/5)
mixture with electrode distances varying between 2.2 and 4.2 mm. The lowest resistance
is obtained with N2/H2 followed by N2 and air. The minimum voltage rise times for gap
distances 2.2, 3.2 and 4.2 mm are respectively 3 ns, 3.7 ns and 5 ns. The addition of the H2

seems to improve the switching speed for the 2.2 and 3.2 mm gap distance. A smaller electrode
diameter increases the recovery voltage with the same gap flow under all circumstances. The
addition of hydrogen increases the recovery voltage at repetition rates beyond 2500 Hz for
the 40 and 34.5 mm electrode. Generally, tipping points can be observed where the recovery
voltage suddenly decreases rapidly for higher repetition rates. Repetition rates beyond the
tipping point are accompanied by large jitter in the breakdown voltage. Also, plateaus can be
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observed where the recovery voltage becomes independent of the repetition rate. The height
of the plateaus can be lifted by the increasing the flow. The overall best recovery result was
obtained with 10 m3/h N2/H2 and the 29.5 mm electrode. The spark gap was able to operate
up to 1 kHz in the triggered mode and the recovery voltage was 62 % at 5 kHz repetition rate
during pre-fire operation.

Erosion rates of the cathodes were between -0.08 and 15.1 nL/C after 65·106 shots. Erosion
rates of the anodes were between 4 and 19.6 nL/C. The materials performance ranks as follows:
copper > brass > copper/tungsten > stainless steel > tungsten > aluminium. Although the
anode erosion of brass and copper/tungsten is higher than stainless steel and tungsten, the
cathode erosion is much lower. The pure copper cathode became slightly heavier and the
copper anode had substantial less erosion than the other copper alloy anodes. Copper can
apparently be transported from the anode and partially deposited on cathode in a nitrogen
environment and is therefore the preferred electrode material in this application. Erosion of
the length of the anode is estimated to be 165 µm per day at 800 Hz pulse repetition rate.
SEM images show similar molten surfaces for aluminium and copper. The copper electrodes
seem to have more surface punctures than the aluminium electrodes. Sizes of punctures are
in the range of several µm for all materials. Brass electrodes show surface punctures mainly
along the grain boundaries, the remaining surface appears to be smooth. The overal surface of
the tungsten and copper/tungsten electrodes is rough. Protrusions which grow on the surface
have typical sizes of 5-10 µm.

An analytical and numerical model both based on the heat equation have been developed.
The 1D analytical model assumes a static spark radius, and estimates evaporation at a boiling
surface. The 2D (rz-plane) numerical thermal model features a more realistic spark radius
which expands according to the trajectory of a shockwave. Time and space resolved heating
of the electrode can be simulated, including evaporation and melting. The power input of
the models is the product of the measured discharge current and estimated Veff (effective
fall voltage) near the electrode. Comparison between modeled and experimental data showed
that the spark radius should be initially very small. A radius larger than 396 µm with 10 V
effective fall voltage results in zero erosion. The analytical model indicates that evaporation
cannot be the main erosion mechanism and that ejection of liquid material is likely. A liquid
pool in the surface rapidly (nanoseconds) develops and solidifies after 200 ns for aluminium.
A least square fit of modeled an measured data results in Veff=11.4 V and kl= 3 % for
the anode and Veff=10.1 V and kl= 3 % for the cathode, where kl is the liquid ejection
coefficient. Zero erosion is then estimated for Cu, W and WCu. The model apparently
contains deficiencies since large errors can be observed. The superior performance of copper
can however be explained by the model results. W and WCu are sintered materials which
are more brittle (also shown by surface cracks in the SEM images). They possibly behave
differently and suffer from solid ejection due the strong shockwaves in the discharge.
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5

Energizing large corona reactors

Abstract

Industrial application of nanosecond (ns) pulsed corona technology for air
purification requires high volume, high power plasma reactors. Cylinder-wire type
reactors require multiple cylinders to meet these demands. Variations in pulse
waveforms per cylinder, misalignment of wires and jitter in streamer inception
could lead to an uneven energy distribution over the cylinders. Nanosecond ICCD
imaging is applied to the demonstrator reactor to study streamer inception and
propagation of the streamer plasma simultaneously in sixteen cylinders.

The reactor cylinders act like coaxial transmission lines wherein high voltage
pulses propagate with the speed of light. Interactions between plasma generation
and reflection behavior inside the reactor are expected and therefore investigated.
A 4.5 m long corona reactor is constructed and equipped with voltage and current
sensors at multiple positions along the reactor length. A lumped element SPICE
model is developed to simulate the reflection behavior. Strong reflections at the
end of the reactor are observed for pulse rise times which are shorter than the
transient time of the reactor. Plasma generation and energy distribution in the
reactor, as well as impedance matching between source and reactor is affected
by these reflections. The role of cylinder length, input voltage and rise time is
investigated.

5.1 Introduction

Typically two reactor shapes are suitable to create pulsed corona plasma in a large volume,
wire-plate or wire-cylinder. Wire-plate reactors consist of rectangular duct channels with
multiple wires or electrodes which are suspended side by side and equally spaced towards the
wall of the duct [94] [95]. They can be applied for large scale systems but they have large
(dead) volume areas where there is no discharge activity. Strong turbulent mixing in the

Part of the content in this chapter has been published previously in [93]:

• F.J.C.M. Beckers, A.J.M. Pemen, and E.J.M. van Heesch. Streamer inception and propagation
in a multiple wire-cylinder pulsed corona reactor. IEEE Transactions on Plasma Science,
42(10):2404–2405, 2014
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reactor should be present to ensure proper plasma processing. Cylinder-wire type reactors
with axial flow are preferred because they have no dead spaces and offer a more uniform
electric field and streamer plasma field than wire plate reactors [96] [97]. A design trade-
off has to be made between the diameter of the reactor cylinder, diameter of the wire and
pulse parameters (peak voltage, width, rise time) produced by the pulse source. Also the
reactor should have a large plasma volume for large flow handling and a low pressure drop
to reduce ventilation power. Multiple parallel wire-cylinders with axial gas flow can be used
for industrial applications to meet these requirements. The length of the reactor cylinders is
an interesting design parameter from an electrical engineering point of view. Electric pulses
propagate with the speed of light through the reactor. Interesting interactions are expected
when the rise time and width of the pulse are in the same order of magnitude as the transient
time of the reactor. In such situations inception of the plasma in the reactor will be space
and time dependent. But because propagation of the streamers from the wire to the cylinder
causes an impedance alteration, the reflection behavior and energy distribution in the reactor
will be affected. In addition problems can arise when multiple cylinders have to be powered
by a single nanosecond pulse source. It is a challenge to create a compact connection from the
source to all cylinders. Misalignment of wires, jitter in streamer inception and asymmetric
connections could possibly result in an uneven energy distribution inside the cylinder and
between multiple cylinders.

Experimental investigations are performed to gain insight in the pulse reflection behavior
in large scale systems. ICCD imaging is applied to study propagation of the discharges
simultaneously in the sixteen cylinder DC-biased pulsed corona reactor of the demonstrator.
A separate setup was designed and built for investigation of the pulse reflection behavior
and energy distribution inside a 4.5 m long corona reactor. A lumped element SPICE model
is developed to simulate the reflection behavior. The effect on source–reactor impedance
matching and energy transfer efficiency from the source to the reactor is also investigated.

5.2 Experimental setups

5.2.1 Optical characterization of the multiple cylinder reactor
setup

ICCD (Intensified Charge Coupled Device) imaging enables capturing of images with sub-
nanosecond gating time. Development of the streamers can be studied time and space resolved.
A micro channel plate photo multiplier (MCP) in the camera creates an optical amplification
up to 106 to enable these extreme gating times. The reactor and pulse source of the demon-
strator setup are used for the optical characterization experiments. System characteristics are
available in Chapter 2.

Accurate triggering of the camera in advance is required because the camera has an internal
delay of 60 ns before the gate opens. Usually there is a large jitter on the fire moment of the
spark gap due to the stochastic breakdown behavior and low dV/dt on the trigger electrode
delivered by the RLC trigger circuit. The RLC trigger circuit is replaced by the 30 kV trigger
unit (see Section 2.2.3.2) to trigger the spark gap for accurate synchronization of the actual
pulse generation and enabling the gate of the ICCD camera. The reactor voltage and current
waveforms are simultaneously captured with the gating signal of the camera (see Figure 5.1).

The camera is a 4Picos-DIG from Stanford Optics [98]. It has a resolution of 780x580
pixels, and a minimum exposure time of 200 ps. A Sigma 70-300 F4-5.6 DG MACRO lens is
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Figure 5.1: Schematic overview of the 1 m multiple cylinder reactor setup for
optical characterization.

mounted to the device. The camera is placed horizontally in an EMC cabinet and mounted on
top of a frame which is placed on the edge of the corona reactor, see Figure 5.1. The camera
is able to view vertically in the reactor via a 45 angled mirror. The total optical path from
the camera to the edge of the cylinders is 260 cm (four cylinder view), and 550 cm (sixteen
cylinder view).

5.2.1.1 Camera synchronization

After triggering the camera, it has a minimum internal delay of 60 ns before the Micro
Channel Plate (MCP) detector of the device is energized and the gate is opened. The streamer
discharges in the reactor develop in less than 80 ns after the voltage pulse reaches the reactor
so the camera needs to be triggered well in advance of that. The whole sequence starts at the
control circuit. This unit triggers simultaneously the spark gap trigger-unit and oscilloscope
(via trigger input), see Figure 5.1. The camera is directly triggered by the oscilloscope with an
additional delay of less than 50 ns. It then takes up to 300–500 ns randomly before the spark
gap fires. There is some jitter in the moment that the spark gap fires because the voltage rate
of rise on the trigger pin is limited. The internal delay of the camera is set to a desired value
to enable the gate at the desired moment. The V&I waveforms and actual gating signal of
the camera are captured simultaneously by the oscilloscope. The setup is operated in burst
mode to obtain 50 images of 50 successive pulses. This enables selection of images which
are captured at the desired moment. The frame rate of the camera is much faster than the
triggering rate and data storage speed of the oscilloscope. So the slower unit needs to be the
master, the camera is slave. This will ensure synchronization of data at all time.
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Figure 5.2: Power modulator of the long corona reactor. L1 is optionally in-
stalled to adjust the rise time, Cdc (and Cdc charging circuit) is optionally
installed to provide a DC-bias.

5.2.2 4.5 m single cylinder reactor

The experimental setup consists of a 4.5 m long corona reactor and a power modulator which
is a very basic version of the unit in the demonstrator. The objective was to build a single
tube reactor which is as long as possible within the practical limits. It should have the same
cylinder diameter as in the demonstrator so the streamer propagation will be comparable in
the 4.5 m reactor.

5.2.2.1 Pulse generation

The schematics of the power modulator are shown in Figure 5.2. A DC high voltage supply
charges high voltage capacitor Ch via a 12 MΩ resistor to 10-35 kV. The spark gap has an
adjustable electrode distance and can be set to fire without triggering at a certain voltage.
The repetition rate is limited to approximately 10 Hz. Ch (typical value between 2 and 8 nF)
is discharged via a two stage TLT into the reactor. The TLT consists of two 50 Ω RG-218
high voltage coaxial cables. Metglass magnetic cores are stacked around the upper cable to
increase the secondary mode impedance. The input and output of the TLT are respectively
25 and 100 Ω. The rise time of the pulse can be adjusted by using different inductance values
for L1. The parasitic circuit inductance is approximately 275 nH which limits the pulse rise
time to 11.5 ns.

5.2.2.2 DC-bias circuit

An additional coupling capacitor Cdc and power supply can be installed to create a DC-
bias voltage on the corona wire. The DC-bias improves the energy transfer efficiency between
source and reactor, increases pulse energy and enables electrostatic precipitation of particulate
matter in the process gas [99] [100] [101]. Cdc is charged via resistor R1 (12 MΩ) which forms
a low pass filter with C1 (2 nF) to protect the DC power supply for the high voltage pulse.
A DC charging path to ground is available via the inner conductors of the upper and lower
line and outer conductor of the upper line. The coupling capacitor should have a minimum
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value depending on the DC-bias voltage level and the amount of charge which is injected by
the TLT during pulse generation. The charge in Cdc at the beginning of the pulse should be
larger than the total charge which is transferred via the TLT (QTLTout) to prevent negative
undershoot of the voltage on Cdc (already discussed in Section 2.2.5). QTLTout = ChVCh/2
since the output current is halved by the TLT. The minimum value of Cdc can be calculated
by Equation 5.1 [33].

Cdc >
Ch

2VCdc
VCh (5.1)

This criterion prevents that energy from Ch is transferred to Cdc but a secondary con-
sideration is the output impedance of the source. The coupling capacitor discharges as the
pulse current flows resulting in a decreasing voltage on Cdc. It behaves like a time-dependent
impedance which affects the output impedance of the source. Equation 5.2 describes the se-
ries impedance of capacitor Cdc, where VCdc is the initial charge voltage and Iout the output
current of the TLT.

ZCdc(t) =
−VCdc(0) + 1

Cdc

∫ t
0
Iout(τ)dτ

Iout(t)
(5.2)

The output current of a matched TLT which discharges Ch can be described by Equation
5.3 (already discussed in Section 2.2.4), where ZTLT is the output impedance of the TLT.
The input impedance of the TLT is 4 times lower than the output impedance.

Iout(t) =
2VCh(0)

ZTLT
e

( −4t
ZTLTCh

)
(5.3)

ZCdc is connected in series with the reactor. Equation 5.4 is valid under the assumption
of a matched TLT (ZTLT = ZCdc +Rreactor). An unmatched reactor will result in reflections
which makes Equation 5.3 invalid. ZCdc will have a constant value under the condition that
Cdc = VChCh

2VCdc
, see Equation 5.5. The impedance is negative because the coupling capacitor

delivers energy if Cdc ≥ VChCh
2VCdc

.

ZCdc(t) =

(
ChZTLT

4Cdc
− VCdc(0)ZTLT

2VCh(0)

)
e

( 4t
ZTLTCh

) − ChZTLT
4Cdc

(5.4)

ZCdc = −ChZTLT
4Cdc

, Cdc =
VCh(0)Ch
2VCdc(0)

(5.5)

ZTLT and ZCdc are part of the source circuit. The reactor impedance (or output impedance
of the source) can be described by Equation 5.6. Note that the reactor impedance should vary
in time under the condition that Cdc 6= VChCh

2VCdc
to keep the TLT matched.

Rreactor(t) = ZTLT − ZCdc(t) (5.6)

The value of Ch and charging voltage during the DC-bias experiments are respectively 4 nF
and 30 kV. The inception voltage in the reactor is designed to be 18 kV (will be discussed later
on) so DC-bias voltages near this value are interesting for investigation. 6 nF capacitance is
initially chosen for Cdc to allow DC-bias voltages as low as 10 kV without negative undershoot.
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Figure 5.3: Matched source output impedance as a function of time for multiple
DC-bias levels.

The theocratical effect on the source/reactor impedance Rreactor (Equation 5.6) is shown in
Figure 5.3 (with ZTLT=100 Ω). The output impedance is shown to increase for DC-bias
voltages higher than 10 kV.

The amount of energy per pulse delivered by Ch and Cdc to the reactor can be calculated
by equations 5.7 and 5.8 (already discussed in Chapter 2). Cdc is discharged by the charge
which is injected by the TLT: QCdc = QCdc−QTLTout = CCdcVCdc−ChVCh/2 . The residual
voltage and energy in Cdc after the pulse can thus be calculated. The difference with the
initial energy in Cdc(0) results in Equation 5.8.

ECh =
1

2
ChVCh

2 (5.7)

ECdc = VCdc
ChVCh

2
− Ch

2VCh
2

8Cdc
(5.8)

The amount of energy delivered by Cdc scales linearly with the DC-bias voltage CCdc and
will be negative (Cdc will be charged) if Equation 5.1 is not satisfied.

5.2.2.3 Long corona reactor

The outside diameter of the reactor was chosen to be the same as in the demonstrator (150
mm). Streamer propagation will be comparable as in the imaging experiments. A schematic
overview of the reactor is shown in figure 5.4. The reactor consists of three 1.5 m sections, and
a small 30 cm section at the end. Flanges equipped with sensors are installed between each
interface of two sections to measure the voltage on and current in the corona wire. The flanges
have holes to allow some gas flow through the reactor. A field control element is connected to
the wire at the end of the reactor. An additional load resistor can be installed at the end of the
field control element during the calibration procedure of the sensors. The coupling capacitor
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Figure 5.4: Schematic overview of the 4.5 m long corona reactor. Sensor 1∗ is
virtual sensor position which is used to indicate the (calculated) voltage on the
reactor wire when Cdc is installed.

Cdc is placed inside the reactor behind the first sensor flange during DC-bias experiments.
The corona wire will then be 20 cm shorter in the first reactor section.

The diameter of the wire needs to be chosen wisely because it affects not only the field
strength in te reactor but also the characteristic impedance and attenuation if the reactor is
considered as a transmission line. For long reactors where the transient time of the reactor is
similar to the rise time or width of the pulse is the transmission line behavior interesting to
investigate. The transient time of a 4.65 meter reactor would be 15.5 ns (in air, 3.33 m/s).
The vacuum impedance of this system will affect the initial impedance matching with the
output of the source. The wire of the reactor needs to be stainless steel for proper chemical
corrosion resistance. Drawback of this material is the poor conductivity, approximately 40
times less than copper. Attenuation can be significant for high frequencies. The field strength
around the wire needs to be as large as possible to reach the inception field strength of the
plasma (typically 30 kV/cm) with a relative low voltage on the wire. A compromise has to
be made to dimension the wire diameter.

The vacuum impedance of the reactor can be calculated by Equation 5.9, where dwire and
dcyl are the wire and reactor cylinder diameter. The maximum electric field at the edge of the
wire (Emax) can be calculated by Equation 5.10, where Vreactor is the voltage on the wire.

Zreactor =
1

2π

√
µ0

ε0
ln

(
dcyl
dwire

)
(5.9)

Emax =
2Vreactor

dwireln(
dcyl
dwire

)
(5.10)

The attenuation of the reactor as a transmission line (no corona discharges) for high
frequencies can be calculated by Equation 5.11 [102] (frequency domain), where Le is the
distributed external inductance (Equation 5.14), C the distributed capacitance (Equation
5.13) and l the length. The distributed conductance G of the dielectric (air) is negligible and
omitted in the equation.

Vout = Vine
−l
√

((1+j)λ
√
ω+jωLe)jωC (5.11)

λ =
1

π

(
1

dcyl
+

1

dwire

)√
µ

2σ
(5.12)
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Figure 5.5: Reactor attenuation at 4.5 m for multiple wire diameters and fre-
quencies (calculated using Equation 5.11).

C = 2πε0ln

(
dcyl
dwire

)
(5.13)

Le =
µ0

2π
ln

(
dcyl
dwire

)
(5.14)

The attenuation at the end of the 4.5 m reactor for multiple wire diameters and frequencies
is shown in Figure 5.5. The bandwidth for a pulse with rise time tr can be approximated by:
BW = 0.35/tr. Only the attenuation for very small wire diameters appears to be significant.

In the following section, the impedance and maximum E-field will be considered. The
minimum voltage needed to initiate discharges (Emax =30 kV/cm) as a function of the wire
diameter is shown in Figure 5.6. The reactor impedance is plotted in the same figure. The
pulse source used for the setup has an output impedance of 100 Ω and maximum output
voltage of approximately 70 kV. It is clear that the reactor impedance cannot be matched
with this pulse source. The inception voltage would be too high to create corona discharges.
A 3 mm wire is finally chosen because it has a reasonably low impedance (238 Ω) and 18
kV inception voltage. The primary objective of the experiment is characterizing the energy
distribution of the plasma in the reactor and secondary optimal impedance matching and
energy transfer efficiency.

5.2.2.4 Corona reactor sensors

The DI measurement system [33,37] is again preferred because it can be completely integrated
in the reactor (see Figure 5.7) without interrupting the coaxial structure. Capacitive voltage
sensors (D-dot sensors) as well as a single winding B-dot sensors are installed in the interfaces
of the corona reactor sections. The functioning of the measurement system is already described
in detail in Section 2.2.6. The voltage and current cannot be measured on the wire directly
because of the corona discharge activity. The capacitance between wire and sensor is not
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Figure 5.7: Schematic sensor flange design.

constant as the streamers propagate towards the sensor. Once crossed, streamer currents will
add up to the sensor signals which would distort the actual waveform completely. In addition, a
spark towards the sensor in case of reactor breakdown could damage measurement equipment.
The B-field generated by the discharges would possibly have a small contribution to the sensor
signal because of the small streamer currents. Plastic (PVC) insulator flanges with centered
field control elements are installed at the section interfaces to create a corona discharge free
area where the sensors can be installed. The D-dot sensor consists of a 2.5 cm high ring which
is concentrically placed around the insulator flange which has a diameter of 220 mm. The
B-dot sensor is square loop which is constructed from a copper strip. Four passive integrators
are used to measure the voltage of current waveforms of two flanges simultaneously.

137



5. Energizing large corona reactors

Cr

Lr

Vr

Rr(t-nTr)

δx

Ch

L1

Cr

Lr

Vr

Rr(t-nTr)

n=0 n=N-1

TTLT

Figure 5.8: SPICE simulation model for the reactor and power supply. The
lumped element reactor model consisting of N=16 sections.

Calibration of the sensor flanges is performed as follows. The attenuation of the reactor as
a transmission line is negligible, so all sensors should have an equal response if the reactor is
terminated with the correct load impedance (238 Ω) and if the voltage is below the inception
voltage of the plasma. The voltage on and current through the load was measured with a
North Star PVM-2 high voltage probe and a Pearson 6600 current monitor to calibrate all
DI sensors. The amplitude of the pulse injected by the TLT needs to be as high as possible
but below inception for sufficient sensor signal strength. Injection of a 12 kV 10 ns rise time
pulse showed some minor reflections in the reactor, introducing some uncertainty in accuracy
of the calibration. The rise time of the pulse was decreased to 50 ns to eliminate waveform
distortion.

The DI measurement system is incapable of measuring DC voltages. The DC-bias voltage
has to be added to the measured transient voltage when the DC-bias capacitor is installed,
see Section 2.2.6. Capacitor Cdc is charged by a stabilized DC power supply so the charging
voltage is known if the repetition rate is low enough to allow Cdc to be fully charged. The
actual voltage on the wire at the TLT side of the reactor is calculated by equation 5.15, see
Figure 5.4 where this position is indicated as ”Virtual sensor 1”. The real sensor 1 is in
front of the coupling capacitor. This virtual sensor is referred to as Vsensor1

∗ during DC-bias
measurements.

VSensor1
∗(t) = VSensor1(t) + VCdc(0)− 1

Cdc

∫ t

0

ISensor1(τ)dτ (5.15)

5.3 Reactor SPICE model

A SPICE model has been developed to gain insight in the reflection behavior inside the reac-
tor. Especially time and space resolved voltage gain and pulse edge distortion are interesting
to estimate because they affect streamer development [2,4]. Huiskamp [4] developed a lumped
element reactor model but only provided electrical measurements of the reactor input to com-
pare modeled and measured data. The model has been adapted to obtain a better agreement
between the theoretically predicted and the experimentally obtained data. The circuit model
is shown in Figure 5.8.

The reactor model consists of N identical sections. Each section is composed of a dis-
tributed capacitance Cr, inductance Lr and resistance Rr. Cr-Lr form the coaxial transmis-
sion line of the reactor and Rr the resistance of the streamers in a section. According to Figure
5.5, the attenuation of the coaxial reactor structure is neglectable for the 3 mm reactor wire.
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Lumped damping resistors are therefore omitted in the model. Cr and Lr can be calculated
by Equation 5.16 and 5.17, where dcyl, dwire and l are respectively the diameter of the reactor
cylinder, diameter of the reactor wire and length of the reactor. The inception voltage of the
plasma is implemented by a series Zener diode with the distributed plasma resistance Rr. A
plasma current can only flow through Rr if the voltage over the Zener diode is higher than
the breakdown or Zener voltage of the device. The real plasma resistance is initially high but
decreases as the streamers propagate towards the wall of the reactor cylinder. To simulate
this effect, Rr(t) is incorporated in the model as a time variable resistor (see Equation 5.18).
A basic exponential function is chosen with an initial resistance R0 which decays with time
constant τr. R0 is chosen an order of magnitude higher than the vacuum impedance of the
reactor to prevent disturbance of this impedance. τr is a fit parameter, proper results were
obtained with τr= 10 ns. The resistance saturates at the R1 as the streamers cross the gap
between the wire and the cylinder wall. The pulse reaches the reactor at t = 0 in the model, so
the plasma resistance only starts decaying when the pulse reaches the corresponding section.

The section delay time Tr is defined as Tr = Td/N , where Td is the transient time of the
reactor. The pulse propagation speed in the reactor (air) is 3.33 m/s resulting in Td=15.5
ns. The rise time of the fastest pulse during our experiment was 11.5 ns. This is an order of
magnitude longer than the section delay Tr if we choose N=16 sections. Therefore the model
is sufficiently accurate, a larger number of sections only increases the accuracy slightly. The
physical length of one model section corresponds to δx=0.29 m. The sensor positions in our
long reactor setup correspond to sections n=0, n=5, n=10 and n=15 for respectively sensor
1, 2, 3 and 4.

Inductor L1 limits the rise time and needs to be approximately 275 nH to simulate the
11.5 ns rise time pulse. The output impedance of the TLT is 100 Ω and the transient time of
the TLT (TTLT ) is chosen equal to the TLT delay in the setup, approximately 20 ns.

Cr =
2πε0l

Nln(
dcyl
dwire

)
(5.16)

Lr =
µ0l

2πN
ln

(
dcyl
dwire

)
(5.17)

Rr(t) =


R0
N

t < 0

Rr(t) = 1
N

(
R1 + (R0 −R1)e

−t
τr

)
t ≥ 0

(5.18)

5.4 Results & discussion

5.4.1 Streamer inception and propagation

Images 2 to 9 of Figure 5.9 show images of streamer inception and propagation in the sixteen
cylinders. An increasing view angle from the center outward causes some image and intensity
distortion. The numbers with the vertical bars to the right of each picture relate colors to
intensity. The black bars crossing the picture are the image of the wire suspension rack. Vmcp
sets the gain of the cameras micro-channel plate detector. Experimental settings: lens 70 mm
F/8, 10 Hz pulse repetition rate, (image 13) 0 kV DC-bias 4.1 J per pulse, (image 14) 10 kV
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DC 5.7 J per pulse, (images 2-10, 12, 15 and 16) 20 kV DC 7.8 J per pulse, no flow through
the reactor. Each image (2-9) is captured with an exposure time of 5 ns, the start time of the
exposure is relative to the discharge inception of the first cylinders. Figure 5.10 shows the
voltage and current waveforms which are linked to the images. The first images show inception
in all cylinders within 9 ns. The streamers propagate to the wall of the cylinders within 80 ns
without any significant deviations in the intensity and length of the discharges when comparing
the cylinders mutually. The relatively slow initial streamer propagation (compared to the 9 ns
inception window) ensures comparable streamer development of all reactor cylinders. Image
12 shows the center four cylinders near inception with 500 ps exposure. The inception of the
discharges in these cylinders seems to be very synchronous. Misalignment of wires is believed
to be the main cause of the inception window, also because the sequence of inception in the
cylinders is reproducible. Image 11 shows the very weak DC corona discharges (no pulse)
on four wires in the center. The last four images and image 10 are the result of exposures
of the full pulse with different DC-bias levels. Although the intensities near the wall of the
cylinder are weaker with lower DC-bias voltages, the discharges appear to be very similar
when comparing the four cylinders mutually. The streamers do not seem to cross to the
reactor wall fully with 0 kV DC-bias.

5.4.2 Electrical characterization of the 4.5 m corona reactor

Problems concerning proper energy distribution are expected when the rise time and width of
the pulse are of the same order of magnitude as the transient time of the reactor. Inception of
the plasma in the reactor will be space an time dependent. Propagation of the streamers from
the wire to the cylinder causes an impedance alteration which affects the reflection behavior
in the reactor. Local streamer propagation and number of streamers are dependent on local
field strength and rate of rise of the pulse. The reflection behavior and impedance alteration
are coupled making it difficult to predict the energy distribution for short pulses.

5.4.2.1 Comparison of modeled and measured data

Measured voltage waveforms of a fast rise time pulse with severe reflection behavior will first be
shown. Comparison of modeled and measured data will subsequently clarify the consequences
of the reflection behavior in the reactor. The minimum rise time of the voltage pulse which
could be achieved with the setup was 11.5 ns (10-90%). Typical voltage and current waveform
plots of the various sensors along the axial coordinate are shown in figures 5.11 and 5.12. The
charging voltage of Ch is set to 31.2 kV and the additional inductor L1 is omitted in the
setup.

The transient time of the electromagnetic pulse traveling in the axial direction the reactor
is 15.5 ns for three sections. The 5 ns transient time per section is clearly visible. The input
voltage of the reactor is more than 2VCh due to the mismatch between TLT and reactor
impedance. Voltage gain is also observed at the other sensors. The pulse is reflected at the
end of the reactor causing a peak voltage of approximately 100 kV at sensor 3 and 4. The
transient time of each section (5 ns) is initially clearly visible from the signals. The current at
the end of the reactor (section 4) is relatively high for the 15 cm corona wire indicating high
discharge activity due the high electric field at the end of the reactor. Reflections appearing
at sensors 1,2 and 3 make the observed rise time seem longer. Only sensor 4 (last position)
sees an almost undisturbed rise time, see figure 5.13 for a schematic overview of the reflection
behavior.
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Figure 5.9: ICCD images of the sixteen cylinder pulsed corona reactor. The
numbers with the vertical bars to the right of each picture relate colors to inten-
sity. The black bars crossing the picture are the image of the wire suspension
rack. Vmcp sets the gain of the cameras micro-channel plate detector. Experi-
mental settings: lens 70 mm F/8, 10 Hz pulse repetition rate, (image 13) 0 kV
DC 4.1 J per pulse, (image 14) 10kV DC 5.7 J per pulse, (images 2-10, 12, 15
and 16) 20 kV DC 7.8 J per pulse, no flow through the reactor.
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Figure 5.10: Demonstrator reactor voltage and current waveforms which are
related to images 2–10 of Figure 5.9

The measured and modeled voltages and current waveforms for three R1 values are shown
in Figure 5.14 and 5.15. The rise time of the pulse is 11.5 ns. The modeled and measured
voltage waveforms look quite similar. The rise time distortion, peak voltages and general
shape of the pulse in the reactor can be estimated reasonably accurate. Even the quenching
behavior of the plasma after 100–150 ns is predicted by model. Distinct reflections can still be
observed at places where the modeled and measured waveforms deviate from each other. The
peak voltage is best estimated with R1=50 Ω, the falling edge of the pulse is better estimated
with a higher value. The current waveforms in Figure 5.15 are less accurate but peak current
and pulse rise time distortion are still similar.

The energy distribution in the reactor is defined as the energy dissipated per reactor section
(between two sensor flanges) divided by the wire length of the section. Energy distribution
simulations with the model show minor deviations of the energy distribution in the reactor,
see Table 5.1. Only the last section shows a significant increased energy consumption due to
the high voltage gain. The measured energy distribution is completely completely uneven.
Apparently is streamer development and propagation significantly affected by the reflection
behavior. The model is therefore not suitable for energy distribution estimations because
the rise time and voltage dependant development of the streamers is not incorporated in the
model.

Although the model is accurate for voltage waveform estimations, refitting of parameters
(e.g. R1 and τr) is required if the source voltage is increased because the streamer development
also affects the impedance of the reactor significantly as will be shown in the following sections.

5.4.2.2 Effect of the rise time

Energy distribution in the reactor can possibly be improved if the reflection behavior is reduced
by a slower rising pulse. The rise time of the pulse can be increased by choosing higher values
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Figure 5.11: Typical voltage waveforms at multiple sensor positions of a 11.5
ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF).
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Figure 5.12: Typical current waveforms at multiple sensor positions of a 11.5
ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF).

for L1. The resulting voltage waveforms at the four sensor positions are shown in Figure 5.16.
The rise time of the pulse corresponds to sensor 4.

Peak voltages on sensor 2 to 4 decrease as the rise time increases. Clearly visible is also the
variation in the rise time for the different sensor positions, slow at the beginning of the reactor
and fast at the end. The rise times and peak voltages as a function of the rise time (sensor
4) are summarized in Figure 5.17. As already explained by Figure 5.13, the reflections result
in an increase of the apparent rise time. Also the voltage increases after reflection due to a
high impedance mismatch. The transition from TLT to reactor impedance complicates the
reflection behavior apparently even more. Reflections in the TLT due to mismatch between
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Figure 5.13: Schematic overview of the reflections in the reactor which result
into the slower observed rise times. The red and blue lines represent respec-
tively the start and stop in time of the rising edge of the pulse. tr and Td are
respectively the rise time of the pulse ad the transient time of the reactor.

reactor and TLT impedance are an issue which will be discussed later on.

The effect on the energy distribution is shown in Figure 5.17c. A more equal distribution
was obtained with a slower rise time. Multiple interrelated mechanisms are responsible:

• The rise time is long compared to the transient time of the reactor. Reflections add-
up/blend together in the rising edge of the pulse.

• It was reported in literature that increased rate of rise and peak voltage, increase the
propagation speed of the primary streamers [103]. Higher peak voltages also increases
the number streamers leaving the wire [2]. Both effects alter the impedance of the
streamer discharge resulting in an impedance alteration of the reactor which is space
and time dependent.

• The rate of rise effect on streamer development weakens for long rise times.

5.4.2.3 Effect of the source voltage

Damping in the reactor by the resistive nature of the discharges will be place dependant if
the streamers develop differently. Streamer development will also be influenced by the source
voltage amplitude which affects the damping and reflection behavior indirectly. The effect of
the source voltage is studied by varying the the charging voltage VCh of the pulse modulator.
Inductance L1 was omitted for the shortest possible rise time. Results of the rise time and
peak voltage as a function of VCh are shown in Figure 5.20.

A higher source voltage affects streamer development significantly which in turn affects
the rise time. Although the rise time becomes more similar for high charging voltages, the
peak voltages on the various sensor locations remain highest towards the end.
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Figure 5.14: Modeled and measured voltage waveforms at multiple sensor po-
sitions of a 11.5 ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF). The
voltage waveforms are simulated for three R1 values.

The effect on energy distribution is shown in Figure 5.20c. The distribution is very
uneven as could be as expected from the observations in earlier sections. The energy total
delivery to the reactor increases with higher charging voltages because more energy is stored
in Ch. Sections 1 and 2 consume an equal amount of energy for all charging voltages. The
consumption increases again near the end of the reactor up to a factor 4.7 for section 4 (1.4
J/m, VCh=36 kV) compared to sensor 1 (0.3 J/m, VCh=36 kV).

Coupling capacitor Cdc and the DC power supply are now installed to provide a DC-bias
and higher source voltage to the reactor. Figure 5.21 shows the peak voltages and rise times
as a function of the DC-bias voltage (up to 25 kV). The rise time of the pulse at the four
sensor positions seems to level as the DC-bias voltage rises. They are between 9.5 ns and 15
ns at 25 kV DC-bias. The voltage on Sensor 1∗ increases up to 89 kV because of the addition
of the DC-bias voltage (note that Sensor 1∗ is a virtual sensor which is previously described in
Section 5.2.2.4). Remarkable is the decreasing voltage at sensor 4. It decreases from 110 kV
(with 0 kV DC-bias) to 92 kV (with 25 kV DC-bias). The voltage at beginning and end of the
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Figure 5.15: Modeled and measured current waveforms at multiple sensor po-
sitions of a 11.5 ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF). The
current waveforms are simulated for three R1 values.

Table 5.1: Measured and modeled energy distribution in the reactor. The energy
distribution [J/m] is the energy dissipated in each section divided by the wire
length of the section.

Section 1 [J/m] Section 2 [J/m] Section 3 [J/m] Section 4 [J/m]
Measured 0.13 0.23 0.33 1.0
Modeled R1=50 Ω 0.29 0.36 0.29 0.6
Modeled R1=100 Ω 0.34 0.33 0.31 0.6
Modeled R1=200 Ω 0.29 0.36 0.29 0.6
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Figure 5.16: Voltage waveforms at multiple sensor positions for different rise
times (3 sections, VCh=31.2 kV, Ch=4 nF). The rise time of the pulse which
is mentioned in the legend corresponds to the voltage rise time measured at
sensor 4.

reactor becomes almost equal while the voltages at the intermediate sensor positions are near
78 kV. Theoretically is the inception voltage of the plasma 18 kV so there’s already some DC
corona discharge activity with 20 kV and 25 kV DC-bias voltage. The inception voltage will be
reached faster during pulse generation with increasing DC-bias level. This seems to advance
the damping in the reactor significantly because the voltage at sensors 2-4 becomes lower with
increasing DC-bias levels, while the voltages generally increase with increasing charge voltage
VCh (see Figure 5.20b). Also the rise time at the four sensor positions is leveled within 5.5 ns
difference, indicating significant damping of reflections in the reactor.

Effect on energy distribution is shown in Figure 5.21c. More energy is delivered to the
reactor with an increased DC-bias voltage because energy is delivered by Cdc (see Equation
5.8). Only the energy consumption in the small top section (section 4) is significantly af-
fected with an increasing DC-bias voltage, it decreases from 1.6 J/m to 1.1 J/m. The energy
distribution for sections 1 to 4 are respectively 0.8, 0.6, 0.4 and 1.1 J/m at 25 kV DC-bias
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Figure 5.17: Measurements at multiple sensor positions as a function of the rise
time at sensor 4 (3 sections, VCh=31.2 kV, Ch=4 nF).

voltage. The discharge activity in the section 4 is significantly reduced and the overall energy
distribution improves slightly for higher DC-bias voltages.

5.4.2.4 Effect of the pulse width

A wider pulse causes more energy consumption in the secondary streamer regime which could
level the energy consumption per section. The pulse width and energy per pulse is enlarged
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Figure 5.18: Typical voltage waveforms at multiple sensor positions of a 24.5
ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF).
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Figure 5.19: Typical current waveforms at multiple sensor positions of a 24.5
ns rise time pulse (3 sections, VCh=31.2 kV, Ch=4 nF).

by larger Ch values to investigate the effect of the secondary streamer regime. The initial
reflection behavior in the reactor should be similar for the same charge voltage, in this case
31.2 kV. The results are shown in Figure 5.22 for different Ch and resulting energy per pulse
values.

The pulse-width of the power waveform for the 2 nF, 0.55 J per pulse setting is only 45
ns wide and too short to feed energy to the secondary streamer regime. For 1.2 J per puls or
higher, energy is fed to secondary streamers. The relative consumption per section remains
then more or less equal. A secondary streamer is actually a re-illumination of a primary
streamer filament which explains the result. The local development of primary streamers
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Figure 5.20: Measurements at multiple sensor positions as a function of VCh (3
sections, tr=11.5 ns, Ch=4 nF)

outlines the discharge behavior and energy consumption during the secondary streamer phase.

5.4.3 Impedance characterization

The reactor impedance should be more or less equal to the source impedance to prevent
reflections at the TLT-reactor interface and to transfer all energy in Ch to the plasma. The
transmission line behavior of the reactor and streamer propagation affects the impedance of
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Figure 5.21: Measurements at multiple sensor positions as a function of VCdc
(3 sections, tr=11.5 ns, Ch=4 nF).

the reactor and thus the impedance matching. Reactor impedances from the data in the
previous section were calculated and studied to find relevant mechanisms which affect the
impedance of the reactor. The time dependent apparent reactor impedance as a function of
time can be calculated from the measured voltage and current waveforms at multiple sensor
positions Z(t) = VSensor x(t)

ISensor x(t)
. Multiple interrelated mechanisms are found that affect the

apparent impedance:

• The apparent impedance is initially equal to the vacuum impedance of the reactor.
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Figure 5.22: Energy distribution as a function of energy per pulse (3 sections,
VCh=31.2 kV, tr=11.5 ns, Ch = 2,4,6 or 8 nF).

Figure 5.23 shows the impedance at sensor 1 for different pulse rise times and 31.2 kV
charge voltage. Although the inception voltage of the plasma is reached in 10 ns to
25 ns (depending on the position) in the reactor, the vacuum impedance of the reactor
(238 Ω) does not seem to be initially affected. The pulse propagates to the end of the
reactor in 15.5 ns and is reflected back in 31 ns, explaining the perfect initial impedance.
The reactor capacitance increases as the distance between the heads of the conducting
streamer filaments and reactor wall decreases during propagation [104] [2]. Although
the characteristic impedance of the reactor is expected to be effectively lowered, early
development of streamers does not seem to result in impedance that differs from the
vacuum impedance.

• Reflections at the end of the reactor coming back to the reactor/TLT interface distort
the initial steady impedance. Damping of the reflections is enhanced due to streamer
currents.

Large reflections in the system can be observed after 30 ns if the rise time of the pulse
is increased (see Figure 5.23). The longer rise time slows down the plasma development
and therefore the damping of the reflected pulse in the reactor. The fastest 11.5 ns rise
time pulse results in sufficient plasma generation so that the reflected pulse is damped
almost completely. The reactor/plasma impedance also remains near 238 Ω beyond
30 ns, this seems to be a coincidence as will be showed later on. The impedance at
multiple sensor positions for the 11.5 ns rise time pulse is shown in Figure 5.24. These
impedances are initially also near the vacuum impedance as expected. The back and
forth transient time is shorter for sensors located nearer the end of the reactor.

• Lowering of apparent impedance and streamer currents directly by higher pulse voltage
and/or DC-bias voltage.

Discharge intensity (and apparent impedance) is related to the applied reactor voltage.
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Figure 5.23: Reactor input impedance as a function of the rise time (3 sections,
VCh=31.2 kV, Ch=4 nF).
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Figure 5.24: Reactor impedance at multiple sensor positions (3 sections, tr=11.5
ns, VCh=31.2 kV, Ch=4 nF).

Figure 5.25 shows the reactor impedance as a function of the charging voltage. For low
voltages (almost no plasma) and high voltages the measured impedance is still equal
to the vacuum reactor impedance during 30 ns. After 40 ns the impedance increases
rapidly for less than 25 kV charge voltage because the reactor voltage is too low to
maintain the plasma. The impedance becomes eventually lower than 238 Ω for 36 kV
charging voltage as the streamers propagate towards the wall of the reactor. Winands [2]
concluded using ICCD imaging that more streamers are generated at higher source
voltages. More parallel streamer filaments results in a lower total reactor impedance.
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Figure 5.25: Reactor impedance at sensor 1 as a function of the charging voltage
(3 sections, tr=11.5 ns, Ch=4 nF).

A similar result is seen when adding a DC-bias voltage. The reactor impedance mea-
sured with DC-bias (Z = VSensor1∗/ISensor1, where VSensor1∗ should be calculated ac-
cording to Equation 5.15) is shown in Figure 5.26. The initial impedance of the reactor
seems to deviate from the vacuum impedance while it is actually similar. The reactor is
already charged to the DC-bias voltage at the beginning of the pulse. This has to be con-
sidered when interpreting the impedance measurement. The vacuum impedance would
only apply for transient waveforms or a correctly (resistively) terminated reactor. Also
the coupling capacitor disturbs the impedance at the beginning of the reactor slightly.
With increasing time, the impedance of the reactor lowers as the streamers propagate.
Transition to the secondary streamer regime is estimated to be after 80–110 ns and
is shown to result in a minimum impedance value which is reached earlier for higher
voltages. The impedance saturates at a minimum value of 100 Ω (which is equal to the
TLT impedance) at DC-bias levels above 20 kV. Saturation of the plasma impedance
near the TLT output impedance after the primary–secondary steamer transition at high
source voltages was also observed by Yan [30] and Winands [2]. An explanation for this
observation was however not found.

Figure 5.27 shows the same data set but for now the load impedance of the TLT
(Z = VSensor1/ISensor1), the load equals the reactor plus the series impedance of the
coupling capacitor Cdc. The impedance for DC-bias levels above 15 kV is capable to
become significantly lower than the output impedance of the TLT. It is remarkable
that the reactor impedance saturates at exactly the TLT impedance while the total
load impedance (reactor + Cdc series impedance) of the TLT is significantly lower.

• The apparent impedance of a longer reactor is lower during the secondary streamer
phase (due to larger streamer volume) compared to a shorter reactor. Reflections in a
longer reactor cylinders are also damped more strongly.

Figure 5.28 shows the TLT load impedance (sensor 1) for 10 kV and 29.5 kV DC-
bias voltage and the three reactor sizes (1.65 m, 3.15 m and 4.65 m). A longer reactor
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Figure 5.27: TLT load impedance (reactor impedance + Cdc series impedance)
as a function of time for multiple DC-bias voltages (3 sections, tr=11.5 ns,
Ch=4 nF, VCh=31.9 kV).

improves the initial impedance matching because the reflection at the end of the reactor
is damped more before it returns to the TLT-reactor interface. This is illustrated in
Figure 5.28 by a decreasing impedance peak for a longer reactor after 18–40 ns (10 kV
DC-bias voltage). This advantage seems to be redundant for high DC-bias voltages. The
impedance during the secondary streamer regime (expected after the minimum at 70–80
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ns for 29.5 kV DC) is lower for longer reactors due to the larger plasma volume. The
fact that shorter reactors have similar apparent impedances confirms strong interaction
between plasma generation and source impedance.

5.4.4 Energy transfer efficiency

The apparent reactor impedance has initially a value close to the vacuum of the reactor and
converges to a lower impedance level as the streamers propagate. The saturation level of the
impedance is dependent on the applied reactor voltage. Impedance matching between source
and reactor, and proper energy transfer from Ch to the reactor can therefore be optimized
by choosing the amplitude of the reactor voltage. Figure 5.29 shows the transfer efficiency
(energy transfer efficiency from Ch to the reactor) as a function of the applied peak reactor
voltage. The Figure consists of two data sets wherein the peak voltage is varied. The first
set is without DC-bias (no Cdc installed), VCh is varied. The second set is with DC-bias and
contant VCh, VCdc is varied.

A higher peak reactor voltage results clearly in improved energy transfer efficiency, up
to 85 % at 85 kV. The data sets seem to follow the same trend above 77 kV. The transfer
efficiency is initially less with low DC-bias voltages compared to the data without DC-bias
because Cdc affects the output impedance of the source. Additionally, Cdc can be charged by
the pulse for very low DC-bias voltages. This effect is illustrated in Figure 5.30.

The energy transfer from Ch and Cdc to the reactor as a function of the DC-bias voltage
is shown for a reactor consisting of one, two or three sections (1.8 m, 3.3 m or 4.8 m). The
negative energy values for Cdc indicate charging of this capacitor by the TLT (and thus by
Ch which reduces the transfer efficiency). The modeled values can be calculated by Equation
5.8.

The impedance mismatch after 40–70 ns for DC-bias levels above 10 kV (see Figure 5.27)
does not seem to disadvantage the transfer efficiency. The current at the input side of the
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TLT (ICh) is measured to explain this observation. ICh is shown in Figure 5.31 for multiple
DC-bias voltages. The reactor impedance is initially higher than the TLT impedance and
a negative current pulse is reflected back towards the input of the TLT. The first reflection
arrives at t = 22 ns and causes the dip in the current waveform (observable at e.g. 55 ns for
VCdc=29.5 kV). The transient impedance of the reactor decreases faster for higher DC-bias
voltages which results in less reflection (visible at t > 55 ns in Figure 5.31 and the higher
reactor peak current in Figure 5.32). A positive current reflection can be observed as the
impedance of the reactor becomes lower than the output impedance of the TLT. The pulse
is reflected again at the input of the TLT, resulting in a back and forth reflections which
add-up and shape the distorted reactor pulse. Cdc is only partially discharged which keeps
the reactor voltage above inception level so that these reflections can be consumed by the
plasma, see Figure 5.33 (reactor voltage). The plasma quenches as the voltage becomes lower
than 30–40 kV. Although perfect impedance matching of the reactor as in Figure 5.3 seems
to be impossible, the DC-bias maintains the plasma and enables reflections to be consumed
more easily. The modeled values according to equations 5.7 and 5.8 appear to be a correct
approximation. Full energy transfer is not possible due to the losses in the TLT and spark
gap.

Another observation in Figure 5.29 is that the transfer efficiency differences between re-
actor lengths are remarkably small. A longer reactor only improves the transfer efficiency
slightly. The apparent reactor impedances for multiple reactor lengths appear to be very
similar for high DC-bias voltages as can be seen in Figure 5.28.

5.5 Conclusions

The ICCD images show streamer plasma inception of all cylinders within 9 ns in the sixteen
cylinder corona reactor. The streamers propagate to the wall of the cylinders within 80 ns
without any significant deviations in the intensity and length of the discharges when comparing
the cylinders mutually. The relatively slow initial streamer propagation (compared to the
9 ns inception window) ensures comparable streamer development in all reactor cylinders.
Misalignment of wires is believed to be the main cause of the inception window because the
order in which the individual reactor cylinders ignite is reproducible. The intensities in the
images near the wall of the cylinder are weaker with lower DC-bias voltages, primary streamers
do not seem to fully cross the gap. The discharges appear to be very similar when comparing
the cylinders mutually, even with low DC-bias voltages.

The voltage and current waveform which are measured at the interface of the TLT and
reactor are often not giving the correct details of the pulse which propagates initially through
the long reactor. For energy measurements this is not a problem, for statements about rate
of rise of the reactor voltage it is.

Due to overlap of the reflected pulse with the rising edge of the incoming pulse, the rise
time at the input of the reactor appears to be longer than the rise time at the end. The
energy distribution in the reactor should be more or less equal according to the SPICE model.
The measured energy distribution is completely completely uneven. Apparently is local de-
velopment of the streamers (number of streamers and/or speed) affected by the reflection
behavior resulting in an uneven energy distribution along the reactor. The model is therefore
not suitable for energy distribution estimations. The measured energy consumption [J/m] at
the end of the reactor is higher than near the input connection. Decreasing the rise time of
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Figure 5.31: ICh as a function of time for multiple DC-bias voltages (3 sections,
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Figure 5.32: Reactor input current as a function of time for multiple DC-bias
voltages (3 sections, tr=11.5 ns, Ch=4 nF, VCh=31.9 kV).

the pulse improves the energy distribution. The input voltage level has little effect on the
energy distribution.

The impedance of the reactor is initially equal to the vacuum impedance of the coaxial
structure during the back and forth transient time of the reactor. Streamer development
during this time interval does not seem to affect the total impedance.

Higher source voltages (including DC-bias) result in an impedance which alters towards
and below the output impedance of the TLT. Improved energy transfer efficiency from Ch
to the reactor can be obtained this way. The energy transfer efficiency can be up to 85 %
even with reactor impedances which alter below the output impedance of the TLT. Resulting
reflections at the TLT-reactor interface (into the TLT) are reflected back again at the input
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Figure 5.33: Reactor input voltage as a function of time for multiple DC-bias
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of the TLT. The DC-bias voltage keeps the reactor voltage above the inception level which
enables these reflections to be consumed by the plasma.

The reactor length has a minimum effect on the energy transfer efficiency. The pulse
reflected from the end of the reactor is damped by the plasma load more for longer reactors.
This advantage is redundant for high reactor voltages because damping is already enhanced
with higher voltages. A longer reactor improves the energy transfer efficiency slightly because
the larger plasma volume causes a lower impedance during the secondary streamer phase.

The impedance matching can possibly be improved even further with less pulse distortion
if the vacuum impedance of the reactor is chosen near the TLT output impedance. Multiple
reactor cylinders can be placed in parallel like in the demonstrator. The output impedance
of the TLT can also be adapted to obtain a matched system. The source output voltage can
subsequently be used to tune the reactor impedance to minimize reflections back into the
TLT.

Calculations show that the wire diameter should be at least 1 mm for negligible damping
(skin effect) of the coaxial reactor structure. Boosting of energy transfer to the reactor could
likely be achieved by using a larger corona wire diameter which decreases the reactor vacuum
impedance. The increased inception voltage (due to smaller E-field around the wire) can
be compensated with a higher DC-bias voltage. This will also increase the energy per pulse
because the energy delivered by the coupling capacitor scales linearly with the DC-bias voltage.

From a plasma chemical processing point of view the non-equal energy sharing in the
reactor possibly be an advantage. A multiple stage conversion process can be created by
exposing pollutants and products to different plasma intensities.
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Plasma processing

Abstract

Potential industrial applications of pulsed corona technology for air purifica-
tion are investigated by a series of field and lab experiments. Corona technol-
ogy has a wide range of applications but performs generally optimal for target
pollutant concentration levels in the 10-1000 ppm range. Investment costs, the
amount of energy required to convert target compounds and competition with
conventional technologies will determine if applications are viable. To investi-
gate the span of possibilities, conversion of a selection of compounds of concern
is attempted. The required input energy which is needed to convert the tar-
get compound to an acceptable level is established together with the product
spectrum. The following applications are investigated: NOx (flue gas emissions),
VOCs (hydrocarbon/solvent emissions), H2S and NH3 (factory farming) and fine
dust removal (general problem).

6.1 Introduction

Pulsed corona technology for air purification has a wide range of applications. Depending
on the concentration level, each compound has its own energy density level which is required
to convert the compound and intermediate product spectrum to an acceptable level. The
investment cost and energy consumption of the installation will ultimately determine if the
technology is able to compete with conventional technologies. Therefore, conversion by pulsed

Part of the content in this chapter has been published previously in [14,105,106]:

• F.J.C.M. Beckers, W.F.L.M. Hoeben, T. Huiskamp, A.J.M. Pemen, and E.J.M. van Heesch.
Pulsed corona demonstrator for semi-industrial scale air purification. IEEE Transactions on
Plasma Science, 41(10):2920–2925, 2013

• F.J.C.M. Beckers, W.F.L.M. Hoeben, A.J.M. Pemen, and E.J.M. van Heesch. Low-level NOx
removal in ambient air by pulsed corona technology. Journal of Physics D: Applied Physics,
46, 2013

• W.F.L.M. Hoeben, F.J.C.M. Beckers, A.J.M. Pemen, E.J.M. van Heesch, and W.L. Kling.
Oxidative degradation of toluene and limonene in air by pulsed corona technology. Journal of
Physics D: Applied Physics, 45(5):1–14, 2012
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corona technology of a selection of compounds is attempted during a series of field and lab
experiments. The required specific input energy and product spectrum are investigated. The
obtained data could provide a base for cost calculations of specific applications. Also, insight
is provided for additional required after treatment (e.g. scrubbers, catalysts, active carbon).
The following selection of applications will be discussed:

NOx NOx is a generic term for the total concentration of NO and NO2 (nitric oxide
and nitrogen dioxide respectively). These compounds are produced during high tempera-
ture combustion from the reaction between oxygen and nitrogen. Especially diesel engines
generate NOx due to their high internal combustion temperature. Air pollution caused by
NOx emission in the atmosphere can be significant in crowded cities with large numbers of
motorized vehicles. Other NOx sources are waste incineration or combustion of fuels (e.g.
coal and oil in powerplants and furnaces). The nitrogen for NOx formation can originate not
only from the air but also from nitrogen containing fuel. NO is also produced by lightning
during thunderstorms. The intense heat of the discharge facilitates the endothermic oxidation
of nitrogen. NOx gases in the atmosphere form acid rain and smog. The specific applications
which will be reviewed are NOx removal from flue gas and traffic tunnel air. Flue gas typi-
cally contains 50-1000 ppm NOx. Tunnel traffic emissions typically comprise sub–ppm level
NOx, which does not affect the traffic participants during their tunnel passage. In contrast,
these emission levels are not acceptable for long term exposure in residential areas close to
the tunnel portals.

VOCs VOC removal has a wide range of applications in the (petrochemical) industry.
Two Volatile Organic Compounds were chosen as model compounds. Toluene is an important
solvent and building block in organic synthesis. Limonene is a volatile organic compound
which is present in domestic waste (e.g. fruit peels, soap) and is used as solvent in clean-
ing products. This compound is for instance responsible for odor and VOC emissions from
household waste processing facilities.

H2S & NH3 ppb–ppm Levels of H2S and NH3 are often emitted by factory farming
(e.g. feces and urea), waste water treatment, and food processing [107] [108] [109] [110]. In
practise these compounds cause major stench problems, even emitted in low concentration
levels. Very low levels are perceivable by the human sense of smell, 0.47 ppb for H2S and 5 ppb
for NH3. In high concentration levels (>100 ppm) they are extremely toxic and corrosive.
H2S is also present in natural gas, biogas and liquid petroleum gas (LPG). It often needs
to be removed from the fuel gases to avoid corrosion in gas lines and combustion engines.
Commercial use of natural gas demands desulphurization up to 10 ppm [111]. Our main
application focus is on odor control for factory farming.

Particulate matter Fine dust or particulate matter (PM) are microscopic liquid/solid
particles which are suspended in the atmosphere. These particles can be composed of multiple
chemicals and materials and exist in a variety of sizes. The particle size is directly linked to
their hazardousness for public health. Particles smaller than 10 µm in diameter can be inhaled
and have the potential to cause health effects. Exposure to these particles can affect both
lungs and heart [112]. Particulate matter can be directly emitted from sources such as forest
fires, or formed during fuel combustion in power plants, industry and motorized vehicles.
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Figure 6.1: Schematic setup overview

The lab and field experimental setups are introduced in Section 6.2. Chemical diagnostics
and analytical methods for measuring the conversion of the target pollutant and the resulting
product spectrum are discussed. The results are shown in Section 6.3.

6.2 Experimental setups

The basic setup is shown in Figure 6.1. A pollutant is injected in the ambient air stream of
the reactor during lab experiments. Two types of reactors were used, the demonstrator (wire-
cylinder) and the electrode plate-reactor. An overview of the used diagnostics and reactors
during lab experiments is shown in Table 6.1. The gas is only sampled in the reactor exit
during lab experiments. First a sample is taken with the plasma disabled, the plasma is
subsequently enabled and a second measurement is acquired. During field testing the reactor
was continuously enabled and the gas had to be sampled in the reactor inlet and exit. Two
equal gas analyzers were mostly available for simultaneous sampling. Venturi nozzles were
optionally installed during high level NOx tests to provide water aerosols in the reactor.

6.2.1 Pollutant injection

The following methods and compounds were used to inject pollutants in the reactor inlet:

NOx The exhaust gases of a diesel generator were used as a NOx source during this
study. The exhaust gases contains typically two times more NO than NO2. A part of the
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Table 6.1: Overview experiments

Compound Reactor Diagnostics Pollutant source
Low level NOx Wire-cylinder Recordum Airpointer Diesel generator &

Tunnel air
High level NOx Electrode-plate Testo 350S Diesel generator &

Incinerator flue gas
VOCs Wire-cylinder Schimadzu QP2010P Liquid evaporation
NH3 & H2S Electrode-plate Testo 350S & Gas cylinders

Dräger gas detection tubes
Particulate matter Wire-cylinder Grimm EDM 365 Tunnel air

Exhaust

35kVA diesel 

generator
Electrical load

Valve

To reactor inlet

Figure 6.2: NOx injection setup.

exhaust flow was mixed with the ambient air flow of the reactor to create a desired NOx con-
centration level, see Figure 6.2. A valve controls the amount of exhaust flow which is injected
into the reactor inlet duct. The remaining exhaust gases exit the generator directly. A 10
kW heater is used as an electrical load for the generator which results in higher NOx concen-
trations in the exhaust. An additional compressed air fed venturi nozzle enables injection of
liquids (e.g. dissolved NH3 mist) in the gas flow to enhance the chemical conversion process.

VOCs Toluene and limonene are both liquids at room temperature. An evaporation
setup is needed to apply a ppm concentration level in the ambient air flow through the
reactor. The setup is shown in Figure 6.3. A few L/min nitrogen (bottle 3.0 grade) is fed
via a mass flow controller (MFC) to a bubble flask which is partially filled with the liquid to
be evaporated. Toluene (>99%, FW = 92.14 g/mol) or R(+) Limonene (97%, FW = 136.24
g/mol). The liquid in the flask is heated to temperatures up to 80 ◦C. The temperature and
flow rate of the nitrogen control the evaporation rate of the liquid which eventually controls
the concentration level in the ambient reactor stream. The line between bubbler and reactor
was not traced resulting in some condensation in the line. Droplets eject from the line-end in
the ambient air stream resulted in unstable concentration levels. An additional condensation
trap was added to solve this problem.

H2S and NH3 Gaseous H2S and NH3 originating from gas cylinders was injected di-
rectly into the reactor inlet. Both gases are highly corrosive, dedicated stainless steel reducing
valves and needle valves were used.
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Figure 6.3: Toluene/Limonene evaporation setup
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Figure 6.4: UV absorption spectrometry setup for measuring the ozone concen-
tration.

6.2.2 Chemical diagnostics

Several diagnostic tools were used to observe conversion levels of compounds and the oxidation
product spectrum.

Ozone Ozone which is produced by the plasma is measured quantitatively by UV ab-
sorption spectrometry, see Figure 6.4. Absorption of ozone is the strongest in the Hartley
band (230-290 nm). A Mikropack D-2000 UV source is connected via an optical fiber to a
gas cell. Two collimating quarts lenses focus the light beam in the gas cell. An Ocean Optics
HR2000 UV spectrometer (wavelength 200-400 nm, resolution 0.1 mm) is connected via a
second optical fibre to the lens on the opposite side. The sample gas passes through the gas
cell (and light beam). The ozone yield is determined by Lambert-Beer’s absorption law, see
Equation 6.1.

−ln
(
I(λ)

I0(λ)

)
= cO3ε(λ)d (6.1)

I(λ) is the absorption spectrum, I0(λ) is the background spectrum (sample gas contains
no ozone), cO3 is the ozone concentration (molecules/m3), ε(λ) is the absorption cross-section
(m2/molecule) and d is the optical path of the gas cell (distance between the lenses, d=111
mm). Multiple ozone cross-sections for different wavelengths are known in literature [2]. cO3

is calculated for 17 different wavelengths and subsequently averaged for improved accuracy.
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Figure 6.5: NOx sample conditioning setup for ozone removal.

The measurement procedure is as follows. A background spectrum is recorded (I0(λ)) with
the plasma is switched off (no ozone in the reactor and gas cell). The plasma is subsequently
switched on, ozone will be produced. The absorption spectrum (I(λ)) is recorded when the
spectrum (and ozone concentration) has stabilized. The ozone concentration is subsequently
calculated by Equation 6.1. The temperature of the gas which passes the gas cell is also
measured by a K-type thermocouple. The molar gas volume (which is temperature dependent)
is required to convert cO3 in molecules/m3 to ppm concentrations, see Equation 6.2.

cO3, ppm = 106 cO3

nNa
, n =

PV

RT
(6.2)

Where Na is Avogadro’s constant, n the molar volume, P the absolute pressure, V volume,
R the gas constant and T the temperature of the gas.

High level NOx (> 10 ppm) The NOx concentration levels in the reactor inlet and
exit are measured with a Testo 350S flue-gas analyzer. The electrochemical NO2 measurement
cell of the analyzer appeared to be cross sensitive for O3. Ozone produced by the reactor
distorts the NO2 measurement. The sample gas has been pre-heated to 250 ◦C in a metal
tube to thermally decompose the ozone before entering the analyzer, see Figure 6.5. The
temperature is controlled by a control unit with feedback. A part of the NO2 is unfortunately
decomposed to NO due to the pre-heating operation. Therefore, only the measured total NOx

value is valid. Separate NO and NO2 are however determined by an additional step in the
measurement procedure: first, the sample gas is guided directly to the flue-gas analyzer via a
3-way valve. Only the NO values is now valid because of the cross sensitivity of the NO2 cell.
The ozone concentration in the sample gas is measured simultaneously by the UV-absorption
cell. Then the flue gas is guided via the sample heater to the flue-gas analyzer. The UV-
absorption cell is used to confirm that all ozone is decomposed. Now only the total NOx

(NO+NO2) value is valid. The difference with the previously measured NO value results now
in the actual NO2 value.

Low level NOx (0.4–10000 ppb) Two chemiluminescence [113] based Recordum
Airpointer NOx analyzers were used during experiments to measure NOx levels simultaneously
at reactor inlet and exit. The lower detection limit is 0.4 ppb, the upper limit is 20 ppm. A UV
absorption based O3 measurement cell with an upper detection limit of 20 ppm is available in
the Recordum Airpointer as a secondary detector. The sample gas, principally containing NO
and NO2, is analyzed via two analytical pathways, as follows (Figure 6.6). Ozone is generated
(by the Airpointer) and mixed with sample gas in the reaction cell. Ozone-induced oxidation
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Figure 6.6: Chemiluminescence based NOx detection (Airpointer)

of NO to excited nitrogen dioxide (NO∗2) will result in emission of wavelengths in the range
0.6-3.0 µm. The chemiluminescence intensity measured by a photomultiplier is proportional
to the NO concentration in the sample. The second path comprises the first path, preceded
by reduction of NO2 to NO by a molybdenum converter which is heated to 325◦C, yielding a
NO signal based on both NO and NO2. A delay loop in the second path ensures gas sampling
at the same moment as is in the first path. The NO2 concentration is then calculated from
the NO signal differences of path 2 and path 1.

Application of ppb level NOx chemiluminescence analyzers for plasma reactors involves
specific attention. Electric discharges in air are known to produce ozone concentrations at
several hundred ppm level, depending on the energy density [2]. Clean ambient air does not
contain ozone. Although ozone generation in the chemiluminescence-based NOx detector is
needed for NO detection, high levels of ozone in the sample gas showed significant deviations
in sub ppm NO2 measurement values. Therefore sample conditioning was applied to the ana-
lyzer at the reactor outlet. The sample gas flow has been preheated to thermally decompose
ozone into oxygen (see Figure 6.7). The sample heater consists of a one meter long borosili-
cate glass tube wrapped with an insulated heating ribbon. Glass was used because adhesion
and releasing of ppb levels NOx were observed in the metal tube. A temperature controller
is applied to control the temperature on the outside of the tube. The residence time of the
sample gas in the heater is approximately 6 seconds. Although the NO-NO2 equilibrium is
temperature dependent, preheating has no effect on the sum of both oxides. The threshold for
instantaneous ozone decomposition in the heater is 300-350◦C. A significant increase of the
calculated NO2 signal has been observed after turning on the sample heater. This means that
the Mo converter in the Airpointer device is overloaded by ozone and incapable of removing
all ozone out of the sample gas. Consequently the Mo Converter is not able to convert all
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Figure 6.7: Reactor outlet sample conditioning

NO2 into NO, resulting in a negative contribution to the NO2 readings.
Another issue is sensitivity for other NOy species like HNO3 which is known to be produced
in the corona reactor. Thermal decomposition of HNO3 at ambient pressure requires tem-
peratures over 500◦C [114], so decomposition in sample heater likely is no issue. However,
the Mo converter converts HNO3 into NO [115], resulting in a positive contribution to the
NO2 reading. There are NO-O3 chemiluminescence based techniques which use this effect to
quantify gaseous HNO3 [116] [117]. Detecting HNO3 is very difficult due the extremely high
sticking probability of nitric acid for e.g. metallic surfaces [118]. The sample gas should only
be exposed to suitable inert materials like PFA tubing before entering the converter. The
sample gas is filtered and dried before entering the Mo converter in the Recordum Airpointer,
resulting in an uncertain amount of gaseous HNO3 entering the converter and contributing to
the NO2 value. An additional HNO3 scrubber has been added in the sample line to rule out
possible HNO3 cross-sensitivity. The scrubber consists of a bubbler flask filled with 350 mg
NaCl crystals with a typical particle size of 300 µm. HNO3 is removed from the sample gas
by reaction with NaCl [119], see Equation 6.3. The residence time of the sample gas in the
crystals is approximately 3 seconds. Increased residence times showed no additional uptake
of HNO3.

HNO3 (g) +NaCl(s) → HCl(g) +NaNO3 (s) (6.3)

The NOx diagnostics are cross sensitive for O3 and HNO3 to a certain degree as explained.
To show the effect of O3 removal by thermal decomposition on the detected NOx values, an
experiment has been carried out as follows. First a 10 sL/min mass flow controller is applied
to inject NO from a gas cilinder (NO/N2 0.1/99.9 %) into the ambient gas flow through the
reactor (407 m3/h). The diesel generator is in this case not used. A very stable NO level of
approximately 1000 ppb is applied Only the sample heater and membrane pump are placed
in the sample line of the reactor outlet. The temperature of the heater is initially at room
temperature, and the power source of the corona reactor is enabled with an energy density
of 3.8 J/L. The NO is fully oxidized in the reactor and the NO2 value approaches 850 ppb
after the plasma is enabled (figure 6.8); this would (wrongly) suggest a removal of 150 ppb
NOx by the corona reactor. The O3 concentration in the lower temperature range remains
at 19.9 ppm. The heater temperature is subsequently increased in steps of 100 ◦C, the NOx

value takes up to 15 minutes to stabilize between steps. For no obvious reasons a further
decreasing NOx value can be observed as the temperature is increased to 200 ◦C. Significant
ozone decomposition can be observed as the temperature reaches 300 ◦C. An increase of the
NOx value can be observed simultaneously, confirming the O3 cross sensitivity. Intrinsic NOx

production of the plasma apparently results in a true total NOx concentration of more than
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Figure 6.8: Effect of O3 removal on NOx measurement values ( † gas phase
detected)

1000 ppb. The NO2 decomposes as the temperature is increased further. The presence of NO
suggests that ozone should be completely removed to ppb level at this point. Any residual
O3 would directly react with NO to NO2.

The cross sensitivity for HNO3 can be observed in figure 6.9. A gas flow through the reactor
containing 10-11 ppm NOx (69-71% NO) is obtained by mixing exhaust gases with ambient air.
The reactor inlet NOx concentration is measured directly without any sample conditioning.
The reactor outlet sample is preheated to decompose O3, and measured with and without
HNO3 scrubber as function of the energy density. The difference of these measurement values
corresponds to the amount of HNO3 which is detected by the Airpointer as NO2. A part of
the HNO3 produced by the corona discharges is apparently able to enter the Mo converter of
the Airpointer and is measured as NO2. This amount of detected HNO3 is defined as HNO †

3 .

VOCs The concentration levels at the reactor inlet and outlet were monitored by a
standalone-calibrated flame ionization detector (ABB AO2000-MultiFID14 analyser). The
toluene and limonene concentration levels were far beneath explosion limits during experi-
ments and could be monitored continuously. Flame ionization detection is based on detection
of ions which are formed during combustion of organic compounds in a hydrogen flame [120].
The detector response is proportional to the concentration of organic components in the sam-
ple gas. The response of hydrocarbons scales with the number of carbon atoms in their
molecule. Molecules containing oxygen tend to have a lower detector response [121,122]. The
detector is not sensitive for CO and CO2. Quantization of concentration levels is possible
when calibrated for the concerning component. FID measures hydrocarbons integrally, mak-
ing simultaneous quantization of mixed hydrocarbon concentration levels impossible. The
device is extremely suitable to monitor the inlet concentration level of the reactor during lab
experiments (only one hydrocarbon in the gas flow). Target compound concentration levels
can be converted into mass densities by Equation 6.4. At a temperature T = 25 ◦C and pres-
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Figure 6.10: Gas chromatography-mass spectrometry setup

sure p = 1 atm, 1.0 ppm toluene corresponds to 3.8 mg/m3 toluene, while 1.0 ppm limonene
corresponds to 5.6 mg/m3 limonene. V m (L/mol) equals the (ideal) gas molar volume under
the mentioned standard conditions, i.e. 24.47 L/mol, FW (g/mol) is the formula weight.

C(mg/m3) = C(ppm)
FW

Vm
(6.4)

The corona plasma oxidizes the hydrocarbon resulting in a wide component spectrum.
FID is not suitable to analyze these components. These components were analyzed by a
Shimadzu QP2010 Plus gas chromatograph mass spectrometer with a separate parallel FID.
It can be used for qualitative detection of oxidative degradation products and determination
of conversion levels. GC-MS consists of two separate parts, the gas chromatograph and the
mass spectrometer. A schematic overview of the gas analyze setup is shown in Figure 6.10.

The sample gas is guided via the sample valve through a fixed volume sample loop by a
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membrane pump. The sample loop holds the sample gas which will be used for the actual
analysis. An analysis starts by switching the sample valve. The carrier gas now flows via the
sample loop and separation column to the detectors. The film on the inner wall of this capillary
column has certain phase properties which enables separation of molecules in the sample gas
as the sample travels along the column. These molecules are adhered, other molecules which
have no interaction and exit the column right away to the detectors. The dimensions (e.g.
length, thickness) and film properties makes the column suitable for separation of a certain
range of molecules. The oven is now switched on and a controlled temperature gradient is
applied to the separation column. The adhered molecules release again from the columns inner
wall depending on the component, temperature and time. Injection of separate components at
separate moments in time in the detectors is hereby achieved. The time it takes before a certain
component releases is called the retention time. The column heating program ensures the
eventual desorption of all components from the separation column. The individual components
enter the FID which gives a response which is proportional to the number of molecules and
number of carbon atoms in the molecule as explained before. Simultaneous identification of
the components occurs by the mass-spectrometer (MS). Molecules are ionized and partially
fragmented by a 70 eV E-beam in the MS. These fragments are subsequently detected by using
their mass to charge ratio. Each molecule has a unique fragmentation spectrum which allows
matching to a library in the software to identify the component. A FFAP BP21, 30 m, 0.25 mm
ID, 0.25 µm GC separation column (SGE Analytical Science) has been utilized, with specific
retention behavior towards polar organic compounds. Applied instrument settings have been
column flow F = 1.3–2.0 mL/min, injection loop volume 60 µL, temperature gradient program
50–230 ◦C at a rate = 20 ◦ C/min. The GCMS software has been equipped with NIST08 and
Wiley229 mass spectral libraries.

NH3 & H2S The H2S concentration levels were measured with the Testo 350 S flue-gas
analyzer by an electrochemical cell. No cross sensitivities were observed, additional sample
conditioning was not required. NH3 was measured with gas detection tubes from Dräger.

Particulate matter Two Grimm EDM 365 fine dust analyzers [123] were simultane-
ously applied to sample the in- and outlet air of the reactor. The measurement principle is
based on laser light scattering which enables continues monitoring with a resolution of several
seconds. Three particle matters are distinguished: PM10 (all particles <10 µm), PM2.5 (<2.5
µm) and PM1 (<1 µm). The minimum detection limit of the grimm EDM 365 is 250 nm, the
measured value of PM1 is therefore all particles between 250 nm and 1 µm in diameter.

6.2.3 Conversion calculations

Equation 6.5 is applied to express the removal efficiency G [g/kWh] of the target compound,
according to [106]. C0 equals the inlet target compound concentration [ppm] and X [-] is the
conversion level, molar volume Vm [L/mol] and energy density Ed [J/L]. The conversion level
is expressed by Equation 6.6 where Cexit is the concentration level of the target compound in
the reactor exit. The energy density is calculated by Equations 6.7 and 6.8, where F [L/s] is
the volumetric reactor flow rate.

The Specific Energy Input (SEI) value is equal to the energy density which is required to
convert the target compound to (1− (1/e)) · 100 ≈ 63 %
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G =
10−6 · C0 ·X
Vm · Ed

(6.5)

X = 1− Cexit
C0

(6.6)

Ep =

∫
(Vpulse(t) + Vdc(t = 0))Ipulse(t)dt (6.7)

Ed =
fEp
F

(6.8)

Table 6.2: Interconversion of the G-value [124].

mol/J (100 eV)−1 g/kWh
mol/J 1 1

100Nae
1

3.6·106FW

(100 eV)−1 100Nae 1 100Nae
3.6·106FW

g/kWh 3.6 · 106FW 3.6·106FW
100Nae

1

6.3 Results & discussion

6.3.1 Low level NOx

Oxidation proceeds by reactive oxygen species like e.g. the hydroxyl radical OH, O, ozone
O3, singlet oxygen (lowest excitation state of O2), produced by the electrical discharges in
oxygen and water vapor enriched gas phases. Oxidation of NOx by these corona induced
radicals proceeds as follows. NO is oxidized by the OH radicals and yields nitrous acid HNO2,
oxidation of NO by ozone yields NO2. Further oxidation of NO2 by OH yields nitric acid
HNO3 [125] [126]. Further oxidation of NO2 by ozone yields NO3, which can react with
NO2 to dinitrogen pentoxide N2O5, the anhydride to HNO3. On the other hand, thermal
or photochemical action can decompose the species back to their precursors. The corona
technology facilitates the conversion of NOx in waste/flue gas flows to HNO2 and HNO3,
these acids are water soluble thus removable from the gas phase by conventional scrubbing
technology. The low level NOx results have been published in [127]

6.3.1.1 Lab NOx conversion results

Figure 6.11 shows the NOx removal rate as a function of energy density for 10-11 ppm NOx

(69-71% NO). The experimental conditions were as follows: initial NOx concentration C0

= 10 ppm, the reactor gas temperature T = 25.9 ◦C, the relative humidity RH = 68 %,
reactor flow F = 506 m3/h. The SEI value is approximately 7 J/L. Energy levels of >20 J/L
are required to reduce the NOx levels to approximately 500 ppb (95% removal), the sum of
residual nitrogen oxides (NOx+HNO †

3 ) is however >2000 ppb. It is expected that a large
part of HNO3 adheres to the approximately 8.0 m3 stainless steel inner surface area of the
reactor.
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Figure 6.11: 10 ppm NOx removal
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Figure 6.12: Intrinsic NOx and O3 production († gas phase detected)

ppb Level NOx production by DC corona discharges was earlier observed [128] [129].
Pulsed corona experiments showed also ppm level intrinsic NOx production for high energy
densities, see figure 6.12. The experimental conditions were as follows: the reactor gas tem-
perature T = 22.5 ◦C, the relative humidity RH = 33 %, reactor flow F = 414 m3/h. The
HNO3 scrubber wasn’t applied so the measurement values contain also an amount of HNO3,
the total is referred to as NOx+HNO †

3 . Figure 6.12 shows also the amount of ozone which
the corona discharges is able to produce. It is expected that there will be interaction between
intrinsic production of NOx and removal of injected NOx.
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6.3.1.2 Field NOx conversion results (traffic tunnel)

Field tests were carried out at a 130x6x3 m bicycle/pedestrian tunnel in the city of Eindhoven.
The inlet of the reactor was extended 1/3-way into the tunnel. Additional exhaust gases of
the diesel generator were emitted in the tunnel to simulate traffic emissions. Conversion of
0-10 ppm NOx levels have been monitored in sessions of several hours. A typical measurement
session of inlet and exit levels is shown in Figure 6.13. The experimental conditions were as
follows: reactor flow F = 528 m3/h and the energy density Ed = 10.5 J/L. The concentration
levels are monitored over a period of 300 minutes, the concentrations are sampled every 6
seconds and averaged to obtain a resolution of 1 min. The unsteady inlet and exit concen-
trations are initially equal since the plasma is disabled. Removal can be observed at t = 60
minutes as the plasma is enabled with an average energy density of 10.5 J/L. Intrinsic NOx

production can be observed at t = 80 minutes when the inlet level drops below 800 ppb. The
plasma is disabled at t = 190 minutes. The results of conversion level as a function of inlet
NOx levels for two energy density levels are shown in Figure 6.14. Intrinsic NOx production
is indicated as a negative removal fraction. The conversion level increases only by 10% if the
energy density is increased a factor of two (for inlet concentrations over 4000 ppb). For inlet
concentrations below 4000 ppb the removal rate is significantly higher for 10.5 J/L. Since at
higher energy densities the intrinsic NOx production is also higher, the exit gas is assumed to
contain a higher amount of HNO3 (more oxidation of NOx by higher OH radical production).

The conversion efficiency (G-value) is shown in Figure 6.15. These NOx removal effi-
ciency results show a clear dependency on inlet concentration and energy density. For high
concentrations (>3000 ppb) the G-yield is better with the lower energy density of 5.2 J/L.
The influence of energy density at low NO concentrations (<3000 ppb, encircled area) is re-
markable: The higher energy density Ed = 10.5 J/L gives a better G-yield than Ed = 5.2
J/L. Please note that the apparently low data point density at 5.2 J/L below 1000 ppb is
due to overlap of many data markers in Figure 6.15. The better G-yield can be reasoned by
considering the NOx mass balance over the corona reactor (Equation 6.9) and the definition
for G.

Rate Of Change = In−Out+ Production− Conversion (6.9)

In and Out are the mass flows NOx of reactor inlet and outlet respectively, Production
= source term due to plasma-induced intrinsic production of NOx and Conversion = NOx

consumption by OH radicals and other reactive oxygen species. The Rate Of Change will
be 0 for steady state conditions. At low energy density indeed we have a low intrinsic NOx

production, but at the same time a low conversion. At high energy density we have more
intrinsic NOx production, but also a higher conversion. It is the balancing of the production
and conversion divided by the energy density that causes the typical observed behavior of the
G-value.

6.3.2 High level NOx

Figure 6.16 shows the NO, NO2 and O3 levels as a function of the energy density for an initial
NOx concentration of 29 ppm. The initial NO and NO2 level are respectively 7 and 22 ppm.
Almost all NO is converted to NO2 at 5 J/L. No ozone is detected in the reactor outlet up to
this energy density. Oxygen atoms react directly with NO or forms O3 which reacts with NO
to NO2 in the reactor volume. Approximately 20 J/L is required to convert all NO2 to 90 %.
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Figure 6.13: Typical in- and output NOx levels during field experiment
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Figure 6.14: NOx as a function of inlet concentration level

The NOx conversion rate as a function of energy density for three levels (14, 29 and 59
ppm) is shown in figure 6.17. The experimental conditions are shown in Table 6.3. The SEI
values for converting 14, 29 and 59 ppm are respectively 6.2, 11.5 and 20.5 J/L. A similar
result, SEI = 7 J/L, was obtained with 10 ppm inlet concentration level in the wire-cylinder
reactor (see Figure 6.11). The conversion efficiencies (G-values) as a function of the energy
density are shown in Figure 6.18. The 10 ppm conversion efficiency result was also added
for comparison. The conversion efficiencies for the SEI values are 6.5, 9.7, 10.7 and 12.3
g/kWh. Maximum G-values are 7.8, 10.3, 11.1, and 12.3 g/kWh for respectively 10, 14, 29
and 59 ppm NOx. The efficiency increases with higher inlet concentration levels. There are
two explanations for this observation. First, the conversion limitations by the intrinsic NOx
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Figure 6.15: NOx removal yield as a function of inlet concentration level
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Figure 6.16: NO, NO2 conversion and O3 production as a function of energy
density. The NOx inlet level is 29 ppm.

Table 6.3: Experimental conditions NOx removal

C0 [ppm] F [m3/h] T [◦C] RH [%]
14 310 28.0 57.0
29 310 28.0 61.5
59 310 32.2 60.3
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production becomes less dominant with higher inlet concentration levels. Secondly, radicals
(e.g. OH) are used more efficiently. The probability that active species meet during their
lifetime becomes higher with higher inlet concentration levels, less active species and thus
energy is required to obtain the same conversion. This also explains the maximum values in
Figure 6.18. Relatively more active species are required to convert remaining molecules as
the conversion level increases.

The ozone production as a function of the energy density during the 14, 29 and 59 ppm
NOx removal experiments is shown in Figure 6.19. Produced ozone reacts directly with NO
resulting in no ozone in the reactor outlet as long as not all NO is oxidized. Ozone is produced
proportionally to the energy density when al NO is converted to NO2. The production rate
(slope) is similar for 14, 29 ppm NOx but decreases for the 59 ppm NOx measurement.
Multiple factors are responsible for this observation. First, a much larger flow of the diesel
exhaust had to be mixed with the reactor inlet air which effectively lowers the reactor inlet
oxygen level. Flue gas contains typically 11–13 % oxygen (compared to 21 % in ambient air)
which is the source for the ozone production. Secondly, the reactor inlet flow contains higher
CO2 and water vapor levels (the relative humidity is similar but the temperature is higher)
which affects ozone production.

6.3.2.1 HNO3 scrubbing in the reactor

Conversion efficiencies could possibly be enhanced by removing gaseous HNO3 from the gas
phase in the reactor. The resulting lower HNO3 levels shifts the reaction equilibrium towards
HNO3 formation which increases the reaction rate and conversion efficiency. The following
methods are attempted to remove HNO3 from the gas phase and to investigate the effect on
conversion efficiency.

• HNO3 can be removed from the gas phase by conventional wet scrubbing technology
[130]. Wet scrubbing in the reactor volume is applied by a nozzle in the reactor inlet.
A mist of water aerosols is created in the process gas which dissolves HNO3 in the
reactor volume. NaOH (caustic soda) is optionally added to the scrubbing water to
bind/neutralize HNO3 [131].

• HNO3 can possibly be scrubbed out the gas phase by a water film on the reactor wall.
Process gas which is ionized by the corona discharges is accelerated by the electrical
field, resulting in movement of the gas (called corona or electrical wind). Gaseous HNO3

in or near the discharges could be transferred to the wall and dissolved in the water
film.

• Gaseous HNO3 reacts with gaseous NH3 which forms NH4NO3 (a component of fertil-
izer) particles [132]. These particles are subsequently electrostatically precipitated in
the reactor.

Several experiments have been performed to attempt conversion efficiency enhancement
by scrubbing HNO3 in the reactor. The NOx reactor inlet level was approximately 30 ppm
and the liquid flow of the nozzle was limited to 13 mL/min. Five experiments were performed:
no mist, mist, mist with dissolved NH3, mist with NaOH and a waterfilm on the reactor wall.
The experimental conditions are shown in Figure 6.4. NH3 was dosed using a concentrated
aqueous solution. NH3 should be stoichiometrically dosed with the HNO3 production to avoid
remaining NH3 leaving the reactor. Two settings were chosen, the NH3 concentration reactor
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Figure 6.17: NOx conversion as a function of energy density for multiple inlet
concentration levels.
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Figure 6.18: NOx conversion efficiency as a function of energy density for mul-
tiple inlet concentration levels.

inlet level was approximately 38 ppm and 132 ppm assumed that all NH3 was evaporated
from the spraying water.

The conversion results as a function of the energy density are shown in Figure 6.20. No
significant effect could be observed from these experiments. Although differences are minimal,
the conversion seems to be highest for no spraying at all. The effluent water of the reactor
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Figure 6.19: O3 production as a function of energy density for multiple inlet
NOx concentration levels.

Table 6.4: Experimental conditions HNO3 scrubbing.

Experiment Cliq [g/L] Fliq [mL/min] C0 NOx [ppm] F [m3/h] T [◦C] RH [%]
None - - 29 310 27.5 61.5
Water - 13 29 320 24.4 100
Water+NH3 25 6 34 330 29.0 52
Water+NH3 250 2 31 320 24.4 74.4
Water+NaOH 6.25 13 29 320 24.7 100
Water film - - 31 320 23.4 100

(only water spay experiment) was pH 1.8, indicating significant dissolved HNO3. Addition of
NaOH resulted in effluent water with PH 10.7. A complication during these experiments could
be precipitation of the water mist. The water aerosols are charged by the corona discharges
and transported to the reactor wall by the electric field. Precipitation will be limited in the
used reactor. Because it doesn’t feature the DC-bias circuit, the electric field is only present
during the pulses. Possibly much more intense contact between water and gas is needed for
effective scrubbing. To investigate this process, additional research is needed as well as a
better way to measure the reactor outlet HNO3 level. Although quantitative measurement of
HNO3 is difficult, several diagnostic techniques are available [117,118,133].

NH3 injection didn’t show any conversion enhancement. A large fraction of the NH3

remains probably dissolved in the spray aerosol which is only partially precipitated in the
reactor. Also the provision of an excess amount of NH3 (250 g/L, 2 mL/min, 132 ppm
gaseous) into the reactor plasma didn’t show any conversion enhancement.

Although the conversion efficiency was not improved by the waterfilm, lowering of the
pH (during the experiment) of the recycled film water was observed. This is an indication
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Figure 6.20: NOx conversion as a function of energy density for multiple wa-
ter spraying experiments. The additives NH3 and NaOH are dissolved in the
spraying water.

that HNO3 is dissolved. Hydrogen peroxide (H2O2) is a weak acid which is also formed and
dissolved at the water–gas interface [134, 135]. The major contribution to the acidity will be
by HNO3.

There isn’t any indication that shifting the reaction equilibrium of HNO3 is achieved by
scrubbing in the reactor at 30 ppm inlet level NOx. Enhancement of conversion efficiencies
with scrubbing is possibly noticeable with NOx reactor inlet levels which are an order of
magnitude higher. The acidity of spray water indicates removal of HNO3 from the gas phase.
Further investigations are needed to determine the effectiveness of scrubbing and HNO3 re-
moval rate. Qualitative measurement of gaseous HNO3 is hereby needed. An additional
conventional wet-scrubber will be needed if scrubbing in the reactor proves to be insufficient.
Some form of scrubbing wil always be needed in the reactor to prevent corrosion of the reactor
interior by acidic oxidation products. A water film would be preferred because it causes min-
imal high voltage problems and also removes precipitated dust from the reactor walls. Water
mist increases the arcing probability in the reactor, especially with high DC-bias voltages.

6.3.2.2 Field NOx conversion results (incineration plant)

A field test was performed at an incineration plant. The plant already uses selective catalytic
reduction (SCR) with ammonia [136] to reduce NOx emissions. NOx emissions are reduced to
60–70 ppm with the SCR. Experiments with the demonstrator were performed to reduce the
remaining NOx. The demonstrator corona reactor was placed near the plant and connected
via a 30 m pipe to the smokestack. The flow through the corona reactor was only 485 m3/h of
the total 100.0000 m3/h in the smokestack. The temperature of the process gas was 50–60◦C
in the smokestack. The oxygen content was 13 %. The water-saturated gas cooled down
to 31.5◦C before entering the reactor. An additional condensation trap was placed between
connection pipe and reactor inlet to prevent condensation from seeping into the reactor. Four
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Figure 6.21: Comparison of the NOx concentration measured in the smokestack
and reactor inlet at a incineration plant.
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Figure 6.22: NOx concentration and conversion level during a 60 minute run at
a incineration plant.

venturi nozzles provided a mist with a flow of 20.6 L/h in the reactor inlet. The plant was
equipped with a chemiluminescence based NOx detector for permanent process control. Only
the exit concentration levels of the corona reactor were measured with the Testo 350 S flue
gas analyzer (with additional sample conditioning for ozone removal). A comparison between
measurement values of both analyzers with the plasma off is shown in Figure 6.21. The values
were measured with 4 minute intervals appear to be very similar.

The results of a 60 min run at 13.1 J/L are shown in Figure 6.22. Approximately 80 %
conversion was achieved, resulting in a reactor exit concentration of less than 20 ppm. The
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spraying water was pH 8 and the condensation water in the inlet pipe was pH 7. Effluent
water of the reactor was pH 4.0, indicating scrubbing of HNO3. Another observation was
presence of CO levels up to 11 ppm in the reactor exit, while the smoke stack CO level was
only a few ppm. Flue gases contain high concentration levels CO2 which can be partially
dissociated to CO by the plasma [137].

6.3.3 VOCs

6.3.3.1 Toluene conversion results

The results have been published by Hoeben et al. in [106]. Table 6.5 presents conversion
levels of toluene as a function of the energy density (Ed). XGCMS is the conversion level
of (only) toluene, detected by the GCMS. XIntegral is the integral hydrocarbon conversion
level detected by the ABB FID. The experimental conditions were as follows: initial toluene
concentration C0 = 70 ppm, the reactor gas temperature T = 25 ◦C, the relative humidity
RH = 57 %, reactor flow F = 150 m3/h. It appears that a toluene conversion level of 74 %
can be reached with an energy density of 92 J/L, the observed oxidation product spectrum
still contains 26 % of non-oxidized toluene. The conversion efficiency G corresponds to G =
7.6 g/kWh.

Comparable toluene degradation efficiencies have been reported for dielectric barrier dis-
charges [138,139] and DC positive corona [140], where it should be noted that large differences
under experimental conditions apply (flow rate, reactor dimensions and reactor temperature).
The toluene conversion determined by the ABB FID is obviously biased because the device
measures all hydrocarbons integrally. Oxidation lowers the FID response of hydrocarbons
depending on the degree of oxidation [121, 122]. Measured conversion levels will therefore
represent lower limit values.

Figures 6.23(a) and 6.23(b) show the oxidation product spectrum as a function of the
energy density. The output signal of the MS is the total ion current (TIC), the retention
time of the eluting compounds is on x-axis of the figures. Each peak represents a different
compound and the surface area of the peak is ideally proportional to the concentration level of
that compound. The sensitivity of the MS is different for each component, separate calibration
of each compound would be required for qualitative analysis. During this study only the MS
is used for compound identification and determination of conversion levels.

Spectra recorded at zero energy density (Ed = 0 J/L) represent the gas composition with-
out corona treatment. Figure 6.24 shows the GC-TIC spectrum recorded at the highest energy
density (92 J/L), the identified peaks are numbered and declared in the table. The GC-TIC
spectrum is explained as follows. The first very broad and intense peak at tR = 2.50 min
in Figure 6.23a represents the unseparated species e.g. ambient air background (containing
nitrogen, oxygen, argon, carbon dioxide) and other unretained gaseous products released from
toluene oxidation also elute here, including the nitrogen oxides produced by the electrical dis-
charges in air. The applied SGE FFAPBP21 GC-column is not able to separate all compounds
as explained before. Toluene elutes subsequently after 4.25 min. The detector gain is now
increased at 4.80 min to detect the oxidation compounds which are present in lower concentra-
tion levels. The enhanced sensitivity also introduces an increased base. It is remarkable that
the observed oxidation product spectrum is relatively simple. The largest peaks originate from
acetic acid CH3COOH, formic acid HCOOH and benzaldehyde C6H5CHO. With oxidation
progress, the carboxylic acid signal increases, while the benzaldehyde signal seems to remain
constant. This is explained by the fact that as long as toluene conversion is incomplete, partial
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Figure 6.23: Toluene GC-MS and GC-FID conversion results. It should be
noted that the detector gain of the MS is increased after 4.8 minutes

Table 6.5: Toluene conversion results

Ed [J/L] X GCMS [%] X Integral C [%] G [g/kWh]
9 17 10 17.6
50 55 41 10.6
92 74 55 7.6
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Peak Compound name
1 Acetic acid
2 Ethanediol diformate
3 Formic acid
4 Benzaldehyde
5 3-Methyl-2,5-furandione

Figure 6.24: Detailed GC-MS spectrum of the toluene oxidation products at 92
J/L. The numbers at the identified peaks in the left figure correspond to the
number in the table.

oxidation to benzaldehyde is possible. Sufficient organic carbon is simultaneously available to
produce simple carboxylic acids.

Accurate determination of the toluene conversion is enabled by the GC-FID spectrum.
Formic acid cannot be properly detected by the FID because the equivalent carbon response
ranges from insignificant to very weak [141]. This can be observed in Figure 6.23, the evolution
of the acetic acid signal runs parallel to the mass spectrometer TIC signal but is almost
invisible in the GC-FID spectrum.

Formation of the observed oxidation compounds is explained in detail in [106]. Hydroxyl
radical, oxygen and ozone are key reactive oxygen species in the corona-induced degradation of
toluene in air. Additional degradation reactions will occur due to electrical discharge-induced
UV photons and collisional impact of excited and metastable species, energetic electrons and
ions. For instance, ring cleavage by excited nitrogen species is a known degradation mechanism
in cracking of hydrocarbons [138,142].

6.3.3.2 Limonene conversion results

Table 6.6 presents conversion levels of limonene as a function of the energy density (Ed).
The experimental conditions were as follows: initial limonene concentration C0 = 10 ppm,
the reactor gas temperature T = 24 ◦C, the relative humidity RH = 41.7 %, reactor flow
F = 150 m3/h. It appears that limonene is very easily oxidized, conversion is complete at
an energy density of 11 J/L. The conversion efficiency is 18.5 g/kWh at this energy density.
Increasing the energy density beyond 11 J/L actually lowers the conversion efficiency because
it is based on the energy input relative to the conversion level (which is already 100 %). The
oxidation state of the product spectrum is naturally increased at these higher energy densities.
Plasma-induced limonene conversion efficiencies are not present in literature. Only data on
conversion of the limonene isomer α-pinene have been reported, once [143]. The conversion
efficiency of 400 ppm α-pinene was reported to be 39 g/kWh.

Figures 6.25(a) and 6.25(b) present the GC-TIC and GC-FID chromatograms as a function
of the energy density. All GC-TIC chromatograms have been presented with peak identifi-
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cation (see figures 6.26(a)-(c)) because the product spectrum significantly changes with the
applied energy density. Again, the broad peak at tR = 1.80 min represents the unseparated
compounds. Limonene elutes after tR = 4.55 min and the detector gain is increased at tR =
5.00 min. The limonene conversion has been determined from the GC-FID chromatogram.
Limonene oxidation is characterized by the appearance and disappearance of a complex spec-
trum of species. Intermediate products from partial oxidation are typically epoxides such as
limonene oxide and limonene dioxide. Epoxides generally have strong tissue sensitizing and
allergenic properties [144] and have often been linked to carcinogenic, mutagenic and cyto-
toxic potential [145]. Therefore, sufficiently high-energy densities should be applied to avoid
formation of intermediate oxidation products which possess a higher level of harmfulness than
the target compound. Figures 6.26(a)-(c) confirm that the epoxides are not present at the
highest applied energy density.

Similar to toluene oxidation, limonene oxidation also shows typical acetic acid and formic
acid signal appearance and increase as a function of the energy density. A wide variety of
saturated and unsaturated hydrocarbons with single or multiple oxygen functionality appear,
e.g. ketones, esters, epoxides and carboxylic acids. Applying energy density levels beyond
mentioned values will result in further oxidation and, finally mineralization. Compared with
the degradation of toluene, limonene oxidation is more complex, because the molecule has
a more complex structure. The resulting product spectrum is therefore much more diverse.
Formation of the observed oxidation compounds is discussed in detail in [106].

6.3.4 H2S and NH3

6.3.4.1 H2S conversion results

The conversion results for three reactor inlet concentration levels are shown in Figure 6.27.
The experimental conditions were as follows: initial H2S concentrations C0 = 9, 19 and 31
ppm, the reactor gas temperature T = -4 ◦C (outdoor experiment in the winter), the relative
humidity RH = 68 %, reactor flow F = 420 m3/h. A conversion rate near 100 % was
achieved. The SEI values are 3.4, 5.1 and 8.0 J/L for respectively 9, 19 and 31 ppm. The
linear conversion trend results in conversion efficiencies which are almost independent of the
energy density. The G-values were 7.4, 10.4, and 10.8 g/kWh for respectively 9, 19 and 31
ppm inlet concentration. Liang [146] reports 1.8–7.3 g/kWh conversion efficiency in their
DBD reactor.

Reduction to elementary sulfur and hydrogen gas is possible in oxygen free conditions [111].
H2S in ambient air is oxidized by O and OH radicals to SO2, SO3 H2SO3, (sulfurous acid)
and H2SO4 (sulfuric acid) [147]. These compounds can be removed by conventional scrubbing
technology or possibly by scrubbing in the reactor. The detection limit of sulfuric acid for the
human sense of smell is 1 mg/m3 or 232 ppb [148,149], The odor threshold will be increased
by a factor of 494 if H2S is converted up to 100 %. Conversion of H2S by pulsed corona could
be sufficient to solve the odor problem if allowable sulfuric acid emissions are not violated.
Effective scrubbing should else be applied.

6.3.4.2 NH3 conversion results

The experimental conditions were as follows: initial NH3 concentration C0 = 13.5 ppm, the
reactor gas temperature T = 9 ◦C, the relative humidity RH = 83 %, reactor flow F = 420
m3/h.
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Figure 6.25: Limonene GC-MS and GC-FID conversion results.

Table 6.6: R(+) Limonene conversion results

Ed [J/L] X GCMS [%] X Integral C [%] G [g/kWh]
2 81 67 88.7
11 100 90 18.6
50 100 96 3.9
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Peak Compound name
1 1-Hydroxy-2-propanone
2 Trans-p-menta-1 (7),8-dien-2-ol
3 Acetic acid
4 Trans-lirnonene oxide
5 2-Butanone
6 4-Acetyl-1-methylcyclohexene
7 2-Aceionylcyclopentanone
8 Cis-dihydrocarvone

9 3-A ceton ylcyclopentanone
10 3-Methylene-2,6-heptanedione
11 (E)-2-hexen-1-ol acetate
12,14 Limonene dioxide isomers
13 Trans-2-dodecen-1-ol acetate

Trans-2-methy1-5-(1-methylethyl)-
15 cyclohexanone
16 Menthyl acetate

(a) Ed = 2 J/L

Peak Compound name
1 1-1-1ydroxy-2-propanone
2 Acetic acid
3 2-Butanone
4 1,2-Ethanediol diformate
5 Formic acid
6 2-Acetonylcyclopentanone
7 3,4-Dimethy1-2,5-hexanedione
8 2,5-Hexanedione
9 3-Acetonylcyclopentanone
10 3-Methylene-2,6-heptanedione
11 (Z)-2-hexen-1-n1 acetate
12,14 Limonene dioxide isomer
13 Trans-2-dodecen-1-ol acetate
15 1,5-Dimethy1-7-oxabicyclo

[4.1.0]heptane
Trans-2-methyl-5-(1-methylethyl)-

16 cyclohexanone
17 Menthyl acetate

(b) Ed = 11 J/L

Peak Compound name
1 1-Hydroxy-2-propanone
2 Acetic acid
3 2-Butanone
4 1,2-Ethanediol diformate
5 Formic acid
6 4-Hydroxypentenoic acid
7 2,3-Dihydroxypropenal?
8 1-Propen-2-al acetate
9 2,5-Hexanedione
10 (E)-2-hexen-1-ol acetate
11 Formamide
12 Trans-2-dodecen-1-ol acetate
13 2-Methoxy-1,3-dioxolane

Trans-2-methyl-5-(1-methylethyl)-
14 cyclohexanone
15 2-Methyl-1 ,3-dioxolane

(c) Ed = 50 J/L

Figure 6.26: Detailed GC-MS spectrum of the limonene oxidation products at
multiple energy densities. The numbers at the identified peaks in the left figures
corresponds to the numbers in the tables.
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Figure 6.27: H2S conversion as a function of the energy density for multiple
inlet concentration levels.
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Figure 6.28: NH3 and H2S conversion as a function of the energy density. The
second and third line plot are the conversion results of 13.5 ppm NH3 and 17.5
ppm H2S mixed together.

The conversion result of 13.5 ppm NH3 is shown in Figure 6.28. The second and third
line plot are the conversion results of 13.5 ppm NH3 and 17.5 ppm H2S mixed together.
The SEI value for (only) 13.5 ppm NH3 conversion is 6.2 J/L. The conversion efficiency
is 3.7 g/kWh at the SEI value. Literature reports comparable results. Xia [110] reports
a conversion efficiency of 2 g/kWh (C0 = 40 ppm) with a DBD reactor and Ruan [150]
reports 3 g/kWh (C0 = 147 ppm) with a pulsed corona reactor. NH3 reacts with O3 and
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forms NH4NO3 aerosols, intermediate products are NH4NO2 and H2O2 (hydrogen peroxide)
[151–153]. Another conversion path is via the plasmas intrinsic NOx production which is is
oxidized to HNO3 and reacts subsequently with NH3 [110, 132, 150] which is also results in
NH4NO3 aerosol formation.

An interesting result is revealed when 13.5 ppm NH3 is mixed with 17.5 ppm H2S. The SEI
value for NH3 conversion drops from 6.2 J/L to 3.2 J/L and the conversion efficiency increases
from 3.7 g/kWh to 6.7 g/kWh. Clearly there is synergy between the reaction paths of these
compounds. The SEI value for the H2S conversion is 5.7 J/L with 10.2 g/kWh conversion
efficiency. This result is slightly less efficient than the conversion of 19 ppm H2S in Figure
6.27.

6.3.5 Particulate matter removal

Multiple conventional technologies are available which can reduce particulate matter e.g.
cyclonic separators, fabric filter collectors (baghouses), wet scrubbers, and electrostatic pre-
cipitators (ESP) [154]. The corona reactor is with respect to dust removal no more than the
latter ESP. The corona discharges ionize the air and charge particles in the reactor. The
DC-bias voltage on the reactor wires generates an electrostatic field in which the charged
particles deflect and migrate towards the wall as they pass through the reactor. The particles
are collected on the wall and will build up a layer if they are not constantly removed. Pulsed
corona for air purification does not focus on dust removal but it is seen as a beneficial feature
of the technology. Collection efficiencies of ESPs heavily depend on the electric field strength,
reactor residence time, resistivity and size of the particles. ESPs with high flow throughput
and high collection efficiencies (e.g. 99.9 %) are enormous in size. The corona reactor should
have similar sizes to achieve the same collection efficiency. The size of a pulsed corona reactor
is limited by electrical characteristics as discussed in Chapter 5 and does not need to be large
for efficient plasma processing. High particle collection efficiencies are not expected since the
reactor is build for plasma processing.

The collection efficiency of the reactor was tested during the NOx field test at the traffic
tunnel. Early exploratory measurements showed no effect of the energy density on particle
collection, even with very low repetition rates (a few Hz). Significant effect was naturally
observed from the DC-bias voltage. The higher the voltage, the higher the collection efficiency.

The removal as function of inlet dust concentration of a 5 hour measurement can be
observed in figures 6.29–6.31, 3 hours with the corona reactor enabled (pulse and DC-bias)
and 2 hours with the power source disabled. The DC-bias voltage was 20.1 kV and the energy
density 10.5 J/L. The PM values have been reported in ranges of particle sizes: 0.25–1 µm,
1–2.5 µm and 2.5–10 µm.

The reactor is able to collect particles even when the power source is disabled. During this
experiment, the air flow through the reactor was from bottom to top. The air velocity in the
reactor is much lower than in the piping due to the large volume of the reactor. Especially
large particles do not seem to remain suspended in the slow moving gas stream. Except for
very low concentration levels (<20 µg/m3) of the 0.25–1 µm particle range, less than 10 %
was collected by the reactor. The average dust collection with the power source disabled is
59 %, 40 % and 18 % for respectively the 2.5–10 µm, 1–2.5 µm and 0.25–1 µm particle size
range. This result is directly related to the observed inlet concentration levels of the different
particle sizes. Smaller particles are more likely to stay suspended in the air. The 2.5–10 µm
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Figure 6.29: Collection efficiency of particle sizes between 2.5 µm and 10 µm
as a function of reactor inlet concentration level, 10.5 J/L & 20.1 kV DC.
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Figure 6.30: Collection efficiency of particle sizes between 1 µm and 2.5 µm as
a function of reactor inlet concentration level, 10.5 J/L & 20.1 kV DC.

particle range is only present up to 10 µg/m3, while the inlet contains up to 250 µg of the
smallest particles. Probably a difference of several orders of magnitude in particle numbers.

With the power source enabled, the collection efficiency of the largest particle range is the
highest, 94 % on average. The collection efficiency lowers as the particle size decreases to 89
% and 58 % for respectively the 2.5–10 µm and 1–2.5 µm range. The total collection efficiency
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Figure 6.31: Collection efficiency of particle sizes between 0.25 µm and 1 µm
as a function of reactor inlet concentration level, 10.5 J/L & 20.1 kV DC.

(PM10, 0.25–10 µm) is 60 %. Strong dependencies on the inlet concentration level were not
observed. Migration of particles to the reactor wall will be less direct for smaller particles
which results in lower collection efficiencies. The inertial effects of the gas flow dominate over
the electrical velocity induced by the relatively smaller electric charge of the particle [155].

6.4 Conclusions

An overview of the conversion results for different compounds is shown in Table 6.7. The
conversion efficiencies G are calculated according to the equations in Table 6.2.

Table 6.7: Overview of the conversion results

Compound C0 [ppm] SEI [J/L] G [g/kWh] G [nmol/J] G [1/(100 eV)]
NOx 10–59 7.0-20.5 7.8–12.3 47.1–74.2 0.45–0.72
Toluene 70 92.0 7.6 23.0 0.22
Limonene 10 2.0 88.6 181.0 1.74
H2S 9–31 3.4–8.0 7.4–10.8 60.5–88.2 0.58–0.85
NH3 14 6.2 3.7 60.5 0.58

NOx Removal of low levels NOx proves to be difficult. The (sub)ppm level chemilu-
minescence based Airpointer NOx detector is cross sensitive for HNO3 and high levels of O3.
Sample conditioning had to be applied to remove these components from the sample gas be-
fore entering the detector. The SEI value is approximately 7 J/L for 10 ppm NOx removal.
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NOx removal levels of 60-80% were obtained for reactor inlet concentrations of 2-10 ppm at
energy densities of 5-10 J/L. The energy density of Ed = 10.5 J/L gives a better G-yield than
Ed = 5.2 J/L for inlet concentrations smaller than 3000 ppb. The pulsed corona discharges
intrinsically produce ppm level NOx at high energy densities, limiting the removal of low inlet
levels. Energy levels of >20 J/L are required to reduce the NOx levels to ca. 500 ppb, the
sum of residual nitrogen oxides (NOx+HNO †

3 ) is however >2000 ppb. Pulsed corona technol-
ogy could be suitable for tunnel air purification when combined with a gas pre-concentration
operation. NOx levels in the tunnel should first be accumulated to ppm level for efficient
removal by pulsed corona. The exit gases of the reactor should be treated by a conventional
wet scrubber to remove HNO3 and by activated carbon or catalyst to remove residual O3.

The SEI values for converting 14, 29 and 59 ppm NOx are respectively 6.2, 11.5 and 20.5
J/L. The conversion efficiencies for the SEI values are 9.7, 10.7 and 12.3 g/kWh. The intrinsic
NOx production becomes less dominant and radicals are used more efficiently resulting in
improved conversion efficiencies for higher inlet concentration levels. Up to 80 % conversion
of 60-70 ppm NOx was obtained at an incineration plant during a field test. Flue gases contain
high concentration levels CO2 and can be partially dissociated by the plasma which resulted
in ppm level CO formation.

VOCs The oxidative degradation of toluene requires energy densities up to 92 J/L.
The G-value is 7.6 g/kWh at 74 % conversion of 70 ppm toluene. Obtained data are com-
parable with the literature references. The toluene degradation product spectrum is simple
and exhibits acetic and formic acid formation with increasing energy density, together with a
limited number of other intermediate oxidation products.

Conversion of limonene requires only 2 J/L. The G-values is 88.6 g/kWh at 81% conver-
sion of 10 ppm limonene. The limonene degradation product spectrum is complex, featuring
ketones, esters, epoxides and carboxylic acids. Again, energy density-dependent formation of
acetic and formic acid formation has been observed and high energy densities are required to
degrade by–products. Although limonene is easily oxidized at only a few J/L, toxic interme-
diate oxidation products at these low energy densities are observed. Up to 50 J/L is required
to reduce these intermediate compounds to an acceptable level. Resolving the degradation
product spectrum is therefore very important.

H2S & NH3 A conversion rate near 100 % was achieved for H2S. The SEI values are
3.4, 5.1 and 8.0 J/L for respectively 9, 19 and 31 ppm. The linear conversion trend results
in conversion efficiencies which are almost independent of the energy density. The G-values
were 7.4, 10.4, and 10.8 g/kWh for respectively 9, 19 and 31 ppm inlet concentration. Results
are comparable with literature. H2S in ambient air is oxidized to H2SO3 (sulfurous acid) and
H2SO4 (sulfuric acid). These compounds can be removed by conventional scrubbing technol-
ogy or possibly by scrubbing in the reactor. The odor threshold (H2S compared to H2SO4)
will be increased by a factor of 494 if the conversion is 100 %.

The SEI value for (only) 13.5 ppm NH3 conversion is 6.2 J/L. The conversion efficiency
is 3.7 g/kWh at the SEI value. Also comparable with literature. Oxidation of NH3 results in
NH4NO3 aerosol aerosol formation which could be precipitated by the reactor. Synergy was
observed if H2S and NH3 were oxidized simultaneously. 13.5 ppm NH3 mixed with 17.5 ppm
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H2S resulted in an SEI value of 3.2 J/L for NH3 and an increase of the conversion efficiency
to 6.7 g/kWh. Based on these results we can conclude that factory farming could be a very
interesting application.

Particulate matter Although the reactor is not optimized for particle collection,
reasonable results were achieved during the NOx field test. The collection efficiency of the
largest particle range is the highest, 94 % on average. The collection efficiency lowers as the
particle size decreases to 89 % and 58 % for respectively the 2.5–10 µm and 1–2.5 µm range.
The total collection efficiency (PM10, 0.25–10 µm) is 60 %. Strong dependencies on the inlet
concentration level were not observed.
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Conclusions & recommendations

Nanosecond pulsed plasmas offer superior plasma processing efficiencies for a variety of air
purification applications, but multiple technical challenges need te be resolved for successful
introduction of the technology into the market. The power level and the repetition rate of the
plasma system needs to be increased. Typically tens or hundreds of kilowatts of corona power
is needed for industrial applications. Reactors need to be designed for large flow handling and
large plasma volumes. Finally, the technology should be proven in practice and customers in
the air purification business need to be convinced of the benefits of the technology.

The following project goals resulted from these challenges:

• Development of a robust and fully autonomous pulsed corona demonstration unit which
can be applied for on-site air purification pilots.

• Exploring multiple air purification applications with the demonstration unit.

• Development and characterization of an efficient pulsed power switch which can operate
in the kHz range.

• Life-time and recovery characterization of the spark gap switch. Modeling of the erosion
behavior of the spark gap electrodes.

• Study of the energy coupling between pulsed power source and large corona reactors.

In the following sections the results and conclusions are organized in line with the chapter
titles in this thesis.

7.1 Pulsed power technology for industrial demonstration

On-site demonstrations in industry of pulsed corona technology are required to verify appli-
cations, to estimate energy consumption and to generate interest from costumers. To achieve
these goals, an autonomous semi-industrial scale pilot wire-cylinder type corona reactor has
been constructed. The demonstration unit consists of a robust sixteen fold wire-cylinder
corona reactor and a spark gap based nanoseconds pulsed power supply which has been de-
signed for continuous operation. An additional DC-bias circuit increases the output power
of the modulator and enables electrostatic precipitation. The reactor and power supply are
incorporated in a 20 feet freight container. Additional ancillary devices monitor e.g. plasma
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power, pulse source performance, reactor process flow, temperatures, etcetera. Multiple inter-
related systems enable autonomous operation and remote control of the pilot demonstrator.
The following conclusions and observations concerning this system can be summarized:

• The power modulator is capable of generating 80 ns FWHM, 20 ns rise time, (up to) 10 J
pulses with a maximum repetition rate of 1 kHz. The power supply consists of a resonant
capacitor charger, spark gap switch and a transmission line transformer. Although
the basic power modulator technology is earlier developed at Eindhoven University of
Technology, a next level is reached by creating a robust system which is fully capable
to serve in continuous operation.

• Pulsed corona technology was successfully demonstrated during several field pilot tests.
The plasma can be generated without any problems in harsh conditions like flue gas.
Scrubbing in the reactor with water aerosols or water films does not seem to te introduce
problems if high voltage insulators inside are properly designed.

• The overall system efficiency from the mains outlet to the plasma (spark gap purging
power included) is approximately 83 % and 70 % for respectively 250 Hz and 800 Hz
repetition rate. The efficiency for 800 Hz repetition rate can be improved to 74 % by
using spark gap electrodes with a smaller diameter which decreases the required purging
flow.

7.2 High repetition rate capacitor charger

Realization of a high power corona system (>10 kW) can be achieved by increasing the
repetition rate. A novel circuit topology of a fast 30 kV capacitor charger for spark gap based
pulse sources has been introduced and a 5 kHz repetition rate prototype was developed.
The dedicated charger can handle fault situations like pre-fires easily and repetitively. The
following conclusions and observations can be summarized:

• A 15 kW prototype has been built and proof of concept is demonstrated. The charger
is capable of charging a 8.4 nF capacitor to 30 kV in 35 µs with 91 % efficiency. The
maximum repetition rate of the charger is 5 kHz.

• An active reset circuit for resetting of the pulse transformer core has been implemented.
This circuit is also capable of recovering a large part of the energy which is stored in
the stray capacitance of the secondary pulse transformer winding.

• An analytical solution is provided for the magnetization behavior of the pulse trans-
former. A numeric simulation tool based on state space modeling is used to simulate
the general circuit behavior. Measurements and simulations are in good accordance. A
control loop is implemented to regulate the output voltage and to stabilize instabilities
generated by random pre-fire events.

7.3 Spark gap characterization

The spark gap is probably the most critical component in the pulsed power system because of
the recovery and erosion behavior. Achievable specifications of the switch will determine the
road map for up scaling of pulsed corona technology. Impedance, switching speed, recovery
and erosion behavior of the spark gap in the demonstration setup is characterized. The 5 kHz
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capacitor charger is subsequently applied to characterize high repetition rate operation. The
following conclusions and achievements can be summarized:

7.3.1 Recovery

• A novel N2 closed loop spark gap purging system was developed which enhances the
recovery (and thus increases the repetition rate) of the switch efficiently. The required
purging power was reduced to 14 % of the transferred power by the switch. This is a
major energy saving improvement compared to spark gap switches which are purged
with compressed air. Stable operation of the spark gap is ensured by a real-time control
system which continuously monitors the breakdown behavior and controls the operating
pressure and purging flow.

• The spark gap resistance is typically between 0.1 and 0.25 Ω for air, N2 and N2/H2

(95/5) mixture with electrode distances varying between 2.2 mm and 4.2 mm. The
minimum voltage rise times for gap distances 2.2, 3.2 and 4.2 mm are respectively 3 ns,
3.7 ns and 5 ns. The addition of 5 % H2 improves the switching speed and resistance.

• The required purging flow through the spark gap to fully recover 95 % of all switching
cycles is similar for multiple tested electrode materials. Except stainless steel electrodes
had a poor recovery for repetition rates above 500 Hz, the poor heat conduction of the
material affects cooling down of the electrode surface and gas in the gap.

• A smaller electrode diameter (smaller gap volume) increases the recovery voltage with
the same gap flow under all circumstances. The addition of 5 % hydrogen increases the
recovery voltage at repetition rates beyond 2500 Hz. The overall best recovery result
was obtained with 30 Nm3/h N2/H2 (3 bar) and a 29.5 mm outer diameter copper
electrode. The spark gap was able to operate up to 1 kHz in the triggered mode and
the voltage recovery voltage was 62 % at 5 kHz repetition rate during continuous pre-fire
operation.

7.3.2 Electrode erosion

• Erosion rates of the cathodes were between -0.08 and 15.1 nL/C after 65·106 shots.
Erosion rates of the anodes were between 4 and 19.6 nL/C. The materials performance
ranks as follows: copper > brass > copper/tungsten > stainless steel > tungsten >
aluminium. The copper cathode didn’t show any erosion and even gained some weight.
Copper can apparently be transported from the anode and partially deposited on cath-
ode in a nitrogen environment.

• An analytical and numerical model both based on the heat diffusion equation have
been developed. The 1D analytical model assumes a static spark radius, and estimates
evaporation at a boiling surface. The 2D (rz-plane) numerical thermal model features
a more realistic spark radius which expands according to the trajectory of a shockwave.
Time and space resolved heating of the electrode can be simulated, including evapo-
ration and melting. The power input of the models is the product of the measured
discharge current and estimated effective fall voltage (Veff ) near the electrode.

• Comparison between modeled and experimental data showed that the spark radius
should be initially very small. The models indicate that evaporation cannot be the
main erosion mechanism and that ejection of liquid material is likely. Tungsten and
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copper/tungsten alloy should perform better than pure copper according to the model
but copper has less erosion in practise. Tungsten and copper/tungsten are sintered
materials which are more brittle (also shown by surface cracks in SEM images). They
behave differently and suffer from solid ejection due the strong shockwaves in the dis-
charge. Also the observation of material transferral from anode to cathode improves the
erosion behavior of copper. These effects cannot be easily incorporated in the thermal
model.

• For recovery, less purging power is required with a smaller electrode surface. Shortening
of electrodes by erosion and resulting lifetime of the switch is therefore a compromise
between the electrode surface area and purging power. It is estimated that the demon-
strator setup can run for several weeks by only adjusting the operating pressure. The
copper cathode does not erode but mechanical feeding of the anode (erosion rate: 165
µ m/day, 800 Hz, 40 mm electrode) would be required for long term operation.

7.3.3 Recommendations

• The performance of hydrogen/nitrogen mixtures show improved switching performance.
Higher concentration levels of hydrogen could be considered (within safe limits). The
effect on electrode erosion should be investigated and the stability of the mixture during
closed loop circulation.

• Full recovery of the switch requires large purging flows. Continuous pre–fire operation
in a not fully recovered gap could be considered if the jitter on the breakdown voltage
is acceptabel for pulsed plasma generation. A trigger circuit will still be required to
initialize the first breakdown during start up. Our unique charger concept would be
very suitable for this purpose.

• The numerical erosion model should be validated more extensively with additional mea-
sured erosion data. Additionally to validate the shockwave model, ICCD imaging could
be considered to measure the channel expansion in the spark gap.

7.4 Energizing large corona reactors

Industrial application of nanosecond (ns) pulsed corona technology for air purification re-
quires high volume, high power plasma reactors. Cylinder-wire type reactors require multiple
cylinders to meet these demands.

7.4.1 Multiple reactor cylinders

Energy should be equally shared between multiple reactor cylinders. Nanosecond ICCD imag-
ing is applied to the demonstrator reactor to study streamer inception and propagation of the
streamer plasma simultaneously in sixteen cylinders. The ICCD images show streamer plasma
inception of all cylinders within 9 ns in the sixteen cylinder corona reactor. The streamers
propagate to the wall of the cylinders within 80 ns without any significant deviations in the
intensity and length of the discharges when comparing the cylinders mutually.
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7.4.2 Long reactor cylinders

The reactor cylinders act like coaxial transmission lines wherein high voltage pulses propagate
with the speed of light. Interactions between plasma generation and reflection behavior inside
the reactor were expected and therefore investigated.

• A 4.5 m long corona reactor is constructed and equipped with voltage and current
sensors (8 in total) at multiple positions along the reactor length. The pulse amplitude,
pulse rise time and DC-bias level is adjustable. The minimum pulse rise time is 11.5
ns, 80 ns FWHM pulse width and the output voltage is up to 80 kV.

• A lumped element SPICE model is developed to simulate the reflection behavior of the
reactor.

• Strong reflections at the end of the reactor are observed during measurements for pulse
rise times which are shorter than the transient time of the reactor. Due to overlap of
the reflected pulse with the rising edge of the incoming pulse, the rise time at the input
of the reactor appears to be longer than the rise time at the end.

• The voltage and current waveform which are measured at the interface of the TLT and
reactor are often not giving the correct details of the pulse which propagates initially
through the long reactor. For energy measurements this is not a problem, for statements
about rate of rise of the reactor voltage it is.

• Local development of the streamers (number of streamers and/or speed) is affected by
the reflection behavior resulting in an uneven energy distribution along the reactor.
The energy consumption [J/m] at the end of the reactor is higher than near the input
connection. Decreasing the rise time of the pulse improves the energy distribution. The
input voltage level has little effect on the energy distribution.

• Measured and modeled voltage waveforms are in good agreement. The reflection be-
havior can be modeled quite accurately. The local development of streamers is not
incorporated in the model. The actual energy distribution in the reactor can therefore
not be estimated.

• The impedance of the reactor is initially equal to the vacuum impedance of the coaxial
structure during the back and forth transient time of the reactor. Streamer development
during this time interval does not seem to affect the total impedance.

• Higher source voltages result in an impedance which alters towards and below the output
impedance of the TLT. The energy transfer efficiency can be up to 85 % even with
reactor impedances which alter below the output impedance of the TLT. Reflections
due to impedance mismatches do not seem to reduce the transfer efficiency as long as
the DC-bias voltage is high enough to allow reflections to be absorbed by the plasma.

• The reactor length has a minimum effect on the energy transfer efficiency. The pulse
reflected from the end of the reactor is damped by the plasma load more for longer
reactors. This advantage is redundant for high reactor voltages because damping is
already enhanced with higher voltages. A longer reactor improves the energy transfer
efficiency slightly because the larger plasma volume causes a lower impedance during
the secondary streamer phase.
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7.4.3 Recommendations

• Multiple reactor cylinders could be equipped with sensors to measure deviations in
the pulses per cylinder. Some reflection behavior is possibly present in the connection
structure of the cylinders.

• Boosting of energy transfer to the reactor could likely be achieved by using a larger
corona wire diameter which decreases the reactor vacuum impedance. The increased
inception voltage (due to smaller E-field around the wire) can be compensated with a
higher DC-bias voltage. This will also increase the energy per pulse because the energy
delivered by the coupling capacitor scales linearly with the DC-bias voltage.

• A different strategy to increase the corona power and reactor volume could be to use
large diameter cylinders. Higher pulse voltages are then needed for plasma generation
and more power can be transferred with the same output impedance of the source. Full
streamer propagation to the wall of the reactor takes more time so the pulse width
can be increased which increases the power input further. The high voltage design will
however be more challenging.

• From a plasma chemical processing point of view the non-equal energy sharing in the
reactor possibly be an advantage. Pollutants and products can be exposed to different
plasma intensities, which could benefit a multiple stage conversion process. Finally, the
processing efficiency for higher pulse repetition rates (more homogeneous plasma) could
be investigated.

7.5 Plasma processing

Potential industrial applications of pulsed corona technology for air purification were investi-
gated by a series of field and lab experiments. The following applications were investigated:
NOx (flue gas emissions), VOCs (hydrocarbon/solvent emissions), H2S and NH3 (factory
farming) and fine dust removal (general problem). The main conclusions from this section
can be summarized by following items:

• Chemical diagnostics for observing the plasma induced degradation spectrum of com-
pounds often need special attention. Cross sensitivity for ozone was observed in case of
low level NOx chemiluminescence detection and in case of high level NOx electrochemi-
cal cell detection. GC-MS is a versatile tool for studying VOC conversion where suitable
columns with specific retention behavior towards polar organic compounds should be
applied. Gas sampling from the reactor and direct injection in the GC enables identifi-
cation of unstable compounds.

• Removal of low levels of NOx in traffic tunnels proves to be difficult. The pulsed corona
discharges intrinsically produce ppm level NOx at high energy densities, limiting the
removal of low inlet levels. NOx removal levels of 60-80% were obtained for reactor
inlet concentrations of 2-10 ppm. The G-yield is actually better with a lower energy
density compared to high energy density for inlet concentrations smaller than 3000 ppb
NOx. Pulsed corona technology can be made suitable for tunnel air purification when
combined with a gas pre-concentration operation. NOx levels in the tunnel should first
be accumulated to ppm level for efficient removal.

• Removal of high level NOx was successfully demonstrated at an incineration plant and
during lab experiments. Up to 80 % conversion of 60-70 ppm NOx was obtained. The
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conversion efficiencies for converting 14, 29 and 59 ppm NOx during lab experiments
are 9.7, 10.7 and 12.3 g/kWh. The intrinsic NOx production becomes less dominant
and radicals are used more efficiently resulting in improved conversion efficiencies for
higher inlet concentration levels.

• In situ scrubbing in the reactor does not seem to improve the conversion efficiency of
NOx. The low pH of effluent water of the reactor however indicates significant dissolved
HNO3.

• The degradation of VOCs requires high energy densities (up to 92 J/L). The degradation
product spectra can be complex and can contain toxic compounds if the applied energy
density is too low. Carefully monitoring the degradation product spectrum is therefore
very important. Acceptable residual products at high energy densities are acetic and
formic acid.

• A conversion rate near 100 % was achieved for H2S. The G-values were 7.4, 10.4, and
10.8 g/kWh for respectively 9, 19 and 31 ppm inlet concentration. The conversion
efficiency for 13.5 ppm NH3 is 3.7 g/kWh.

• Results of particulate matter removal were collected during a field test. The collection
efficiency of the largest particle range is the highest, 94 % on average. The collection
efficiency lowers as the particle size decreases: 89 % and 58 % for respectively the 2.5–10
µm and 1–2.5 µm range. The total collection efficiency (PM10, 0.25–10 µm) is 60 %.
Strong dependencies on the inlet concentration level were not observed.

• The exit gases of the reactor should be treated by conventional technologies to remove
residual by–products in cases where their emission limits are violated. The NOx removal
process requires a wet scrubber to remove HNO3 and activated carbon or catalyst to
remove residual O3. A similar after treatment is possibly required for VOC removal.
In case of odor emissions, only conversion of compounds with a low odor threshold for
the human sense of smell is required to solve the problem.

7.5.1 Recommendations

• Multiple studies show that after treatment with active carbon or MNO2 catalyst for
ozone removal also enhance conversion efficiencies of VOCs. This would be a way to
reduce the required energy density. The required bed sizes of catalytic and active carbon
materials are significantly smaller than in conventional processes, but this issue should
be investigated more thoroughly.

• Other by-products like HNO3 during NOx conversion and acetic/formic acid during
VOC removal can be undesired. Scrubbing in the reactor can be effective for removal of
these compounds but diagnostics for quantitative gas phase detection equipment should
be applied to monitor removal performance.

7.6 Outlook

We have shown that pulsed corona technology can be applied for air purification in practical
applications. Energy consumption and investment cost of these systems will ultimately de-
termine wether the technology is able to compete with conventional technologies. One thing

201



7. Conclusions & recommendations

is certain, emission legislation will become stricter in the years to come, creating more oppor-
tunities for this technology. Combining pulsed corona with catalysts shows promising results
which could widen the application area, reduce energy consumption and reduce residual com-
pounds. Creation of large scale systems which are capable of handling more than 100.000
m3/h will require smart engineering to reduce the investment cost of the system. As exten-
sively discussed, the switch in the pulsed power system plays a key role. Recent developments
in Silicon Carbide semiconductors show promising results. A more modular power supply
could be applied to energize small reactor sections if suitable high voltage solid state switches
become available and affordable. For the present, gas discharge switches will still be required.
Supercritical nitrogen as a switching medium in a spark gap shows promising results for high
repetition rate operation. However, the complexity and cost of the switch is increased even
further due to the high pressures which are required. After exploring high repetition rate
operation the next step would be to explore higher pulse energies. Reactor voltage levels of
up to 300 kV and 100 J per pulse could be considered. Larger diameter reactor cylinders can
be applied which reduces the complexity of connecting multiple small cylinders. Parallel we
need to obtain more insight in the optimal dimensioning of reactors from a plasma process-
ing point of view. The effect of for instance the plasma volume, residence time of the gas
and pulse repetition rate should be investigated more thoroughly. Optimal design and cost
considerations can subsequently be attempted.
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