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Summary

Towards Increased Understanding of Low-Power Induction and

Synchronous Reluctance Machines

Harmonic Modeling of Complex Electromagnetic Phenomena

Due to the electrification of our society, the global demand for electric energy
is rising. This challenging need requires significantly more electric-energy pro-
duction, preferably from renewable energy sources. The share of such sources in
global electric-energy production is therefore expected to raise up to one third by
2040. In the mean time, the available electric energy should be used as efficiently
as possible, to reduce the stress on existing production facilities, and to limit the
increase in electricity cost for end-consumers.

Between 43% and 46% of the global-generated electric energy is estimated to
be converted into mechanical energy by electric-motor-driven systems. To in-
crease the energy-efficiency of such systems, minimum energy performance stan-
dards (MEPS) have been set by governments world-wide. These MEPS force
electric-motor manufacturers to reconsider the design of existing motor technolo-
gies, such as induction motors (IMs), or to embrace other motor technologies,
such as permanent-magnet synchronous motors (PMSMs) or synchronous reluc-
tance motors (SynRMs). The availability of fast, accurate, and reliable analysis
models is of fundamental importance during the motor design stage. To close the
gap between strongly simplified analytical models and time-consuming numerical
models, this thesis discusses the development of semi-analytical models based on
harmonic modeling. In particular, the work focuses on harmonic modeling of the
slotted electromagnetic structures of IMs and SynRMs in 2D polar coordinates.

In Chapter 2, an extension of the existing magnetic-field solution for electro-
magnetic structures in 2D polar coordinates is presented. The new formulation
accounts for circumferential variations of the magnetic permeability, and repre-
sents an important step towards incorporating magnetic saturation. An overview
of prior approaches to harmonic modeling of slotted electromagnetic structures is
also given. The existing methods, namely the Anisotropic Layer Theory (ALT)
and the Mode-Matching Theory (MMT), are compared to the new approach, re-
ferred to as Inhomogeneous Region Modeling (IRM), based on results obtained
for a benchmark topology. It is shown that ALT and MMT models can either
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represent the influence of global saturation or the effect of leakage and fringing
flux, respectively, whereas IRM models can represent both these phenomena at
once. However, for the analysis of the benchmark topology, the required calcula-
tion time of the IRM model is seven times longer than the calculation time of the
most time-consuming existing approach.

The implementation of the ALT and MMT approaches for IM analysis is discussed
in detail in Chapter 3. One of the challenges for the MMT implementation is the
polar representation of the geometry. Two different representations are analysed,
and the most suitable one is selected. Additionally, methods to calculate the fun-
damental air-gap flux-density, flux linkage, and electromagnetic torque are given
for each modeling approach. The results of the calculations are validated against
2D Finite Element Analysis (2D FEA) predictions based on four benchmark motor
geometries.

To analyse IMs in loaded operating conditions, two methods are proposed for
the calculation of induced rotor-bar currents in Chapter 4. The first method
uses an equivalent rotor-bar circuit to calculate the rotor-bar current indirectly.
The parameters of the circuit, representing the rotor-bar induced voltage due to
the stator magnetic field and the rotor-bar synchronous inductance due to the
rotor magnetic field, are calculated using the MMT model in two calculation
steps. Further, the second method uses a direct coupling between the magnetic-
field model, either ALT or MMT, and the stator and rotor electric-circuit models.
Both methods are validated against 2D FEA predictions in terms of induced rotor
current and electromagnetic torque production for various operating conditions.

In Chapter 5, a semi-analytical framework for analysis of three-phase IMs is pre-
sented, based on a combination of the MMT model, the ALT model, and direct
electric-circuit coupling. Leakage and fringing flux phenomena are modeled using
the MMT approach, and their influence on motor performance is parameterized
in terms of Carter’s factor and leakage inductance. Further, the ALT approach
is used to predict the global influence of saturation, while taking the leakage and
fringing flux parameters into consideration. Also, to account for the influence
of rotor skewing on the fundamental electromagnetic torque, the circuit coupling
between the ALT model, and the stator and rotor electric circuits is extended to
a multi-slice circuit coupling. The calculation results of the framework, obtained
for four benchmark IMs, are validated against FEA predictions and measurement
results. It is shown that the results are acceptably accurate, although material
parameter uncertainties lead to discrepancies between the predicted motor per-
formance characteristics and the measured ones.

Finally, a semi-analytical framework for analysis of SynRMs, based on the IRM
approach, is introduced in Chapter 6. The polar representation of the SynRM
geometry is discussed and focuses on equal average width of the rotor flux-barriers.
Also, methods to calculate the electromagnetic torque and the d- and q-axis flux
linkage and inductance are addressed. The proposed framework is then used
to model a benchmark SynRM topology, and the obtained calculation results
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are validated against 2D FEA calculations. It is shown that the chosen polar
representation leads to small discrepancies in the d-axis parameter estimation,
whereas the q-axis parameters are obtained relatively accurately.
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1.1 Background

The electrification of our society is advancing rapidly. Not only does this change
the way we communicate, gather information or drive our cars, even the toys
which our babies and toddlers are given to play with often contain a consider-
able amount of electronics. Electricity and electronic devices are all around us
and have become inseparable from our daily lives. Consequently, the amount of
electric energy required to fulfill our needs is rising. According to [1], the global
demand for energy is set to grow by 37% by the year 2040 in the current scenario,
whereas electricity is mentioned as the fastest-growing final form of energy. On
the one hand, the increasing electricity demand requires significantly more elec-
tric energy production. On the other hand, traditional power plants based on
fossil fuel sources are not preferred due to their associated environmental impact.
A strong growth in the use of renewable energy sources is therefore expected in
the upcoming decades, raising its share in global electric energy production up
to one-third by 2040 [1]. In the mean time, to reduce the stress on existing and
near-future production facilities, it is of critical importance that the available
electric energy is utilized as efficiently as possible. Furthermore, the price of elec-
tric energy is expected to increase due to high fossil fuel prices and the required
investment in renewable energy sources. Therefore, more efficient use of electric
energy will be even more important for energy consumers.

1.1.1 Energy-efficient electric motors

The largest consumer of electric energy is represented by electric-motor-driven
systems, which are estimated to account for between 43% and 46% of the total
global electric energy consumption [2]. In an ideal case, all the electric energy
supplied to an electric motor is converted into mechanical energy. In practice,
however, this process is accompanied by many different energy-loss mechanisms,
which transform useful electric energy into undesired heat. To maximize the ef-
ficiency of a motor, these energy losses should be minimized. Therefore, to force
motor manufacturers to produce more energy-efficient electric motors, minimum
energy performance standards (MEPS) have been set by governments world-wide
using efficiency standards defined by the International Electrotechnical Commis-
sion (IEC) in the IEC 60034-30 standard [3].

In Europe, the MEPS for rotating electric motors are documented in [4]. They
are mandatory for single-speed, three-phase induction motors (IM) with two, four
or six poles, a rated voltage up to 1000 V and a rated power between 0.75 kW
and 375 kW. Furthermore, the motor should be intended for continuous duty
operation. Several exceptions are excluded for the requirements, as documented
in [4] and updated in [5]. For example, these exceptions apply for motors that are
completely integrated into a system, such as fans, pumps, compressors etc., and
motor that operate under extreme conditions. For motors that are not excluded,
the efficiency requirements posed by [4] are applied in three stages:
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1. From June 16, 2011, electric motors in the power range from 0.75 - 375 kW
should comply with the IE2 efficiency class;

2. From January 1, 2015, electric motors in the power range from 7.5 - 375 kW
should comply with either the IE3 efficiency class for direct-on-line (DOL)
operation or the IE2 efficiency class in combination with a variable speed
drive (VSD);

3. From January 1, 2017, electric motors in the power range from 0.75 - 375 kW
should comply with either the IE3 efficiency class for DOL operation or the
IE2 efficiency class in combination with a VSD.

To determine the motor efficiencies, the methods specified in the IEC 60034-2-
1:2014 standard [6] should be used. Finally, it should be noted that IEC 60034-30
was recently replaced by IEC 60034-30-1 [7]. This new standard expands the
product range covered by the previous standard by considering all types of DOL
motors, instead of only three-phase, squirrel-cage IM, for a larger power range,
namely 0.12 - 1000 kW. Also, it sets the definition for the IE4 efficiency class and
presents an informative introduction of the IE5 efficiency class. Another standard,
IEC 60034-30-2, is currently under preparation and will cover motors driven by
variable voltage and frequency supplies.

To comply with the MEPS, motor manufacturers need to reconsider their prod-
ucts. The traditional IM, which is one of the most widely used electric motors in
industrial applications, is generally not efficient enough to comply with the IE2
and IE3 efficiency classes. On the other hand, it does provide several important
features, including high reliability, relatively low production costs and its inherent
DOL operating ability. Therefore, during the past decade, a significant amount
of research was devoted to the improvement of IM efficiency. For example, the
use of copper instead of aluminium for the die-cast rotor cage and the application
of premium soft-magnetic materials for the motor laminations was investigated
[8, 9, 10, 11, 12]. Also, increasing the size of the motor, by increasing its stack
length [13] or outer diameter [14], has been considered as a solution to improve IM
efficiency. A comprehensive overview of additional possibilities for IM efficiency
improvement is provided in [15].

Besides IMs, other motor types have received even more attention during recent
years in research and development. An overview of various motor technologies
considered suitable for meeting the efficiency demands is presented in [16]. In
general, the main interest of motor manufacturers seems to be in two kinds of
synchronous motors: the Permanent-Magnet Synchronous Motor (PMSM) and
the Synchronous Reluctance Motor (SynRM). The advantage of a PMSM is that
the magnetization of the motor is provided by permanent magnets (PMs), placed
on the rotor surface or inside the rotor. Therefore, in comparison to IMs, rotor
winding conduction losses are eliminated, whereas the stator winding conduc-
tion losses are reduced since only the current required to produce electromagnetic
torque needs to be supplied (assuming no field weakening takes place). This also
allows the design of PMSMs with a high power factor. A disadvantage is that they
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are relatively expensive, especially when equipped with rare-earth PMs. There-
fore, cheaper magnet types, such as ferrite magnets, are currently being considered
as an alternative, although their energy density is significantly lower [17]. Also,
PMs are sensitive to over-temperature and uncontrolled peak current conditions,
for example during short-circuits. Such conditions could lead to permanent de-
magnetization of the PMs, which is catastrophic for the motor performance.

In the SynRM, the rotor consists of soft-magnetic material and air, and the
torque production is based on reluctance torque. Therefore, SynRMs benefit from
the absence of rotor winding conduction losses, but the stator still needs to supply
current for the magnetization as well as torque production. Due to the absence of
PMs, the SynRM is not as sensitive to rotor over-temperature and current peaks
as the PMSM, whereas its production costs are limited due to the simpler rotor
construction. A disadvantage of the SynRM, however, is its relatively low power
factor. The power factor can be increased by designing the motor for low q-axis
inductance, although this generally leads to a lower d-axis inductance as well,
which results in lower output torque [18]. A popular solution to the low power
factor is to add ferrite magnets to the barriers of the SynRM to reduce the q-axis
flux. Although these PM-assisted SynRMs seem promising [19, 20], they partially
take away the advantages of the SynRM in terms of production complexity and
fault tolerance. Furthermore, another disadvantage of the SynRM is its mechan-
ical instability. Due to the thin soft-magnetic connections between the rotor flux
guides, adequate mechanical design is required to guarantee sufficient strength,
especially for higher operating speeds [21, 22].

Finally, one additional disadvantage that PMSMs and SynRMs have in common
is their need for a VSD. Without additional measures, they can not be operated
directly from the grid. Therefore, if DOL operation is desired, a damper cage
similar to the squirrel cage of an IM can be added to the rotor of certain types
of synchronous motors. In recent publications, such a solution is investigated
for both PMSMs [23, 24, 25, 26, 27] and SynRMs [28, 29]. Some drawbacks of
the line-start synchronous machines, however, are large torque pulsations during
start-up and the limitations regarding load inertia in order to obtain successful
synchronization [25, 27].

1.1.2 Intended application

The research presented in this thesis is conducted in close co-operation with
Vostermans Ventilation B.V., located in Venlo, The Netherlands. Therefore, the
intended application for the developed analysis tools is the design of electric mo-
tors for ventilation systems. An overview of a typical, direct-drive ventilation
system is shown in Figure 1.1. Further, a typical torque-speed characteristic of
the considered load, a fan, is shown in Figure 1.2, where the nominal torque
and speed are indicated by TN and nN , respectively. Since the required torque
depends quadratically on the operating speed, the required start-up torque is gen-
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FanElectric motorController (optional)

Figure 1.1: Overview of a typical, direct-drive ventilation system.

erally low. However, the inertia of the fan is generally significantly larger than
the inertia of the rotor.

Currently, the fan is driven by an IM, often in combination with a controller.
This allows the fan to run directly from the grid, which provides a back-up in
case the controller fails. The mechanical power requirements for the considered
ventilation systems range between 0.1 - 5 kW, whereas the speed requirements
vary up to approximately 3000 rpm. Therefore, the considered electric motors
can be classified as low-power, low-speed motors. Although the MEPS discussed
in [4] and [5] are not mandatory for electric motors embedded in a ventilation
system, it is still desired to increase the efficiency of the electric motors accord-
ing to these requirements. To design more efficient electric motors, the complex
electromagnetic phenomena that determine the fundamental characteristics of the
machine and its parasitic effects should be well understood. Such understanding
can be obtained from (semi-)analytical models. On the one hand, these types of
models can provide their users with a mathematical description of the relation
between the electromagnetic phenomena and their effect on the motor character-
istics. Such descriptions allow for an increased insight in the machine behaviour.
On the other hand, (semi-)analytical models also force their users to carefully
consider which effects they want to model and which assumptions can or can-
not be made during the modeling process. Further, an additional advantages of
(semi-)analytical models is that they are often considerably more time-efficient

TN

nN0
speed

torque

Figure 1.2: Typical torque-speed characteristic of a fan.
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than fully numerical approaches such as Finite Element Analysis (FEA). This
makes them especially suited for exploration of large design spaces within a lim-
ited amount of time. The research presented in this thesis therefore focuses on
the (semi-)analytical modeling of IMs and SynRMs.

1.2 Literature overview

The literature overview presented in this section focuses on three aspects, namely
IM modeling, SynRM modeling and harmonic modeling. It should be noted that
this overview is by no means a complete one and the referenced literature only
represents a selection of the available literature. However, it does provide in-
sight in the advantages, disadvantages and past development of various modeling
approaches.

1.2.1 Induction motors

Near the end of the 19th century, the first alternating-current IMs without com-
mutators were independently invented by Ferraris [30] and Tesla [31]. Although
the initial designs were far from perfect, the principle behind the machine was
picked up by industry for further development. In 1889, the first short-circuit ro-
tor was invented by Dolivo-Dobrovolsky [32], which led to the development of the
squirrel-cage IM. The interest in the motor grew and eventually, it became one of
the most frequently used electric motors in industry. Along with the development
of the IM, a countless number of researchers and engineers have worked on its
design, analysis, and control. As a results, many different models and modeling
approaches have been developed. Here, an overview is given of several research
trends that have developed throughout the years, focusing mainly on models that
have served a purpose in the design of IMs.

Steinmetz equivalent circuit model:

One of the first and most commonly used models for IMs was developed by Stein-
metz [33] and is known as the Steinmetz Equivalent Circuit (SEC). Due to its
analytical nature, it can be evaluated very quickly and it provides valuable insight
in the behavior of the machine. For example, such insights allow experienced de-
signers to estimate the influence of design changes or varying operating conditions
on the performance of the motor. The model itself is based on the transformer
equivalent circuit, with the necessary adjustments to transpose the rotating field
and induced rotor currents to the stator reference frame. It consists of several
lumped parameters, representing the stator resistance, Rs, the stator leakage in-
ductance, Lσ,s, the magnetizing inductance, Lm, the core loss resistance, RFe, the
rotor resistance, R′

r, and the rotor leakage inductance, L′
σ,r. A graphical overview

of the SEC and its parameters is shown Figure 1.3.
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Figure 1.3: Steinmetz Equivalent Circuit of a three-phase induction motor.

To obtain accurate calculation results, the lumped parameter values should be
determined accurately. For an existing IM, this can be done by means of measure-
ments and empirical corrections. During machine design, however, a prototype
machine is generally not available for measurements. Therefore, empirical equa-
tions and simplified models are conventionally used to estimate the parameters.
The leakage inductances are split up into separate parts, each modeling a different
leakage flux component and calculated independently of each other. The influ-
ences of saturation, skin effect and higher harmonics are taken into account by cor-
rection coefficients or extensions of the standard equivalent circuit. An overview
of calculation procedures and models for the calculation of the lumped parameters
are extensively described in literature, for example in [34, 35, 36, 37, 38, 39, 40].
In practice, however, the obtained parameter values often require tuning to match
the calculation results with measurement results.

Another limitation of the SEC is that it represents the magnetic field inside the
motor from a high abstraction level. More detailed knowledge about the magnetic-
field distribution, for example the flux densities in different motor parts, is usually
desired for design purposes. Therefore, many induction-motor models focus on
magnetic-field prediction and are often used in combination with the SEC or an
extension of the SEC to calculate the IM performance.

Magnetic equivalent circuit model:

A widely used approach for magnetic analysis of electric machines is Magnetic
Equivalent Circuit (MEC) modeling. In principle, this method is based on the
1D representation of a magnetic-flux flow by means of a reluctance element. To
predict the flux distribution in the machine, its geometry is divided into a number
of sections and each section is represented by one or more reluctance elements,
each modeling a part of the magnetic flux. These elements are then connected
accordingly, whereas magnetic-field sources, generally a current-carrying coil or
a PM, are represented by magnetomotive force (mmf). The resulting network of
reluctance elements and mmf sources is analogous to an electric circuit with resis-
tors and voltages source, and can be solved similarly to obtain the magnetic flux
through each reluctance element. Before the introduction of digital computers,
MEC models were often used to perform manual calculations. Therefore, the first
MEC models for IMs were simple in nature, considering only the fundamental
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Figure 1.4: Magnetic equivalent circuit for the main flux of an induction motor.

magnetic flux and representing the reluctance of the main flux path using five
reluctance elements, namely: the stator yoke reluctance, Rys, the stator tooth
reluctance, Rds, the air-gap reluctance, Rg, the rotor tooth reluctance, Rdr, and
the rotor yoke reluctance, Ryr. A graphical overview of this model is shown in
Figure 1.4. Nowadays, these simple MEC models are still very useful, especially
for fast calculation of the main flux during motor design [37, 40].

One of the advantages of MEC modeling is that the reluctance of an element
can be made flux-dependent, such that magnetic material nonlinearities can be
incorporated. In [41], Ostovic uses this property to propose a number of MEC-
based models for various electric machines, applied for analysis of their dynamic
behavior in saturated operating conditions. These models are significantly more
advanced than the conventional main flux models and therefore allow for a more
accurate estimation of the flux distribution in the motor and the influence of
saturation on motor performance. Based on the work of Ostovic [41], a number
of subsequent publications is observed, for example for the design of inverter-
fed asynchronous machine [42, 43], a permanent-magnet motor [44, 45], and a
linear stepping motor [46]. MEC models for real-time simulation and transient
simulation of IMs are presented in [47] and [48], respectively.

Furthermore, a work on the development of a software package for the design
of electromagnetic devices was presented by Perho [49] in 2002. The work aims to
generalize the construction of a MEC and its coupling to the electric domain. The
effects of eddy-currents in iron parts are also treated, based on the work of Atkins
[50]. The resulting reluctance model was implemented for two IMs and validated
against measurement results. Also, the calculation of SEC model parameters from
the results of the MEC is discussed in detail. A framework for MEC modeling
along three dimensions of an electromagnetic structure was presented by Armhein
[51]. It was attempted to generalize the model construction for design purposes.
In another publication [52], Armhein presents a force calculation method for MEC
based on Maxwell’s Stress Tensor (MST). The results of the model, implemented
for an IM, are discussed in [53].

Despite all previously mentioned research, MEC-based models still have a few
important disadvantages. One of these disadvantages is that a discretization of
the motor geometry is required. For a coarse discretization, MEC-based mod-
els are time-efficient, but the accuracy of the results is limited. Also, a-priori
knowledge of the magnetic-field distribution is required to properly define the
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reluctance elements. To improve the accuracy and reduce the need for a-priori
knowledge, a finer discretization can be used, for example by means of mesh-based
discretization. However, these improvements are obtained at the expense of an
increased calculation time. Further, effects such as flux fringing are considered
by two (or three) 1D flux paths, whereas their actual 2D (or 3D) nature is not
directly represented. To obtain a better representation of the magnetic-field dis-
tribution, a hybrid combination of MEC modeling and harmonic modeling can be
used, as discussed in [54, 55]. However, this approach still requires a MEC-based
field solution in the slots and slot openings of an electric motor.

Anisotropic Layer Theory:

In 1953, a method for induction-motor performance analysis was proposed by
Mishkin [56]. The method is based on harmonic representation of the fundamental
magnetic flux and considers the slotted sections of the machine by homogeneous,
anisotropic layers. The characteristics of the layer materials are artificial ones,
reflecting averaged values of the real (mixed) characteristics. However, large de-
viations between the new theory and the conventional circle diagram were shown
for large values of slip, which Mishkin attributed to the ignored skin effect in the
circle diagram method. The theory was extended by Cullen and Barton in [57],
where the tooth area was divided into two separate layers for the tooth tips and
the slots. The resulting model takes better account of tooth-tip leakage flux. In
a comparison to Mishkin’s results, it was shown that the deviation seen before is
mainly caused by the absence of tooth-tip leakage flux in Mishkin’s single-layer
slot model. The contribution of the skin effect to the deviation is shown to be
much smaller than assumed by Mishkin [56]. Cullen and Barton [57] ignored the
end effects of the machine.

In the same publication, Cullen and Barton noted the analogy between
Mishkin’s layer theory and the transmission line theory used for microwave analy-
sis. It was shown that the application of the concept of wave impedance to the IM
gives results identical to the conventional SEC with skin-effect correction. The
analogy was further extended by the definition of general equations for the trans-
fer matrix of a layer [58]. The combination of the transfer matrix and the concept
of wave impedance allows for the calculation of electrical quantities, which led to
the definition of an equivalent T-circuit for every layer. The parameters were cal-
culated as seen from the machine terminals [59], and it was shown that the SEC
can be derived from the layer theory by making some simplifying assumptions.

The concept of using anisotropic layers to represent slotted machine regions has
often been applied to the analysis of linear induction motors (LIMs). In 1969,
Preston and Reece described a method for including the transverse edge effect in
LIMs [60]. The method is based on the axial repetition of the 1D model, while
changing the sign after every repetition. A 2D model was suggested in a response
to [60] by Freeman and Lowther [61], and applied for analysis of transverse-flux
tubular motors by Eastham and Alwash [62].
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A method similar to Mishkin’s, but including both magnetic and electric
anisotropy, was proposed by Weh [63]. In [64], a multi-layer model for induc-
tion machines is described with magnetic and electric anisotropy along all three
axes of the machine by Williamson and identified as the Anisotropic Layer Theory
(ALT). The current distributions along both the circumferential and the trans-
verse directions are represented by current sheets and expressed by Fourier series.
The transmission line equivalent circuit is derived and applied to evaluate the
model. In a subsequent paper [65], Williamson focused on the application of the
model for rotating induction machines. Williamson extended the previous model
by including the effects of rotor skew and discrete rotor current, and derived the
conventional SEC from the extended model. Similar multi-layer models for IMs
have also been developed by Gieras [66, 67]. He considered taking into account the
higher spatial harmonics and their representation in an extended SEC model. In
[68], the method is applied in cylindrical coordinates. Using an iterative method,
the permeabilities of the layers are updated as a function of the magnetic flux.
This allows for saturation of the main flux path to be taken into account. It is
shown that the calculated magnetizing characteristics are in good agreement with
measurement results for a wide variety of three-phase IMs.

In a more recent publication by Magill, the ALT was suggested for synthesis-
based design of electric machines rather than analysis based design [69]. Further,
a combination of the ALT and mode-matching harmonic modeling was presented
in [70], whereas a comparison of two different ALT models for analysis of IM per-
formance was presented in [71]. In the latter, one of the models directly includes
the induced rotor current by solving the diffusion equation in polar coordinates
and considering an average conductivity in the rotor. However, it was shown that
such an approach is not entirely valid due to the discrete nature of the rotor bars
in the actual machine, especially for high-slip operation.

Winding Function Approach:

Another method for analysis of IM performance that has received a substan-
tial amount of research interest is the Winding Function Approach (WFA). This
method is not very effective for accurate magnetic-field analysis, but it is very
useful to study other design-related problems, such as rotor eccentricity and the
influence of stator and rotor slotting on current and voltage waveforms. The
principles of the WFA are explained in detail by Schmitz and Novotny [72]. The
method is based on the calculation of a winding function for every winding in
the machine using the circumferential distribution of the conductors. The stator
and rotor are assumed to be two concentric cylinders with infinite permeability,
separated by an air gap. The self- and mutual inductances of all the windings in
the machine can be calculated from the winding function.

The WFA was used by Toliyat in his work on concentrated winding induction
machines for adjustable speed drives [73]. Later, a systematic procedure for mod-
eling of IMs was published [74]. The suitability of the method for winding fault
analysis was pointed out and several research papers on this topic were presented
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[75, 76, 77, 78]. Further, the WFA was used to model rotor eccentricity. Firstly,
this was done using the conventional WFA [79, 80], which has the drawback of
not taking the air-gap variation into account. The problem was solved by the
development of the Modified WFA (MWFA) [81, 82]. The MWFA was applied in
various studies on the effects of rotor eccentricity [83, 84, 85]. A comprehensive
overview of eccentricity fault simulations is given in [86]. Also, the WFA was
extended for a skewed rotor with uniform air-gap in [87] and for a skewed rotor
with non-uniform air-gap in [88]. Attempts to include saturation were discussed
in [89, 90] and are based on the work presented in [91]. Finally, a combination
of a mode-matching harmonic model and the WFA to calculate induced voltage
and inductance for an axial flux PM machine is presented in [92].

Finite Element Analysis:

Since the 1980’s, the available amount of computational power has grown heav-
ily and as a result, numerical techniques such as Finite Element Analysis (FEA)
have emerged [49]. In comparison to other magnetic-field modeling methods, FEA
gives relatively accurate results due to its ability to model complex geometries and
nonlinear soft-magnetic material properties. Some of its disadvantages, however,
include the requirement of a detailed geometry mesh, relatively time-consuming
calculations and the discrete nature of the obtained field solution. Nevertheless,
FEA has developed into a generally applicable modeling technique and is being
used by many researchers and engineers for analysis, design fine-tuning, and val-
idation of analytical or semi-analytical models. A detailed explanation of the
FEA approach and its development can be found in [93]. Furthermore, the imple-
mentation of an induction-motor model using 2D FEA, including the interaction
between the electric circuits and the magnetic model, is presented in [94]. In
this thesis, 2D FEA is mainly used as a means to validate the developed models.
All employed FEA models are implemented using commercial software packages,
namely Cedrat Flux2D and Cedrat FluxSkewed.

1.2.2 Synchronous reluctance motors

The rotors of the first SynRMs, designed in the 19th century, were mere salient-
pole rotors. They were used in situations where accurate speed control was re-
quired and often provided with a damper cage to assist in synchronizing with
the stator magnetic field. Their performance, however, was relatively poor due to
their low inductance ratio and therefore, they were not able to compete with other
motor types, such as direct-current (dc) motors and IMs, in applications that re-
quired high motor performance. In 1923, however, a different type of SynRM rotor
was proposed by Kostko [95]. Stating that the salient-pole rotors do not represent
the correct method to create a high-performance SynRM, he introduced the first
version of a distributed anisotropy rotor. This type of rotor has flux barriers to
block the q-axis flux, whereas soft-magnetic flux guides provide a low-reluctance
flux path along the d-axis. The advantage of the distributed anisotropy rotors
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is that the achievable inductance ratio is much higher. Therefore, the same ap-
proach is currently still used in modern SynRMs, albeit with a significant number
of improvements to boost its performance.

In the past, high-performance SynRMs have not been used very extensively due
to limited control possibilities. However, the development of variable-frequency
motor drives for IMs has led to a renewed interest in SynRMs. With such a
drive, the magnetic field of the stator is synchronized with the rotor (using po-
sition feedback) instead of using a damper cage to synchronize the rotor with
the magnetic field of the stator. As a results, the research on design of dis-
tributed anisotropy rotors was boosted and developed into two different types of
SynRM rotors, namely Axially Laminated Anisotropy (ALA) rotors and Trans-
versely Laminated Anisotropy (TLA) rotors. In ALA-type rotors, axial sheets of
soft-magnetic material and magnetically insulating material are stacked onto each
other alternately along the radial direction. Early research work in the field of
distributed anisotropy rotor mainly focused on this type of rotor due to its high
inductance ratios [96, 97, 98]. However, ALA-type rotors are more difficult to
manufacture than TLA-type rotors and tend to produce higher rotor iron-losses
[37]. For example, such losses were experimentally shown in [99, 100] and pre-
dicted using a simplified model in [101]. In [100], it is also shown that for a smaller
number of properly shaped flux barriers and guides, such as in a TLA-type rotor,
rotor iron-losses can be strongly reduced.

In TLA-type SynRMs, the rotor consists of transversal sheets of soft-magnetic
material, which are stacked onto each other in the axial direction. Such lami-
nations can be produced and stacked using conventional techniques. Therefore,
their production cost is low, especially in comparison to ALA-type rotors. Con-
sequently, the research on SynRMs slowly diverted towards the TLA-type. In
the studies conducted by Fratta and Vagati, design criteria for these SynRMs
are derived while focusing on minimization of the q-axis flux [102] and torque
ripple reduction [103, 104]. The employed analytical models are largely based
on magnetic equivalent circuits for the flux barriers of the rotor, whereas the
soft-magnetic material is assumed infinitely permeable. Although the presented
methods provide valuable insight in design choices, they are not capable of accu-
rately predicting the SynRM performance due to the neglected saturation effect.
Therefore, refinement of the designs by means of FEA is required, e.g. as discussed
in [105].

In fact, a significant number of studies performed throughout the past two
decades use 2D FEA for analysis, design and optimization of SynRMs. This trend
is mainly motivated by its flexibility with respect to complex motor geometries
and its ability to consider nonlinear soft-magnetic materials. For example, the
influence of rotor dimensions and saturation on the d- and q-axis inductance are
discussed in [18], whereas the ratio between the flux barrier width and the flux
guide width is investigated as a design parameters in [106]. Further, the effects
of stator winding chording and rotor skew on average torque and torque ripple
are discussed in [107] and the influence of various rotor flux barrier parameters
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are investigated in [108, 109, 110, 111]. Finally, a design optimization based
on asymmetric flux barriers is presented in [112], whereas various FEA-based
optimization procedures are presented in [113, 114, 115, 116].

Besides FEA-based analysis, several analytical approaches have also been stud-
ied. An analytical procedure for SynRM design optimization, based on the cal-
culation of the required magnetomotive force to obtain predefined d- and q-axis
flux levels, is discussed in [117, 118]. Furthermore, analytical models based on
winding function theory are presented in [119, 120], where the latter one com-
bined it with MEC and conformal mapping to represent the influence of the rotor
barriers. However, neither of these two approaches include magnetic saturation
in a rigorous manner. Finally, a simple harmonic model is implemented in [121],
where the complex SynRM rotor is replaced by a solid rotor in order to determine
optimal placement of the flux guides.

1.2.3 Harmonic modeling

In 1929, one of the first applications of harmonic modeling to magnetic-field cal-
culation was presented by Hague, who predicted the field produced by arbitrarily
positioned, current-carrying wires between two parallel or concentric iron surfaces
[122]. A few decades later, the method was exploited for analysis of IMs, which
eventually led to the definition of the ALT method described in Section 1.2.1.
The analysis of many different induction-based actuators has been considered, in-
cluding rotating IMs [65], linear IMs [60], tubular actuators [62] and high-speed,
solid rotor IMs [123].

Besides induction devices, harmonic modeling has been applied to many other
periodic motor and actuator structures as well. Boules used the method to cal-
culate the magnetic-field distribution of a permanent-magnet motor in Cartesian
[124] and polar [125] coordinates. His approach was extended and improved in
a number of subsequent publications, accounting for the relative permeability of
the magnets [126, 127], Halbach arrays [128], armature reaction [129] and the
effect of stator slotting [130]. The latter, however, slotting is accounted for by
means of a relative permeance function, which is modulated on to the air-gap flux-
density distribution, Bg, obtained from a slotless motor model. In comparison
to Carter’s factor, which only accounts for the average effective air-gap increase,
this permeance function takes local disturbances in Bg due to stator slotting into
account. However, it does not account for the magnetic-flux distribution inside
the stator slots. A different, more rigorous method is presented by Ackermann
in [131], where each slot is considered as a separate model region and the bound-
ary conditions between the air-gap region and each slot region is solved using
mode-matching. The presented boundary-condition equations are solved itera-
tively and therefore, the model is very time-consuming. However, this problem is
solved in [132] by considering the boundary conditions in matrix form and solving
the matrix equation directly.
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The resulting mode-matching model is time-efficient and produces an accurate
prediction of the magnetic-field distribution in the air gap and slots of an electric
motor or actuator. Therefore, this approach has received a significant amount
of attention from the research community. For example, the method has been
used for analysis of PMSMs [133, 134, 135, 136], linear PM motors [137], flux
switching PM machines [138, 139, 140] and axial flux PM machines [141]. Fur-
thermore, a method to calculate induced rotor-bar currents in induction machines
by means of the diffusion equation is presented in [142], under the assumptions of
a smooth stator surface and single stator spatial harmonic excitation. Finally, a
general formulation of the harmonic modeling method in 2D applications is pre-
sented in [143], whereas an extension of the Mode-Matching Theory (MMT) to
3D applications is presented in [144, 145].

One of the main assumptions required to implement MMT models for slotted
motor structures is the assumption of infinite magnetic permeability in the soft-
magnetic parts of the motor or actuator. To overcome this limitation, a different
approach is required. In the optics community, a method known as Rigorous
Coupled Wave Analysis (RCWA) exists, which has been extensively used to model
wave propagation in periodic structures with low to moderate index contrast [146].
The electromagnetic-field quantities are expressed in terms of complex Fourier
series and in fact, the method is very similar to the layered harmonic modeling
approach used for electric machine analysis. Furthermore, the material properties
such as permittivity, permeability and conductivity are also expressed in terms of
complex Fourier series.
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1.3 Scientific objectives

Harmonic modeling has proven to be a powerful method for analysis of electro-
magnetic motors and actuators. However, its current state-of-the-art requires
several assumptions that significantly limit the validity of the method for specific
modeling cases. For example, the finite magnetic permeability of soft-magnetic
materials in slotted motor structures is not considered, which could lead to signif-
icant discrepancies when analysing induction and synchronous reluctance motors.
Therefore, the applicability and implementation of the harmonic modeling method
for these motor types is investigated in this thesis. An overview of the scientific
objectives and their resulting contributions is presented:

1. To extend the harmonic modeling method for rotating electric ma-

chines with circumferential magnetic permeability variations:

For electromagnetic motors and actuators, the Mode-Matching Theory (MMT)
approach is often used to account for circumferential magnetic permeability
variations. In this thesis, the following improvements for harmonic modeling
are investigated:

• to allow for variation of the magnetic permeability in the circumferential
direction within a model region;

• to account for soft-magnetic materials with a finite magnetic permeability
in slotted structures;

• to obtain the magnetic-field distribution in soft-magnetic materials with
uniform relative permeabilities.

To realize these improvements, the circumferential distribution of the magnetic
permeability is written in terms of complex Fourier series. The magnetic-
field solution is then redefined such that it takes the permeability variation
into account. A detailed description of the obtained solution for regions with
inhomogeneous material properties is presented in Chapter 2 and compared
against the results calculated by the Anisotropic Layer Theory (ALT) and
MMT approaches for a benchmark topology. This comparison shows that
the proposed method is superior in accuracy, but requires significantly more
computation time.

2. To investigate the capabilities and limitations of existing harmonic

modeling approaches for induction-motor analysis:

Existing harmonic modeling approaches generally deal with slotted magnetic
structures in two ways: either the slotted motor sections are homogenized by
assuming homogeneous, anisotropic material properties (ALT), or the soft-
magnetic material is assumed to be infinitely permeable such that it can be
accounted for by means of boundary conditions (MMT). As discussed in Sec-
tion 1.2.1, the ALT has been extensively applied to IM analysis in the past.
For the MMT, however, this is not the case. Both modeling approaches are
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implemented and validated against 2D Finite Element Analysis (FEA) pre-
dictions in Chapter 3. Based on results obtained for a set of four benchmark
IMs, conclusions are drawn about the advantages and disadvantages of each
approach.

3. To include the interaction between the magnetic models and electric-

circuit models of the stator and rotor windings:

The induced currents in the rotor bars of an IM depend on numerous parame-
ters, including the operating speed of the motor, the amplitude of the magnetic
field and the impedance of the rotor squirrel cage. Therefore, its magnitude
and phase angle can, in general, not be defined in advance. To overcome this
limitation, two methods are proposed to calculate the induced rotor-bar cur-
rents in Chapter 4. The first method presents an indirect approach, where
the influence of the magnetic fields produced by stator and rotor currents are
modeled separately. Using the calculation results, an equivalent rotor-bar cir-
cuit is then defined and analysed to obtain the rotor-bar current. Due to the
nature of this method, it can only be applied for simulations with fixed stator
current. Further, the second method presents a direct approach. The stator
and rotor electric circuits are coupled to the magnetic model by means of volt-
age equations. This method can be applied for simulations with fixed stator
current as well as fixed stator voltage. Both methods are implemented for the
benchmark IMs and validated against 2D FEA predictions.

4. To implement and validate a semi-analytical framework for induction-

motor analysis based on harmonic modeling:

To create a semi-analytical framework for induction-motor analysis based on
harmonic modeling, the advantages of the ALT and MMT are combined. The
MMT approach is used to predict leakage and fringing flux effects, whereas the
ALT approach is used to predict the global effect of saturation and skewing
on the fundamental magnetic field in the motor. The results of calculations
performed on four benchmark IMs are validated against 2D FEA calculation,
skewed FEA calculation and measurement results. The implementation de-
tails of the framework and the results of framework validation are thoroughly
discussed in Chapter 5.

5. To implement a semi-analytical framework for synchronous reluc-

tance motor analysis including finite soft-magnetic material perme-

ability:

For accurate SynRM analysis, it is important to take the finite permeabil-
ity of the soft-magnetic material in the motor into account. Therefore, a
semi-analytical framework for SynRM analysis is implemented based on the
magnetic-field solution for inhomogeneous regions presented in Section 2.4.
The implementation of this framework requires a suitable polar representation
of the SynRM geometry, which is derived in terms of geometric parameters of
the actual motor in Chapter 6. Further, the resulting model is applied to a
benchmark SynRM and validated against 2D FEA calculations.
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2.1 Introduction

In recent literature, it was shown that harmonic modeling (HM) provides a suit-
able alternative to FEA in terms of accuracy and calculation time. However, one
of the main limitations of HM is the required assumption of infinitely permeable
soft-magnetic material to account for slotting. For PM-based devices, this as-
sumption leads to relatively small discrepancies when calculating the back-emf,
since the reluctance of the air gap and PMs is dominant. On the other hand,
saturation of the iron core does influence the electric loading. Furthermore, for
induction- and reluctance-based motors, the air gap is generally small to improve
the performance of the machine. As a consequence, the influence of the finite
soft-magnetic material permeability on the motor performance is much larger.
Therefore, to obtain accurate calculation results for these types of machines, an
extension of the previously used magnetic-field solutions is desired.

Two generalized solutions are presented for the magnetic-field distribution in
a polar coordinate system. The first solution is based on the state-of-the-art
harmonic modeling for electromagnetic actuators and is valid for regions with
homogeneous, but possibly anisotropic, material properties. Therefore, it is re-
ferred to as the magnetic-field solution for homogeneous regions. The second
solution presents an extension of the state-of-the-art and accounts for inhomo-
geneous material properties by considering circumferential variation of the mag-
netic permeability. Therefore, this solution is referred to as the magnetic-field
solution for inhomogeneous regions. In both cases, separation of variables is
applied, such that the circumferential dependency of the magnetic field can be
expressed in terms of Fourier series. Further, the radial dependency of the mag-
netic field is derived analytically from Maxwell’s equations in quasi-static form.
To obtain the magnetic-field solutions, the unknown coefficients in the aforemen-
tioned expressions are solved using boundary conditions. A general description of
each magnetic-field solution, boundary conditions and numerical implementation
issues is given.

Finally, it should be mentioned that harmonic modeling is considered to be a
semi-analytical modeling technique. Since the magnetic-field solutions discussed
in this chapter all contain infinite series, truncation is required for any practical
implementation of the models. Therefore, the resulting magnetic-field solution is
always an approximation of the true analytical magnetic-field solution.

2.2 Assumptions and limitations

The electromagnetic field inside an electric motor is mathematically described
by Maxwell’s equations. If the frequency of the field variation is low enough,
it may be assumed that the time required for the field to penetrate a device is
negligible. For typical rotating electrical machines, this is generally the case [41]
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and therefore, they are considered quasi-static. Consequently, the magnetic-field
equations derived later in this chapter are based on these quasi-static Maxwell
equations.

Additionally, for many rotating electric machines, the geometry and its
magnetic-field distribution do not vary significantly in the axial direction. There-
fore, it is often justified to assume that the structure is infinite and invariant in
the axial direction, such that the 3D geometry of the motor can be represented in
a 2D polar coordinate system. Naturally, end effects are not taken into account by
the 2D model, which may lead to incorrect calculation results if the axial length
of the machine is short. Further, the influence of skewing is also neglected, which
may lead to an overestimation of the average torque and torque ripple amplitude.
A common solution to consider skewing is the use of a multi-slice model, as will
be explained in more detail in Chapter 5.

If the geometry of the modeled motor exhibits periodicity, only one period of
the geometry needs to be considered in the magnetic-field model. This periodic
section is then divided into a finite number of regions with fixed angular width
and radial height, each representing a part of the motor. To limit the number of
regions, a suitable polar representation of the motor geometry is required. How-
ever, the chosen polar representation also affects the accuracy of the calculation
results. Suitable polar representations of common IM and SynRM geometries are
discussed in detail in Chapters 3 and 6, respectively. Further, a distinction is made
between periodic regions and nonperiodic regions. Periodic regions are periodic
in the circumferential direction, whereas nonperiodic regions are circumferentially
bounded by infinitely permeable material. Also, a local coordinate system,

(

r, θk
)

is defined for each region k. For periodic regions, the local coordinate system is
equal to the global polar coordinate system, (r, θ). For nonperiodic regions, how-
ever, the local coordinate system is circumferentially shifted with respect to the
global coordinate system by θk0 .

Within each region, magnetic-field sources can be defined in terms of a current
density, ~J , or a remanent magnetization, ~M0. To comply with the assumed 2D
polar coordinate system, current-density sources are assumed to be solely directed
along the axial direction, whereas magnetization sources are assumed to be di-
rected in the radial and/or circumferential direction. Also, all source terms are
assumed to be invariant in the radial direction within a region, to limit the com-
plexity of the magnetic-field solution. Moreover, in case of slotting, the current
density within a slot is assumed to be homogeneously distributed. Due to the as-
sumed homogeneous current density, skin and proximity effects are not taken into
account by the model, although analytical corrections can be applied to (partially)
compensate for such effects.

Within each region, all material properties are assumed to be linear and invari-
ant in the radial direction. The conventional formulation of the magnetic-field
solution used for HM assumes that the material properties are invariant in the
circumferential direction as well. Therefore, it is referred to as the magnetic-field
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Figure 2.1: Benchmark topology for comparison of the ALT, MMT and IRM mod-
eling approaches and their respective model representations.

solution for homogeneous regions. To deal with magnetic structures with varying
magnetic permeability, e.g. due to slotting, two different approaches are generally
considered, namely Anisotropic Layer Theory (ALT) and Mode-Matching Theory
(MMT). The ALT approach assumes that each region with permeability varia-
tions can be modeled as a homogeneous region with artificial, anisotropic material
parameters. For example, the benchmark topology shown in Figure 2.1a is rep-
resented by the ALT model shown in Figure 2.1b, where region I represents the
air gap and region II depicts the rotor slot/tooth region. Further, the MMT ap-
proach assumes that low permeability sections (e.g. slots or slot openings) can be
represented by subregions, whereas high permeability sections (e.g. teeth or tooth
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tips) are assumed to be infinitely permeable. Each subregion should interface with
a high permeability region at its circumferential boundaries. An example of an
MMT model representation for the benchmark topology of Figure 2.1a is shown
in Figure 2.1c.

The assumed circumferential invariance of the magnetic material properties in
a region can, however, also be omitted. To this extent, a new formulation of the
magnetic-field solution for HM in a polar coordinate system is presented. The
circumferential magnetic permeability variation is expressed in terms of Fourier
series, such that it can be included in the magnetic-field solution by means of
convolution. This extended magnetic-field solution can be used to model re-
gions with inhomogeneous material properties and is therefore referred to as the
magnetic-field solution for inhomogeneous regions. Based on this solution, a new
modeling approach for magnetic structures with varying magnetic material prop-
erties is defined, namely Inhomogeneous Region Modeling (IRM). An example of
an IRM model representation for the benchmark topology of Figure 2.1a is shown
in Figure 2.1d.

In this chapter, firstly the conventional magnetic-field solution for homogeneous
regions, required for the ALT and MMT modeling approaches, is discussed. Sec-
ondly, the extended magnetic-field solution for inhomogeneous regions, required
for the IRM modeling approach, is presented. To solve the unknown coefficients in
the magnetic-field solution of each region, boundary conditions are used. There-
fore, the required boundary conditions and their numerical implementation are
briefly discussed next. Finally, a comparison between the conventional HM ap-
proaches, ALT and MMT, and the newly proposed IRM approach is given in
terms of accuracy and calculation time for the benchmark topology shown in
Figure 2.1a.

2.3 Magnetic field in homogeneous regions

A general description of the magnetic-field solution for homogeneous regions in a
polar coordinate system is provided in this section. The solution includes polar
anisotropy of the magnetic permeability and is used for the implementation of the
ALT and MMT models discussed throughout this thesis. Firstly, the magnetic-
field equation, required to solve the radial dependence of the magnetic field, is
derived from the basic laws of electromagnetism. Secondly, a semi-analytical
representation of the magnetic field and field sources is provided in terms of sine
and cosine Fourier series. The magnetic-field equation is then solved to obtain
an analytical expression for the magnetic field, including anisotropic magnetic
permeability. The resulting magnetic-field solution is given in terms of the axial
magnetic vector potential and the radial and circumferential components of the
magnetic-flux density.
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2.3.1 Deriving the magnetic-field equation

For the considered quasi-static problem, Ampère’s law is given in differential form
by

∇× ~H = ~J, (2.1)

where ~H is the magnetic-field strength and ~J is the electric-current density. Also,
the relation between ~H , the magnetic-flux density, ~B, and the magnetization ~M
is given by

~B = µ0

(

~H + ~M
)

, (2.2)

where µ0 is the permeability of vacuum. The magnetization can be separated
into two parts, namely ~M0 and ~Ms. The first term, ~M0, represents a permanent-
magnet source and is linked to the remanent magnetic-flux density, ~Brem, of a
hard-magnetic material as

~M0 =
~Brem

µ0
. (2.3)

Further, the secondary magnetization term, ~Ms, appears when a magnetic field
is applied to a magnetic material. The relation between ~Ms and ~H is given by

~Ms = χ ~H, (2.4)

where χ is the magnetic susceptibility of the material. Substituting (2.3) and

(2.4) into (2.2), the relation between ~B, ~H and ~M can be rewritten as

~B = µ ~H + µ0
~M0, (2.5)

where µ = µ0µr is the magnetic permeability of the material and µr = (1 + χ)
represents the relative magnetic permeability of the material.

To take anisotropic materials into account, µ is written in tensor form as

¯̄µ =





µrr µrθ µrz

µθr µθθ µθz

µzr µzθ µzz



 . (2.6)

For the considered magnetic-field problems, it is assumed that there is no cross-
coupling between the components of ~H and ~B, such that µrθ = µrz = µθr =
µθz = µzr = µzθ = 0. For a polar coordinate system, the permeability tensor
then reduces to

¯̄µ =

[

µrr 0
0 µθθ

]

, (2.7)

where µrr and µθθ are the magnetic permeabilities in the radial and circumferen-
tial directions, respectively.
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Based on Gauss’s law for magnetism, given in differential form by

∇ · ~B = 0, (2.8)

the magnetic vector potential, ~A, can be defined as

~B = ∇× ~A. (2.9)

To limit the number of possible solutions for ~A, the Coulomb gauge, given by

∇ · ~A = 0, (2.10)

is used to define the divergence of ~A. Then, combining (2.1), (2.5), (2.7), (2.9)
and (2.10), the magnetic-field equation for the considered polar coordinate system
results in

∂2Az

∂r2
+

1

r

∂Az

∂r
+ α2 1

r2
∂2Az

∂θ2
= −µ0

1

r

(

Mθ − α2 ∂Mr

∂θ

)

− µθθJz, (2.11)

where α is given by

α =

√

µθθ

µrr

. (2.12)

A unique solution for ~A can be obtained for a specific situation by means of
boundary conditions.

2.3.2 Semi-analytical magnetic-field representation

In case of 2D analysis, the magnetic-field solution for each homogeneous region k
can be expressed in terms of Fourier series as [147]

~Ak = Ak
z

(

r, θk
)

~uz, (2.13)

Ak
z

(

r, θk
)

=

∞
∑

n=1

[

Ak
zcn (r) cos

(

wk
nθ

k
)

+Ak
zsn (r) sin

(

wk
nθ

k
)]

+Ak
z0 (r) ,

(2.14)

where Ak
zcn, A

k
zsn and Ak

z0 represent the Fourier-series coefficients of Ak
z . The

(dimensionless) circumferential periodicity of each harmonic order n is given by

wk
n =

nπ

θkp
, (2.15)

where θkp represents the fundamental pole angle of region k. Further, a local

coordinate system,
(

r, θk
)

, is defined for each region, where θk is the circumfer-

ential position in the local coordinate system. Similar to ~Ak, a semi-analytical
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expression for ~B is given by

~Bk = Bk
r

(

r, θk
)

~ur +Bk
θk (r, θ) ~uθ, (2.16)

Bk
r

(

r, θk
)

=

∞
∑

n=1

[

Bk
rcn (r) cos

(

wk
nθ

k
)

+Bk
rsn (r) sin

(

wk
nθ

k
)]

, (2.17)

Bk
θ

(

r, θk
)

=
∞
∑

n=1

[

Bk
θcn (r) cos

(

wk
nθ

k
)

+Bk
θsn (r) sin

(

wk
nθ

k
)]

+Bk
θ0, (2.18)

where Bk
rcn, B

k
rsn, B

k
θcn, B

k
θsn and Bk

θ0 represent the Fourier-series coefficients of
Bk

r and Bk
θ for each region.

Expressions for the Fourier-series coefficients of Ak
z , B

k
r and Bk

θ are derived by
solving the magnetic-field equation. Firstly however, to comply with the solution
of ~Ak, any circumferential distribution of the source terms ~Mk

0 and ~Jk should be
expressed as a Fourier series as well. For regions with one or more permanent-
magnet sources, ~Mk

0 is therefore defined as

~Mk
0 = Mk

r

(

θk
)

~ur +Mk
θ

(

θk
)

~uθ, (2.19)

Mk
r

(

θk
)

=

∞
∑

n=1

[

Mk
rcn cos

(

wk
nθ

k
)

+Mk
rsn sin

(

wk
nθ

k
)]

+Mk
r0, (2.20)

Mk
θ

(

θk
)

=

∞
∑

n=1

[

Mk
θcn cos

(

wk
nθ

k
)

+Mk
θsn sin

(

wk
nθ

k
)]

+Mk
θ0, (2.21)

where Mk
rcn, M

k
rsn, M

k
r0, M

k
θcn, M

k
θsn and Mk

θ0 represent the Fourier-series co-
efficients of Mk

r and Mk
θ , respectively. Further, for regions with one or more

current-density sources, ~Jk is defined as

~Jk = Jk
z

(

θk
)

~uz, (2.22)

Jk
z

(

θk
)

=
∞
∑

n=1

[

Jk
zcn cos

(

wk
nθ

k
)

+ Jk
zsn sin

(

wk
nθ

k
)]

+ Jk
z0, (2.23)

where Jk
zcn, J

k
zsn and Jk

z0 are the Fourier-series coefficients of Jk
z (θ).

Assuming that the distribution of the sources within a region is known, the dc,
sine and cosine coefficients are calculated using

K0 =
1

2θkp

2θk
p
ˆ

0

K (θ) dθk, (2.24)
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Kcn =
1

θkp

2θk
p
ˆ

0

K (θ) cos
(

wk
nθ

k
)

dθk, (2.25)

Ksn =
1

θkp

2θk
p
ˆ

0

K (θ) sin
(

wk
nθ

k
)

dθk, (2.26)

where K (θ) represents any source term, including Mr, Mθ and Jz . For periodic
regions, θkp is equal to half of the period, as shown in Figure 2.2a. For regions
bounded by infinitely permeable material in the circumferential direction, how-
ever, the imaging method [122, 147] is used to obtain a periodic representation
of the source terms. This representation is then used to evaluate (2.24) to (2.26)
and obtain the source-term Fourier-series coefficients. The fundamental spatial
harmonic of these nonperiodic regions spans twice the region width, such that θkp
is equal to the region width as shown in Figure 2.2a

2.3.3 Magnetic-field solution

The magnetic-field equation given by (2.11) is solved using (2.14). As a result,
semi-analytical expressions for the Fourier-series coefficients, Ak

zcn, A
k
zsn and Ak

z0,
are obtained as

Ak
zcn (r) = − 1

wk
n

(

aknr
αkwk

n + bknr
−αkwk

n + rGk
rsn (r)

)

, (2.27)

Ak
zsn (r) = − 1

wk
n

(

cknr
αkwk

n + dknr
−αkwk

n − rGk
rcn (r)

)

, (2.28)

Ak
z0 (r) = −µk

θθ

Jk
z0

4
r2 − µ0M

k
θ0r + Bk

0 ln (r) +Ak
0 . (2.29)
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Furthermore, expressions for the Fourier-series coefficients of Bk
r (r) and Bk

θ (r)
are obtained using (2.9) and given by

Bk
rcn (r) = −cknr

αkwk
n−1 − dknr

−αkwk
n−1 +Gk

rcn (r) , (2.30)

Bk
rsn (r) = aknr

αkwk
n−1 + bknr

−αkwk
n−1 +Gk

rsn (r) , (2.31)

Bk
θcn (r) = αkaknr

αkwk
n−1 − αkbknr

−αkwk
n−1 +Gk

θcn (r) , (2.32)

Bk
θsn (r) = αkcknr

αkwk
n−1 − αkdknr

−αkwk
n−1 +Gk

θsn (r) , (2.33)

Bk
θ0 (r) = µk

θθ

Jk
z0

2
r + µ0M

k
θ0 −

Bk
0

r
. (2.34)

In (2.27) to (2.34), the terms Gk
rcn, G

k
rsn, G

k
θcn and Gk

θsn describe the contribution
of the field sources to the field solution and are given by
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4 r ln (r) αk
(

wk
n

)2
= 4,

−µ0w
k
n
αkwk

nM
k
rcn+Mk

θsn

1−αk(wk
n)

2 − µk
θθw

k
n

Jk
zsn

4−αk(wk
n)

2 r else,

(2.36)
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θsn (r) =
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αkwk
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θsn
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θθ
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(
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αkwk
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θsn
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θθ
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zsn

4 r (1 + 2 ln (r)) αk
(

wk
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θsn
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2 + µk
θθ

2Jk
zsn

4−αk(wk
n)

2 r else,

(2.37)
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αkwk
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(
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µ0
αkwk
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k
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θcn
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θθ
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zcn

4 r (1 + 2 ln (r)) αk
(

wk
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)2
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−µ0
αkwk

nM
k
rsn−Mk

θcn

1−αk(wk
n)

2 + µk
θθ

2Jk
zcn

4−αk(wk
n)

2 r else.

(2.38)



2.4: Magnetic field in inhomogeneous regions 27

The coefficients akn, b
k
n, c

k
n and dkn are initially unknown and will be solved nu-

merically by means of boundary conditions. The boundary conditions and their
resulting system matrix equation are discussed in Section 2.5.

2.4 Magnetic field in inhomogeneous regions

In this section, a new formulation of the magnetic-field solution for HM in polar
coordinates is presented. In contrast to the conventional magnetic-field solution
for HM, as presented in the previous section, the new formulation takes circum-
ferential variation of the magnetic permeability into account. It can be applied
to regions which are inhomogeneous along the circumferential direction, for ex-
ample to solve the magnetic field inside regions that consisting of both slots and
soft-magnetic teeth. Firstly, a semi-analytical description of the magnetic field
and its source terms is provided, followed by the derivation of the magnetic-field
equation. Secondly, the Toeplitz matrices, which appear in the magnetic-field so-
lution due to the permeability variation, are discussed. Then, the magnetic-field
equation is solved analytically and the solutions of the magnetic vector potential,
the magnetic-flux density and the magnetic-field strength expressed analytically
in matrix form.

2.4.1 Semi-analytical magnetic-field representation

For each inhomogeneous region k, the solution of the axial component of the
magnetic vector potential is defined by a complex Fourier series as

Ak
z (r, θ) =

∞
∑

n=−∞
Âk

z,n (r) e−jnθ, (2.39)

where n is the harmonic ordinal number. Similarly, the radial and circumferen-
tial components of the magnetic-flux density and the magnetic-field strength are
represented as

Bk
r (r, θ) =

∞
∑

n=−∞
B̂k

r,n (r) e
−jnθ, (2.40)

Bk
θ (r, θ) =

∞
∑

n=−∞
B̂k

θ,n (r) e
−jnθ, (2.41)

Hk
r (r, θ) =

∞
∑

n=−∞
Ĥk

r,n (r) e
−jnθ, (2.42)

Hk
θ (r, θ) =

∞
∑

n=−∞
Ĥk

θ,n (r) e
−jnθ. (2.43)
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The terms Âk
z,n, B̂

k
r,n, B̂

k
θ,n, Ĥ

k
r,n and Ĥk

θ,n are the complex Fourier-series coeffi-
cients. It should be noted here that all inhomogeneous regions considered in this
thesis are assumed to have periodic circumferential boundaries. In this case, the
average values of the magnetic-field quantities, represented by n = 0, are zero.

Complex Fourier-series representations of the source-term components Jk
z (θ),

Mk
r (θ) and Mk

θ (θ) are given by

Jk
z (θ) =

∞
∑

n=−∞
Ĵk
z,ne

−jnθ, (2.44)

Mk
r (θ) =

∞
∑

n=−∞
M̂k

r,ne
−jnθ, (2.45)

Mk
θ (θ) =

∞
∑

n=−∞
M̂k

θ,ne
−jnθ, (2.46)

where Ĵk
z,n, M̂

k
r,n and M̂k

θ,n are the complex Fourier-series coefficients. Further, to
include the circumferential variation of the magnetic permeability, its circumfer-
ential distribution is represented as a complex Fourier series as well. For µk (θ),
the Fourier-series expansion is given by

µk (θ) =

∞
∑

n=−∞
µ̂k
ne

−jnθ, (2.47)

where µ̂k
n represents the complex Fourier-series coefficients of the permeability

distribution. For the reciprocal of the permeability distribution, 1/µk (θ), the
Fourier-series expansion is given by

1

µk (θ)
=

∞
∑

n=−∞
µ̂rec,k
n e−jnθ, (2.48)

where µ̂rec,k
n represents the complex Fourier-series coefficients of the reciprocal

permeability distribution. Assuming that the distribution of sources and material
properties is known, the complex Fourier-series coefficients of each source term,
Jk
z (θ), Mk

r (θ) or Mk
θ (θ), or permeability distribution, µk (θ) or 1/µk (θ), are

calculated for each value of n as

K̂k
n =

1

2π

π̂

−π

Kk (θ) ejnθdθ, (2.49)

where Kk (θ) is any circumferential source or material property distribution.
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Similar to the magnetic-field equation for homogeneous regions, the magnetic-
field equation for inhomogeneous regions is derived from the quasi-static form
of Ampère’s law. However, since the magnetic permeability of the material is
described as a Fourier-series summation, a product of two sums appears in the
right-hand side of (2.5). Using Cauchy’s product theorem, (2.5) is rewritten in
terms of Fourier-series coefficients for each value of n as

B̂r,n (r) =

∞
∑

n′=−∞
µ̂n−n′Ĥr,n′ (r) + µ0M̂r,n, (2.50)

B̂θ,n (r) =

∞
∑

n′=−∞
µ̂n−n′Ĥθ,n′ (r) + µ0M̂θ,n. (2.51)

The summations in (2.50) and (2.51) represent a convolution. For conciseness,
(2.50) and (2.51) are written in matrix form as

Br = µc,rHr + µ0Mr, (2.52)

Bθ = µc,θHθ + µ0Mθ, (2.53)

where Br, Bθ, Hr, Hθ, Mr and Mθ are column vectors representing B̂r,n, B̂θ,n,

Ĥr,n, Ĥθ,n, M̂r,n and M̂θ,n for each value of n. Furthermore, µc,r and µc,θ are
the magnetic permeability Toeplitz matrices. The definition of these Toeplitz
matrices is discussed in Section 2.4.2, as special care should be taken in order to
avoid convergence problems. Firstly, however, the derivation of the magnetic-field
equation is described.

Following the previous trend, (2.9) is rewritten in matrix form as

Br =
1

r

∂Az

∂θ
= −j

1

r
KθAz, (2.54)

Bθ = −∂Az

∂r
, (2.55)

where Kθ is the diagonal matrix of n, given by

Kθ =







−Nsh . . . 0
...

. . .
...

0 . . . Nsh






, (2.56)

where Nsh denotes the number of positive spatial harmonics. Then, substituting
(2.54) into (2.52) and (2.55) into (2.53), expressions for Hr and Hθ are obtained
as

Hr = −j
1

r
µ−1

c,rKθAz − µ0µ
−1
c,rMr, (2.57)

Hθ = −µ−1
c,θ

∂Az

∂r
− µ0µ

−1
c,θMθ. (2.58)
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µr = 1

µr = 1000

interfaces

θ

r

Figure 2.3: An example of discrete circumferential interfaces for a low-
permeability slot in a high-permeability material.

Finally, (2.1) is rewritten in matrix form as

∂Hθ

∂r
+

1

r
Hθ + j

1

r
KθHr = Jz . (2.59)

After substituting (2.57) and (2.58) into (2.59), the magnetic-field equation for
inhomogeneous regions is obtained as

∂2Az

∂r2
+

1

r

∂Az

∂r
− 1

r2
VAz = −µc,θJz − µ0

1

r
Mθ − jµ0

1

r
SMr, (2.60)

where V = µc,θKθµ
−1
c,rKθ and S = µc,θKθµ

−1
c,r .

2.4.2 Permeability Toeplitz matrices

On the discrete boundary between two permeability values, µ1 and µ2, the ob-
tained magnetic-field solution is assumed to obey the continuity conditions given
by

Bµ2

n −Bµ1

n = 0, (2.61)

Hµ2

t −Hµ1

t = 0, (2.62)

where Bn represents the magnetic-flux density normal to the boundary surface
and Ht is the magnetic-field strength tangential to the boundary surface. Conse-
quently, Hn and Bt are discontinuous across the boundary due to the difference
in permeability. To reduce convergence problems in the magnetic-field descrip-
tion at these boundaries, care should be taken in the calculation of the magnetic
permeability Toeplitz matrices, µc,r and µc,θ. At the boundary between, for ex-
ample, a low permeability material (air, copper, etc.) and a high permeability
material (soft-magnetic iron), such as shown in Figure 2.3, two different cases
may arise. The first case is represented by (2.52), where the continuity conditions
dictate that a discontinuous quantity, Br, results from the convolution of the dis-
continuous permeability distribution and a continuous quantity, Hr. Therefore,
the left- and right-hand sides of (2.52) will converge at the same rate, such that
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the Toeplitz matrix µc,r can be expressed as

µc,r = µ =







µ̂0 . . . µ̂−2Nsh

...
. . .

...
µ̂2Nsh

. . . µ̂0






, (2.63)

where Nsh is the number of positive spatial harmonics. The coefficients of µ are
equal to the Fourier coefficients of µ (θ) for the indicated values of n, as defined
by (2.47).

The second case is represented by (2.53), where the continuity conditions imply
that a continuous quantity, Bθ, results from the convolution of the discontinuous
permeability distribution and a discontinuous quantity, Hθ. Therefore, the right-
hand side of (2.53) converges slower than the left-hand side. To solve this problem,
a method called Fast Fourier Factorization (FFF) was independently proposed in
[148] and [149], whereas a mathematical foundation for the method is presented in
[150]. According to FFF, µc,θ should be calculated as the inverse of the Toeplitz
matrix of the reciprocal of µ (θ), and is expressed as

µc,θ =
(

µrec
c,θ

)−1
=







µ̂rec
0 . . . µ̂rec

−2Nsh

...
. . .

...
µ̂rec
2Nsh

. . . µ̂rec
0







−1

. (2.64)

The coefficients of µrec
c,θ are equal to the Fourier coefficients of 1/µ (θ) for the

indicated values of n, as defined by (2.48).

2.4.3 Magnetic-field solution

The magnetic-field solution for inhomogeneous region k is obtained by solving
the magnetic-field equation posed by (2.60). The solution of the complex Fourier
coefficients of Ak

z is expressed in matrix form as

Ak
z = Wkrλ

k

ak +Wkr−λ
k

bk + r2Gk
1 + rGk

2 . (2.65)

Furthermore, the solution of the complex Fourier coefficients of Bk
r , B

k
θ , H

k
r and

Hk
θ are given in matrix form by

Bk
r =− j

1

r

(

KθW
krλ

k

ak +KθW
kr−λ

k

bk + r2KθG
k
1 + rKθG

k
2

)

, (2.66)

Bk
θ =−Wkλkrλ

k−1ak +Wkλkr−λ
k−1bk − 2rGk

1 −Gk
2 , (2.67)

Hk
r =

(

µk
c,r

)−1
[

− j
1

r

(

KθW
krλ

k

ak +KθW
kr−λ

k

bk + r2KθG
k
1 (2.68)

+ rKθG
k
2

)

− µ0M
k
r

]

,

Hk
θ =

(

µk
c,r

)−1
[

−Wkλkrλ
k−1ak +Wkλkr−λ

k−1bk − 2rGk
1 (2.69)

−Gk
2 − µ0M

k
θ

]

.
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The matricesWk and λk represent the eigenvector matrix and the diagonal eigen-
value matrix of (Vk)

1
2 , respectively, and are obtained using eigendecomposition.

For regions without circumferential magnetic permeability variation, e.g. the air
gap of an electric motor, λk = Kθ and Wk is equal to an identity matrix of the
size of Kθ. Also, the matrices ak and bk represent the unknown coefficient of the
solution, to be solved by means of boundary conditions. Finally, the matrices Gk

1

and Gk
2 represent the contribution of the field sources and are calculated as

Gk
1 =−

(

4I−Vk
)−1

µk
c,θJ

k
z , (2.70)

Gk
2 =− µ0

(

I−Vk
)−1 (

Mk
θ + jSkMk

r

)

, (2.71)

where I is a diagonal identity matrix of the same size as Vk.

2.5 Solving the boundary-condition equations

To determine the unknown coefficients in the magnetic-field solution, a system of
equations that includes these coefficients is obtained using boundary conditions
(BCs). Since the BCs along the circumferential direction of both periodic and
nonperiodic regions are inherently satisfied by the chosen magnetic-field solution,
only the BCs along the radial direction are used to generate the equation matrices.
Different types of boundary conditions are distinguished, namely:

• Neumann boundary conditions

• Dirichlet boundary conditions

• Interface boundary conditions

• Mixed boundaries

A short overview of these boundary conditions is given here.

2.5.1 Neumann boundary conditions

For a function that describes the solution of an ordinary or partial differential
equation, a Neumann boundary condition specifies the normal derivative of the
function on the boundary of a domain. For the considered magnetic-field solution,
this means that the partial derivative of Az with respect to r should be specified.
Furthermore, it is given by (2.9) that

∂Az

∂r
= −Bθ = −µHθ. (2.72)
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Therefore, the Neumann boundary condition can be fulfilled by specifying Bθ or
Hθ at the radius of a boundary, rbnd. In this thesis, Neumann BCs are used
to describe the magnetic field at the boundary of a region that interface with
infinitely permeable magnetic material. In such materials, the magnetic-field
strength is equal to zero. Therefore, the corresponding Neumann BC is given by

Hk
θ

(

r, θk
)∣

∣

r=rbnd
= 0, for 0 ≤ θk ≤ θkw, (2.73)

where θkw is the width of region k.

2.5.2 Dirichlet boundary conditions

For Dirichlet boundary conditions, the value of a function that describes the
solution of an ordinary or partial differential equation is specified on the boundary
of a domain. This means that Az should be defined for the considered magnetic-
field solution. Furthermore, since the derivative of Az with respect to θ can be
evaluated analytically, it is found from (2.9) that for each harmonic n

∂Âz,ne
−jnθ

∂θ
= − 1

jn
Âz,ne

−jnθ = rB̂r,n = rµĤr,n. (2.74)

The Dirichlet boundary condition can thus be fulfilled by specifying Br or Hr

at the boundary radius, rbnd. Therefore, Dirichlet BCs are used in this thesis to
set the normal magnetic-flux density on a radial boundary to zero, such that the
magnetic flux does not enter or leave the domain through the boundary. In such
a case, the Dirichlet BC is given by

Bk
r

(

r, θk
)∣

∣

r=rbnd
= 0, for 0 ≤ θk ≤ θkw. (2.75)

2.5.3 Interface boundary conditions

On the boundary between two equally wide, adjacent regions, k and k+1, interface
boundary conditions are applied. If there is no surface current density on the
boundary, the interface conditions are continuous and given by

Bk+1
r −Bk

r

∣

∣

r=rbnd
= 0, (2.76)

Hk+1
θ −Hk

θ

∣

∣

r=rbnd
= 0. (2.77)

However, if a linear surface current density, Jbnd, is present on the boundary, Hθ

becomes discontinuous across the boundary. In this case, the interface boundary
conditions are given by

Bk+1
r −Bk

r

∣

∣

r=rbnd
= 0, (2.78)

Hk+1
θ −Hk

θ

∣

∣

r=rbnd
= Jbnd. (2.79)
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(b) Nonperiodic region k

Figure 2.4: An example of a mixed boundary-condition problem for a) periodic
region k and b) nonperiodic region k.

In this thesis, interface boundary conditions are applied on the boundaries be-
tween the periodic regions of the ALT and IRM models and between the equally
wide, nonperiodic regions of the MMT models.

2.5.4 Mixed boundary conditions

If a region k interfaces with one or more regions of unequal width, mixed boundary
conditions are applied. In this thesis, mixed boundary conditions are considered
as a combination between interface boundary conditions and Neumann boundary
conditions. They are applied to the boundary between a periodic region and one or
more nonperiodic regions, as depicted by the example in Figure 2.4a. However,
they may also be applied to the boundary between two or more nonperiodic
regions, as shown by the example in Figure 2.4b. For both situations, k and j
are region indices, whereas ν is the subregion index. Using these notations, the
mixed boundary conditions are given by

Bjν
r

(

r, θjν
)∣

∣

r=rbnd
=

Bk
r

(

r, θk
)∣

∣

r=rbnd

for















θk = θjν +
(

θjν0 − θk0

)

and

0 ≤ θjν ≤ θjνw and

ν = 1, ...,V ,
(2.80)

Hk
θ

(

r, θk
)∣

∣

r=rbnd
=















∑V
ν=1 H

jν
θ

(

r, θjν
)

∣

∣

∣

r=rbnd

for

{

θk = θjν +
(

θjν0 − θk0

)

and

0 ≤ θjν ≤ θjνw ,

0 elsewhere,

(2.81)
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where θw is the angular width of a region and θ0 is the angular position of the
region with respect to the global coordinate system. Evaluating (2.80) and (2.81)
for the field solution in homogeneous regions, a relation between the Fourier coef-
ficients in k and jν is obtained using correlation functions. These functions serve
to match the spatial modes of the magnetic-field solutions in k and jν , and are
given in Appendix A.4.

If a nonperiodic region is situated between two mixed boundaries, additional
equations are required in order to solve the constants Bjν

0 and Ajν
0 . For Bjν

0 , these
equations can be obtained using conservation of magnetic flux and Ampère’s law,
respectively given in integral form by

‹

~B · d~S = 0, (2.82)

˛

~H · d~l =
‹

~J · d~S, (2.83)

where the influence of PMs is embedded in the magnetic-field solutions obtained
for ~B and ~H . Further, the additional equations to obtain Ajν

0 are found using
continuity of the magnetic vector potential, given by

θjν
w
ˆ

0

Ajν
z

(

rbnd, θ
jν
)

dθjν =

θjν
p +θjν

w
ˆ

θ
jν
p

Ak
z

(

rbnd, θ
k
)

dθk. (2.84)

A more thorough discussion of the boundary conditions for mixed boundaries can
be found in [147]. Furthermore, some examples for the boundary conditions in
specific modeling cases are given in Appendix A.

2.5.5 Numerical implementation

The equations obtained from the boundary conditions are expressed in matrix
form as

EX = Y, (2.85)

where X and Y are column vectors representing the unknown coefficients and
fixed values in the boundary-condition equations, respectively. Further, E is a
square matrix representing the multiplication factors for the unknown coefficient.
For any practical implementation of the presented magnetic-field solutions, the
infinite Fourier summations are truncated. Consequently, the size of X, Y and E

is determined by the number of model regions and the number of positive spatial
harmonics, Nsh. To obtain accurate calculation results, a large Nsh is required for
the truncated Fourier summations in order to approximate an infinite summation.
However, increasing Nsh also increases the required calculation time. Therefore,
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Nsh should be carefully selected by checking the convergence of the calculation
results for various values of Nsh.

Furthermore, large Nsh may also cause E to be ill-conditioned, leading to in-
accuracies when solving the system of equations numerically. For the consid-
ered magnetic-field solution, the boundary conditions contain terms of the forms
anr

x(n) and bnr
−x(n), where x (n) is a linear function of the spatial harmonic or-

der, n. Consequently, for a given value of r, one of these terms will exponentially
increase as a function of n, whereas the other term will exponentially decrease as
a function of n. For large values of Nsh, the difference between the terms becomes
so large that an accurate, numerical representation of both terms is not possible.
As a result, the accuracy of the numerical results reduces. To improve the numer-
ical accuracy, the unknown coefficients represented by X are scaled such that r
is normalized. For the exponentially growing terms, r is normalized such that its
resulting value is ≤ 1, whereas for exponentially decaying terms, r is normalized
such that its resulting value is ≥ 1. For the given magnetic-field solution, scaling
can therefore be applied to the unknown coefficients of region k as

akn,scaled =
(

rko
)x(n)

akn, (2.86)

bk
n,scaled =

(

rki
)−x(n)

bk
n, (2.87)

where rki and rko are the inner and outer radius of the region, respectively.

The number of spatial harmonics used in periodic regions, Nk
sh, should be equal

for each periodic region, whereas the number of harmonics used in a nonperiodic
region, N jν

sh , may differ. In fact, the ratio between N jν
sh and Nk

sh influences the

accuracy of the magnetic-field solution. To minimize the error, N jν
sh should ap-

proximately be chosen according to [147]

N jν
sh =

⌈

θjνw
θkw

Nk
sh

⌉

. (2.88)

If a region is very narrow, (2.88) gives N jν
sh = 1 even for large values of Nk

sh. In

such cases, however, it is often beneficial to set N jν
sh to 2 or 3. The effect of the

selected number of harmonics is discussed in more detail in [151, 152]

Finally, there are several methods to solve (2.85) for X. In principle, X can be
obtained as

X = E−1Y, (2.89)

although generally, the calculation of the inverse of E is computationally ex-
pensive. As an alternative, matrix decomposition methods, such as LU or QR
decomposition, can be applied to E to solve for X faster. The models presented
in this thesis are implemented in a Matlab software environment, where an oper-
ation called ’backslash-division’ can be used. This operation starts an algorithm
that automatically selects a suitable decomposition method and uses it to solve
the system of equations.
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Table 2.1: Parameters of the benchmark topology for comparison of the ALT,
MMT and IRM modeling approaches.

Symbol Value Unit Description

r1 25 mm Rotor yoke radius
r2 39 mm Rotor outer radius
r3 40 mm Stator inner radius
θsl π/6 rad Slot angle
θt π/6 rad Tooth angle

2.6 Benchmark comparison of harmonic models

In slotted electromagnetic motors and actuators, the soft-magnetic material that
guides the magnetic flux is interrupted by regions with a low magnetic permeabil-
ity. These regions often provide space for the conductive material of the windings
or serve to prevent magnetic flux from flowing into a certain direction, such as
in a SynRM. To analyse these slotted structures using harmonic modeling, three
different approaches are considered, namely:

• Anisotropic Layer Theory (ALT)

• Mode-Matching Theory (MMT)

• Inhomogeneous Region Modeling (IRM)

To illustrate the advantages and disadvantages of these modeling approaches,
each one has been implemented for a benchmark topology. Without stepping into
details of each model implementation, a short description of the modeling differ-
ences is given. A more elaborate discussion of model implementations for each
modeling approach is provided in Chapters 3 and 6 for more challenging magnetic
structures. The purpose of this section, however, is to provide a comparison of the
abilities of each approach, which is presented in terms of accuracy and required
calculation time. For accuracy calculations, FEA simulations results are used as
a reference.

2.6.1 Benchmark topology and implementation

The benchmark topology for comparison of the harmonic modeling approaches is
shown in Figure 2.1a. It consists of an infinitely permeable stator, an air gap and a
slotted rotor structure with an infinitely permeable back-iron, and its geometrical
parameters are given in Table 2.1. For modeling purposes, the geometry can
be divided into two regions, namely the air-gap region and the rotor tooth/slot
region. The infinitely permeable stator and rotor back-iron are accounted for by
Neumann boundary conditions. Further, the excitation of the model is provided
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Table 2.2: Hardware specifications of the PC used for the benchmark comparison
of the ALT, MMT and IRM modeling approaches.

Component Specification values

Processor Intel Core i7 870 (64 bit, 2.93 GHz)
Memory 16 GB

Graphics card NVIDIA Quadro NVS 295
Operating System Windows 7 Enterprise 64-bits

by a linear current density, Jlin, on the interface between the air gap and the
stator. The circumferential distribution of Jlin is given by

Jlin =











zQI

θexcr3
for − θexc

2 ≤ θ ≤ θexc

2 ,

− zQI

θexcr3
for

(

π − θexc

2

)

≤ θ ≤
(

π + θexc

2

)

,

0 otherwise,

(2.90)

where zQI = 1000 represents the total excitation current and θexc = 2π/36 is the
angular width of the positive and negative excitation currents.

In the rotor tooth/slot region, the permeability varies between µ0 and µiron.
Each harmonic modeling approach deals with this variation in a different manner.
Firstly, the ALT approach replaces the varying material properties by homoge-
neous material properties with an artificial anisotropy. The resulting anisotropic
material properties represent the effective influence of the material variation.
However, the exact distribution of the flux in the teeth and slots is not obtained.
Secondly, the MMT approach only models the air gap and the rotor slots, whereas
the rotor teeth are assumed to be infinitely permeable. Consequently, only the
magnetic-field distribution in the air gap and the rotor slots is obtained. Also, the
influence of a finite µiron is not taken into account. Finally, the IRM approach
uses complex Fourier series to describe the permeability variation. Therefore, the
magnetic-field distribution inside both rotor teeth and slots is obtained.

It should be noted that the same number of air-gap spatial harmonics is used
for each model, namely N I

sh = 50. For the ALT and IRM models, this means that
N I

sh spatial harmonics are also used for the rotor tooth/slot region. For the MMT
model, however, the number of spatial harmonics per rotor slot is determined
using (2.88). Further, an overview of the specifications of the computer used to
obtained the calculation results is given in Table 2.2.

2.6.2 Comparison of modeling results

For comparison of the modeling results, two rotor tooth relative permeability
values are considered, namely µr,iron = 1000 and µr,iron = 100. With each model,
the radial air-gap flux-density distribution, Brg, is calculated at r = (r3 + r2)/2
and validated against FEA predictions. The calculation results are shown in
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Figure 2.5: Comparison of the radial air-gap flux-density calculated by ALT and
linear 2D FEA for a) µr,iron = 1000 and b) µr,iron = 100.
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Figure 2.6: Comparison of the radial air-gap flux-density calculated by MMT and
linear 2D FEA for a) µr,iron = 1000 and b) µr,iron = 100.
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Figure 2.7: Comparison of the radial air-gap flux-density calculated by IRM and
linear 2D FEA for a) µr,iron = 1000 and b) µr,iron = 100.
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Table 2.3: Comparison of the benchmark calculation results obtained from 2D
FEA, ALT, MMT and IRM for µr,iron = 1000.

Symbol Value Unit Description

- FEA ALT ALT MMT IRM - Model
kC - 1 1.59 - - - Carter factor
B1

rg 0.49 0.77 0.49 0.50 0.50 T Fundamental Brg

Brms
rg 0.45 0.60 0.38 0.47 0.46 T rms value Brg

texc 1.4e3 6 6 18 129 ms Execution time

Table 2.4: Comparison of the benchmark calculation results obtained from 2D
FEA, ALT, MMT and IRM for µr,iron = 100.

Symbol Value Unit Description

- FEA ALT ALT MMT IRM - Model
kC - 1 1.59 - - - Carter factor
B1

rg 0.42 0.59 0.41 0.50 0.42 T Fundamental Brg

Brms
rg 0.38 0.46 0.32 0.47 0.39 T rms value Brg

texc 1.4e3 6 6 18 123 ms Execution time

Figures 2.5 to 2.7. Furthermore, Tables 2.3 and 2.4 show a comparison of the
results in terms of fundamental and effective radial air-gap flux-density, B1

rg and
Brms

rg respectively, and the required execution time of each model, texc.

For the ALT model, it can be seen that the influence of the rotor slots is
not apparent in the air-gap magnetic-flux-density distribution. This means that
fringing of the air-gap flux, due to the rotor slots, is not considered by the model.
On average, this leads to an overestimation of both B1

rg and Brms
rg . However,

the simulation results obtained for µr,iron = 100 do show decreased values of
B1

rg and Brms
rg in comparison to the results obtained for µr,iron = 1000. To

account for the global influence of flux fringing, the air-gap permeability of the
ALT model is divided by Carter’s factor, kC . This coefficient is obtained from
the MMT model using the methods described in Chapter 5. It can be seen
from Tables 2.3 and 2.4 that this correction works well for B1

rg, whereas Brms
rg

is underestimated. Further, it can be seen that the MMT model does consider
the influence of the rotor slots on the air-gap magnetic-flux distribution. For
µr,iron = 1000, a good agreement is therefore obtained between the MMT model
and FEA predictions. For µr,iron = 100, however, it can clearly be seen that
the assumption of infinitely permeable rotor teeth in the MMT model leads to a
significant discrepancy. Finally, for the IRM model, it can be seen that a good
agreement is obtained for both values of µiron. This shows that the IRM approach
is able to accurately model the fringing flux as well as the influence of finite soft-
magnetic material permeability in slotted structures. In terms of execution time,
however, the IRM model requires significantly more time than the ALT and MMT
models.
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In the comparison, the execution time required for the FEA simulation is also
given. It should be noted, however, that the mesh of the employed FEA model
is not optimized for short execution time. Nevertheless, the advantage of the
harmonic models over the FEA model is still apparent, especially for the ALT
and MMT models.
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3.1 Introduction

To predict the performance of an IM, a suitable electromagnetic model is required.
As discussed in Chapter 1, various approaches to obtain such a model have been
studied in the past. One of these approaches, namely the ALT, represents an
early form of harmonic modeling for slotted electric-motor structures. Further,
two additional forms of harmonic modeling for slotted electric-motor structures
were discussed in Chapter 2, namely the MMT and the IRM. In this chapter,
the applicability of the ALT and the MMT for IM analysis are investigated in
detail. The IRM is not considered for IM analysis, as a combination of ALT and
MMT models is believed to be sufficient. The implementation of such a combined
model will be presented in Chapter 5. Besides, the additional computation time
required by IRM models makes it less attractive to be used for IM analysis, due
to the relatively simple stator and rotor structure.

Two IM models are discussed in this chapter, namely the ALT model and the
MMT model. For ALT models, slotted magnetic structures are dealt with through
artificial homogenization of the material properties. The soft-magnetic material
properties of the ALT model discussed in this chapter are updated iteratively
based on nonlinear soft-magnetic material charactetistics. The advantage of this
model, therefore, is its ability to account for global saturation of the fundamental
magnetic-flux path in the IM. However, due to the homogenization of the slotted
motor sections, leakage and fringing flux are not properly accounted for.

Further, MMT models deal with slotted magnetic structures by assuming that
the soft-magnetic material that interfaces the slots at their circumferential bound-
aries is infinitely permeable. For the MMT model discussed here, this means that
each slot is represented by one or more nonperiodic regions. The amplitude of the
harmonics in the slot regions are correlated with the amplitude of the harmonics
in the air gap using correlations functions. The advantage of the MMT model
is its relatively accurate prediction of the magnetic-field distribution in the air
gap and slots of the motor, which makes it suitable for prediction of leakage and
fringing flux. The influence of finite soft-magnetic material permeability, however,
is not taken into account.

The implementation of both models will be thoroughly discussed. Firstly, how-
ever, a general description of the geometry of a low-power IM is given, followed
by the definition of four benchmark motor topologies. Finally, a short description
of the 2D FEA models, implemented for each benchmark motor, is also given.
These models are used to validate the calculation results of the ALT and MMT
models.
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3.2 Geometry and benchmark definitions

To implement the IM models in a general way, the IM geometry is parameterized.
For a typical low-power IM, as shown in Figure 3.4, the geometry can roughly be
divided into seven parts, namely:

1. The stator core, consisting of a yoke, teeth and tooth tips

2. The stator slots, containing the stator windings

3. The stator slot-openings

4. The air gap between the stator and rotor

5. The rotor slot-openings

6. The rotor slots, containing the squirrel-cage rotor conductors

7. The rotor core, consisting of a yoke, teeth and tooth tips

Based on the typical IM geometry, a number of geometric parameters is defined.
An overview of these parameters is given in Figure 3.1 and Table 3.1. The values
in Table 3.1 represent a set of four benchmark motors, which will be further
introduced in Section 3.2.1.

rro

bds

bos

hss hys

rsi

rθ
bor

bdr

hsr
hyr

hos
hor

Figure 3.1: Geometric parameters of a typical, low-power induction motor.
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Table 3.1: Geometric parameters of a typical induction motor geometry, expressed
as radial and circumferential distances.

Symbol Value Unit Description

- 1 2 3 4 - Benchmark motor
Qs 36 36 24 36 - Stator slot number
Qr 26 26 17 28 - Rotor slot number
rsi 45 45 35 40 mm Stator inner radius
rro 44.66 44.75 34.44 39.44 mm Rotor outer radius
hss 14.3 14.3 15.0 15.5 mm Stator slot height
hsr 15.1 15.1 10.9 15.1 mm Rotor slot height
hys 8.25 8.25 13.8 12.0 mm Stator yoke height
hyr 14.6 14.6 13.8 9.6 mm Rotor yoke height
bds 3.8 3.8 4.8 3.63 mm Stator tooth width
bdr 5.75 5.75 5.34 4.39 mm Rotor tooth width
bos 2.3 2.3 2.05 2.3 mm Stator slot opening width
bor 1 1 1.2 1 mm Rotor slot opening width
hos 0.62 0.62 0.63 0.67 mm Stator slot opening height
hor 0.56 0.65 0.87 0.26 mm Rotor slot opening height
lstk 45 100 50 100 mm Stack length
zQ 185 68 160 44 - Conductors per slot

The stator excitation of the motor is defined by the number of conductors per
slot, zQ, and the rms phase current, Iph. For sinusoidal, balanced stator currents,
the current density in the slots belonging to phases A, B and C are represented
by a phasor, given by

J̄A =
ĪAzQ
Sss

, (3.1)

J̄B =
ĪBzQ
Sss

, (3.2)

J̄C =
ĪCzQ
Sss

, (3.3)

where ĪA, ĪB and ĪC are the current phasors of phases A, B and C and Sss is the
surface area of the stator slots in the model. For current-fed simulations, fixed
three-phase current phasors are defined for each phase as

ĪA =
√
2Iphe

j∆cur,s , (3.4)

ĪB =
√
2Iphe

j(∆cur,s− 2π
3 ), (3.5)

ĪC =
√
2Iphe

j(∆cur,s+
2π
3 ), (3.6)

where ∆cur,s is the stator current angle, which can be varied in order to change the
orientation of the stator magnetic field. For voltage-fed simulations, the current
depends on the impedance seen by the voltage sources. A method to calculate
ĪA, ĪB and ĪC for voltage-fed simulations is discussed in Section 4.4.
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Figure 3.2: a) Simplified induction motor example and b) its stator and rotor
magnetic-field representation.
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Figure 3.3: Phasor diagram of a) the stator phase current and b) the rotor-bar
current for a simplified induction motor example.

Additionally, current will also flow through the bars of the rotor squirrel cage
when it is operating under load. Assuming sinusoidal and balanced rotor-bar
currents, the current density in the νth rotor bar is represented as a phasor and
obtained as

J̄ν
bar =

Īνbar
Ssr

, (3.7)
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Table 3.2: Parameters of the benchmark induction motors.

Symbol Value Unit Description

- 1 2 3 4 - Benchmark motor

V N
ph 230 230 230 230 V Nominal rms phase voltage

INph 0.7 2.6 1.1 5.0 A Nominal rms phase current

fN
s 50 50 50 50 Hz Nominal stator frequency

sN 0.12 0.05 0.09 0.1 - Nominal slip

PN
mech 0.18 0.82 0.28 1.6 kW Nominal output power

p 3 3 2 2 - Pole pair number

where Īνbar is the current phasor of the νth rotor bar and Ssr is the surface area
of the rotor slots in the model. In practice, the current in the rotor bars depends
on the operating conditions of the motor. Two methods to calculate Īνbar for
variable load conditions using the models presented in this chapter are discussed
in Chapter 4. However, for simulation purposes, fixed sinusoidally distributed
rotor-bar currents can also be assigned to each rotor bar using

Īνbar =
√
2Ibare

j
(

p
[

θsp,r
2

+(ν−1)θsp,r
]

+∆cur,r

)

, (3.8)

where p is the number of pole pairs, Ibar is the rms rotor-bar current, θsp,r =
2π/Qr is the rotor slot-pitch angle and ∆cur,r is the rotor current angle, which
can be varied to change the orientation of the rotor magnetic field.

To illustrate the interpretation of (3.4) to (3.6) and (3.8) graphically, a sim-
plified example of an IM is introduced in Figure 3.2a. This example contains a
three-phase stator winding with p = 1, whereas the rotor houses six rotor bars.
The parameters ∆cur,s and ∆cur,r represent the orientation of stator and rotor
magnetic field, respectively, as depicted in Figure 3.2b. In this figure, Fs and Fr

are the stator and rotor magnetic field, respectively. Further, according to (3.4) to
(3.6) and (3.8), the phasor diagrams of the stator winding and rotor-bar currents
are as shown in Figures 3.3a and 3.3b, respectively.

3.2.1 Benchmark motor topologies

For the validation of the ALT and MMT models, four different benchmark motor
topologies are defined. The geometrical parameters of these motor are given in
Table 3.1, whereas their nominal characteristics are given in Table 3.2. For each
benchmark motor, a prototype is available to perform measurements, which will
be used to validate the IM analysis framework presented in Chapter 5. Also,
a graphical overview of the motor cross-sections is shown in Figure 3.4. For
benchmark motors ”one”, ”two” and ”four”, the definition of the parameters
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Figure 3.4: Overview of the benchmark motor cross-sections.

shown in Table 3.2 is relatively straightforward. For benchmark motor ”three”,
however, the height of the stator yoke, hys, is variable. Therefore, the value of
hys used in the ALT and MMT models is selected as the average of the minimum
and maximum stator yoke height.

3.2.2 2D FEA models

The 2D FEA models used to validate the harmonic models use steady-state ac
magnetic solutions. This means that all physical quantities, such as voltage,
current, magnetic-flux density and magnetic-field strength, are assumed to vary
sinusoidally as a function of time. Other (higher) time harmonics and their in-
fluence on the performance of the motor are not included. However, the same
approximation is used in the harmonic models and therefore, the steady-state
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ac solutions provided by the FEA models present a suitable basis for compari-
son. Furthermore, the steady-state harmonic models could be extended to time-
stepping transient models if desired, as discussed in [153].

For each benchmark motor, two types of FEA models are considered, namely
a current-fed model and a voltage-fed model. In the current-fed model, a sinu-
soidal three-phase current is directly applied to the stator winding, whereas in the
voltage-fed model a sinusoidal three-phase voltage is applied to the stator winding
through an electric-circuit model. The bars of the rotor squirrel cage are in both
cases modeled as solid conductors, connected at both ends by means of an electric
circuit that represents the short-circuit ring. Also, the nonlinearity of the soft-
magnetic material is included using the BH-characteristic of the soft-magnetic
material. To determine this characteristic, measurements have been performed
on ring-core samples, as described in Appendix B. For all benchmark motors, the
BH-characteristic measured for material two was used in the FEA simulations.

3.3 The anisotropic layer model

In this section, the implementation and validation of the ALT model for IMs
is discussed. The main advantage of this model is its ability to include global
saturation of the soft-magnetic material in the motor. Therefore, it is very suitable
to analyse the magnetization behavior of an IM, under the assumption that local
saturation effects are negligible. On the other hand, the ALT is not suitable
for analysis of leakage and fringing fluxes. For these purposes, the MMT model
discussed in the next section can be used.

3.3.1 Model representation of the IM geometry

The layers of the model will be referred to as regions. Firstly, the geometry is
divided into five regions, namely:

I: Rotor yoke region

II: Rotor slotting region

III: Air-gap region

IV: Stator slotting region

V: Stator yoke region

Each region is represented as a periodic region in the model, such that the region
model shown in Figure 3.5 is obtained. Note, that regions II and IV describe the
teeth and slots as well as the tooth tips and slot openings of the rotor and stator,
respectively.
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Figure 3.5: Region division for the ALT model of an induction motor.

Secondly, material parameters are assigned to each model region. Regions
I, III and V are assumed to have homogeneous, isotropic material properties.
Therefore, the relative magnetic permeabilities of the yoke regions, µI

r and µV
r ,

are initially set to 1000. These values are updated iteratively to account for global
saturation of the yokes, as will be discussed in Section 3.3.3. Further, the relative
permeability of the air-gap region, III, is set to µIII

r = 1/kC , where kC is Carter’s
factor. It serves to effectively enlarge the air gap to account for stator and ro-
tor slotting [154]. In the ALT model, however, kC is applied as a correction of
the air-gap permeability instead of the air-gap length, to assure that the radial
dimensions of the motor are preserved in the model.

In the slotting regions, both soft-magnetic and conducting materials are present.
To account for the effect of both materials on the magnetic-field distribution,
artificial, anisotropic material parameters are calculated for the rotor and stator
slotting regions. In the circumferential direction, the slots and teeth are considered
to be in series. Therefore, the circumferential magnetic permeability, µθθ, is found
for regions II and IV as [68]

µII
θθ =

µdrµsr (bdr + bavsr )

µdrbavsr + µsrbdr
, (3.9)

µIV
θθ =

µdsµss (bds + bavss )

µdsbavss + µssbds
, (3.10)

where µds = µr,dsµ0 and µdr = µr,drµ0 are the stator and rotor tooth perme-
abilities and µss = µ0 and µsr = µ0 are the stator and rotor slot permeabilities.
Similar to µI

r and µV
r , the relatively permeability values of the stator and rotor

teeth, µr,dr and µr,ds, are initially set to 1000 and updated iteratively to account
for global saturation of the teeth. Additionally, bds and bdr are the stator and
rotor tooth width and bavss and bavsr are the average stator and rotor slot width,
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calculated as

bavss =
2π
(

rsi +
hss

2

)

Qs

− bds, (3.11)

bavsr =
2π
(

rro − hsr

2

)

Qr

− bdr, (3.12)

where rsi is the stator inner radius, rro is the rotor outer radius, hss and hsr

are the stator and rotor slot height, respectively, and Qs and Qr are the number
of stator and rotor slots, respectively. Furthermore, in the radial direction, the
slots and teeth are considered to be in parallel. Therefore, the radial magnetic
permeability, µrr is found for regions II and IV as [68]

µII
rr =

µdrbdr + µsrb
av
sr

bdr + bavsr
, (3.13)

µIV
rr =

µdsbds + µssb
av
ss

bds + bavss
. (3.14)

3.3.2 Magnetic-field solution

Since all material properties are homogenized, the magnetic-field solution of each
region is given by (2.27) to (2.38). Between the regions, interface boundary condi-
tions are applied, whereas Dirichlet boundary conditions are applied at the inner
boundary of I and the outer boundary of V. It is assumed here that the magnetic
flux leaking out of the stator and rotor yokes is negligible. An overview of the
boundary-condition equations for the ALT model can be found in Appendix A.1.

Additionally, as mentioned in Section 2.2, only one period of the motor geom-
etry needs to be considered in the ALT model. The number of periodic sections
in a motor geometry is denoted as Cper . If the number of periodic section is not
equal to the number of pole pairs, Cper 6= p, the fundamental spatial harmonic of
the model is not equal to the fundamental spatial harmonic of the motor. There-
fore, the spatial harmonics used in the model should be multiplied by p/Cper to
match them with the motor. For the ALT model, only the fundamental spatial
harmonic of the motor, represented in the model by nf = p/Cper, is considered.
Higher spatial harmonics and their interaction with the rotor may also be consid-
ered. However, care should be taken, since the applied homogenization looses its
validity for higher spatial harmonics.

In regions II and IV, current-density sources are present due to the rotor and
stator winding currents, respectively. To obtain the Fourier-series coefficients of
these sources, (2.24) to (2.26) should be evaluated for the current-density dis-
tributions. Since the regions are periodic and the currents are assumed to be
balanced, JII

z0 = JIV
z0 = 0. Further, (2.25) and (2.26) can be calculated separately
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for each slot ν in regions II and IV as

J II,ν
zcn = jII,νzcn Ībar,ν , (3.15)

J II,ν
zsn = jII,νzsn Ībar,ν , (3.16)

J IV,ν
zcn = jIV,ν

zcn Īss,ν , (3.17)

J IV,ν
zsn = jIV,ν

zsn Īss,ν , (3.18)

where Īss,ν represents the current phasor in the νth stator slot, Ībar,ν represents
the current phasor in the νth rotor slot and

jII,νzcn =
1

SsrwII
n θ

II
p

[

sin
(

wII
n θre,ν

)

− sin
(

wII
n θrb,ν

)]

, (3.19)

jIV,ν
zsn =

1

SsrwII
n θ

II
p

[

cos
(

wII
n θrb,ν

)

− cos
(

wII
n θre,ν

)]

, (3.20)

jIV,ν
zcn =

zQ,s

SsswIV
n θIVp

[

sin
(

wIV
n θse,ν

)

− sin
(

wIV
n θsb,ν

)]

, (3.21)

jIV,ν
zsn =

zQ,s

SsswIV
n θIVp

[

cos
(

wIV
n θsb,ν

)

− cos
(

wIV
n θse,ν

)]

, (3.22)

where θsb,ν , θse,ν , θrb,ν and θre,ν are the starting and ending angles of the νth

stator and rotor slot, respectively, in the model. Further, the stator and rotor
slot areas used to calculate the slot current density, Sss and Ssr respectively, are
calculated as

Sss =
θss
2

[

(rsi + hss)
2 − (rsi + hos)

2
]

, (3.23)

Ssr =
θsr
2

[

(rro − hor)
2 − (rro − hsr)

2
]

, (3.24)

where θss and θsr are the stator and rotor slot angles, respectively. For the ALT
model, θss and θsr are set equal to the stator and rotor slot opening angle. Finally,
to calculate the sine and cosine coefficients of the current densities in regions II
and IV, the contributions of each slot in a region are summed as

JII
zcn =

Nsr
∑

ν=1

JII,ν
zcn , JII

zsn =

Nsr
∑

ν=1

JII,ν
zsn , (3.25)

JIV
zcn =

Nss
∑

ν=1

JIV,ν
zcn , JIV

zsn =

Nss
∑

ν=1

JIV,ν
zsn , (3.26)

where Nsr and Nss represent the number of rotor and stator slots in the model,
respectively, and are obtained as

Nsr =
Qs

Cper

, Nss =
Qr

Cper

. (3.27)
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Figure 3.6: Schematic overview of the iterative process to account for global sat-
uration in the ALT model regions.

3.3.3 Global saturation effect

To account for the influence of global saturation on the fundamental magnetic
flux, an iterative method, such as proposed in [68], can be used. This method
is based on magnetic permeability relaxation in each region that contains soft-
magnetic material. A schematic overview of the iterative procedure is shown
in Figure 3.6. After setting initial values for µk

1 for each saturable region, the
magnetic-field distribution is analysed using the ALT model. From the results,
the peak magnetic-flux density in each saturable region, B̂, is calculated. In
the rotor and stator yoke regions, B̂ is assumed equal to the amplitude of the
fundamental circumferential magnetic-flux density, B̂θ,1, at the radial midpoint
of the region, rkmid, and is calculated as

B̂yr =
1

2

∣

∣

∣BI
θcnf

(

rImid

)

+ jBI
θsnf

(

rImid

)

∣

∣

∣ , (3.28)

B̂ys =
1

2

∣

∣

∣BV
θcnf

(

rVmid

)

+ jBV
θsnf

(

rVmid

)

∣

∣

∣ , (3.29)

where coefficients BI
θcnf

, BI
θsnf

, BV
θcnf

and BV
θsnf

are calculated using (2.32) and

(2.33).

Further, in the rotor and stator slot regions, B̂ is determined using the ampli-
tude of the fundamental radial magnetic-flux density, B̂r,1. For unsaturated and
mildly saturated operating conditions, the radial flux mainly passes through the
teeth, and therefore

B̂dr =
bdr + bavsr

2bdr

∣

∣

∣BII
rcnf

(

rIImid

)

+ jBII
rsnf

(

rIImid

)

∣

∣

∣ , (3.30)

B̂ds =
bds + bavss

2bds

∣

∣

∣BIV
rcnf

(

rIVmid

)

+ jBIV
rsnf

(

rIVmid

)

∣

∣

∣ . (3.31)

For deeply saturated operating conditions, part of the radial flux passes through
the slots instead of the teeth. To correct for this effect, an estimation of the
slot flux could be subtracted from B̂dr and B̂ds [40]. In this thesis, however,
such a correction is not considered as the developed models are not yet suitable
for analysis of deeply saturated IMs. Besides, an efficient low-power IM design,
intended for industrial applications where the overload capability is not relevant,
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Figure 3.7: Graphical representation of the iterative process to account for global
saturation in the ALT model regions.

usually does not saturate deeply during nominal operation, as this would lead to
an excessive magnetization current.

Finally, from the computed values of B̂, a new relative permeability, µk
new, is

obtained for each saturable region by interpolating the µ (B) curve of the soft-
magnetic material. These curves are derived from the BH-characteristics of the
magnetic material, which are usually either provided by the soft-magnetic ma-
terial manufacturer or measured on samples of the material. An overview of
measurements performed on two different soft-magnetic materials is given in Ap-
pendix B. For each saturable region, µk

new is compared to µk
1 . If the difference is

larger than the maximum error, εdes, the relative permeability is recalculated for
the next iteration step, i+ 1, as

µk
i+1 = µk

i + Cit

(

µk
new − µk

i

)

, (3.32)

where Cit is the relaxation constant. In practice, Cit ≈ 0.1 to 0.3 appears to be
suitable for fast convergence in most cases [40], whereas the maximum error is set
to εdes = 0.001. After updating the model for µk

i+1, the magnetic-field distribution
and the resulting values of µk

new are recalculated. If the error between µk
i+1 and

µk
new is not smaller than εdes yet, the iterative process is repeated. Once the error

is smaller than εdes, the analysis is finished and post-processing can be initiated.

A graphical representation of the iterative process is shown in Figure 3.7, where
it is assumed that µ is initially overestimated. As a result, B1 and H1 are overes-
timated and µnew is lower than the assumed permeability, µ1. Therefore, the per-
meability is reduced for the next iteration step. Once the simulation has reached
convergence, the actual operating point of the magnetic material, represented by
Bend and Hend, and the effective material permeability, µend, are obtained.
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3.3.4 Air-gap magnetic-flux density

The amplitude of the nth spatial harmonic of the radial air-gap magnetic-flux
density, B̂g,n, is obtained from the ALT model in the center of the air gap as

B̂g,n =
1

2

∣

∣BIII
rcn

(

rIIImid

)

+ jBIII
rsn

(

rIIImid

)∣

∣ , (3.33)

where coefficients BIII
rcn and BIII

rsn are calculated using (2.32) and (2.33). To val-
idate B̂g,n for nfun, FEA simulations are performed for no-load operating con-
ditions using the current-fed model of each benchmark motor. To obtain these
operating conditions, the rotor slip is assumed very close to zero (1e-5), such
that the induced rotor current is approximately zero as well. Further, the stator
current is increased from 10% to 100% of the nominal motor current. Similar
calculations are performed with the ALT model and compared to FEA results, as
shown in terms of per unit (p.u.) values in Figure 3.8. In both simulations, the
same BH-characteristic is used for the soft-magnetic material. It can be seen that
a very good agreement is obtained, with errors less than 4% with respect to the
FEA value obtained for nominal current. The knee-point in the characteristic of
each benchmark motor indicates that a part of the main flux path starts to sat-
urate. For benchmark motor ”one”, some discrepancies are observed around this
knee-point, whereas benchmark motor ”three” shows an increasing mismatch for
stator currents exceeding the knee-point. These small deviations are attributed
to the simplified geometry representation used in the ALT model and associated
neglected effects, such as local saturation.

3.3.5 Flux linkage

The flux linkage phasors of the νth stator and rotor slot can be obtained as

λ̄ν,ALT
ss =

zQ,slsl
Sss

θse,ν
ˆ

θsb,ν

rIVo
ˆ

rIVi

Az (r, θ) rdrdθ, (3.34)

λ̄ν,ALT
sr =

lsl
Ssr

θre,ν
ˆ

θrb,ν

rIIo
ˆ

rIIi

Az (r, θ) rdrdθ, (3.35)

where lsl = lstk + 2 (rsi − rro) is the effective slot length in the axial direction,
taking fringing flux at the machine ends into account.
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Figure 3.8: Comparison of the fundamental air-gap flux-density calculated by
ALT and nonlinear 2D FEA for various stator current at no-load
operating conditions.

Evaluating (3.35) for the given magnetic-field solution, the expressions for the
stator and rotor slot flux linkage become

λ̄ν,ALT
ss =

∑

∀n

[

Cν
sn,s

(

CIV
ana

IV
n + CIV

bn b
IV
n +

Nss
∑

νs=1

CIV,νs
gcn Īss,νs

)

+

Cν
cn,s

(

CIV
cn c

IV
n + CIV

dnd
IV
n +

Nss
∑

νs=1

CIV,νs
gsn Īss,νs

)]

, (3.36)

λ̄ν,ALT
sr =

∑

∀n

[

Cν
sn,r

(

CII
ana

II
n + CII

bnb
II
n +

Nsr
∑

νr=1

CII,νr
gcn Ībar,νr

)

+

Cν
cn,r

(

CII
cnc

II
n + CII

dnd
II
n +

Nsr
∑

νr=1

CII,νr
gsn Ībar,νr

)]

, (3.37)
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where coefficients Cν
sn,s, C

ν
cn,s, C

ν
sn,r and Cν

cn,r are calculated as

Cν
sn,s =

zQ,slsl

(wIV
n )

2
Sss

(

sin
(

wIV
n θse,ν

)

− sin
(

wIV
n θsb,ν

))

, (3.38)

Cν
cn,s =

zQ,slsl

(wIV
n )

2
Sss

(

cos
(

wIV
n θsb,ν

)

− cos
(

wIV
n θse,ν

))

, (3.39)

Cν
sn,r =

lsl

(wII
n )

2
Ssr

(

sin
(

wII
n θre,ν

)

− sin
(

wII
n θrb,ν

))

, (3.40)

Cν
cn,r =

lsl

(wII
n )

2
Ssr

(

cos
(

wII
n θrb,ν

)

− cos
(

wII
n θre,ν

))

. (3.41)

Further, coefficients Ck
an, C

k
bn, C

k
cn and Ck

dn are obtained for k = II and k = IV
using

Ck
an =

1

(2 + αkwk
n)

(

(

rko
)αkwk

n+2 −
(

rki
)αkwk

n+2
)

, (3.42)

Ck
bn =

1

(2− αkwk
n)

(

(

rko
)−αkwk

n+2 −
(

rki
)−αkwk

n+2
)

, (3.43)

Ck
cn =

1

(2 + αkwk
n)

(

(

rko
)αkwk

n+2 −
(

rki
)αkwk

n+2
)

, (3.44)

Ck
dn =

1

(2− αkwk
n)

(

(

rko
)−αkwk

n+2 −
(

rki
)−αkwk

n+2
)

, (3.45)

whereas conditional coefficients Ck,ν
gcn and Ck,ν

gsn are determined for k = II and
k = IV as

Ck,ν
gcn =
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(3.47)

To obtain the flux linkage per stator phase, the flux linkages of all slots belonging
to a phase should be summed. The flux linkage phasors of phases A, B and C are
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therefore calculated as

λ̄ALT
A = Cper

∑

∀ν∈NA

cνdirλ̄
ALT
ss , (3.48)

λ̄ALT
B = Cper

∑

∀ν∈NB

cνdirλ̄
ALT
ss , (3.49)

λ̄ALT
C = Cper

∑

∀ν∈NC

cνdirλ̄
ALT
ss , (3.50)

where NA, NB and NC represent all slots in the model belonging to phases A,
B and C, respectively, and cνdir is the direction of current flow inside the slot.
If the slot current is positive, cνdir = 1, whereas cνdir = −1 if the slot current is
negative. Also, the summation of the slot flux linkages should be multiplied by
Cper to account for all periodic sections of the motor. It should be noted that it is
assumed that each slot contains conductors of only one phase winding. However,
the integral presented by (3.35) can be modified to account for multiple phase
windings per slot, such as, for example, in case of double layer windings.

In Figure 3.9, the stator flux linkage calculated from the ALT model is compared
to similar results obtained from FEA simulations for all four benchmark motors.
The operating conditions are equal to those of Section 3.3.4 and it can be seen
that a good agreement is obtained. Errors are typically less than 5%, although
benchmark motor ”three” shows an increased error of approximately 8%. Further,
the results show that the fundamental flux distribution is the main contributor
to the stator flux linkage for the benchmark motors under no-load operating
conditions.

3.3.6 Electromagnetic torque

In literature, many different methods are known to calculate the forces and torques
produced by electromagnetic motors and actuators. For the harmonic models
presented here, however, Maxwell’s Stress Tensor (MST) method is the most
suitable approach. Using MST, the force between two unconnected objects is
calculated as

~F =
1

µ

˛

S

T · d~S, (3.51)

where S is a surface surrounding one of the objects on which the force is calculated
and the magnetic stress tensor, T, given in its general form by

T =







B2
n−B2

t−B2
l

2 BnBt BnBl

BtBn
−B2

n+B2
t−B2

l

2 BtBl

BlBn BlBt
−B2

n−B2
t +B2

l

2






, (3.52)
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Figure 3.9: Comparison of the stator flux linkage calculated by ALT and nonlinear
2D FEA for various stator current at no-load operating conditions.

where Bn, Bt and Bl represent the normal, tangential and longitudinal compo-
nents of the magnetic-flux density in a given coordinate system, respectively. For
the considered polar coordinate system, T reduces to

T =

[

B2
r−B2

θ

2 BrBθ

BθBr
−B2

r+B2
θ

2

]

. (3.53)

One of the advantages of the MST method is that only the magnetic-field distri-
bution between the considered objects is required. For rotating electric machines,
the surface S can therefore be placed inside the air gap, for example in the mid-
dle, meaning that only the air-gap magnetic-field distribution is required to de-
termined the produced torque. Since the harmonic models provide a continuous,
analytical description of the air-gap magnetic field, (3.51) can be evaluated with-
out distortion due to spatial discretization. Furthermore, an analytical expression
for the produced torque can be obtained, which allows very fast post-processing
calculations. For the ALT model, the expression for the produced torque, Tem, is
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Figure 3.10: Comparison of the electromagnetic torque calculated by ALT and
nonlinear 2D FEA for various rotor positions and static stator and
rotor current distributions.

given by

Tem =
2πlstk
µIII

Nsh
∑

n=1

[

Re
(

bIIIn

)

Re
(

cIIIn

)

− Re
(

aIIIn

)

Re
(

dIIIn

)]

. (3.54)

To validate the torque predicted by the ALT model, static current distributions
are applied to the stator and rotor of each benchmark motor, while the torque
is calculated for various rotor positions. For each calculation, the rotor position
is increased in steps of 0.2◦, from 0 to 360/p. Furthermore, the stator current
distribution is obtained according to (3.4) to (3.6) using Iph = INph, whereas the

rotor current distribution is obtained according to (3.8) using Ibar = INbar . Similar
calculations are also performed using 2D FEA. A comparison of the calculation
results in terms of predicted torque is shown in Figure 3.10. For each benchmark
motor, it can be seen that the fundamental torque is not completely sinusoidal
due to the nonlinearity of the soft-magnetic material. Since global saturation is
accounted for, this effect is represented in the results of the ALT model as well.
This indicates that the ALT model is suitable for the prediction of the average
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motor torque. However, it can also be noticed that a significant torque ripple is
predicted by FEA due to stator and rotor slotting. Obviously, this ripple is not
observed in the ALT model results, since it does not take slotting into account.
Therefore, the maximum rms value of the error along the entire waveform is 15%,
respectively.

3.4 The mode-matching model

In this section, the implementation and validation of the MMT model for IMs is
presented. The main advantage of this model over the ALT model is its ability to
include stator and rotor slots in the magnetic-field solution. However, the main
disadvantage is that the soft-magnetic material of the motor is assumed to be
infinitely permeable. Nevertheless, the model can provide valuable insight in flux
leakage and fringing phenomena, which can not be obtained from the ALT model.

3.4.1 Model representation of the IM geometry

To implement the MMT model, a suitable polar representation of the IM geometry
is required. Therefore, it is divided into a number of regions that describe the air
gap and the stator and rotor slots of the motor. Each region k is defined by its
angular width, θc, angular position, θ0, radial height, hc, and radial position, h0.
Additionally, a local coordinate system,

(

r, θk
)

, is defined for each region where

θk =

{

θ − θk0 −∆θ for rotor regions,

θ − θk0 for stator and air gap regions,
(3.55)

and ∆θ is the rotor displacement angle. Since the soft-magnetic material is as-
sumed to be infinitely permeable, the teeth and yokes of the stator and rotor do
not need to be represented by a model region. Instead, their presence is taken
into account by means of boundary conditions.

Cartesian representations of typical stator and rotor slot geometries for low-
power IMs are shown in Figure 3.11. In principle, these curved structures can
be represented in the harmonic model by a staircase approximation, consisting
of many thin regions with constant radial height and angular width. However,
such an approach would most likely lead to a large number of regions and, con-
sequently, to a long computation time based on today’s computer capabilities.
Therefore, a polar slot representation with as few regions as possible is desired,
while still representing the magnetic-field distribution with sufficient accuracy. To
this extent, two different polar slot representations are investigated, namely the
single region slot representation and the double region slot representation.
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Figure 3.11: Cartesian representations of typical a) stator and b) rotor slot ge-
ometries for a low-power induction motor and their c) single and d)
double region polar representations.

Single region slot representation

The single region slot representation uses one region to represent an entire slot.
An example of such a slot representation is shown in Fig. 3.11c. The advantage
of this approach is that the model size is relatively small. However, a trade-off
should be made in selecting the modeled stator and rotor slot angles, θss and θsr.
On the one hand, to accurately describe the magnetic-field distribution in the air
gap and the slot openings, the slot angles should be selected equal or close to the
slot opening angles, given for the stator and rotor by

θos =
bos
rsi

, θor =
bor
rro

. (3.56)

On the other hand, to properly describe slot-leakage flux in the remainder of the
slot, θss and θsr should be selected equal or close to the average slot angles, given
for the stator and rotor slots by

θavss =
bavss

rsi +
hss

2

, θavsr =
bavsr

rro − hsr

2

. (3.57)

To select suitable values for θss and θsr, parameter sweeps can be performed to
obtain the electromagnetic torque as a function of the slot angles. Therefore,
θss is varied in steps from θos to θavss and θsr is varied from θor to θavsr . The
proposed MMT model can be used to achieve such calculation results, once it is
combined with a method to calculate the induced rotor currents, e.g. using the
methods described in Chapter 4. For any value of θss and θsr in the variation
range, either the slot-leakage flux is overestimated or the fundamental air-gap
flux is underestimated. Therefore, it is expected that the electromagnetic torque,
Tem, predicted with single region slot representation is generally lower than the
one predicted with actual slot geometries. Consequently, the proposed strategy
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Figure 3.12: Simplified example of a single-slot model.

to obtain the most suitable values for the model slot angles is to select the one
which results in the largest Tem.

Double region slot representation

To separate the influence of the selected slot angles on the air-gap flux distribution
and the slot-leakage flux, two regions can be used to describe a stator or rotor slot
instead of one region. An example of such a double region slot representation is
shown in Fig. 3.11d. Here, the upper region represents the slot opening, whereas
the lower region models the coil area of the slot. To avoid mixed boundary
conditions between the upper and lower slot regions, both regions have the same
slot angle, selected equal to the slot opening angle. Therefore, the influence of
the slot openings on the air-gap magnetic-field distribution is properly included.
Further, to avoid overestimation of the slot-leakage flux, an equivalent magnetic
permeability, µeq, is introduced for the circumferential permeability, µθθ, of the
coil area (lower) region. The value of µeq is calculated for the stator and rotor as

µeq,s =
bos
bavss

µ0, µeq,r =
bor
bavsr

µ0. (3.58)

It should be noted that the applicability of the proposed approach is currently
limited to semi-closed stator and rotor slots. For fully-closed slots, a different
procedure is required since the closed slot bridges are generally saturated, even
for relatively low values of slot current. However, this is outside the scope of this
thesis.

Validation of polar slot representations

To assess the correctness of the polar slot representations, FEA simulations are
performed on a single-slot model of the actual slots and the polar slot represen-
tations. A simplified example of such a single-slot model is shown in Fig. 3.12.
The results are quantified and compared in terms of air-gap flux, coil leakage
flux and slot opening leakage flux for all four benchmark motor topologies. In
all simulations, the soft-magnetic material surrounding the slot and opposing the
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Figure 3.13: Validation of the single and double region polar slot representations
against the actual slot geometry in terms of air-gap flux, coil leakage
flux and slot opening leakage flux.
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Figure 3.14: Example of a region division with double region polar slot represen-
tation.

slot on the other side of the air gap is assumed to be infinitely permeable. Also,
the simulations are performed for stator and rotor slots separately. Figure 3.13
shows an overview of the simulation results, normalized with respect to the re-
sults obtained for the actual slots. To obtain the results for the single region slot
representation, the stator and rotor slot angles are optimized for maximum Tem.
It can be seen that both polar slot representations give a relatively accurate ap-
proximation of the air-gap flux with respect to the actual slots. For the coil and
slot opening leakage fluxes, however, the double region polar slot representation
is clearly much more accurate than the single region polar slot representation.
Combined with the fact that it does not require any initial parameter sweeps,
the double region polar slot is considered the favorable polar slot representation.
Therefore, the double region representation will be used for the implementation
of the benchmark motor topologies. Finally, it should be noted that even for
the double region representation, there is still a small discrepancy with the actual
slots, especially in term of coil leakage flux as observed in Figs. 3.13c and 3.13d. A
different formulation of µeq could be used to reduce this difference. For example,
an analytical or semi-analytical model for a single stator or rotor slot could be
used to estimate the slot-leakage flux in advance and calculate a more accurate
value for µeq. However, this is beyond the scope of this thesis.

3.4.2 Magnetic-field solution

To describe the magnetic-field solution for IMs, the geometry is divided into
regions according to the selected polar geometry representation. An example of
such a region model is shown in Figure 3.14 for benchmark motor ”four”. In
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total, a model consists of Nsr rotor slot regions, represented by Iν , Nsr rotor
slot openings regions, represented by IIν , one air-gap region, represented by III,
Nss stator slot opening regions, represented by IVν and Nss stator slot regions,
represented by Vν . Further, the material properties are homogeneous within each
region. Therefore, the magnetic-field solution within each region is obtained using
(2.27) to (2.38), and are described for each region type in the next subsections.

Magnetic-field solution in the air-gap region

In the air gap, region III, no current-density or remanent-magnetization sources
are present, such that ~J III = ~M III

0 = 0. Further, it is bounded in the circum-
ferential direction by periodic boundaries and the permeability of the region is
isotropic. Therefore, using (2.12) and (2.15), αIII and wIII

n are obtained as

αIII = 1, wIII
n = 2n. (3.59)

Considering the periodic boundaries and assuming balanced phase currents, the
spatial average of the field quantities should be zero along one period, hence
AIII

z0 = BIII
θ0 = 0. The remaining sine and cosine terms of AIII

z (r, θ) are given by

AIII
zcn (r) = − 1

wIII
n

(

aIIIn r2n + bIIIn r−2n
)

, (3.60)

AIII
zsn (r) = − 1

wIII
n

(

cIIIn r2n + dIIIn r−2n
)

, (3.61)

whereas the sine and cosine coefficients of BIII
r (r, θ) and BIII

θ (r, θ) are given by

BIII
rcn (r) = −cIIIn r2n−1 − dIIIn r−2n−1, (3.62)

BIII
rsn (r) = aIIIn r2n−1 + bIIIn r−2n−1, (3.63)

BIII
θcn (r) = aIIIn r2n−1 − bIIIn r−2n−1, (3.64)

BIII
θsn (r) = cIIIn r2n−1 − dIIIn r−2n−1. (3.65)

Magnetic-field solution in the slot opening regions

The rotor and stator slot opening regions, IIν and IVν respectively, are bounded
in the circumferential direction by infinitely permeable material. According to
boundary conditions, the terms Azsm, Brcm and Bθsm should therefore be zero
for these regions. The spatial frequencies are given by

wIIν
m =

mπ

θsr
, wIVν

m =
mπ

θss
, (3.66)

where m denotes the spatial ordinal number in each slot opening region, given
by m = 1, 2, 3...∞. Also, no current-density or remanent-magnetization sources
are present and the magnetic permeability is isotropic, such that ~J IIν = ~J IVν =
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~M IIν
0 = ~M IVν

0 = 0 and αIIν = αIVν = 1. Therefore, for each slot opening region,
denoted by kso, the remaining terms of Akso

z (r, θ) are given by

Akso
zcm (r) = − 1

wkso
m

(

akso
m rw

kso
m + bkso

m r−wkso
m

)

, (3.67)

Akso

z0 (r) = Bkso

0 ln (r) +Akso

0 , (3.68)

whereas the remaining terms of Bkso
r (r, θ) and Bkso

θ (r, θ) are given by

Bkso
rsm (r) = akso

m rw
kso
m + bkso

m r−wkso
m , (3.69)

Bkso

θcm (r) = akso
m rw

kso
m − bkso

m r−wkso
m , (3.70)

Bkso

θ0 (r) = −Bkso

0

r
. (3.71)

Magnetic-field solution in the slot regions

The rotor and stator slot regions, Iν and Vν respectively, are also bounded by
infinitely permeable material in the circumferential direction, such that the terms
Azsm, Brcm and Bθsm are zero. However, to correct the slot-leakage flux for
the narrow slot regions in the model, the magnetic permeability is considered
anisotropic, such that

αIν =

√

µeq,r

µ0
, αVν =

√

µeq,s

µ0
. (3.72)

The spatial frequencies are given by

wIν
m =

mπ

θsr
, wVν

m =
mπ

θss
. (3.73)

Further, a homogeneous current density ~Jk = Jk
0~ez is present in each slot region,

whereas ~M Iν
0 = ~MVν

0 = 0. For the stator slot regions, JVν

0 is equal to JA, JB or
JC and for the rotor slot regions JIν

0 is equal to Jν
bar. Finally, for each slot region,

denoted by ksc, the remaining terms of Aksc
z (r, θ) are given by

Aksc
zcm (r) = − 1

wksc
m

(

aksc
m rα

kscwksc
m + bksc

m r−αkscwksc
m

)

, (3.74)

Aksc

z0 (r) = −µksc

θθ

Jksc

z0

4
r2 +Bksc

0 ln (r) +Aksc

0 , (3.75)

whereas the remaining terms of Bksc
r (r, θ) and Bksc

θ (r, θ) are given by

Bksc
rsm (r) = aksc

m rα
kscwksc

m + bksc
m r−αkscwksc

m , (3.76)

Bksc

θcm (r) = αkscaksc
m rα

kscwksc
m − αkscbksc

m r−αkscwksc
m , (3.77)

Bksc

θ0 (r) = µksc

θθ

Jksc

z0

2
r − Bksc

0

r
. (3.78)
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Figure 3.15: Comparison of the radial air-gap flux-density distribution calculated
by MMT and linear 2D FEA for nominal stator current at no-load
operation.

Boundary conditions

The unknown coefficients in (3.60) to (3.65), (3.67) to (3.71) and (3.74) to (3.78)
are solved using boundary conditions as discussed in Section 2.5. At the in-
ner boundary of the rotor slot regions and the outer boundaries of the stator
slot regions, Neumann boundary conditions are applied. In addition, interface
boundary conditions are applied on the boundaries between each slot and slot
opening region. Finally, on the interface between the slot opening regions and the
air-gap region, mixed boundary conditions are applied. A complete overview of
the boundary-condition equations between the regions of the IM mode-matching
model is given in Appendix A.2.

3.4.3 Air-gap magnetic-flux density

To validate the magnetic-field solution of the MMT model, the magnetic-flux-
density distribution in the air gap is calculated using (3.62) to (3.65), (2.17) and
(2.18). Due to the geometry of benchmark motors ”one” and ”two”, periodicity
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can not be applied and the entire motor geometry should be represented in the
MMT model. Consequently, the ratio between the first (but not necessarily fun-
damental) spatial air-gap harmonic and the first spatial slotting harmonic in the
air gap is relatively large. Therefore, to obtain sufficient convergence, a relatively
large number of spatial air-gap harmonics, N III

sh = 150, needs to be selected. For
benchmark motor ”three”, periodicity can not be applied either, although it has
fewer stator and rotor slots than benchmark motors ”one” and ”two”. Therefore,
the ratio between the first spatial air-gap harmonic and the first spatial slotting
harmonic is naturally lower, such that N III

sh = 120 can be selected. Finally, pe-
riodicity can be applied for benchmark motor ”four”, such that the number of
spatial air-gap harmonics can be reduced to N III

sh = 100. The number of spatial
harmonics in the remaining regions is then determined using (2.88).

During the calculations, Iph was set to its nominal value and Ibar was set
to zero. Similar calculations were also performed with a current-fed, linear FEA
model. In this FEA model, the magnetic permeability of the stator and rotor soft-
magnetic material is set to a large value (1e8) to closely approximate the infinite
permeability assumed in the MMT model. A comparison of the calculation results
obtained from both models is shown in Figure 3.15 in terms of the radial magnetic-
flux-density distribution along the circumferential axis at r = (rsi + rro) /2. It
can be seen that a good agreement is obtained between the MMT model and
the linear FEA predictions. However, due to the truncation of the Fourier series,
oscillations appear near fast transitions of the magnetic-flux density. This effect is
known as the Gibbs phenomenon [155, 156, 157, 158] and for the given calculation
results, it leads to local errors up to 33% with respect to the amplitude of the
fundamental magnetic-flux density. The rms value of the error along the entire
waveform, however, is limited to a maximum of 8% for the considered benchmark
motors.

Further, it can be seen from Figure 3.15 that the flux-density levels predicted
by the linear models are high, especially for benchmark motors ”two” and ”four”.
In a practical machine, such levels are generally not achieved due to soft-magnetic
material saturation. However, it should be noted that Figure 3.15 represents a
no-load case, where nominal stator phase current is applied to the stator windings.
In an on-load situation, a significant counteracting rotor field would be present,
which would lead to much lower flux-density levels.

Finally, a comparison of the fundamental air-gap magnetic-flux-density for vari-
ous stator currents, ranging from 10% up to 100% of the nominal current, is shown
in Figure 3.16. These results are obtained from the MMT, linear FEA and nonlin-
ear FEA models for no-load operating conditions. For the nonlinear simulations,
the BH-characteristic of soft-magnetic material two, as presented in Appendix B,
is used. From the results, it can be seen that a very good agreement is obtained
between the MMT model and the linear FEA model. The obtained errors are all
less than 3% with respect to the value obtain by FEA for nominal current. This
indicates that the MM model can present an accurate estimation of the influence
of slotting on the fundamental air-gap flux in the linear case. For example, the
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Figure 3.16: Comparison of the fundamental air-gap flux-density calculated by
MMT and linear 2D FEA for various stator currents at no-load op-
eration.

MM model could therefore be used as an alternative method to calculate Carter’s
factor. Also, it can be seen that there is a large discrepancy between the linear
models and the nonlinear model due to the neglected saturation effect. However,
it should be noted that the results in Figure 3.16 represent no-load operating con-
ditions. For full-load operating conditions, which are of main interest here, the
discrepancy will be significantly reduced due to the counteracting magnetic field
of the rotor. This conclusion is supported by the fact that there is a relatively
good agreement between the linear and nonlinear models for low stator current
values.

3.4.4 Flux linkage

The total flux linkage of each νth stator or rotor slot can be obtained by evaluating

λ̄ν,MMT
ss =

zQ,slsl
Sss

θss
ˆ

0

rVo
ˆ

rVi

Az

(

r, θVν
)

rdrdθVν , (3.79)
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λ̄ν,MMT
sr =

lsl
Ssr

θsr
ˆ

0

rIo
ˆ

rIi

Az

(

r, θIν
)

rdrdθIν . (3.80)

For the magnetic-field solution given in Section 3.4.2, this yields

λ̄ν,MMT
ss =

zQ,slslθss
2Sss

[

CI,sJ
Vν

z0 + CB,sB
Vν

0 + CA,sA
Vν

0

]

, (3.81)

λ̄ν,MMT
sr =

lslθsr
2Ssr

[

CI,rJ
Iν
z0 + CB,rB

Iν
0 + CA,rA

Iν
0

]

, (3.82)

where the coefficients CI,s, CI,r, CB,s, CB,r, CA,s and CA,r are obtained as

CI,s = −µVν

θθ

8

(

(

rVν
o

)4 −
(

rVν

i

)4
)

, (3.83)

CI,r = −µIν
θθ

8

(

(

rIνo
)4 −

(

rIνi

)4
)

, (3.84)

CB,s =

[

(

rVν
o

)2
(

ln
(

rVν
o

)

− 1

2

)

−
(

rVν

i

)2
(

ln
(

rVν

i

)

− 1

2

)]

, (3.85)

CB,r =

[

(

rIνo
)2
(

ln
(

rIνo
)

− 1

2

)

−
(

rIνi

)2
(

ln
(

rIνi

)

− 1

2

)]

, (3.86)

CA,s =

(

(

rVν
o

)2 −
(

rVν

i

)2
)

, (3.87)

CA,r =

(

(

rIνo
)2 −

(

rIνi

)2
)

. (3.88)

The flux linkage phasor of each stator phase A, B and C is then obtained as

λ̄MMT
A = Cper

∑

∀ν∈NA

cνdirλ̄
ν,MMT
ss , (3.89)

λ̄MMT
B = Cper

∑

∀ν∈NB

cνdirλ̄
ν,MMT
ss , (3.90)

λ̄MMT
C = Cper

∑

∀ν∈NC

cνdirλ̄
ν,MMT
ss . (3.91)

Additionally, the MMT model can also be used to calculate the magnetization
flux linkage phasor, λ̄ν,MMT

ms , due the the fundamental space harmonic of the
motor. For each stator or rotor slot, λ̄ν,MMT

ms , is obtained by evaluating

λ̄ν,MMT
m,ss =

zQ,slsl
θss

θse,ν
ˆ

θsb,ν

Az (r, θ) rdθ

∣

∣

∣

∣

∣

∣

∣

r=rg

, (3.92)

λ̄ν,MMT
m,sr =

lsl
θsr

θre,ν
ˆ

θrb,ν

Az (r, θ) rdθ

∣

∣

∣

∣

∣

∣

∣

r=rg

, (3.93)
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Figure 3.17: Comparison of the stator flux linkage calculated by MMT and linear
2D FEA for various stator currents at no-load operation.

where rg = rro +
g
2 . For the given magnetic-field solution, this yields

λ̄ν,MMT
m,ss =

zQ,slsl
(

wIII
nf

)2

θss

(

Cm,ν
cos,s − Cm,ν

sin,s

)

, (3.94)

λ̄ν,MMT
m,sr =

lsl
(

wIII
nf

)2

θsr

(

Cm,ν
cos,r − Cm,ν

sin,r

)

, (3.95)

where coefficient Cm
sin,s, C

m
sin,r , C

m
cos,s and Cm

cos,r are given by

Cm,ν
sin,s =

(

aIIInf
r
2nf
g + bIIInf

r
−2nf
g

)(

sin
(

wIII
nf

θse,ν

)

− sin
(

wIII
nf
θsb,ν

))

, (3.96)

Cm,ν
sin,r =

(

aIIInf
r
2nf
g + bIIInf

r
−2nf
g

)(

sin
(

wIII
nf

θre,ν

)

− sin
(

wIII
nf
θrb,ν

))

, (3.97)

Cm,ν
cos,s =

(

cIIInf
r
2nf
g + dIIInf

r
−2nf
g

)(

cos
(

wIII
nf
θse,ν

)

− cos
(

wIII
nf
θsb,ν

))

, (3.98)

Cm,ν
cos,r =

(

cIIInf
r
2nf
g + dIIInf

r
−2nf
g

)(

cos
(

wIII
nf
θre,ν

)

− cos
(

wIII
nf
θrb,ν

))

. (3.99)
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Finally, the magnetizing flux linkage per stator phase is obtained as

λ̄MMT
m,A = Cper

∑

∀ν∈NA

cνdirλ̄
MMT
m,ss , (3.100)

λ̄MMT
m,B = Cper

∑

∀ν∈NB

cνdirλ̄
MMT
m,ss , (3.101)

λ̄MMT
m,C = Cper

∑

∀ν∈NC

cνdirλ̄
MMT
m,ss . (3.102)

In Figure 3.17, a comparison of the flux linkages calculated from the MMT, linear
FEA and nonlinear FEA models is shown. These results are obtained at no-load
operation for various stator current values, increasing from 10% to 100% of the
nominal current. It can be seen that a very good agreement is obtained between
the total phase flux linkage calculated by the MMT model and the linear FEA
predictions. With respect to the FEA results obtained for nominal current, an
error less than 3% is obtained for all benchmark motors. Also, it can be seen that
the fundamental phase flux linkage is very close to the total flux linkage. The small
difference between the fundamental and total flux linkage calculated by the MMT
model represents the stator leakage flux. However, a large discrepancy between
the linear and nonlinear models is observed due to the neglected saturation effect.
As previously discussed, this discrepancy will be significantly reduced for full-load
operating conditions.

3.4.5 Electromagnetic torque

As previously discussed in Section 3.3.6, an analytical expression for the produced
electromagnetic torque, Tem, can be calculated by integrating Maxwell’s Stress
Tensor along the rotor surface in the air-gap region. For the MMT model, the
expression for Tem is obtained as

Tem =
2πlstk
µ0

N III
sh
∑

n=1

[

bIIIn cIIIn − aIIIn dIIIn

]

. (3.103)

To validate Tem predicted by the MMT model, calculation results are obtained
for all four benchmark motors. A static current distribution is applied to the
stator windings and rotor bars using (3.4) to (3.6) and (3.8), respectively, where
Iph = INph and Ibar = INbar are used. The rotor is then rotated along one mechan-
ical period in steps and for each step, Tem is calculated using (3.103). Similar
predictions are also obtained from the linear 2D FEA models. A comparison of
the results is shown in Figure 3.18. It can be seen that the calculation results
are in good agreement, although some discrepancies are observed at the peaks of
the waveforms. These mismatches are attributed to the truncation of the Fourier
series, and lead to local errors typically ranging from 10% up to 25% with respect
to the nominal torque of the benchmark motors. However, the rms value of the
error along the entire waveform, is 10% or less.
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Figure 3.18: Comparison of the electromagnetic torque calculated by MMT and
linear 2D FEA for various rotor positions and static stator and rotor
current distributions.
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4.1 Introduction

In Chapter 3, two harmonic models for IM analysis have been discussed. These
models can be used to analyse the magnetic-field distribution in an IM for a
predefined distribution of the stator and rotor currents. However, they do not
include the interactions that take place between the electric and magnetic do-
main. These interactions are therefore investigated in this chapter in terms of a
coupling between the magnetic models and electric-circuit models of the stator
and rotor windings. As a results, two methods are defined to calculate the funda-
mental time harmonic of the induced rotor-bar current for a given stator current
distribution. Both these methods are applied to calculate the rotor-bar current
and electromagnetic torque for the four benchmark motors, and the computation
results are validated against 2D FEA calculations. Finally, the second calculation
method is also applied for voltage-fed simulations.

4.2 Induced voltage and current

According to Faraday’s law of induction, a time-varying magnetic field is always
accompanied by an electric field. A generalised expression for this principle is
given by the quasi-static Maxwell-Faraday equation, expressed in differential form
as

∇× ~E = −∂ ~B

∂t
, (4.1)

where ~E represents the electric field strength vector. For all electromagnetic
motors and actuators, the principle of induction is of fundamental importance. For
IMs, the induction principle plays a double role. Firstly, it produces an induced
voltage in the stator windings. Secondly, it also produces an induced voltage
in the rotor bars, which leads to an induced current in the closed rotor circuit.
The rotor current generates an opposing secondary magnetic field. Without this
secondary field, the motor would mainly draw reactive power and no active power
is converted into mechanical power. Once the secondary magnetic field becomes
apparent, however, the phase angle of the stator induced voltage changes such
that mainly active power is drawn for energy conversion.

The amplitude and phase angle of the induced rotor current depend on the slip,
s, between the rotor and the rotating magnetic field of the stator. By assuming
that the stator excitation frequency and the mechanical angular velocity of the
rotor, wr,m, are known, s is obtained as

s =
wsyn − wr,m

wsyn

, (4.2)
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where wsyn is the synchronous angular velocity of the stator magnetic field, given
by

wsyn =
2πfs
p

. (4.3)

Furthermore, the rotor current also depends on the magnitude and the orientation
of the magnetic flux in the motor. In turn, however, the magnetic flux depends
on the stator and rotor current. Thus, to calculate the rotor current, both its own
magnetic field and the magnetic field of the stator should be considered.

Two methods to calculate the fundamental time harmonic of the induced rotor
current are presented in this chapter. The first method is an indirect one and
can only be applied to a linear magnetic-field model, i.e. the MMT model in this
case. Further, it also limits the model to current-fed simulations, which means
that the stator phase currents should be known a-priori. The second method
presents a direct coupling between the magnetic-field model and the electric-
circuit models of the stator and rotor. It can be applied to both linear and
nonlinear magnetic-field models and allows for current-fed as well as voltage-
fed simulations. Also, both methods take the resistance and inductance of the
rotor end rings into account. It should be noted, however, that the influence of
higher time harmonics in the rotor are currently neglected. Due to the discrete
distribution of the stator windings and the permeance variations caused by stator
and rotor slotting, such harmonics can become apparent. In practice, they lead
to parasitic effects such as additional Ohmic losses in the rotor, increased skin
effect and parasitic components in the torque-speed characteristic of the motor.
Fortunately, the influence of these effects can be significantly reduced by means of
appropriate design choices [37]. Furthermore, the models presented in Chapter 3
can be used to predict the rotor current time harmonics and their influence on
the torque-speed characteristic as well. However, this is beyond the scope of this
thesis.

An alternative approach to calculate the induced currents in the rotor bars is
by solving the magnetic field in the rotor bars using the diffusion equation, which
is given in terms of ~A by

∇2 ~A− µσ
d ~A

dt
= 0. (4.4)

The advantage of such an approach is that a nonuniform current distribution in
the rotor bars, for example due to skin effect, can be accounted for. However, a
different representation of the rotor bars, in comparison to the ones proposed in
Chapter 3, is most likely required. Further, the time-dependence can be accounted
for by considering a steady-state solution and assuming that the rotor position
is fixed. For polar coordinates, the resulting magnetic-field solution can then be
expressed in terms of Fourier series by using Bessel functions to describe the radial
dependence of the magnetic field. These Bessel functions presents additional
challenges to the model implementation, although solutions to some common
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problems are provided in literature. For example, the numerical convergence of
higher-order Bessel functions can be improved by employing the method described
in [159]. Also, if the Bessel functions need to be evaluated for various order
numbers, but with the same argument, recurrence relations can be used to quickly
obtain numerical values. An extensive treatise on the theory of Bessel functions
is given in [160]. On the other hand, Bessel functions can be omitted if the
magnetic-field problem is described in Cartesian coordinates. For example, a
Cartesian implementation of a single rotor slot can be used to estimate the skin
effect due to various rotor current time harmonics. Such a model, however, is not
considered here.

An implementation of the diffusion equation for an ALT model in polar co-
ordinates is presented in [71]. In this publication, an equivalent conductivity is
specified for the rotor slotting region, such that the current induced in the rotor
can be calculated directly as a function of the rotor slip. However, due to the
homogenization of the material properties, an incorrect rotor current-density dis-
tribution is obtained for high slip values. Also, the rotor end-ring resistance and
inductance cannot be easily accounted for.

Additionally, an implementation of the diffusion equation for an MMT model
in polar coordinates is presented in [142], under the assumption of a smooth sta-
tor surface (no stator slotting) and single stator spatial harmonic excitation. A
similar approach could be applied to the double slotted MMT model discussed in
Chapter 3, to calculate the fundamental time harmonic of the induced rotor cur-
rent. The methods presented in this thesis could consecutively be used to couple
the electromagnetic model to an external electric circuit to account for the rotor
end rings [161]. However, the implementation of the diffusion equation for the
MMT model is not within the scope of this thesis. Therefore, this chapter mainly
focuses on calculating the interaction between the magnetic models described in
Chapter 3 and the electric-circuit models of the stator and rotor windings.

4.3 Indirect rotor current calculation

The indirect rotor current calculation method divides the computation of the
induced current in the νth rotor bar, Īνbar , into three steps, namely:

1. Calculate the flux linkage in the νth rotor bar due to stator excitation.

2. Calculate the synchronous inductance of the νth rotor bar.

3. Calculate the induced current in the νth rotor bar.

The magnetic fields due to the stator and rotor currents are calculated separately
during steps one and two. The results of these calculations are translated into
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Figure 4.1: Variation of the fundamental rotor-bar flux linkage due to stator ex-
citation, relative to its average value (calculated by MMT).

circuit parameters, such that the induced rotor-bar current can be calculated
during step three. It should be noted that such an approach can only be applied to
a linear model, since the stator excitation current does not influence the magnetic
field produced by the rotor current, and vice-versa. Therefore, the following
calculations are only applied to the MMT model.

4.3.1 Rotor-bar flux linkage due to stator excitation

The purpose of step one is to calculate the amplitude of the fundamental flux
linkage in the νth rotor bar,

∣

∣λ̄ν
sr

∣

∣, due to the stator excitation current using
the MMT model. Therefore, a three-phase current distribution is applied to the
stator windings, whereas the rotor current is set to zero. The flux linkage phasor
λ̄ν
sr is obtained using (3.82). However, due to the stator and rotor slotting, the

obtained flux linkage value varies with rotor position. This variation repeats itself
periodically and the period angle is equal to the number of stator slots per pole
per phase, q, times the stator slot pitch angle, θsp,s = 2π/Qs. In Figure 4.1, the
variation of

∣

∣λ̄ν
sr

∣

∣ is shown, relative to its average value, λν,av
sr , for two rotor bars

of each benchmark motor. It can be seen that the influence of the rotor position
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Figure 4.2: Variation of the rotor-bar synchronous inductance, relative to its av-
erage value (calculated by MMT).

is small, i.e. 2% or less for the benchmark motors. This suggests that
∣

∣λ̄ν
sr

∣

∣ can
be calculated for a single rotor position, e.g. ∆θ = 0, and used in the calculations
of step three without introducing a significant error.

Additionally, it can also be seen that the results obtained for
∣

∣λ̄2
sr

∣

∣ are approx-

imately equal to the results obtained for
∣

∣λ̄1
sr

∣

∣, but shifted with respect to ∆θ.
The discrepancies between the waveforms, due to the truncation of the Fourier
series and the limited numerical accuracy of the results, are small enough to be
neglected. Therefore, the flux linkage amplitude obtained for one rotor bar can be
used for all other rotor bars as well. In total, the number of model runs required
during step one can thus be reduced to one, which significantly decreases the
required computation time. Nevertheless, such an approach should be used with
caution during machine design. Especially when the number of stator or rotor
slots, or the slot opening dimensions are varied, it should be checked whether
the previous assumptions are still valid. Alternatively, the average value of

∣

∣λ̄ν
sr

∣

∣

obtained for various rotor positions can be used.
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Lbar,ν Rbar

Ēbar,ν

Ībar,ν

Rer

Ler

Figure 4.3: Rotor-bar circuit used to calculate the rotor-bar currents with the
indirect method.

4.3.2 Rotor-bar synchronous inductance

The purpose of the second calculation step is to determine the rotor-bar syn-
chronous inductance, Lbar,ν . Therefore, the stator current is set to zero, whereas
a sinusoidal current distribution is applied to the rotor bars, using (3.8). Then,
the rotor-bar flux linkage phasor, λ̄ν

sr , is obtained using (3.82), such that Lbar,ν

can be calculated as

Lbar,ν =

∣

∣λ̄ν
sr

∣

∣

√
2Ibar

. (4.5)

Since the MMT model is linear, the value of Ibar does not influence the obtained
inductance, and is therefore set to its nominal value for convenience. Further,
Lbar,ν depends on the rotor position and behaves periodically along one stator
slot pitch angle, θsp,s. Figure 4.2 shows the variation in Lbar,ν with rotor position
relative to its average value for two rotor bars of each benchmark motor. Similar
to the results of step one, it can be seen that Lbar,ν does not vary significantly
with the rotor position, i.e. 2% or less for the benchmark motors. Also, the
results obtained for Lbar,2 are approximately equal to Lbar,1, but shifted with
respect to ∆θ. Therefore, it is assumed that Lbar,ν can be obtained for each rotor
bar by performing the calculation on one rotor bar for a single rotor position, e.g.
∆θ = 0. The results of step two could thus be obtained from a single model run
as well, albeit with care.

4.3.3 Induced rotor-bar current

During calculation step three, Ībar,ν is calculated for given stator excitation and
slip using the rotor-bar electric circuit shown in Fig. 4.3. The voltage phasor Ēbar,ν

represents the voltage induced in the νth rotor bar due to the stator excitation,
and is calculated as

Ēbar,ν = jsws

∣

∣λ̄ν
sr

∣

∣ , (4.6)

where ws = 2πfs. Further, the parameters Rer and Ler are the equivalent re-
sistance and inductance of the rotor end ring. To calculate Rer and Ler, firstly,
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the resistance and inductance of an end-ring segment between two adjacent rotor
bars are calculated as [37]

Rring =
lring

σrSring

, (4.7)

Lring =
µ0Qr

3mp2

(

0.18
πDring

2p

)

, (4.8)

where Dring and Sring are the average diameter and the cross-section area of the
rotor end ring, respectively, σr is the conductivity of the rotor conductive material
and lring is the length of an end-ring segment, given by

lring =
πDring

Qr

. (4.9)

Secondly, Rer and Ler are obtained as

Rer =
Rring

2 sin2
(

πp
Qr

) , (4.10)

Ler =
Lring

2 sin2
(

πp
Qr

) . (4.11)

Finally, Rbar represents the rotor-bar resistance and is calculated as

Rbar = kR
lbar

σrSbar

, (4.12)

where Sbar is the cross-section area of the actual rotor bar. Since the rotor skin
effect is not accounted for by the MMT and ALT models, a resistance correction
factor, kR, is used. Several methods to calculate kR are presented in literature
[37] and here, a well-known analytical expression is used, given by

kR = ξ
sinh (2ξ) + sin (2ξ)

cosh (2ξ)− cos (2ξ)
, (4.13)

where

ξ = hsr

√

1

2
swsµ0σr. (4.14)

When all parameters of the circuit in Figure 4.3 are calculated, the rotor-bar
current phasor is obtained as

Ībar,ν =
Ēbar,ν

jsws (Lbar,ν + Ler) +Rbar +Rer

. (4.15)
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4.3.4 Electromagnetic torque and power

From the classical IM equivalent circuit model, it is known [37] that the electro-
magnetic power, Pem, and the electromagnetic torque, Tem, of a three-phase IM
can be calculated as

Pem = 3I2rR
′
r

1− s

s
, (4.16)

Tem =
Pemp

(1− s)ws

=
3I2rR

′
rp

sws

, (4.17)

where Ir and R′
r are the stator referred rotor current and resistance, respectively.

Following a similar approach, the contribution of each rotor bar to Pem and Tem

can be calculated using the presented model as

Pem,ν =

(

Îbar,ν√
2

)2

(Rbar +Rer)
1− s

s
, (4.18)

Tem,ν =

(

Îbar,ν√
2

)2

(Rbar +Rer) p

sws

, (4.19)

The total electromagnetic power and torque are then calculated as

Pem = Cper

Nsr
∑

ν=1

Pem,ν , (4.20)

Tem = Cper

Nsr
∑

ν=1

Tem,ν , (4.21)

where Nsr is the number of rotor slots within one periodic section of the motor.

4.4 Direct electric-circuit coupling

The second approach to calculate the induced rotor current is the direct circuit
coupling method. The voltage equations of the stator and rotor electric-circuit
models are expressed in terms of electric model parameters and magnetic-field
coefficients, such that they can be added to the boundary-condition equation
matrix given by (2.85). The currents in the stator phases and the rotor end rings
are considered as unknowns and added to the matrix X, such that they can be
calculated during the solving process. Hence, this method is not only suitable
for calculation of the induced rotor currents, but can also be applied to perform
simulations of a voltage-fed IM.
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ĒAĪA Lew

V̄A
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Figure 4.4: Electric circuit of an induction motor stator.

4.4.1 Stator circuit coupling

The stator circuit is represented by the electric-circuit model shown in Figure 4.4.
Three voltages phasors, V̄A, V̄B and V̄C , represent the stator excitation in the
frequency domain and are defined as

V̄A =
√
2Vph ↔ vA (t) = Re

{

V̄Ae
jwst

}

, (4.22)

V̄B =
√
2Vphe

−j 2π
3 ↔ vB (t) = Re

{

V̄Be
jwst

}

, (4.23)

V̄C =
√
2Vphe

j 2π
3 ↔ vC (t) = Re

{

V̄Ce
jwst

}

. (4.24)

For clarity, the time domain representations of the phase voltages are also given,
and represented by vA (t), vB (t) and vC (t). Further, Rs is the stator phase
resistance and Lew represents the stator end-winding inductance. Both Rs and
Lew are estimated analytically and calculated here using the equations given in
[37]. It is assumed that the ac resistance of the stator winding is equal to its dc
resistance, since only stranded stator windings for low-power, low-speed IMs are
considered in this thesis. Finally, ĒA, ĒB and ĒC represent the induced voltage
of each stator phase and are calculated as

eA (t) = Re
{

ĒAe
jwst

}

=
dλA (t)

dt
↔ ĒA = jwsCper

∑

∀ν∈NA

cνdirλ̄
ν
ss, (4.25)

eB (t) = Re
{

ĒBe
jwst

}

=
dλB (t)

dt
↔ ĒB = jwsCper

∑

∀ν∈NB

cνdirλ̄
ν
ss, (4.26)

eC (t) = Re
{

ĒCe
jwst

}

=
dλC (t)

dt
↔ ĒC = jwsCper

∑

∀ν∈NC

cνdirλ̄
ν
ss. (4.27)
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Using Kirchhoff’s voltage law (KVL), the stator voltage-equations are then ob-
tained as

V̄A − V̄B = ĒA − ĒB + (Rs + jwsLew)
(

ĪA − ĪB
)

, (4.28)

V̄B − V̄C = ĒB − ĒC + (Rs + jwsLew)
(

ĪB − ĪC
)

. (4.29)

Finally, to complete the set of stator equations, the sum of the currents ĪA, ĪB
and ĪC should be equal to zero, which is expressed as

ĪA + ĪB + ĪC = 0. (4.30)

To include (4.28) and (4.29) in the system equation matrix, the induced volt-
ages, ĒA, ĒB and ĒC , should be expressed in terms of magnetic-field coefficients,
an, bn, cn and dn. These coefficients and their corresponding regions differ for
the ALT model and the MMT model. Therefore, the voltage equations obtained
for the ALT model and the MMT model are described separately.

Anisotropic Layer model

For the ALT model, the flux linkage phasor per stator slot is given by (3.36).
Substituting (3.36) into (4.28) and (4.29), the stator voltage-equations can be
rewritten for the ALT model as

V̄A − V̄B = Cx,s

∑

∀n

[(

∑

∀ν∈NA

{

cνdirC
ν
sn,s

}

−
∑

∀ν∈NB

{

cνdirC
ν
sn,s

}

)

CIV
ana

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NA

{

cνdirC
ν
sn,s

}

−
∑

∀ν∈NB

{

cνdirC
ν
sn,s

}

)

CIV
bn b

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NA

{

cνdirC
ν
cn,s

}

−
∑

∀ν∈NB

{

cνdirC
ν
cn,s

}

)

CIV
cn c

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NA

{

cνdirC
ν
cn,s

}

−
∑

∀ν∈NB

{

cνdirC
ν
cn,s

}

)

CIV
dnd

IV
n

]

+

(

Cx,s

[

∑

∀ν∈NA

{

cνdirC
ν
y,A

}

−
∑

∀ν∈NB

{

cνdirC
ν
y,A

}

]

+ Zs

)

ĪA

+

(

Cx,s

[

∑

∀ν∈NA

{

cνdirC
ν
y,B

}

−
∑

∀ν∈NB

{

cνdirC
ν
y,B

}

]

− Zs

)

ĪB

+ Cx,s

[

∑

∀ν∈NA

{

cνdirC
ν
y,C

}

−
∑

∀ν∈NB

{

cνdirC
ν
y,C

}

]

ĪC , (4.31)
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V̄B − V̄C = Cx,s

∑

∀n

[(

∑

∀ν∈NB

{

cνdirC
ν
sn,s

}

−
∑

∀ν∈NC

{

cνdirC
ν
sn,s

}

)

CIV
ana

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NB

{

cνdirC
ν
sn,s

}

−
∑

∀ν∈NC

{

cνdirC
ν
sn,s

}

)

CIV
bn b

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NB

{

cνdirC
ν
cn,s

}

−
∑

∀ν∈NC

{

cνdirC
ν
cn,s

}

)

CIV
cn c

IV
n

]

+ Cx,s

∑

∀n

[(

∑

∀ν∈NB

{

cνdirC
ν
cn,s

}

−
∑

∀ν∈NC

{

cνdirC
ν
cn,s

}

)

CIV
dnd

IV
n

]

+ Cx,s

[

∑

∀ν∈NB

{

cνdirC
ν
y,A

}

−
∑

∀ν∈NC

{

cνdirC
ν
y,A

}

]

ĪA

+

(

Cx,s

[

∑

∀ν∈NB

{

cνdirC
ν
y,B

}

−
∑

∀ν∈NC

{

cνdirC
ν
y,B

}

]

+ Zs

)

ĪB

+

(

Cx,s

[

∑

∀ν∈NB

{

cνdirC
ν
y,C

}

−
∑

∀ν∈NC

{

cνdirC
ν
y,C

}

]

+ Zs

)

ĪC ,

(4.32)

where Zs = Rs + jwsLew, Cx,s = jwsCper and Cν
y,A, C

ν
y,B and Cν

y,C are given by

Cν
y,A =

∑

∀n

[

Cν
sn,s

∑

∀νs∈NA

CIV,νs
gcn + Cν

cn,s

∑

∀νs∈NA

CIV,νs
gsn

]

, (4.33)

Cν
y,B =

∑

∀n

[

Cν
sn,s

∑

∀νs∈NB

CIV,νs
gcn + Cν

cn,s

∑

∀νs∈NB

CIV,νs
gsn

]

, (4.34)

Cν
y,C =

∑

∀n

[

Cν
sn,s

∑

∀νs∈NC

CIV,νs
gcn + Cν

cn,s

∑

∀νs∈NC

CIV,νs
gsn

]

. (4.35)
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Mode-Matching model

For the MMT model, the flux linkage phasor per stator slot is given by (3.81).
Substituting (3.81) into (4.28) and (4.29), the stator voltage-equations can be
rewritten as

V̄A − V̄B = Cx,s

∑

∀ν∈NA

[

Cν
λ,s

(

CVν

B,sB̄
Vν

0 + CVν

A,sĀ
Vν

0

)]

− Cx,s

∑

∀ν∈NB

[

Cν
λ,s

(

CVν

B,sB̄
Vν

0 + CVν

A,sĀ
Vν

0

)]

+

(

Cx,s

∑

∀ν∈NA

[

Cν
λ,sC

Vν

I,s

]

+ Zs

)

ĪA

−
(

Cx,s

∑

∀ν∈NB

[

Cν
λ,sC

Vν

I,s

]

+ Zs

)

ĪB , (4.36)

V̄B − V̄C = Cx,s

∑

∀ν∈NB

[

Cν
λ,s

(

CVν

B,sB̄
Vν

0 + CVν

A,sĀ
Vν

0

)]

− Cx,s

∑

∀ν∈NC

[

Cν
λ,s

(

CVν

B,sB̄
Vν

0 + CVν

A,sĀ
Vν

0

)]

+

(

Cx,s

∑

∀ν∈NB

[

Cν
λ,sC

Vν

I,s

]

+ Zs

)

ĪB

−
(

Cx,s

∑

∀ν∈NC

[

Cν
λ,sC

Vν

I,s

]

+ Zs

)

ĪC , (4.37)

(4.38)

where

Cν
λ,s =

cνdirzQ,slslθss
2Sss

. (4.39)

4.4.2 Rotor circuit coupling

A segment of the electric circuit representing the rotor squirrel cage is shown in
Figure 4.5. Each rotor bar is represented by the bar resistance, Rbar, and the
induced rotor-bar voltage, Ēbar,ν . The bars are connected by the end rings of the
squirrel cage, which are modeled by the end-ring-segment resistance, Rring, and
inductance, Lring. Values for Ebar , Rbar, Rring and Lring are calculated from
(4.6), (4.7), (4.8) and (4.12), respectively.

Between each rotor bar, ν, and its adjacent rotor bar, ν+1, a loop current can
be identified that is equal to the end-ring-segment current, Īring,ν . The currents
in the rotor bars, Ībar,ν , can be expressed in terms of Īring,ν as

Ībar,ν = Īring,ν − Īring,ν−1. (4.40)
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Figure 4.5: Electric circuit of an induction motor rotor.

Using the KVL along the loop as indicated in Figure 4.5, the circuit voltage-
equation is then obtained as

Ēbar,ν+1 − Ēbar,ν + 2 (Rbar + Zring) Īring,ν −Rbar Īring,ν−1

−Rbar Īring,ν+1 = 0, (4.41)

where Zring = Rring+jswsLring. Equation (4.41) can be used for all but one rotor
current loop. Therefore, the resulting system of equations is under-determined,
and one additional equation is required to solve the rotor current. This equation is
obtained by applying the KVL to the end-ring loop. Since the impedance of each
end-ring segment is assumed to be equal, the resulting equation can be written as

Nsr
∑

ν=1

Īring,ν = 0, (4.42)

The equations given by (4.41) and (4.42) are expressed in terms of the magnetic-
field coefficients and rotor-end-ring current. The resulting expressions of the rotor
voltage-equation are obtained for the ALT model and the MMT model separately.

Anisotropic Layer model

For the ALT model, the rotor-bar flux linkage phasor is given by (3.37) and is
used to obtain the induced rotor-bar voltage using (4.6). Substituting (3.37) and
(4.6) into (4.41), the rotor voltage-equation can be rewritten for each current loop
as

Cx,r

∑

∀n

[(

Cν+1
sn,r − Cν

sn,r

) (

CII
ana

II
n + CII

bnb
II
n

)]

+

Cx,r

∑

∀n

[(

Cν+1
cn,r − Cν

cn,r

) (

CII
cnc

II
n + CII

dnd
II
n

)]

+
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Cx,r

∑

∀n

[

(

Cν+1
sn,r − Cν

sn,r

)

Nsr
∑

νr=1

{

CII,νr
gcn

(

Īring,νr − Īring,νr−1

)}

]

+

Cx,r

∑

∀n

[

(

Cν+1
cn,r − Cν

cn,r

)

Nsr
∑

νr=1

{

CII,νr
gsn

(

Īring,νr − Īring,νr−1

)}

]

+

2 (Rbar + Zring) Īring,ν −Rbar Īring,ν−1 −Rbar Īring,ν+1 = 0, (4.43)

where Cx,r = jsws. It should be noted here that for ν = 1 it holds that ν − 1 =
Nsr, and for ν = Nsr it holds that ν+1 = 1, to account for the physical connection
and periodicity of the rotor cage. Similarly, this also holds for νr.

Mode-Matching model

For the MMT model, the rotor-bar flux linkage phasor is given by (3.82). Sub-
stituting (3.82) and (4.6) into (4.41), the rotor voltage-equation can be rewritten
for each current loop as

Cx,rCλ,r

(

Cν+1
B,r B

Iν+1

0 + Cν+1
A,r A

Iν+1

0

)

− Cx,rCλ,r

(

Cν
B,rB

Iν
0 + Cν

A,rA
Iν
0

)

+

[

Cx,rCλ,r

Cν
I,r

Ssr

−Rbar

]

Īring,ν−1 +

[

Cx,rCλ,r

Cν+1
I,r

Ssr

−Rbar

]

Īring,ν+1−
[

Cx,r

(

Cλ,rC
ν+1
I,r

Ssr

+
Cλ,rC

ν
I,r

Ssr

)

− 2 (Rbar + Zring)

]

Īring,ν = 0, (4.44)

where

Cλ,r =
lslθsr
2Ssr

. (4.45)

Again, it should be noted here that for ν = 1 it holds that ν − 1 = Nsr, and for
ν = Nsr it holds that ν + 1 = 1.

4.4.3 Electromagnetic torque

Two methods are considered to calculate the electromagnetic torque, Tem, from
the results of the direct circuit coupling model. Firstly, since both the stator
and the rotor currents are considered in the magnetic-field solution, Tem can be
obtained from Maxwell’s Stress Tensor. For the ALT model and the MMT model,
(3.54) and (3.103) are used, respectively. Secondly, Tem is obtained in a similar
manner as described in Section 4.3.4, namely using (4.18) to (4.21). This method
is referred to as the circuit method.
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Table 4.1: Parameters and simulation settings used for the ALT calculations.

Symbol Value Unit Description

- 1 2 3 4 - Benchmark motor
Cit 0.3 0.3 0.3 0.3 - Relaxation constant
εdes 1e-3 1e-3 1e-3 1e-3 - Maximum convergence error
Lring 1.9 0.83 2.1 0.49 nH Rotor end-ring inductance
Rring 3.8 2.1 6.6 3.5 µΩ Rotor end-ring resistance
Lew 38 4.2 25 4.5 mH Stator end-winding inductance
Rs 47 9.3 21 4.0 Ω Stator winding resistance

Table 4.2: Parameters and simulation settings used for the MMT calculation.

Symbol Value Unit Description

- 1 2 3 4 - Benchmark motor
N III

sh 150 150 120 100 - Air-gap spatial harmonics
Nss

sh 5 5 5 4 - Stator slot spatial harmonics
Nsr

sh 3 3 3 2 - Rotor slot spatial harmonics
Lring 1.9 0.83 2.1 0.49 nH Rotor end-ring inductance
Rring 3.8 2.1 6.6 3.5 µΩ Rotor end-ring resistance
Lew 38 4.2 25 4.5 mH Stator end-winding inductance
Rs 47 9.3 21 4.0 Ω Stator winding resistance

4.5 Validation of the calculation methods

To validate the induced-current calculation methods, simulations are performed
for the benchmark motors and compared to 2D FEA predictions. During these
simulations, the stator current is increased from 10% to 150% of its nominal value
and applied to the benchmark motors for operating slips of s = sN/2, s = sN and
s = 2sN . The results are validated in terms of the rms rotor-bar current, Ibar,
rotor-bar current angle, φbar , and electromagnetic torque, Tem. An overview of
important parameters and simulation settings for the ALT and MMT models is
provided in Tables 4.1 and 4.2, respectively.

4.5.1 Indirect method

To obtain the results of the indirect method, both the rotor-bar flux linkage due
to stator excitation and the rotor-bar synchronous inductance are calculated for
∆θ = 0. The same rotor position is also used to perform linear FEA simulations.
A comparison of the rotor-bar current, Ībar, obtained from the MMT and linear
FEA models, is shown in Figures 4.6 and 4.7. It can be seen that both the rms
value and the phase angle of Ībar are in good agreement for all benchmark motors.
Some small discrepancies are observed, but the maximum error is approximately
5%, which is acceptable. Further, Figure 4.8 shows that a good agreement is also
obtained in terms of Tem.
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Figure 4.6: Comparison of the rms rotor-bar current, Ibar , calculated by MMT
and linear 2D FEA, using the indirect method.
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Figure 4.7: Comparison of the rotor-bar current angle, φbar , calculated by MMT
and linear 2D FEA, using the indirect method.
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Figure 4.8: Comparison of the electromagnetic torque, Tem, calculated by MMT
and linear 2D FEA, using the indirect method.

4.5.2 Direct method: current-fed simulations

For the current-fed simulations, the same operating conditions are used as those
of the indirect method validation. The validation results of the ALT and MMT
models are discussed separately.

Anisotropic Layer model

Since the ALT model includes the global effect of the nonlinear behavior of the
motor, its calculation results are compared to nonlinear FEA predictions. It can
be seen from Figure 4.9 and Figure 4.10 that the obtained rms values and phase
angles of Ībar are in good agreement for all benchmark motors. Further, a com-
parison of Tem, obtained from FEA and the ALT model using MST, is shown in
Figure 4.11. It can be seen that a relatively good agreement is obtained, although
small discrepancies can be observed. These discrepancies are attributed to the
fact that the FEA model calculates Tem based on a more accurate representation
of the magnetic-flux-density distribution, including not only the fundamental, but
also higher spatial harmonics. Finally, it should be noted that Tem calculated by
the circuit method is identical to Tem calculated by the MST in this case, and
therefore only the results obtained from MST are shown here.
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Figure 4.9: Comparison of the rms rotor-bar current, Ibar , calculated by ALT and
nonlinear 2D FEA, using the direct method (current-fed).
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Figure 4.10: Comparison of the rotor-bar current angle, φbar , calculated by ALT
and nonlinear 2D FEA, using the direct method (current-fed).
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Figure 4.11: Comparison of the torque calculated by ALT and nonlinear 2D FEA,
using the direct method (current-fed).

Mode-matching model

For the MMT model, the results of the direct method are validated against lin-
ear FEA predictions. A comparison of the results in terms of the rms value and
current angle of Ībar is shown in Figure 4.12 and Figure 4.13, respectively. It can
be seen that a very good agreement is obtained. Further, a comparison of the
results in terms of Tem is shown in Figure 4.14 and Figure 4.15, calculated using
Maxwell’s Stress Tensor and the circuit method, respectively. It can be seen that
a very good agreement is obtained using the circuit method for torque calcula-
tion, whereas the results obtained from Maxwell’s Stress Tensor show significant
discrepancies for benchmark motors ”one” and ”two”. These discrepancies are
discussed in more detail in Section 4.6.

4.5.3 Direct method: voltage-fed simulations

For the voltage-fed simulations, the voltage applied to the stator phase windings
is fixed to its nominal value, whereas the rotor slip is increased from s = 0.01
to s = 1 in 30 steps. Further, the position of the rotor is set to ∆θ = 0 and
similar calculations are performed using FEA. The results of the ALT model and
the MMT model are again discussed separately.
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Figure 4.12: Comparison of the rms rotor-bar current, Ibar , calculated by MMT
and linear 2D FEA, using the direct method (current-fed).
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Figure 4.13: Comparison of the rotor-bar current angle, φbar, calculated by MMT
and linear 2D FEA, using the direct method (current-fed).
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Figure 4.14: Comparison of the electromagnetic torque, Tem, calculated by MMT
(using the MST method) and linear 2D FEA, using the direct method
(current-fed).
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Figure 4.15: Comparison of the electromagnetic torque, Tem, calculated by MMT
(using the circuit method) and linear 2D FEA, using the direct
method (current-fed).



4.6: Convergence of MST calculations 99

Anisotropic layer model

A comparison between voltage-fed results obtained from the ALT model and non-
linear FEA predictions is shown in Figure 4.16 and Figure 4.17 in terms of rms
stator phase current and electromagnetic torque. From Figure 4.16, it can be
seen that a good agreement is obtained for benchmark motors ”one”, ”two” and
”four” up to approximately s = 0.3. For this operating region, the magnetizing
inductance is relatively dominant with respect to the phase impedance, such that
any error in the predicted rotor leakage inductance does not influence the stator
current significantly. For larger slip values, the contribution of the rotor leakage
inductance to the total phase impedance becomes more significant. The discrep-
ancy in Iph for large slip values is therefore attributed to an inaccurate estimation
of the rotor leakage inductance. Furthermore, benchmark motor ”three” shows
a significant discrepancy in terms of stator current for low slip values. It was
found that this error is caused by deep saturation of the rotor teeth. Apparently,
the ALT model overestimates the influence of the soft-magnetic iron on the fun-
damental flux density for this case, which leads to an increased stator current.
Finally, it can be seen from Figure 4.17 that Tem, obtained using MST, is pre-
dicted accurately up to approximately s = 0.15. For larger slip values, errors in
the leakage flux predictions lead to incorrect results.

Mode-matching model

The results of the voltage-fed simulations performed using the MMT model are
compared to the results obtained from both linear and nonlinear FEA predictions
in Figure 4.18 and Figure 4.19. From Figure 4.18, it can be seen that a good
agreement is obtained between the linear FEA model and the MMT model in
terms of stator phase current. However, as expected, the nonlinear FEA model
does not match well with the linear calculation results. For small slip values, near
the no-load operating region, this is caused by global saturation in the main flux
path, whereas for large slip values, this is caused by saturation in the leakage flux
paths. In between these two extremes, the soft-magnetic material is not heavily
saturated and therefore, a relatively good agreement is obtained for this operating
region. Further, a comparison in terms of Tem is shown in Figure 4.19, where Tem

was obtained for the MMT model using the circuit method. It can be seen that
there is a good agreement between the linear FEA model and the MMT model
up to s = 0.3 for benchmark motors ”one”, ”three” and ”four”, and up to s = 0.2
for benchmark motor ”two”. For larger slip values, the error increases due to a
difference in the predicted leakage flux. This difference is most likely caused by the
simplifications applied to the MMT model geometry. However, the resulting error
in Tem remains within acceptable limits, i.e. within 6% in the linear operating
region and within 20% for s = 1.
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Figure 4.16: Comparison of the rms stator phase current, Iph, calculated by ALT
and nonlinear 2D FEA, using the direct method (voltage-fed).
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Figure 4.17: Comparison of the electromagnetic torque, Tem, calculated by the
ALT and nonlinear 2D FEA, using the direct method (voltage-fed).
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Figure 4.18: Comparison of the rms stator phase current, Iph, calculated by MMT
and linear 2D FEA, using the direct method (voltage-fed).
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Figure 4.19: Comparison of the electromagnetic torque, Tem, calculated by MMT
(using MST) and linear 2D FEA, using the direct method (voltage-
fed).
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Figure 4.20: Number of spatial harmonics, Nsh, in the air gap versus electro-
magnetic torque, Tem, computed by MST and the circuit method,
normalized against the nominal value of Tem obtained from FEA.

4.6 Convergence of MST calculations

In the previous section, it was shown that Maxwell’s Stress Tensor does not always
predict the correct torque value for the MMT model, whereas it does calculate
the correct value for the ALT model. To further investigate this problem, ad-
ditional calculations are performed using the MMT model for each benchmark
motor. The stator phase current and the rotor slip are fixed to the nominal value
of each benchmark motor, whereas N III

sh is increased from 30 up to the maximum
number of harmonics given in Table 4.2. For each simulation, Tem is computed
using both the MST and the circuit method. Moreover, two cases of the MST
calculation are considered. The first case (total) includes all spatial harmonics in
the calculation, whereas the second case (fund.) includes only the fundamental
spatial harmonic. A comparison of the results is shown in Figure 4.20, where all
obtained values of Tem are normalized to the value obtained by the linear FEA
models for equal operating conditions. It can be seen that for each benchmark
motor, the results calculated by the circuit method and the fundamental MST
calculation converge approximately to the linear FEA predictions. For the results
obtained from the total MST calculation, however, it can be seen that Tem does



4.6: Convergence of MST calculations 103

not converge to the correct value. Especially for benchmark motors ”one” and
”two”, large discrepancies become apparent after Nsh passes a certain point. Fur-
ther, since the effect is not observed for the fundamental MST calculations, it is
expected that the problem is caused by the contribution of higher spatial harmon-
ics in the total MST calculation. The exact origin of the observed discrepancies
should be investigated in more detail. However, this is beyond the scope of this
thesis.
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5.1 Introduction

In Chapter 3, the advantages and disadvantages of the ALT and MMT models
for the analysis of the magnetic field in an IM were investigated. In this chapter,
a combination of these models is described to form a framework for induction-
motor analysis. This framework aims to combine the advantages of both modeling
approaches. Moreover, it uses the direct circuit coupling presented in Chapter 4
to connect the magnetic and electric domains. An extension of this coupling to
account for multiple slices of the ALT model is also presented, such that a skewed
rotor structure can be approximated. The results of the models are then used to
calculate performance characteristics, which are thoroughly validated against 2D
FEA calculations, skewed FEA calculations and measurements. First, however,
an overview of several challenges in induction-motor analysis and a description of
the framework implementation is discussed.

5.2 Challenges in induction-motor analysis

Accurate performance prediction is a challenging task for IMs, especially due to
the large number of physical phenomena that influence their performance. These
phenomena are generally influencing each other as well, which leads to a complex
interaction between the desired motor behavior and parasitic effects. Additionally,
one of the biggest uncertainties in electric-motor modeling are the properties of
the soft-magnetic material, especially in terms of magnetization and losses. These
properties may vary throughout a lamination due to processing, for example after
cutting the lamination or after shrink-fitting a housing onto the stator.

Several challenges encountered during IM analysis are addressed in this chapter.
An overview of the considered phenomena and the extend of their implementation
in the developed models are presented below:

Leakage and fringing flux: In an ideal IM, the distribution of the magnetic-
flux density in the air gap is purely sinusoidal and all magnetic flux links
both the stator winding and the rotor squirrel cage. In practice, however,
the distributed nature of the conductors and the disruption of the soft-
magnetic material due to stator and rotor slotting significantly distorts the
flux distribution. Consequently, a part of the magnetic flux does not con-
tribute to useful torque production and is therefore considered leakage flux.
Furthermore, the presence of slot openings in the magnetic structure causes
the magnetic flux to fringe when crossing the air gap, thereby increasing the
effective air-gap length. As a result, the magnetizing inductance decreases
and the required magnetizing current increases.

Global saturation: Due to the physical properties of soft-magnetic materials,
the ability to magnetize them generally reduces as the magnetizing field
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strength increases. At some point, which varies for different types of mate-
rials, the increase in magnetization drops rapidly and the material is said
to be saturated. The global saturation effect reflects the average saturation
level of the teeth and yokes and is primarily important for the calculation
of the IM magnetization behaviour and its associated magnetizing current.
The influence of local saturation is currently neglected.

Skin effect: For low-power IMs, skin effect generally takes place in the rotor
conductors only. If the frequency of the induced rotor-bar current is suf-
ficiently high (and thus the slip is sufficiently low), the currents induced
by rotor slot-leakage flux tend to push the total current towards the top of
the conductor (air-gap side). Consequently, the effective surface area of the
conductor decreases and the effective resistance increases. For small slip
values, for example near nominal slip, the influence of skin effect is often
small in low-power IMs. However, for high slip values, the influence of skin
effect can be considerable, especially for deep-bar and double-cage motors.
Therefore, an analytical approximation of the influence of skin effects on
the effective resistance of the rotor bars is included in the model.

End windings and rings: The end windings and rings of the stator and rotor
contribute to the total resistance and inductance of the stator and rotor,
respectively. The magnetic field produced by the stator end winding and
rotor end rings is considered as an additional leakage component, as it does
not contribute to useful torque production. However, since the end windings
and rings are only partially surrounded by soft-magnetic material and their
geometry is relatively complex, the distribution of the end-winding magnetic
flux and the associated inductance are difficult to predict. Therefore, empir-
ical estimations of their values are usually employed and a similar approach
is used here. Furthermore, the resistance of the end windings and rings add
to the Ohmic losses and are calculated based on an approximation of their
geometry. Any skin effect occurring in the rotor end rings is neglected.

Skewing: To reduce parasitic torques during motor start-up and to decrease
the torque ripple amplitude, the rotor of low-power IMs is often skewed.
However, skewing also reduces the mutual flux linkage between the stator
and rotor and, consequently, torque production decreases. Further, since
the rotor conductors are spatially shifted in the axial direction, the global
saturation level will also vary in the axial direction. These effects can be
taken into account by using multiple slices of a 2D model, each with a
slightly displaced rotor position. Other undesired effects, such as parasitic
currents between the rotor bars (inter-bar current) and axial magnetic flux
may also become apparent due to skewing. However, such effects are not
considered in this thesis.

Soft-magnetic material characteristics: The properties of the soft-magnetic
materials are often measured on an Epstein frame or using ring samples
of the magnetic material. The results are expressed in terms of the BH-
characteristics and iron-loss characteristics. These are then used in simu-



108 Chapter 5: Framework for Induction-Motor analysis

lations to predict the magnetization behaviour and iron losses of a motor
for a specific operating point. However, the properties of the materials in a
real motor generally differ from those obtain from the measurements. Es-
pecially for the prediction of the iron losses, these discrepancies can lead to
large errors, even when an accurate estimation of the magnetic-field distri-
bution is available. The origin of the discrepancies is often a combination
of various factors. For example, the loss characteristics of the magnetic
materials are generally determined for a pulsating magnetic field, whereas
the magnetic field in an IM is ideally a rotating one. Also, manufacturing
steps such as lamination punching, stacking, shrink-fitting and milling can
significantly influence the properties of the magnetic materials, or lead to
undesired short-circuits for example at the outer surface of the rotor. There-
fore, the calculation of iron losses is often limited during design to the ones
calculated for the fundamental magnetic-flux distribution. These losses are
then corrected by means of empirical coefficients, determined by the motor
manufacturer for a large set of motors, to include the remaining iron losses.
Finally, the discrepancies in the material properties also lead to errors in the
predicted magnetization behaviour. For IMs, these errors mainly influence
the required magnetizing current, which in turn influences the stator Ohmic
losses.

It should be noted that the aforementioned phenomena do not present an exclusive
overview. Many additional challenges, such as local saturation, stator and rotor
current harmonics, parasitic torques, proximity effect, rotor-cage material varia-
tion etc. are currently not considered in the framework. Further, the operating
temperatures of the stator and rotor conductors are assumed to be fixed. How-
ever, the developed electromagnetic models can be coupled to a thermal model
to obtain a more accurate estimation of the operating temperatures.

5.3 Overview of the analysis framework

In Chapter 3, two different IM models were presented, namely the ALT model and
the MMT model. Furthermore, methods to calculate the induced rotor current
for both models were discussed in Chapter 4. It was shown that both models
have advantages and disadvantages when it comes to IM analysis. Therefore, in
this chapter, the advantages of both methods are combined to implement a semi-
analytical analysis tool for low-power, low-speed, three-phase IMs. A schematic
overview of the proposed analysis tool is shown in Figure 5.1.

For a given geometry, the MMT model is used to calculate the stator and
rotor leakage inductances, Lσ,s and Lσ,bar respectively, and the effective air-gap
lengthening coefficient, kC . These parameters will be referred to as leakage and
fringing flux parameters. Also, analytical and empirical calculations are used to
estimate the stator and rotor resistance and end-winding inductance. Further, the
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Figure 5.1: Schematic overview of the induction-motor modeling approach.

stator and rotor electric circuits are redefined, such that they include the leakage
inductance calculated by the MMT model, and coupled to the ALT model using
the methods described in Chapter 4. Small modifications are made to the ALT
model to minimize its slot-leakage flux, since this leakage component is already
accounted for by the MMT model. For simulation of skewed rotors, the ALT
model is divided into a variable number of slices. Each slice is included in the
circuit coupling with a different rotor position, such that the influence of skewing
on the fundamental torque production is accounted for.

5.4 Leakage and fringing flux parameters

In this section, the calculation of the leakage and fringing flux parameters is
discussed. These calculations are separated into three aspects, namely stator
phase leakage inductance, rotor-bar leakage inductance and Carter’s factor. The
obtained parameters are applied in the next section to implement a skewed elec-
tromagnetic model.

5.4.1 Stator-phase leakage-inductance

For the stator-phase leakage-inductance calculation, a three-phase current distri-
bution is applied to the stator windings, whereas the rotor current is set to zero.
Since the MMT model is linear, the inductance is independent of the excitation
magnitude. Therefore, Iph is set to its nominal value for convenience. The syn-
chronous and magnetizing flux linkage phasors are obtained using (3.89) to (3.91)
and (3.100) to (3.102), respectively. The leakage flux linkage phasor of each stator
phase x is then calculated as

λσ,x = λx − λm,x. (5.1)
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Figure 5.2: Variation of the stator leakage inductance, Lσ,s, with respect to its
average value, calculated as a function of rotor position, ∆θ.

Finally, the phase leakage inductance is obtained as

Lx
σ,s =

∣

∣λ̄σ,x

∣

∣

√
2Iph

. (5.2)

Due to slotting, Lx
σ,s varies as a function of the rotor position. To analyse the in-

ductance variation, LA
σ,s is calculated for various values of the rotor displacement

angle, ∆θ. From the stator point of view, the magnetic structure behaves periodi-
cally with respect to ∆θ along one rotor slot angle. Therefore, the calculations are
performed for ∆θ ranging from 0◦ to 360◦/Qr. The results for each benchmark
motor are shown in Figure 5.2, in terms of the relative variation of LA

σ,s with
respect to its average value. It can be seen that this variation is significant for all
benchmark motors, especially for number ”four”. Therefore, it is concluded that
LA
σ,s can not be determined by considering only a single value of ∆θ, but should

be averaged along several rotor positions instead. For the considered balanced
operating conditions, the average value of Lx

σ,s is equal for each phase.

5.4.2 Rotor-bar leakage-inductance

For the rotor-bar leakage-inductance calculation, the stator phase currents are
set to zero, whereas a sinusoidal current distribution is applied to the rotor bars,
as given by (3.8). The value of Ibar is set to its nominal value, since it does
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Figure 5.3: Variation of the rotor leakage inductance, Lσ,r, with respect to its
average value, calculated as a function of rotor position, ∆θ.

not influence the inductance in the considered linear case. The synchronous and
magnetizing inductance of each rotor bar are calculated using (3.82) and (3.95),
respectively. Then, the leakage flux linkage phasor of each rotor bar is calculated
as

λ̄ν
σ,bar = λ̄ν

sr − λ̄ν
m,sr. (5.3)

Finally, the leakage inductance of each rotor bar is obtained as

Lν
σ,bar =

∣

∣

∣λ̄ν
σ,bar

∣

∣

∣

√
2Ibar

. (5.4)

Lν
σ,bar also varies as a function of rotor position due to slotting. From the rotor

point of view, the magnetic structure varies periodically along one stator slot
angle. Therefore, Lν

σ,bar is calculated for various values of ∆θ, ranging from 0◦ to
360◦/Qs. The results of these calculations are shown in Figure 5.3, in terms of
the relative variation of Lν

σ,bar with respect to its average value. Again, it can be
seen that the variation is significant. Therefore, Lν

σ,bar should also be averaged
along several rotor positions to obtain a suitable value for the analysis framework.
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Table 5.1: Comparison of Carter’s factor obtained for four benchmark motors
using analytical calculation, the MMT model and the FEA model.

Benchmark Analytical MMT model FEA model

1 1.26 1.28 1.26

2 1.29 1.30 1.28

3 1.19 1.20 1.19

4 1.29 1.29 1.29

5.4.3 Carter’s factor

Carter’s factor, kC , represents the effective increase in the air-gap length seen
by the fundamental travelling wave in an electric motor due to stator and rotor
slotting. The effect is caused by the absence of highly permeable material in the
slots and slot openings, which forces the flux that crosses the air gap to travel an
effectively longer distance. An analytical approximation of kC was first derived
by Carter [162] from a simplified slot model by means of conformal mapping and
the obtained results have been widely used in literature [37, 40]. For single-slotted
machines, having either stator or rotor slotting, an expression for kC is given by

kC =
τu

τsp − κbo
, (5.5)

where τsp is the slot pitch, bo is the slot opening width and κ is given by

κ =
2

π



arctan

(

bo
2g

)

−
(

2g

bo

)

ln





√

1 +

(

bo
2g

)2






 , (5.6)

where g = rsi − rro is the mechanical air-gap length. In case of double slotted
machines, having both stator and rotor slotting, kC is approximated as

kC ≈ kC,skC,r, (5.7)

where kC,s and kC,r represent Carter’s factor due to stator and rotor slotting,
respectively, both calculated separately using (5.5), assuming that the opposing
side of the air gap is smooth.

As an alternative, kC can be calculated using the MMT model. Since the
required calculations are already performed for various rotor positions to obtain
the average stator leakage inductances, the same analysis results can be used to
determine kC . To this extent, the peak value of the fundamental radial air-gap
flux-density, B̂g,nf

, is calculated for each rotor position as

B̂g,nf
=

1

2

∣

∣

∣−cIIInf
r2nf−1 − dIIInf

r−2nf−1 + jaIIInf
r2nf−1 + jbIIInf

r−2nf−1
∣

∣

∣ , (5.8)
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RsĪB Lew
V̄B
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ĒB

ĒC
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Īring,ν

Lring Rring Lring
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Figure 5.4: Modified stator and rotor electric-circuit models including leakage in-
ductance.

In the ideal case, where the stator and rotor air-gap surfaces are completely
smooth and the soft-magnetic material is infinitely permeable, the fundamental
radial air-gap flux-density of a three-phase IM is obtained as

B̂g,ideal =
√
2Iph

µ0mkw1Nph

πpg
, (5.9)

where kw1 is the fundamental winding factor and Nph is the number of winding
turns per phase. A detailed overview of the calculation of kw1 is presented in [37]
for various types of windings. Finally, kC can be calculated as

kC =
B̂g,ideal

B̂g,slotted

, (5.10)

where B̂g,slotted represents the average of B̂g,nf
along the considered rotor posi-

tions. A comparison of Carter’s factor calculated by (5.5), the MMT model, and
linear FEA is shown in Table 5.1 for each benchmark motor. It can be seen that
a close correspondence is obtained between the results. In the ALT model, kC is
used to correct the air-gap permeability, as discussed in Section 3.3.1.

5.5 Skewed electromagnetic model

Since the leakage flux is modeled by the MMT model, the resulting leakage-
inductance components should be represented in the electric-circuit models that
are coupled to the ALT model. Therefore, the stator and rotor electric circuits are
modified such that they include Lσ,s and Lν

σ,bar, as shown in Figure 5.4. Further-
more, the ALT model should be modified such that its predicted leakage flux is
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Figure 5.5: Graphical overview of rotor skewing to illustrate the skew pitch, τskew ,
and the rotor-bar inclination angle, γskew .

minimal. To this extent, non-physical values are assumed for the circumferential
magnetic permeabilities of regions II and IV in the ALT model, namely µ0/1000.

To take rotor skewing into account in the coupled electromagnetic model, sev-
eral measures are taken. Firstly, rotor skewing increases the total length of the
rotor bar, whereas it decreases its effective cross-section area [38]. The equivalent
rotor-bar length, lbar,eq, and rotor-bar surface area, Sbar,eq, are calculated as

lbar,eq =
lbar

cos (γskew)
, (5.11)

Sbar,eq = Sbar cos (γskew) , (5.12)

where γskew is the rotor-bar inclination angle, shown in Figure 5.5 and given by

γskew = tan−1

(

τskew
lbar

)

, (5.13)

where τskew represents the skew pitch at the rotor air-gap radius. Using the
equivalent values, the rotor-bar resistance is then calculated as

Rbar,eq = kR
lbar,eq

σrSbar,eq

. (5.14)

Secondly, the influence of rotor skewing on the fundamental magnetic coupling
between the stator and rotor should be taken into account. Therefore, the geom-
etry of the motor is divided into Nslice slices along the axial direction. The axial
length of each slice is calculated as

lslice =
lstk

Nslice

. (5.15)

The rotor positions of subsequent slices are shifted with respect to each other. To
determine the average rotor position of each slice, firstly the total skewing angle
of the rotor bars is calculated as

θskew =
tskew
rro

. (5.16)
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Then, the rotor position of the first slice is determined as

∆θ,slice,1 = −θskew
2

+
θslice
2

, (5.17)

where θslice = θskew/Nslice is the amount of skewing per slice. Finally, the rotor
angle of the remaining slices is obtained as

∆θ,slice,nslice
= ∆θ,slice,1 + (nslice − 1) θslice, (5.18)

where nslice represents the considered slice number. For odd Nslice, the rotor
position of the middle slice should be equal to zero.

Finally, all slices are represented by separate ALT models, which are coupled
to each other through the stator and rotor electric-circuit models. The boundary-
condition equations of each of these ALT models are included in the system matrix
equations. By summing the induced voltage of each slice for both the stator phases
and the rotor bars, expressions for the induced voltages required for the voltage
equations are obtained. The coupling equations derived in Chapter 4 can therefore
be reused for each model slice.

5.6 Motor performance calculation

To use the coupled electromagnetic model as a tool for motor design, the losses
of the machine should be predicted. Methods to calculate these losses are pre-
sented in this section, including Ohmic losses, iron losses, mechanical losses and
stray losses. Performance parameters, such as efficiency and power factor, can
then be determined. Further, a brief overview of methods to determine the Stein-
metz Equivalent Circuit parameters from no-load and locked-rotor tests is also
provided. These parameters will be used in the next sections to validate the IM
analysis framework against FEA simulation results and measurements.

5.6.1 Stator and rotor Ohmic losses

The Ohmic losses of the stator and rotor can be determined relatively easily.
Assuming that the resistance and rms current are known for the stator and rotor
windings, their Ohmic losses are determined as

POhm,s =
∑

x=A,B,C

∣

∣Īx
∣

∣

2

2
Rs, (5.19)

POhm,r = Cper

Nsr
∑

ν=1

∣

∣Ībar,ν
∣

∣

2

2
(Rbar,eq +Rer) . (5.20)
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During motor design, the wire length of a stator phase winding, lwire, needs
to be estimated, for example using the equations given in [37]. Furthermore, the
conductivity of the stator and rotor conductors strongly depends on the operating
temperature. For initial design, the conductor temperatures can be estimated,
but for accurate performance calculation, the operating temperatures should be
predicted by a thermal model. Finally, the total Ohmic losses are calculated as

POhm = POhm,s + POhm,r. (5.21)

5.6.2 Iron losses

In general, an accurate prediction of the iron losses is difficult to obtain. Even
if an accurate description of the magnetic-field variation is available, for example
from FEA simulations, significant discrepancies between measured and calculated
values are often observed. These discrepancies are mainly caused by the influence
of manufacturing processes on the iron-loss characteristics of soft-magnetic ma-
terial. Therefore, iron-loss predictions are usually limited to the iron losses due
to the fundamental magnetic flux in design calculations, whereas the remaining
part of the iron losses is accounted for by empirical corrections. In the analysis
framework, a similar approach is used.

The iron losses are mathematically separated into three different component,
namely static hysteresis losses, dynamic eddy-current losses, and excess losses
[163]. The iron-loss density in each motor part is then described as

pFe = phys + peddy + pexc. (5.22)

The static hysteresis-loss density, assumed proportional to the area of the hys-
teresis loop obtained for near-zero frequency excitation, is represented by phys.
Its value is calculated as

phys = khysB̂
2f, (5.23)

where B̂ is the peak flux-density in the motor part, f is the excitation frequency,
and khys is the hysteresis-loss coefficient.

Further, the dynamic eddy-current loss density, peddy, represents the macro-
scopic induced currents in the soft-magnetic material due to the variation of the
magnetic field. By assuming that the flux density in each motor part varies sinu-
soidally in time with frequency f , peddy can be obtained as

peddy = keddy
π2d2lamσiron

6

(

B̂f
)2

, (5.24)

where dlam is the lamination thickness, σiron is the conductivity of the soft-
magnetic material and keddy is the eddy-current loss coefficient.
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Finally, pexc represents the excess losses, which accounts for additional iron
losses not considered by phys and peddy. An expression for pexc is given by

pexc = 8.67kexc

(

B̂f
)1.5

, (5.25)

where kexc represents the excess loss coefficient. The values of khys, keddy and
kexc are determined from measurement results, for example obtained from ring
samples of the soft-magnetic material. These measurements are discussed in more
detail in Appendix B.

The calculation of the iron losses is performed separately for four motor parts,
namely the stator yoke, the stator teeth, the rotor yoke and the rotor teeth. The
peak value of the magnetic-flux density in each motor part is calculated using
(3.28), (3.29), (3.30) and (3.31), respectively. The iron losses are then calculated
as

PFe,ys = kFe,ysVys

(

khysB̂
2
ysfs + keddy

π2d2lamσiron

6

(

B̂ysfs

)2

+

8.67kexc

(

B̂ysfs

)1.5
)

, (5.26)

PFe,ds = kFe,dsVds

(

khysB̂
2
dsfs + keddy

π2d2lamσiron

6

(

B̂dsfs

)2

+

8.67kexc

(

B̂dsfs

)1.5
)

, (5.27)

PFe,yr = kFe,yrVyr

(

khysB̂
2
yrsfs + keddy

π2d2lamσiron

6

(

B̂yrsfs

)2

+

8.67kexc

(

B̂yrsfs

)1.5
)

, (5.28)

PFe,dr = kFe,drVdr

(

khysB̂
2
drsfs + keddy

π2d2lamσiron

6

(

B̂drsfs

)2

+

8.67kexc

(

B̂drsfs

)1.5
)

, (5.29)

where Vys, Vds, Vyr and Vdr are the volumes of each motor part, which are ap-
proximated using geometric parameters as

Vys = ksf lstkπ
(

(rsi + hss + hys)
2 − (rsi + hss)

2
)

, (5.30)

Vds = ksf lstkhssbdsQs, (5.31)

Vyr = ksf lstkπ
(

(rro − hsr)
2 − (rro − hsr − hyr)

2
)

, (5.32)

Vdr = ksf lstkhsrbdrQr, (5.33)

where ksf is the lamination stacking factor. Further, kFe,yr, kFe,ys, kFe,dr and
kFe,ds represent iron-loss correction-coefficients. If these empirical factors are set



118 Chapter 5: Framework for Induction-Motor analysis

to unity, the calculated iron losses only considers losses due to a sinusoidally vary-
ing, fundamental magnetic field. In practice, however, the iron losses are generally
much larger than the ones predicted for the fundamental magnetic field. On the
one hand, this increase is caused by loss mechanisms that have not been taken into
account, such as dynamic losses due to high-frequency field harmonics. On the
other hand, inaccuracy of the obtained loss parameters with respect to the appli-
cation influences the results. For example, the iron losses produced by a rotating
magnetic field, such as in an IM, differ from the ones produced by a pulsating
magnetic field. However, most material-identification tests are performed using
pulsating magnetic fields. Furthermore, mechanical stress, e.g. due to lamination
punching and shrink-fitting of the motor housing, can significantly increase iron
losses. To deal with these effects in design calculations, the empirical coefficients
kFe,yr, kFe,ys, kFe,dr and kFe,ds are usually determined from no-load test results,
performed on a large set of test machines [37]. However, if such measurements
are not available, the values given in [37] could be used for a first estimation.

Finally, in case Nslice > 1, lstk should be replaced by lslice in (5.30) to (5.33),
and (5.26) to (5.29) should be evaluated for each model slice separately. The total
iron losses are then obtained as

PFe = PFe,ys + PFe,ds + PFe,yr + PFe,dr. (5.34)

5.6.3 Mechanical losses

For the mechanical losses, only the bearing-friction losses are considered in this
thesis. Due to the low speed of the considered machines, the air-gap windage
losses are considered negligible. Furthermore, it is assumed that no cooling fan is
attached to the motor shaft and that the rotor end rings do not have cooling fins.
For this case, the mechanical losses are determined as

Pml = Pbearing = Cbearingnmech, (5.35)

where Cbearing is the bearing-loss coefficient and nmech is the mechanical speed
of the rotor, given by

nmech =
wr,m

2π
Cspm, (5.36)

where Cspm = 60 smin−1. A value for Cbearing can be determined from no-load
measurements, performed on a machine of approximately the same size with a
similar bearing type. The torque corresponding to the mechanical loss is given by

Tml =
Pml

wr,m

, (5.37)

which should be subtracted from the produced electromagnetic torque, such that
the mechanical torque, Tmech, and output power, Pmech, can be obtained as

Tmech = Tem − Tml, (5.38)

Pmech = Tmechwr,m. (5.39)
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5.6.4 Stray losses

Besides the loss components described above, unaccounted stray losses are usually
produced in electric machines. Generally, these losses depend on the load applied
to the machine, but they are difficult to quantify by means of calculation or
measurement. Therefore, the IEC standard for indirect loss measurement assumes
that the stray losses amount up to 0.5% of the motor input power. A similar
assumption is made here, such that the stray losses can be determined as

Pstray =
0.005 (Pmech + Pml + PFe + POhm)

0.995
. (5.40)

5.6.5 Efficiency and power factor

The total active input power of the motor is determined as

Pin = Pmech + Pml + PFe + POhm + Pstray, (5.41)

such that the efficiency can be calculated as

η =
Pmech

Pin

100%. (5.42)

To determine the power factor, firstly the total reactive input power, Qin, should
be determined. From the results of the ALT model, Qin is calculated as

Qin =

√

m (VphIph)
2 − (Pmech + Pml + POhm)

2
, (5.43)

where Iph and Vph are the rms stator phase current and voltage. It should be
noted that PFe and Pstray are not included in (5.43), since these losses are not
taken into account directly by the ALT model. For current-fed simulations, Vph

can be obtained as

Vph =

∣

∣Ēph + Īph (Rs + jwsLσ,s + jwsLew)
∣

∣

√
2

. (5.44)

Finally, the power factor, pf , is obtained as

pf =
Pin

√

P 2
in +Q2

in

. (5.45)

5.6.6 Steinmetz equivalent circuit parameters

A common approach to separate the influence of different phenomena that take
place in IMs is to calculate its SEC parameters by means of no-load and locked-
rotor tests. These tests can be performed on a real machine by means of mea-
surements to obtain more insight in the behaviour of the motor. However, they
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can also be applied to a motor in simulation to obtain more insight in the capa-
bilities of the model. Moreover, a comparison of different models based on these
parameter values is possible as well.

To perform the locked-rotor test, the position of the IM rotor is fixed and the
excitation frequency is set to the nominal frequency of the motor. The locked-
rotor test is then executed for various stator phase voltages, such that the result-
ing parameters can be evaluated for various rotor current amplitudes. Finally,
the rotor resistance, R′

r, and the stator and rotor leakage inductances, Lσ,s and
L′
σ,r, are calculated from the active and reactive input power, Pin,LR and Qin,LR

respectively, as

R′
r =

(

Pin,LR

3I2ph
−Rs

)

(

1

1 + αT,r (Top,r − 20)

)

, (5.46)

Lσ,s =
1

2

Qin,LR

6πfsI2ph
, (5.47)

L′
σ,r =

1

2

Qin,LR

6πfsI2ph
, (5.48)

where αT,r is the temperature coefficient of the rotor-bar material conductivity
and Top,r is the operating temperature of the rotor bars. It is assumed here that
during locked-rotor operation, the rms stator current, Iph, is equal to the rotor
current, I ′r . Further, the split ratio between the stator and rotor inductance is
assumed to be 1:1.

In order to obtain the no-load characteristics, the IM is operated near its syn-
chronous speed. The frequency of the excitation voltage is again fixed to its
nominal value, whereas the rms phase voltage is increased in steps up to ap-
proximately 130% of its nominal value. For each voltage level, the magnetizing
inductance, Lm, can be determined from Qin,NL as

Lm =
Qin,NL

6πfsIph2

− Lσ,s. (5.49)

It is assumed that the current through the magnetizing inductance, Im, is equal to
Iph. Further, in case of real motor measurements, the no-load iron losses, PFe,NL,
can be determined from Pin,NL as

PFe,NL = Pin,NL − 3I2phRs − Pmech. (5.50)

Additionally, Pmech can be determined from no-load measurements as well. Using
the input power obtained for low values of Vph, linear extrapolation can be applied
to find Pin,NL for Vph = 0, which represents Pmech.
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5.7 Finite Element validation

To asses the capabilities of the IM analysis framework, the results of calculations
performed on the benchmark motors are validated against FEA results. The re-
sults of these validations are presented in terms of performance characteristics,
namely electromagnetic torque and rms stator phase current versus slip, and mo-
tor parameters obtained from no-load and locked-rotor tests. Firstly, a comparison
between the framework and 2D FEA calculations is discussed for each benchmark
motor without considering the influence of skewing. The goal of this compari-
son is to reflect on the performance of the combined 2D semi-analytical model
with respect to a 2D FEA model without disturbance of 3D effects. Secondly,
a comparison between the framework and skewed FEA calculations is discussed
for benchmark motors ”two” and ”four”. Both these validation steps serve to
obtain more insight in discrepancies that might arise in a comparison between
the framework and measurement results, which will be presented in Section 5.8.

5.7.1 Comparison without skewing

In Figure 5.6, a comparison between the IM analysis framework and 2D FEA is
presented in terms of electromagnetic torque without considering skewing. For
benchmark motors ”one”, ”three” and ”four”, the stable operating region spans
from s = 0 up to approximately s = 0.4, whereas it spans from s = 0 up to
approximately s = 0.2 for benchmark motor ”two”. Within these stable regions,
it can be seen that a good agreement is obtained between the framework and 2D
FEA calculations. However, for larger slip values, the error between the models
increases and is most notable for s = 1.

A similar trend can be observed for the rms stator phase current in Figure 5.7,
although the magnitude of the discrepancies for large slip values is smaller. Fur-
ther, an additional discrepancy is observed for low slip values in benchmark motors
”three” and ”four”. For number ”three”, a similar discrepancy was also observed
in Figure 4.16 and is caused by deep saturation of the rotor teeth. For benchmark
motor ”four”, a similar discrepancy is not observed in Figure 4.16. However, it
can be seen from Figure 4.18 that the discrepancy between the linear and non-
linear FEA models is large at low slip values. This suggests that benchmark
motor ”four” is generally saturated in the stable operating region, especially near
s = 0. On the one hand, the influence of this saturation on the stator leakage
inductance is accounted for by the original ALT model. Consequently, Figure 4.16
shows a good agreement. On the other hand, the modified ALT model used in
the framework utilizes the MMT model to estimate the stator leakage inductance,
and does not consider saturation in the leakage-inductance calculation. Therefore,
the discrepancy observed for benchmark motor ”four” near s = 0 in Figure 5.7 is
attributed to saturation of the stator leakage flux paths.

Additionally, characteristics for the magnetizing current and magnetizing in-
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ductance as a function of stator phase voltage are shown in Figures 5.8 and 5.9,
respectively. These results are obtained from no-load tests and it can be seen
that the framework is in relatively good agreement with the FEA calculations for
voltage levels below the nominal voltage. However, for voltage levels close to and
above the nominal voltage, the discrepancy between the models increases. In this
operating region, the motor is heavily saturated and local saturation effects have
an increased influence on the magnetizing characteristics. During the design of
low-power IMs, this operating region is often omitted to increase the efficiency of
the motor, unless the motor is being designed for a high power density.

Finally, characteristics for the total leakage inductance (Lσ,s + L′
σ,r) and the

rotor resistance as a function of stator phase voltage are shown in Figures 5.10
and 5.11, respectively. These results are obtained from locked-rotor tests. For
the leakage inductance, it can be seen that the framework and the FEA results
are in good agreement for low voltage values. For increasing voltage, however,
the discrepancy increases, especially for benchmark motor ”two”. These discrep-
ancies are attributed to saturation of the stator and rotor leakage inductances.
Additionally, they can be identified as the origin of the discrepancies observed in
Figures 5.6 and 5.7 for high-slip operation. For the rotor resistance, it can be
seen that the framework and the FEA results are in good agreement. This shows
that the skin effect due to the fundamental rotor time harmonic is not the origin
of the discrepancies observed in Figures 5.6 and 5.7.

5.7.2 Comparison with skewing

In this section, the results of the IM analysis framework including the influence
of skewing are compared to results obtained from a skewed (multi-slice) FEA
model for benchmark motors ”two” and ”four”. The number of slices used in the
skewed FEA model is selected equal to the number of slices used in the framework,
namely Nslice = 7. In Figures 5.12 and 5.13, it can be seen that skewing has a
significant influence of the torque versus slip and current versus slip characteris-
tics. For benchmark motor ”two”, the discrepancies between the framework and
the skewed FEA results are approximately similar to the discrepancies observed
for the unskewed case. A good agreement is observed for the stable operating
region, whereas the discrepancy increases for high slip values due to leakage path
saturation. For benchmark motor ”four”, a relatively good agreement is obtained
along the entire torque and current characteristics, although the error between
the framework and the FEA model is slightly larger in the stable operating region
of the motor.

Additionally, a comparison in terms of magnetizing current and inductance
is shown in Figures 5.14 and 5.15, respectively. As expected, the skewing does
not significantly influence the no-load characteristics of the benchmark motors.
Therefore, approximately the same results are obtained as the ones obtained for
the unskewed case. Further, a comparison in terms of leakage inductance and
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Figure 5.6: Comparison of the electromagnetic torque, Tem, versus slip, calculated
by the framework and 2D FEA without skewing.
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Figure 5.7: Comparison of the rms stator phase current, Iph, versus slip, calcu-
lated by the framework and 2D FEA without skewing.
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Figure 5.8: Comparison of the rms stator phase current, Iph, calculated by the
framework and 2D FEA at no-load operation without skewing.
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Figure 5.9: Comparison of the magnetizing inductance, Lm, calculated by the
framework and 2D FEA at no-load operation without skewing.
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Figure 5.10: Comparison of the leakage inductance, Lσ, calculated by the frame-
work and 2D FEA at locked-rotor operation without skewing.
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Figure 5.11: Comparison of the rotor resistance, Rr, calculated by the framework
and 2D FEA at locked-rotor operation without skewing.
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rotor resistance is shown in Figures 5.16 and 5.17, respectively. It can be seen
that the skewing significantly increases the leakage inductance of the motor. Also,
it can be seen that the increase predicted by the framework is approximately
equal to the increase predicted by the skewed FEA model. Finally, the skewing
does not significantly influence the rotor resistance. Therefore, the results of the
framework, 2D FEA and skewed FEA are approximately equal.

5.8 Experimental validation

In this section, the IM analysis framework is validated against measurements
performed on prototypes of the four benchmark motors. A description of the
setup and measurements is provided first, followed by the validation results. The
comparison between framework and measured values is presented in terms of
performance characteristics, as a function of slip, and SEC parameters obtained
from no-load and locked-rotor tests.

5.8.1 Setup and measurement description

To validate the IM analysis framework, measurements were performed on a
Magtrol motor test bench for each benchmark motor. This measurement setup
uses an eddy-current brake to apply a load torque to the IM under test. The ap-
plied load torque is controlled by the Magtrol system and has a maximum value
of approximately 10 Nm. During the measurements, all required signals, such
as stator voltages and currents, mechanical torque, Tmech, speed, n, end-winding
temperature, Twind, and ambient temperature, Tamb, were monitored and stored
by the Magtrol system. Also, the IM under test was fed by a variable three-
phase transformer, such that the supply voltage for the IM could be regulated. A
schematic overview of the measurement setup is shown in Figure 5.18.

To obtain performance characteristics for each benchmark motor, automated
measurements were performed for a large number of operating points between
synchronous speed and standstill. During these measurements, Vph and fs re-
mained fixed to their nominal values. Using the measured voltages, currents,
torque and speed, the input power and output power of the tested motor were
calculated, such that efficiency and power factor could be determined. Prior to
each measurement, the motor under test was heated up to its approximate oper-
ating temperature. Furthermore, each measurement was executed within several
seconds to prevent large parameters variation due to increasing stator and rotor
temperature.

Additional to the performance characteristic measurements, no-load and locked-
rotor measurements were performed. For the no-load measurements, the IM under
test was disconnected from any mechanical load such that it can rotate freely.
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Figure 5.12: Comparison of the electromagnetic torque, Tem, versus slip, calcu-
lated by the framework and 2D FEA with skewing.
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Figure 5.13: IM analysis framework versus FEA with skewing: stator phase cur-
rent comparison.
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Figure 5.14: Comparison of the rms stator phase current, Iph, versus slip, calcu-
lated by the framework and 2D FEA with skewing.
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Figure 5.15: Comparison of the magnetizing inductance, Lm, calculated by the
framework and 2D FEA at no-load operation without skewing.
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Figure 5.16: Comparison of the leakage inductance, Lσ, calculated by the frame-
work and 2D FEA at locked-rotor operation without skewing.
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Figure 5.17: Comparison of the rotor resistance, Rr, calculated by the framework
and 2D FEA at locked-rotor operation without skewing.
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Figure 5.18: Schematic overview of the induction-motor measurement setup.

The stator voltage was then increased in steps and for each step, a number of
measurements was performed. From the results, Lm and PFe,NL were determined
using (5.49) and (5.50), respectively. Further, for the locked-rotor measurements,
the shaft of the rotor was mechanically fixed and the rms phase voltage that gives
approximately nominal stator current, Vph,LR, was determined. The locked-rotor
measurements were then obtained for three different voltage levels, namely Vph =
0.5Vph,LR, Vph = Vph,LR and Vph = 2Vph,LR. For each of these voltage levels, the
results were averaged over multiple measurements, performed at different rotor
positions. Finally, R′

r, Lσ,s and L′
σ,r were determined using (5.46), (5.47) and

(5.48), respectively.

5.8.2 Validation results

A comparison between the characteristics obtained from the framework and mea-
surements is shown in Figures 5.19 to 5.22 in terms of mechanical torque, rms
stator phase current, efficiency and power factor. The number of slices used in
the framework is set to Nslice = 7, similar to the skewed comparison discussed in
Section 5.7.2. For the mechanical torque, depicted in Figure 5.19, it can be seen
that a very good agreement is obtained in the stable operating region, with er-
rors typically less that 5%. Only benchmark motor ”one” shows a slightly higher
error, but it is limited to 10%. Further, it can be seen than the error increases for
high slip values in benchmark motors ”one” and ”three”. For benchmark motors
”two” and ”four”, these results are not shown due to the torque limitation of the
measurement setup. For the rms stator phase current, shown in Figure 5.20, the
error obtained for the nominal operating point is typically less than 10%. For
benchmark motor ”three”, however, a slightly larger error is observed. A similar
error was observed for this motor in the 2D FEA comparison presented in Sec-
tion 5.7.1, and was found to be caused by severe rotor tooth saturation. Also, a
larger error is apparent near no-load operation. This indicates that the saturation
behaviour of the actual motors differs from the simulated ones. Finally, it can be
seen from Figures 5.21 and 5.22 that a good agreement is obtained for the power
factor and the efficiency, respectively. For the power factor, the error is typically
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less than 10% in the stable operating region, whereas the error in the efficiency
is typically less than 5%. However, benchmark motor ”three” again presents an
exception to these numbers.

A comparison of the parameters obtained from the no-load and locked-rotor
tests is shown in Figures 5.23 to 5.26. It can be seen from Figure 5.23 that the
discrepancies observed for Lm follow a similar trend as those observed in Fig-
ure 5.9. However, the magnitude of the error obtained for the saturated condi-
tions is larger. This indicates that the magnetic material properties in the actual
motors differ from the ones used in the simulation. As a result, the magneti-
zation behaviour of the motor is influenced. This also explains why the stator
phase current is overestimated by the framework in the stable operating region
of benchmark motor ”three”. Further, a comparison of the no-load iron losses is
shown in Figure 5.24. For the two largest benchmark motors, ”two” and ”four”, it
can be seen that a good agreement is obtained for voltage levels up to the nominal
stator voltage. Near and above the nominal stator voltage, saturation of the soft-
magnetic material leads to a significant increase in the iron losses, which is not
accounted for by the framework. For the two shorter benchmark motors, ”one”
and ”three”, the obtained error is more significant. Finally, a comparison of the
leakage inductance and rotor resistance parameters obtained from the locked-rotor
tests are shown in Figures 5.25 and 5.26, respectively. For the leakage inductance,
it can be seen that a relatively good agreement is obtained for benchmark mo-
tors ”one”, ”two” and ”three”. Similar to the FEA comparisons, the influence of
saturation on the leakage inductance can be observed, although the error for low
voltage levels is larger. This is likely caused by material property variations. For
benchmark motor ”four”, however, a large discrepancy between the framework
and measurements is observed for all voltage levels. It is not exactly known why
this discrepancy is so large. However, it was not observed in the comparisons
against FEA. Additionally, relatively large discrepancies are also obtained for the
rotor resistance of each benchmark motor. Since the presented values describe the
rotor resistance at room temperature, it could be that the operating temperature
of the rotor during the measurements was incorrectly estimated. On the other
hand, it could also be that the conductivity of the rotor-cage material is lower
than expected.

5.9 Extension of the IM analysis framework

The developed framework focuses on the calculation of the fundamental, steady-
state motor performance. An overview of the phenomena that are accounted for
during these calculations is provided in Section 5.2. However, it is also noted
that a number of other side-effects may occur, which are currently not included
in the framework. The influence of such effects on the performance of IMs has
received a significant amount of attention in literature. In many research works,
suggestions for design choices are made in order to reduce undesired phenomena.
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Figure 5.19: IM analysis framework versus measurements: mechanical torque.
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Figure 5.20: IM analysis framework versus measurements: rms stator phase cur-
rent.
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Figure 5.21: IM analysis framework versus measurements: power factor.
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Figure 5.22: IM analysis framework versus measurements: efficiency.
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Figure 5.23: IM analysis framework versus measurements: magnetizing induc-
tance.
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Figure 5.24: IM analysis framework versus measurements: no-load iron losses.
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Figure 5.25: IM analysis framework versus measurements: leakage inductance.
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Figure 5.26: IM analysis framework versus measurements: rotor resistance.
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For example, rules to minimize the stray load losses in IMs have been proposed
in [164] and a number of facts about parasitic torques, and how to deal with
them, have been presented in [165]. However, these publications only show how
to avoid certain effects, whereas FEA results generally show many effects all-in-
one. This makes it difficult to analyse the exact cause of a phenomenon. On the
other hand, (semi-)analytical models, such as the ones presented here, allow more
control over the model itself. Therefore, they are very suitable to study specific
effects in electric machines.

For example, in existing induction-motor theory, the influence of spatial air-
gap harmonics on the steady-state torque-slip characteristic is often considered
through a number of mechanically connected, harmonic induction machines [35,
37, 166]. Each of these harmonic machines represents a single spatial harmonic
and, accordingly, has its own number of poles. Further, a time-harmonic rotor
current is associated with each spatial harmonic, which can possibly lead to un-
desired parasitic torques and rotor Ohmic losses. Using the models presented in
this thesis, the behavior is the harmonic machines can be estimated. An example
of such an implementation is described in [67] for IMs with multi-layer rotors
in Cartesian coordinates. Since the MMT model accounts for stator and rotor
slotting, the influence of permeance harmonics on parasitic torques can also be
studied. To fully utilize the capabilities of the presented models, extension of the
IM analysis framework should be further investigated in future work.
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6.1 Introduction

In this chapter, the capabilities and limitations of harmonic modeling for analysis
of Synchronous Reluctance Motors (SynRMs) are investigated. First, however, a
short introduction of this motor type is provided. The SynRM is a synchronous
motor, which means that its rotor and the fundamental magnetic field produced
by the stator winding are revolving in synchronism. The principles of its oper-
ation and control can be explained using dq-axis theory [167]. In Figure 6.1a, a
simplified two-pole SynRM topology, with a three-phase stator windings and a
soft-magnetic rotor, is shown. Due to the shape of the rotor, it provides a low-
reluctance magnetic-flux path along the d-axis, whereas there is a high-reluctance
magnetic-flux path along the q-axis. Consequently, when an external magnetiz-
ing field is applied, a reluctance torque starts acting on the rotor that tends to
align the d-axis with the direction of the magnetizing field. Once aligned, the
reluctance, observed by the source of the magnetizing field, is at its minimum,
magnetic flux is maximized and the torque acting on the rotor reduced to zero.

To control the SynRM, the orientation of the stator magnetic field with respect
to the d- and q-axis of the rotor should thus be regulated. The magnetomotive
force (mmf) of each stator phase is represented on the axes A, B and C in the
ABC stator reference frame, as shown in Figure 6.1a. For a given stator current
distribution, the current on each ABC-axis can then be projected onto the dq-axis
reference frame of the rotor using Park’s transformation [167], given here in its
amplitude invariant form by

Id =
2

3

[

cos (θr) IA + cos

(

θr −
3π

2

)

IB + cos

(

θr +
3π

2

)

IC

]

, (6.1)

Iq = −2

3

[

sin (θr) IA + sin

(

θr −
3π

2

)

IB + sin

(

θr +
3π

2

)

IC

]

, (6.2)

where θr is the angle between the A-axis of the ABC-reference frame and the d-axis
of the dq reference frame. Furthermore, Id and Iq are the d- and q-axis currents,
respectively. Assuming that the stator phase currents vary sinusoidally in time
with a phase shift of 2π/3 rad between the phases and considering that the stator
magnetic field and the rotor are in synchronism, Id and Iq are time-invariant.
Their resultant current vector, Is, is shown in the vector diagram depicted by
Figure 6.1b and represents the orientation of the stator magnetic field. The angle
between Is and the d-axis is denoted as the current angle, δc.

An expression for the torque produced by the SynRM in terms of Is and δc is
given by [168]

Tem =
3

4
p (Ld − Lq) |Is|2 sin (2δc) , (6.3)

where p is the number of pole pairs, and Ld and Lq are the d- and q-axis in-
ductance, respectively. It can be seen that Ld should be significantly larger than
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Figure 6.1: Example of (a) a simplified two-pole SynRM and (b) its vector dia-
gram.

Lq in order to produce torque, which corresponds to a low d-axis and high q-axis
reluctance. If the soft-magnetic materials are assumed to be linear, Ld and Lq are
independent of the current. For this case, Tem increases quadratically as a func-
tion of the current magnitude, |Is| and maximum torque production is obtained
for δc = π/4 rad. In practice, however, Ld decreases for increasing Id due to
saturation of the d-axis magnetic-flux path. The effect of d-axis saturation on Lq

is small since the q-axis reluctance is already large. Therefore, maximum torque
production is obtained for δc > π/4 rad for saturated operating conditions.

For given Id and Iq , the d- and q-axis flux linkage, λd and λq respectively, are
given by

λd = LdId, (6.4)

λq = LqIq. (6.5)

As shown in Figure 6.1b, λd and λq represent the stator flux linkage vector, λs,
and can be used to obtain the induced stator voltage vector, Es. Finally, after
adding the voltage drop across the stator resistance, the stator voltage vector,
Vs, is obtained. The angle between Vs and Is is given by ϕ, such that the power
factor is obtained as cos (ϕ). An expression for cos (ϕ) in terms of Id, Iq , Ld and
Lq is given by

cos (ϕ) =
(Ld − Lq) IdIq

√

(LdId)
2
+ (LqIq)

2
√

I2d + I2q

. (6.6)

Finally, for control purposes, |Is| and δc are selected according to the required
motor performance and used to calculate reference values for Id and Iq. The refer-
ence values are compared to the actual values of Id and Iq , obtained from current
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and rotor-position measurements, and the difference is fed into a controller, e.g.
a PI controller. The output of the controller represents the required d- and q-axis
stator voltage, Vd and Vq respectively. Using Park’s inverse transformation, Vd

and Vq are then transformed to the ABC-stator reference frame and supplied as
a reference for the power amplifier.

6.2 Modeling approach

An accurate prediction of the magnetic-field distribution inside the SynRM for
a given excitation is important to obtain accurate performance predictions. As
shown in the previous section, the magnetic reluctance of the stator and rotor soft-
magnetic material can not be neglected, especially when small air-gap sizes are
used. Following the approach used for IM analysis, a combination of the MMT and
ALT approaches could be considered. Using a suitable polar representation of the
complex SynRM geometry, an MMT model could be implemented to calculate Lq.
In addition, an ALT model could be used to predict the magnetization behaviour
of the d-axis. However, the nature of the ALT model would only allow for a global
estimation of the soft-magnetic material saturation, not a local one. As a result,
the distribution of the magnetic-flux density along the flux guides would not be
physically correct, which is undesirable from a designer point of view. Also, the
influence of cross-saturation on Lq due to d-axis flux would not be taken into
account.

To obtain a more complete model, capable of predicting both Ld and Lq, the
IRM modeling approach is used for the SynRM harmonic model. This approach
still requires a polar representation of the SynRM geometry in order to divide it
into regions, but the circumferential variation of the material permeability can
be taken into account. Moreover, the magnetic-field distribution inside the entire
motor is obtained, including the soft-magnetic parts. The implementation of the
model is described based on a parameterized example of the geometry. Also,
a benchmark motor is defined based on the considered parameters and used to
validate the harmonic-modeling results against FEA predictions.
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6.3 Geometry and benchmark definitions

The geometry of a typical low-power SynRM with Transverse Laminated
Anisotropy (TLA) rotor can roughly be divided into the following parts:

1. The stator core, consisting of a yoke, teeth and tooth tips

2. The stator slots with the stator windings

3. The stator slot openings

4. The air gap between the stator and rotor

5. The rotor inner web

6. The rotor flux guides

7. The rotor flux barriers

8. The rotor cut-out (optional)

9. The connection bridges between the rotor flux guides

q
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6 7
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Figure 6.2: Cross-section geometry of the four-pole benchmark SynRM topology.
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An example of the cross-section geometry of a SynRM is shown for the benchmark
topology depicted in Figure 6.2. It can be seen that the stator is similar to the
stator of the IM, whereas the rotor is completely different. On the one hand,
the inner web and the rotor flux guides are made of soft-magnetic material and
provide a low-reluctance path for the d-axis magnetic flux. On the other hand,
the rotor cut-out and rotor flux barriers generally consist of air in order to provide
a high-reluctance for the q-axis magnetic flux. Finally, thin soft-magnetic bridges
are used to connect the rotor flux guides and provide mechanical stability to the
rotor. The disadvantage of these bridges is that they increase the q-axis flux, and
thereby Lq. However, the influence on the motor performance is limited, since
only a small portion of magnetic flux is required to saturate the bridges. Also,
the bridges tend to smoothen the air-gap flux-density, leading to a considerably
lower torque ripple.

6.3.1 SynRM geometry parameters

Based on the typical SynRM geometry, a number of geometric parameters is
defined. An overview of these parameters is shown in Table 6.1, including their
values for the benchmark topology discussed in Section 6.3.2. Additionally, a
graphical overview of the geometry parameters is shown in Figure 6.3. For a given
rotor position, ∆θ, the orientation of the stator magnetic field is determined by
the distribution of the phase currents, which is given by

IA =
√
2Iph cos

(

δc + θoffset +
∆θ

p

)

, (6.7)

IB =
√
2Iph cos

(

δc + θoffset −
2π

3
+

∆θ

p

)

, (6.8)

IC =
√
2Iph cos

(

δc + θoffset +
2π

3
+

∆θ

p

)

. (6.9)

The parameter θoffset represents the electrical offset between the magnetic field
produced by phase A and the rotor d-axis for ∆θ = 0. For example, θoffset is
calculated for the benchmark topology as

θoffset = −pqθsp,s
2

− π

2
= −2π

3
rad. (6.10)

6.3.2 Benchmark topology

The considered benchmark topology, shown in Figure 6.2, is a four-pole SynRM
with 36 stator slots, containing a single layer, distributed, three-phase winding.
The rms value of the total current per slot is given by zQIN . Its rotor consists
of an inner web, four flux guides, four flux barriers and a cut-out. The widths of
these elements are equally distributed, and given in Table 6.1.
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Table 6.1: Parameters of the SynRM geometry

Symbol Value Unit Description

rsh 15 mm Shaft radius

rsi 45 mm Stator inner radius

hr 29.75 mm Rotor lamination height

hw 3.0 mm Inner web height

bw 3.2 mm Inner web width

bnbq 3.0 mm nth barrier width, q-axis

bngq 3.0 mm nth guide width, q-axis

bnbd 3.2 mm nth barrier width, d-axis

bngd 3.2 mm nth guide width, d-axis

hc 2.75 mm Cut-out height

hss 16.3 mm Stator slot height

hys 13.7 mm Stator yoke height

hos 0.64 mm Stator slot opening height

bos 2.3 mm Circumferential stator slot opening width

bds 4.1 mm Stator tooth width

zQIN 180 A-t Nominal rms stator excitation

p 2 - Number of pole pairs

lstk 120 mm Stack length

To perform validation calculations, two magnetostatic, 2D FEA models were
implemented for the benchmark topology. The first FEA model represents the
actual SynRM geometry, as shown in Figure 6.2, whereas the second FEA model
represents a polar representation of the SynRM geometry. Furthermore, the mag-
netic permeability of the soft-magnetic material is assumed linear in the current
implementation of the harmonic SynRM model and therefore, the connection
bridges between the rotor flux guides are disregarded. The same assumptions are
applied to the FEA models, where Iph, δc and ∆θ are variable, such that the
motor performance can be evaluated for various operating conditions.

6.4 The inhomogeneous region model

To implement the IRMmodel, the SynRM geometry is divided into a finite number
of radial regions. Within each region, material properties and excitation sources
should only vary in the circumferential direction. For the geometry shown in
Figure 6.3, a large number of thin regions would be required to approximate the
actual geometry. Consequently, the size of the resulting matrix equation and the
required computation time of this model would be prohibitive. Therefore, it is
more practical to use a polar representation of the SynRM geometry. For the one
depicted in Figure 6.3, such a polar representation is shown in Figure 6.4.



144 Chapter 6: Harmonic modeling for Synchronous Reluctance Motors

bw

b1bd

b2bd

b3bd

b4bd

b1gd

b2gd

b3gd

b4gd

b1bq

b2bq

b3bq

b4bq hc

hw

b1gq

b2gq

b3gq

b4gq

rsh

B+

B+
B+

C-

C-

bds

bos

hr hss hys

rsi

rθ

C-

q

d
A+

A+

A+

h1

bd

h2

bd

h3

bd

h4

bd

hos

Figure 6.3: Parameters of the actual SynRM geometry.

6.4.1 Model representation of the geometry

To define the polar representation, several parameters are introduced in Fig-
ure 6.4. Their values can be calculated from the parameters used in Figure 6.3.
For the stator, the fixed tooth width is replaced by a fixed tooth angle, θds,
calculated as

θds =
2bds

2rsi + hos + hss

, (6.11)

whereas the fixed slot opening width is replaced by a fixed slot opening angle
angle, θso, calculated as

θos =
bos
rsi

. (6.12)

The curved corners of the slots are replaced by straight corners, and the cur-
rent density is considered to be homogeneously distributed along the entire slot
underneath the tooth tips.
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Figure 6.4: Parameters of the SynRM polar geometry representation.

For the rotor, the flux barriers and guides are reshaped into circumferential and
radial segments. All circumferential segments follow a circumferential arc around
the origin and are radially distributed according to the depth of the flux barriers
and guides in the actual geometry, as shown in Figure 6.4. All radial segments
follow a radial line starting from the origin and are circumferentially distributed
according to the angles indicated in Figure 6.4. The rotor cut-out angle, βc, is
calculated as

βc = 2





π

2p
− arcsin





∑Υbar

υ=1

[

bυgd + bυbd

]

+ bw

rsi − g







 , (6.13)

where Υbar represents the number of flux barriers or guides in the rotor. The
average angle of the υth radial barrier segment, θυbd, is obtained as

θυbd =
2bυbd

rsi − g + rυb
, (6.14)

where rυb is the outer radius of the υth circumferential barrier segment, calculated
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Figure 6.5: Starting and ending angles of the νth slot, θsb,ν and θse,ν respectively.

as

rυb =







rsh + hw + b1bq υ = 1,

rsh + hw +
∑υ−1

υ′=1 b
υ′

gq +
∑υ

υ′=1 b
υ′

bq υ > 1.
(6.15)

Finally, the circumferential midpoint angle of the υth radial barrier segment, rep-
resented by θυm in Figure 6.4, is calculated as

θυm = arcsin

(

hυ
bd

rro

)

, (6.16)

where hυ
bd is the average barrier height in the d-axis, as indicated in Figure 6.3,

given by

hυ
bd =







bw +
b1bd
2 υ = 1,

bw +
∑υ−1

υ′=1

[

bυ
′

bd + bυ
′

gd

]

+
bυbd
2 υ > 1.

(6.17)

Based on the polar geometry representation, a layered region-division is de-
fined. As shown in Figure 6.4, regions I to III describe the stator yoke, the stator
teeth/slots and the stator tooth tips/slot openings, whereas region IV represents
the air gap of the motor. Furthermore, all remaining regions represent the SynRM
rotor. The total number of model regions thus depends on the number of consid-
ered flux barriers and guides. For the benchmark topology, a total of 14 model
regions is considered.

6.4.2 Magnetic-field solution

In Section 2.4, general expressions are derived for the magnetic-field solution of
an inhomogeneous region in a polar coordinate system. For the SynRM model,
no permanent-magnet materials are considered and therefore, Gk

2 = 0 for each
region k. The Fourier coefficients of Ak

z are then given in matrix form by

Ak
z = Wkrλ

k

ak +Wkr−λ
k

bk + r2Gk
1 , (6.18)
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whereas the Fourier coefficients of Bk
r and Bk

θ are given in matrix form by

Bk
r =− j

1

r

(

KθW
krλ

k

ak +KθW
kr−λ

k

bk + r2KθG
k
1

)

, (6.19)

Bk
θ =−Wkλ

krλ
k−1ak +Wkλ

kr−λ
k−1bk − 2rGk

1 . (6.20)

Only region II contains a current excitation source, such that Gk
1 is given by

Gk
1 =







−
(

4I−VII
)−1

µII
c,θJ

II
z for k = II,

0 otherwise,
(6.21)

where JII
z denotes the Fourier-coefficient matrix of the current-density distribu-

tion. For each spatial harmonic n, the corresponding element in JII
z is calculated

by summing the contributions of each stator phase as

J II
zn =

∑

x=A,B,C

Czn,xIx, (6.22)

where Ix is the current of phase x and Czn,x is obtained for each phase as

Czn,A = Cper

∑

∀ν∈NA

cνdirzQ,s

2πnjSss

(

ejnCperθse,ν − ejnCperθsb,ν
)

, (6.23)

Czn,B = Cper

∑

∀ν∈NB

cνdirzQ,s

2πnjSss

(

ejnCperθse,ν − ejnCperθsb,ν
)

, (6.24)

Czn,C = Cper

∑

∀ν∈NC

cνdirzQ,s

2πnjSss

(

ejnCperθse,ν − ejnCperθsb,ν
)

. (6.25)

Here, it is assumed that each slot contains conductors of only one phase. For the
νth stator slot, θsb,ν and θse,ν are the beginning and ending angles between which
the slot is spanned, as depicted in Figure 6.5. The surface area of the stator slots,
Sss, is calculated as

Sss =

(

π

Qs

− θds
2

)

(

(

rIIo
)2 −

(

rIIi
)2
)

, (6.26)

where rIIo and rIIi represent the outer and inner radius of region II.

Further, each region has a certain permeability distribution. For regions I
and IV, the magnetic permeability is assumed homogeneous and therefore, no
permeability Toeplitz matrices are required. This also holds for the most inner
region (region XIV for the benchmark topology). For all other regions, however,
the magnetic permeability varies as a function of θ. To calculate the Fourier-series
coefficients of an inhomogeneous region, its relative permeability distribution is
divided into K sections. An example of such a division is shown in Figure 6.6.
Each section κ is characterised by its relative permeability value, µκ

r , and its
circumferential position. The latter is represented by the beginning and ending
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Figure 6.6: Example of the relative permeability distribution, divided into K-
sections.

angles, θκµ,b and θκµ,e, respectively, as illustrated in Figure 6.6 for section K. The

contribution of each section to the Fourier-series coefficient of the nth spatial
harmonic is given by

µ̂κ
r,n =











µκ
r

2πnj

(

ejnCperθ
κ
µ,e − ejnCperθ

κ
µ,b

)

for n 6= 0,

Cper
θκ
µ,e−θκ

µ,b

2π for n = 0,

(6.27)

where µ̂κ
r,0 represents the contribution of section κ to the average value of µr. To

obtain the Fourier coefficients of µr for the entire region, the coefficients of each
section are summed as

µ̂r,n =
K
∑

κ=1

µ̂κ
r,n. (6.28)

Finally, (6.27) and (6.28) are used to calculate µ̂r,n for n ranging from −2Nsh

to 2Nsh. The resulting relative permeability coefficients are multiplied by µ0 to
obtain the permeability coefficients. Then, subsets of the permeability coefficient
array are used to fill each row of the radial permeability Toeplitz matrix, µc,r. A
similar approach is also used to obtain the circumferential permeability Toeplitz
matrix, µc,θ. However, in this case, the reciprocal of the permeability distribution
is used and µκ

r is replaced by 1/µκ
r in (6.27). The resulting coefficient array is

multiplied by 1/µ0 and its subsets are used to fill the inverse circumferential
Toeplitz matrix, µrec

r,θ . If required, µc,θ is then obtained by inverting µrec
r,θ .
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(a) (b)

Figure 6.7: Visualization of (a) the magnetic-flux-line distribution and (b) the
magnetic-flux-density distribution in the polar geometry representa-
tion predicted by the harmonic model for a current angle of 0 rad with
respect to the d-axis.

6.4.3 Magnetic-field validation

The proposed model is implemented for the benchmark topology and used to
predict the magnetic-field distribution using Nsh = 80. Firstly, the stator is
excited with the nominal current and δc = 0 rad, such that only d-axis current is
produced. The relative permeability of the soft-magnetic material, µr,iron, is set
to 1000. The resulting distributions of the magnetic-flux lines and the magnetic-
flux density are shown in Figure 6.7. It can be seen that the magnetic flux is
mostly confined to the soft-magnetic material of the motor.

Secondly, δc is increased to π/4 rad and the magnetic-field distribution is pre-
dicted for µr,iron = 1000 and µr,iron = 100. Similar calculations are also per-
formed using the FEA model of the actual motor geometry. A comparison of the
results is shown in Figure 6.8 in terms of radial air-gap flux-density. It can be seen
that a relatively good match is obtained between the FEA predictions and the
harmonic modeling results. Small deviations can be attributed to the simplified
polar representation of the geometry and the finite number of harmonics used in
the harmonic model.

6.5 Performance calculation and validation

To validate the SynRM harmonic model, simulations are performed on the bench-
mark topology for a fixed set of operating conditions. The current in the stator
windings is calculated using (6.7) to (6.9), whereas Iph is set to its nominal value.
Further, δc is fixed to π/4 rad in order to generate maximum torque, whereas ∆θ
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Figure 6.8: Radial magnetic-flux density in the air gap calculated by the harmonic
model for the polar geometry representation and by the FEA model
of the actual geometry for a current angle of π/4 rad using a relative
magnetic permeability of (a) µr,iron = 1000 and (b) µr,iron = 100.

is increased from 0 up to 30◦in steps of 0.5◦. For each rotor step, the inductances
Ld and Lq and the electromagnetic torque, Tem, are calculated. All calculations
are performed with three different models, namely the harmonic model, the FEA
model of the polar geometry representation and the FEA model of the actual
geometry representation.

6.5.1 Flux linkage and inductance

The flux linkage of the νth stator slot, λν
ss, is calculated using (3.35). For the

given magnetic-field solution, evaluating (3.35) reduces the expression for λν
ss to

λν
ss =

zQ,slsl
Sss

Nsh
∑

n=−Nsh

[

− 1

jn
Czn

(

e−jnθse,ν − e−jnθsb,ν
)

]

, (6.29)

where lsl = lstk + 2 (rsi − rro) is the effective stack length of the motor and the
coefficient Czn is given in matrix form by

Cz = Wk 1

2I+ λk

(

(

rko
)2I+λ

k

−
(

rki
)2I+λ

k
)

ak (6.30)

+Wk 1

2I− λk

(

(

rko
)2I−λ

k

−
(

rki
)2I−λ

k
)

bk (6.31)

+
1

4

(

(

rko
)4 −

(

rki
)4
)

Gk
1 +

1

3

(

(

rko
)3 −

(

rki
)3
)

Gk
2 . (6.32)
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Figure 6.9: Inductance of (a) the d-axis, Ld, and (b) the q-axis, Lq, calculated by
the IRM model and FEA for µr,iron = 100.
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Figure 6.10: Inductance of (a) the d-axis, Ld, and (b) the q-axis, Lq, calculated
by the IRM model and FEA for µr,iron = 1000.

For each stator phase, the flux linkage is then obtained as

λA = Cper

∑

∀ν∈NA

cνdirλ
ν
ss, (6.33)

λB = Cper

∑

∀ν∈NB

cνdirλ
ν
ss, (6.34)

λC = Cper

∑

∀ν∈NC

cνdirλ
ν
ss. (6.35)
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Figure 6.11: The number of spatial harmonics versus (a) the error in d-axis in-
ductance (linear scale) and (b) the required computation time (log-
arithmic scale).

Using Park’s transformation, λd and λq are calculated from λA, λB and λC as

λd =
2

3

[

cos (θr)λA + cos

(

θr −
3π

2

)

λB + cos

(

θr +
3π

2

)

λC

]

, (6.36)

λq = −2

3

[

sin (θr)λA + sin

(

θr −
3π

2

)

λB + sin

(

θr +
3π

2

)

λC

]

, (6.37)

where the angle θr is calculated as

θr = p

(

∆θ −
qθsp,s
2

)

. (6.38)

The currents Id and Iq are calculated using (6.1) and (6.2) using the same value
of θr. Finally, Ld and Lq are obtained using (6.4) and (6.5).

To assess the accuracy of Ld and Lq calculated by the harmonic model, their
values are calculated for various rotor positions and validated against FEA pre-
dictions. A comparison of the results is shown in Figures 6.9 and 6.10. For
µr,iron = 100, it can be seen that a good agreement is obtained between the har-
monic model and the FEA model of the polar geometry. However, in comparison
to the FEA model of the actual geometry, an error of approximately 15% is ob-
served for Ld, whereas the maximum error in Lq is limited to 6%. The origin
of these discrepancies is attributed to the polar geometry representation, which
leads to longer and more narrow rotor flux guides.

Further, it can be seen that Ld deviates from both FEA simulations for µr,iron =
1000. The error with respect to the FEA model of the polar geometry is attributed
to the truncation of the complex Fourier series. Additional simulations have been
performed for various values of Nsh. The resulting error in Ld, with respect to
the FEA model of the polar geometry, is shown in Figure 6.11a. It can be seen
that the error decreases for increasing Nsh. Additionally, a comparison of the
required calculation time is shown in Figure 6.11b on a logarithmic scale. It can
be seen that the calculation time is relatively large, even for Nsh = 80. Moreover,
it increases approximately quadratically as a function of Nsh.
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Figure 6.12: Electromagnetic torque calculated at various rotor positions using
MST for (a) µr,iron = 1000 and (b) µr,iron = 100.
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Figure 6.13: Electromagnetic torque calculated at various rotor positions using
Ld and Lq for (a) µr,iron = 1000 and (b) µr,iron = 100.

6.5.2 Electromagnetic torque

The electromagnetic torque of the SynRM can either be calculated by means of
Maxwell’s Stress Tensor or using (6.3). In the first case, Tem is expressed for the
given magnetic-field solution as

Tem = −πlsl
µ0

Nsh
∑

n=−Nsh

[Im(Xn)Re(Yn) + Im(Xn)Re(Y−n)

−Re(Xn) Im(Yn) + Re(Xn) Im(Y−n)] , (6.39)
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where

Xn = nCperr
(nCper)
g,m an + nCperr

(−nCper)
g,m bn, (6.40)

Yn = nCperr
(nCper)
g,m an − nCperr

(−nCper)
g,m bn, (6.41)

where rg,m is the radius at the middle of the air gap. A comparison between
FEA predictions and the calculation results obtained from the harmonic model
using MST is presented in Figure 6.12. It can be seen that a relatively good
match is obtained between the harmonic model and the FEA model of the polar
geometry for µr,iron = 100. However, as already suggested by the error obtained
for the d- and q-axis inductances, the FEA model of the actual geometry shows a
significant discrepancy with respect to the harmonic model. In terms of average
torque, the error between the harmonic model and the polar FEA geometry is
approximately 1%, whereas the error with respect to the actual FEA geometry is
20%. Furthermore, Tem obtained for µr,iron = 1000 shows a moderate agreement
between the models. The average value of Tem obtained from the harmonic model
deviates less than 10% from the values predicted by the FEA models. Finally, in
Figure 6.13, Tem calculated using (6.3) is compared to the FEA predictions. It
can be seen that this method does not properly include the torque ripple. The
average values, however, show the same error with respect to the FEA calculations
as the average value of torque calculated using the MST.

To obtain a more accurate prediction of the inductance and electromagnetic
torque, improvement of the polar geometry representation should be considered.
For example, the polar transformation could select equal average flux-guide width
instead of equal average flux-barrier width. Such an approach will most likely lead
to a better prediction of Ld, although the accuracy of Lq will probably decrease.
Alternatively, the relative permeabilities of the modeled materials could be varied
artificially throughout the rotor. This will lead to an improved representation for
the reluctance of the rotor flux-barriers and guides, and consequently, to more
accurate calculation results. Such a method will be further investigated in future
research.
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7.1 Conclusions

During the design of electric machines, engineers generally need to select suitable
values for a large number of parameters. The time available to perform this task
is usually limited and should therefore be used as efficiently as possible. On the
one hand, machine designers thus require fast and accurate models to predict the
machine performance for a large set of parameter combinations. On the other
hand, their modeling tools should also provide physical insight in the behaviour
of the machine, such that the design space can be reduced systematically. Various
modeling approaches have been proposed in literature, although Finite Element
Analysis (FEA) remains one of the most popular choices. This is mainly due to
its ability to accurately include nonlinear magnetic material-characteristics and
its flexibility with respect to complex geometrical shapes. In recent literature,
however, harmonic modeling is proposed as a suitable alternative to FEA, both
in terms of accuracy and computational efficiency. The development and research
of this modeling technique can only be undertaken considering detailed physical
insight in electrical machines. Besides a fast and accurate modeling tool, harmonic
modeling can thus also provide engineers and researchers with an increased un-
derstanding of the machine under study. Therefore, the applicability of harmonic
modeling to analyse the performance of induction motors (IMs) and synchronous
reluctance motors (SynRMs) has been thoroughly investigated in this thesis.

7.1.1 Towards accurate harmonic modeling for analysis and

design of electric machines

One of the main challenges of harmonic modeling is to properly deal with the
finite, nonlinear magnetic permeability of soft-magnetic materials. This is espe-
cially true for electric machines with slotted stator or rotor structures, due to the
difference in permeability between the slots and teeth. The research presented in
this thesis has led to an extension of the harmonic modeling method. This ex-
tension allows for circumferential variation of the magnetic material-permeability
and includes its influence directly in the magnetic-field solution. Therefore, it em-
bodies an important step towards incorporating nonlinear soft-magnetic materials
in harmonic modeling.

Three modeling approaches for slotted electric-machine structures have been
discussed, namely Anisotropic Layer Theory (ALT), Mode-Matching Theory
(MMT) and Inhomogeneous Region Modeling (IRM). The magnetic-field solu-
tions required for each modeling approach are provided by harmonic modeling
and separated into homogeneous and inhomogeneous cases. The homogeneous
case represents the state-of-the-art and assumes a homogeneous material-property
distribution within every model region. The inhomogeneous case represents the
extended magnetic-field solution and allows for a circumferential variation of the
magnetic permeability. In both cases, separation of variables is applied, and the
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circumferential dependency of the magnetic field is expressed in terms of Fourier
series. Further, the radial dependency of the magnetic field is derived analytically
from Maxwell’s equations in quasi-static form. To obtain the final magnetic-field
solution, the unknown coefficients in the aforementioned expressions are solved
using boundary conditions. The exact definition of the boundary conditions de-
pends on the considered magnetic structure and therefore, the presented methods
can be applied to a large variety of electric machines.

To compare the three modeling approaches, a quantitative study has been per-
formed by analysing the magnetic-field distribution in a slotted benchmark topol-
ogy. Two values of relative soft-magnetic material-permeability, µr,iron = 100
and µr,iron = 1000, have been considered, where the number of spatial harmonics
in the air gap has been kept equal for each model. The results have been val-
idated against 2D FEA calculations and compared in terms of the fundamental
air-gap flux-density, rms air-gap flux-density and required computation time. The
following conclusions are drawn:

• The IRM produces the most accurate calculation results.

• For µr,iron = 1000, the results calculated by the MMT are nearly identical
to the ones obtained from the IRM. However, this does not hold for µr,iron =
100, due to the fact that the MMT does not account for finite soft-magnetic
material-permeability.

• The results of the ALT model show a large error with respect to the FEA
calculations, which is mainly attributed to the neglected influence of flux
fringing. However, this mismatch can be compensated for by an artificial
correction of the air-gap magnetic permeability using Carter’s factor.

• The IRM requires significantly more computation time than the other ap-
proaches, namely seven times more than the MMT and 20 times more than
the ALT for the considered benchmark topology. This increase is mainly
associated to the complexity of the system equation matrix, which requires
more effort to be solved.

• The ALT requires the shortest computation time. This is especially true if
only the fundamental spatial harmonic is considered.

The geometry of the benchmark topology has been selected such that it can be
implemented in polar coordinates without changes. For practical electric machine
geometries, however, this generally does not hold. Therefore, to date, a suitable
polar representation of the considered electromagnetic structure is still required
and should be developed on a case-to-case basis using expert knowledge.
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7.1.2 Anisotropic Layer model for IM analysis

Based on the ALT method, an ALT model has been implemented for induction-
motor (IM) analysis. This model takes only the fundamental spatial harmonic
into account, and represents the geometry of the motor by five model regions. The
material properties are homogenized in the slotted motor-regions, and the mag-
netic permeability of each saturable region is updated iteratively, as previously
suggested in [68]. Further, the permeability of the air gap is divided by Carter’s
factor to consider the average influence of flux fringing on the fundamental flux-
density distribution. The ALT model has been used to analyse the magnetic-field
distribution in four benchmark motor topologies under no-load operating condi-
tions. The results have been validated against nonlinear 2D FEA calculations and
the following is concluded:

• The fundamental radial air-gap flux-density predicted by the ALT model
and the FEA model for no-load operating conditions are in very good agree-
ment for all four benchmark motors, with less than 4% error. This indicates
that the proposed approach to correct for flux fringing is valid for the con-
sidered benchmark motors. Also, it can be concluded that the implemented
model represents the influence of saturation on the fundamental air-gap flux
successfully.

• The stator flux-linkage calculated using the ALT model is in good agreement
with the FEA calculations for no-load operating conditions. The maximum
obtained error is typically within 5%, although benchmark motor ”three”
shows a slightly increased error of 8%. This difference is caused by deep
saturation of the rotor teeth.

To predict IM performance under loaded operating conditions, a direct coupling
between the ALT model and electric-circuit models representing the stator and
rotor windings has been implemented. The induced voltages of the stator phase
windings and the rotor bars are expressed in terms of the unknown coefficients of
the ALT model. Then, the voltage equations of the electric circuits are included
in the system equation matrix. Further, the stator phase currents and the rotor
end-ring currents are considered to be unknown coefficients as well, such that their
values can be obtained simultaneously with the coefficients of the ALT model.

To validate the rotor circuit-coupling, simulations have been performed for var-
ious predetermined stator-current values. Three slip values have been considered,
namely nominal slip, half the nominal slip and twice the nominal slip. Based on a
comparison to nonlinear 2D FEA calculations, it has been concluded that a very
good agreement is obtained for the induced rotor-bar current. The maximum
error obtained for the rms rotor-bar current is within 4%, where the rotor-bar
current-angle error is less than 2%. Further, the electromagnetic torque obtained
for nominal operating conditions shows a maximum discrepancy of 10%. For
locked-rotor conditions, however, an inaccurate estimation of the leakage induc-
tance leads to large differences between the ALT model and FEA predictions.
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7.1.3 Mode-Matching model for IM analysis

The second model that has been considered for IM analysis is based on the MMT
and is referred to as the MMT model. This model assumes infinitely permeable
soft-magnetic material, where the slots of the stator and rotor are represented
by separate, nonperiodic regions. A suitable polar approximation of the slots
has been studied. As a result, a slot representation consisting of two regions has
been proposed, where special measures have been taken to properly account for
both slot-leakage flux and air-gap flux-fringing. It has been shown that such a
representation is favorable over a single region slot model in terms of accuracy
and implementation.

The MMT model has been used to analyse the magnetic-field distribution of
the four benchmark motors under no-load operating conditions. The results have
been validated against linear 2D FEA calculations, obtained under the assump-
tion of infinite soft-magnetic material-permeability. A comparison of the radial
air-gap flux-density distribution shows that the Gibbs phenomenon leads to local
discrepancies, especially for benchmark motors ”one” and ”two”. These discrep-
ancies, however, do not significantly influence the fundamental air-gap flux-density
and stator flux-linkage. For these quantities, a maximum error less than 3% is
obtained in comparison to FEA results.

To simulate loaded operating conditions with the MMT model, two differ-
ent methods have been implemented to calculate the induced rotor-bar current,
namely the direct method and the indirect method. The direct method is similar
to the approach used for the ALT model, where the indirect model requires sepa-
rate analysis of the magnetic field produced by the stator current and the magnetic
field produced by the rotor current. The advantage of the indirect method is that
each magnetic-field distribution needs to be calculated only once, after which the
induced current and electromagnetic torque can be calculated for other operating
conditions as well. However, its use is restricted to linear models, and it can only
be applied to perform simulations with fixed stator currents.

Finally, the direct and the indirect methods have been used to calculate the in-
duced rotor-bar current of the benchmark motors. The results of both approaches
are in very good agreement with linear 2D FEA calculations, with errors less
than 4% and 1% for the indirect and direct calculations, respectively. Addition-
ally, the electromagnetic torque predicted by the indirect method is in very good
agreement with FEA as well, where the torque obtained from the direct method
using Maxwell’s Stress Tensor shows significant deviation for benchmark motors
”one” and ”two”. Further investigation reveals that the calculated torque does
not converge well for an increasing number of spatial air-gap harmonics. As an
alternative, the electromagnetic torque has been calculated using rotor circuit
parameters. This approach shows errors less than 1% with respect to linear 2D
FEA calculations.
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7.1.4 Induction-motor analysis framework

The main advantage of the ALT model is its ability to predict the influence of
saturation on the fundamental magnetic-flux distribution, where the advantage
of the MMT model is an accurate prediction of leakage and fringing fluxes. Both
these advantages have been combined in the IM analysis framework. The MMT
model has been used to calculate Carter’s factor, and the leakage inductance of the
stator phase windings and the rotor bars. The circuit coupling of the ALT model
has been modified to include these leakage-inductance parameters. Additionally,
rotor skewing has been taken into account by considering multiple ALT model
slices in the electric-circuit coupling, each with a slightly displaced rotor. Finally,
since the leakage inductance is already included, the ALT model is modified such
that it only includes radial magnetic-flux in the slotting regions.

Performance calculations have been made for the benchmark motors using the
framework, 2D FEA and skewed FEA. To allow for a fair comparison, skewing
is not considered in the framework during the validation against 2D FEA. The
obtained simulation results show a good agreement between the 2D models in
the stable operating region of the motor. For high slip values, however, the error
increases. Using the results of locked-rotor simulations, it is shown that this
increased mismatch is caused by saturation of the leakage flux-paths. Further,
a comparison between the framework and FEA is performed including skewing.
The obtained results reveal that the proposed method to account for skewing in
the framework works relatively well. With respect to the 2D comparison, the
discrepancy in terms of electromagnetic torque increases slightly in the stable
operating region, where the difference in terms of stator phase current reduces.
Also, the locked-rotor results of the framework and skewed FEA show a similar
increase in leakage inductance due to skewing.

Finally, the results of the framework are validated against measurements per-
formed on a prototype of each benchmark motor. In general, a relatively good
agreement is obtained between the measurements and calculations. As expected,
however, the disparity increases for large slip values due to saturation of the
leakage flux-paths. Also, a comparison of the no-load magnetizing inductance
shows larger discrepancies than the ones obtained from the 2D and skewed FEA
comparisons. This indicates that the magnetizing behaviour of the soft-magnetic
material in the actual motor is different than the magnetizing behaviour assumed
in the models. This deviation also leads to a small mismatch in the stator phase
current near no-load and nominal operating conditions.

7.1.5 Harmonic model for synchronous reluctance motors

A harmonic model has been implemented for analysis of synchronous reluctance
motors (SynRMs). The model is based on the IRM, such that finite soft-magnetic
material-permeability can be taken into account. To implement the IRM model,
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a polar representation of the SynRM geometry has been presented, focusing on
equal average flux-barrier width and equal placement of the rotor-barrier open-
ings at the interface of the air gap. The model has been applied to a bench-
mark topology, which is analysed for two different values of relative soft-magnetic
material-permeability, namely µr,iron = 100 and µr,iron = 1000. The calcula-
tion results have been validated against calculations obtained from two different
2D FEA models. The first one represents the actual SynRM geometry, and the
second one embodies a polar approximation of the SynRM. Based on a compar-
ison of the results in terms of d-axis inductance, Ld, q-axis inductance, Lq, and
electromagnetic torque, Tem, the following conclusions are derived:

• For µr,iron = 100, the results of the harmonic model are in good agreement
with the FEA calculations obtained for the polar geometry representation.
With respect to the FEA results obtained for the actual geometry, an error
of approximately 15% is obtained for Ld, whereas an error less than 6% is
obtained for Lq. The error in Ld is attributed to the polar representation
of the geometry, which leads to longer and more narrow flux guides in the
rotor.

• For µr,iron = 1000, the d-axis inductance, obtained from the harmonic
model, deviates from the results of both FEA models. When the num-
ber of spatial harmonics is significantly increased, the error with respect to
the FEA model of the polar geometry decreases. Therefore, the mismatch
is associated to the truncation of the Fourier series.

• With the selected number of spatial harmonics, the required computation
time is considerable for the current implementation of the model (seven sec-
onds on a modern PC). Therefore, increasing the number of spatial harmon-
ics to improve the model accuracy is not desirable, unless the computational
efficiency of the model can be enhanced.

The implementation of the SynRM harmonic model has shown that the IRM is
capable of modeling a complex electric-motor geometry. The current implemen-
tation of the model, however, requires a computation time in the same order of
magnitude as a linear 2D FEA simulation of the same geometry. Therefore, future
research should include an investigation on how to improve the computational ef-
ficiency of the model implementation. Further, convergence problems may arise
for the Fourier-series representation of the magnetic material-properties is case
of narrow slots or teeth. This problem limits the applicability of the method for
relative soft-magnetic material-permeabilities of 1000 or higher. On the other
hand, the MMT approach can be considered instead of the IRM approach for
high permeability values.
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7.2 Scientific contributions

The scientific contributions presented in this thesis can be summarized as follows:

• The inclusion of variable magnetic material-properties in the

magnetic-field solution obtained by harmonic modeling

Instead of assuming homogenized material-properties or infinite soft-magnetic
material-permeability, a magnetic-field solution is formulated that allows for
circumferential variation of the materials. This contribution facilitates the use
of finite soft-magnetic material-permeability in slotted electromagnetic struc-
tures. Therefore, it presents an important step forward in harmonic modeling of
electromagnetic motors and actuators. The results of the research are published
in [169]. Currently, only linear soft-magnetic materials have been considered.
However, using an iterative method, nonlinear soft-magnetic material behavior
can be modeled as well.

• Harmonic modeling of induction motors

Neither the use of Mode-Matching Theory to analyse slotted motor-structures,
nor the application of Anisotropic Layer Theory to induction-motor analysis is
new. However, the implementation of a double slotted induction-motor model
based on Mode-Matching Theory is unique. The contributions presented on this
subject include a detailed investigation of the polar representation of the IM,
the influence of parasitic effects and the calculation of performance parameters.
The results of this investigation have been published in [71, 170, 171, 172].

• Modeling the interaction between the harmonic models and the

electric domain

The interactions between the magnetic and electric domains have been studied
for decades. However, suitable approaches to account for induced rotor-bar
currents in induction-motor models based on harmonic modeling are scarcely
represented in literature. Therefore, two methods have been presented in this
thesis to calculate these currents using the developed harmonic techniques.
One of these methods can be applied to calculate the stator phase current in
voltage-fed simulations as well. The results of this contribution have been pub-
lished in [71, 153, 170, 173], and can also be applied to many other types of
electromagnetic motors and actuators.

• Implementation and experimental verification of a semi-analytical

framework for induction-motor analysis

A unique combination of Anisotropic Layer Theory and Mode-Matching Theory
is used to implement a semi-analytical framework for induction-motor analysis.
This framework unifies the advantages of both approaches and is thoroughly
validated against results obtained from 2D Finite Element Analysis, skewed
Finite Element Analysis, and measurements.

• Harmonic modeling of synchronous reluctance motors

The use of harmonic modeling to analyse the magnetic field in a synchronous
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reluctance motor has not been found in previous literature. Therefore, a har-
monic model for analysis of these motors has been examined in this thesis. The
presented model is based on the extended magnetic-field solution and takes
the finite permeability of the soft-magnetic materials into account. The contri-
butions of the research focus on the geometrical representation of the motor,
calculation of the performance parameters and identification of the factors that
influence the accuracy of the model. These results are published in [174].

7.3 Recommendations

Based on the research presented in this thesis, the following recommendations for
future research are made:

• Harmonic modeling with nonlinear soft-magnetic material-properties

In this thesis, an extension of the harmonic modeling method for electric ma-
chines is presented that takes the finite permeability of the soft-magnetic ma-
terials in slotted machine structures into account. Currently, however, only
linear soft-magnetic materials have been considered. To make full use of the
presented extension, nonlinear soft-magnetic material-properties should be con-
sidered. For example, the BH-characteristic of a soft-magnetic material can be
linearized locally in terms of a remanent magnetic-flux density and a differential
permeability. For a given excitation, the material parameters in each region can
then be solved using an iterative algorithm, e.g. based on the Newton-Raphson
method. Additionally, methods to increase the computational efficiency of the
model implementation should also be investigated.

• 3D harmonic modeling

Numerical methods to model 3D magnetic-field distributions, such as 3D-FEA,
are inefficient in terms of time-consumption. As an alternative, a 3D extension
of the IRM method, presented in Chapter 2, can be considered. For rotating
electric machines, the complexity of the magnetic structure is generally low
along that axial direction. Several issues, however, need to be addressed, in-
cluding a suitable approach to account for laminated structures and a method
to deal with skewed magnetic structures. Examples of 3D implementations of
the ALT and MMT are presented in [64] and [144, 145], respectively.

• Accurate identification of soft-magnetic material-properties, includ-

ing the influence of manufacturing processes

One of the main sources of error in electromagnetic analysis is introduced by
inaccurate material-property estimations. Material manufacturers usually spec-
ify typical magnetization and loss characteristics, based on measurement per-
formed using an Epstein frame. However, manufacturing processes, such as
punching and stacking, lead to local stresses in the magnetic materials, which
distort the magnetization behavior and locally promote large iron-losses. To
assess the influence of such manufacturing processes, a detailed investigation of
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the material properties should be performed, using samples of different sizes,
shapes and materials. Measurements should be performed before and after
each manufacturing step. Additionally, a similar approach should be applied
to identify the effect of annealing, which is often performed after a manufactur-
ing step to restore the properties of the magnetic materials up to some degree.
Previous work on identification of the influence of manufacturing processes is,
for example, discussed in [163, 175]. A detailed analysis of magnetic hysteresis
phenomena is presented in [176].

• Extension of the IM analysis framework

In the presented IM analysis framework, only steady-state calculation of the
fundamental motor performance is considered. However, the developed har-
monic models can be used to predict undesired side-effects as well, such as
rotor current harmonics and parasitic torques. It is therefore suggested to in-
vestigate the extension of the framework to include these effects. Further, the
steady-state circuit coupling can be extended to transient circuit coupling us-
ing a time-stepping approach, as presented in [153]. For example, transient
simulations could then be performed to predict dynamic iron-losses, as pro-
posed for tubular PM actuators in [177]. Also, the transient harmonic model
could be coupled to a mechanical model to study start-up behavior for various
Direct-On-Line motors, including IMs and line-start synchronous machines.

• Improved implementation of the SynRM model

To obtain a better estimation of the d-axis magnetic-flux, different polar geom-
etry representations should be considered. For example, the geometry transfor-
mation could be focussed on equal average flux-guide width rather that equal
average flux-barrier width. Also, an artificial correction of the flux-guide perme-
ability could be applied to account for the increased flux-guide length. Finally,
the angular width of the flux guides and barriers could be varied per model re-
gion, in order to obtain a more accurate approximation of the actual geometry.

• Investigation of alternative applications for harmonic modeling

Harmonic modeling is generally used to analyse electric-machine performance
during a design procedure. However, it can provide a useful tool in other ap-
plication areas as well. For example, it could be used for diagnostic purposes
in electric drives, in order to determine an accurate estimation of magnetic-
field distribution for a measured set of operating conditions. This could greatly
improve the performance of online parameter and performance estimators. Ad-
ditional alternative applications for harmonic modeling should be investigated.

• Maxwell’s Stress Tensor convergence problem

In Section 4.6, it is shown that a convergence problem can appear for the
electromagnetic torque calculated by MST, in case of narrow slotting and a high
number of spatial harmonics. The origin of this problem should be investigated
in more detail.
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Appendix A

Boundary conditions

A.1 Anisotropic Layer Theory for IMs

In this section, the boundary conditions for the ALT model, implemented for IM
analysis, are given. The model consists of five periodic regions and therefore, in-
terface boundary conditions are applied at the interface between two such regions,
k and k + 1. For each harmonic n, the resulting boundary-condition equations
are given by
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where rbnd is the radius of the boundary. Furthermore, at the inner boundary
of region I and the outer boundary of region V, the normal Neumann boundary
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conditions are given by
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where rsh = rro − hsr − hyr represents the shaft radius and rso = rsi + hss + hys

is the stator outer radius.

A.2 Mode-Matching Theory for IMs

In this section, the boundary conditions of the MMT model, implemented for IM
analysis, are given. This model consists of a periodic air gap region and a variable
number of nonperiodic regions, representing the stator and rotor slots. Each of
these slots is divided into a slot opening region and a conductor region. To connect
the air gap region, k, to the slot opening regions, jν , mode-matching is applied.
For each air gap harmonic n and slot opening harmonicm, the boundary-condition
equations obtained from mode-matching are given by
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where rbnd represents the radius of the boundary, ν is the slot number, K denotes
the number of slot present at the boundary, Nsh is the number of spatial harmonics
in the air gap and Mν

sh is the number of spatial harmonics in the νth slot region.
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The terms κk,jν
c (n,m), ζk,jνc (n,m), κk,jν

0 (n), ζk,js0 (n), ǫk,jνs (m,n) and ǫk,jνc (m,n)
represent correlation functions and are given in Appendix A.4. Additionally, to
obtain the average magnetic vector potential in each slot opening, continuity of
the magnetic vector potential is applied at the interface between the air gap and
the νth slot opening as
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where θjν represents the circumferential position of the slot and θjνs is the angular
width of the slot.

Furthermore, interface boundary conditions are applied at the boundary be-
tween a slot opening region, jν , and a conductor region, iν. For each spatial
harmonic m, the boundary-condition equations are therefore given by
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Also, to obtain the average magnetic vector potential in the νth conductor region,
continuity of the magnetic vector potential is applied at the interface between the
slot opening region and the conductor region as

ln (rbnd)B
jν
0 + Ajν

0 = µiν

r2bnd
4

J iν − ln (rbnd)B
iν
0 −Aiν

0 . (A.20)

Finally, tangential Neumann boundary conditions are applied at the inner
boundary of the rotor conductor regions and the outer boundary of the stator
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conductor regions. For the each harmonic m of the νth conductor regions, this
boundary condition is given by
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A.3 Inhomogeneous Region Modeling for SynRMs

In this section, the boundary conditions of the IRM model, implemented for
SynRM analysis, are given. The model consists of 14 periodic regions and there-
fore, interface boundary conditions are used between two adjacent regions. Since
the magnetic-field solution is derived in matrix form, the boundary-condition
equations are presented in matrix form as well, and given by
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where rbnd is the radius of the boundary. Additionally, tangential Neumann
boundary conditions are applied at the outer boundary of region I and the inner
boundary of region XIV. The resulting boundary-condition equations are given in
matrix form by

−
(

µI
c,θ

)−1
WIλIrλ

I−1
so aI+ (A.25)

(

µI
c,θ

)−1
WIλIr−λ

I−1
so bI − 2rso

(

µI
c,θ

)−1
GI

1 = 0,

−
(

µXIV
c,θ

)−1
WXIVλXIVrλ

XIV−1
sh aXIV+ (A.26)

(

µXIV
c,θ

)−1
WXIVλXIVr−λ

XIV−1
sh bXIV − 2rsh

(

µXIV
c,θ

)−1
GXIV

1 = 0,

where rsh represents the shaft radius and rso is the stator outer radius.
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A.4 Correlation functions

The mode-matching boundary conditions, used implement the MMT model for
IM analysis, are based on correlation functions. A mathematical description of
the required correlation functions is given by
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where θc is the angular width of the nonperiodic region and θ0 is the angular
position of the nonperiodic region.
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Appendix B

Magnetic material

identification

B.1 Measurement set-up

To determine the magnetization and iron-loss characteristics of the soft-magnetic
material used in the benchmark motors, material identification measurements
have been performed on a Brockhaus MPG200 Electric Steel Tester set-up, as de-
picted in Figure B.1a. This set-up is compliant with the IEC60404 standard and
is specifically designed to identify the characteristics of electric steel samples by
various methods, including Epstein frames, ring-core samples, single sheets and
stator cores. In these measurements, the set-up was used to perform measure-
ments on ring-core samples, as these give the closest approximation to the actual
shape and dimensions of the material when applied in an electric motor.

The measurement set-up is schematically depicted by the block diagram shown
in Fig. B.1b. In this diagram, it can be seen that two different windings are applied
to a ring-core sample, namely a primary winding and a secondary winding. The
primary winding is used to excite the material sample and its current is supplied
by an amplifier. Further, the secondary winding is used to determine resulting
magnetic-field variation by measuring the induced voltage. Based on the waveform
of measured voltage, the amplitude of the current in the primary winding is
regulated by a controller, such that a sinusoidal magnetic flux is obtained in the
material. The measured currents and voltages are logged and processed by a
data acquisition system. Then, using the predefined dimensions of the material
sample, the BH-characteristic and the iron losses are determined. The operating
conditions for which the characteristics are determined, such as frequency and
peak magnetic flux density, can be adjusted through a Graphical User Interface
(GUI).
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(a)

Amplifier
Voltage

measurement

Controller

Isen

Data acquisition

Ring core sample

(b)

Figure B.1: (a) A picture of the MPG-200 and (b) the block diagram of the ma-
terial identification set-up.

B.2 Sample properties and construction

In total, magnetic material properties were determined for two different materials
using four different ring samples. An overview of the properties of these ring
samples is shown in Figure B.1, where samples one and two are made of soft-
magnetic material one and samples three and four are made of soft-magnetic
material two. The inner and outer diameters of the ring samples, Din and Dout

respectively, were selected such that

Dout

Din

≤ 1.1, (B.1)

which is recommended by the IEC60404 standards. Furthermore, the number of
primary winding turns was selected such that moderate saturation levels can be
obtained within the maximum operating conditions of the amplifier, as given in
Table B.2.

Figure B.2: Example of a fully wound ring sample.
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Table B.1: Ring-core sample properties

Symbol Unit Values Description

1 2 3 4 Sample number
Din mm 99.9 99.9 99.8 99.9 Inner ring diameter
wrns mm 4.95 2.45 4.95 2.48 Ring width
hrns mm 5.16 2.72 5.16 2.53 Ring height
mrns g 61.2 14.8 62.8 15.0 Ring mass
Npri - 196 196 197 194 Number of primary windings
Nsec - 300 286 291 284 Number of secondary windings
Dpri mm 1 1 1 1 Primary winding diameter
Dsec mm 0.7 0.7 0.7 0.7 Secondary winding diameter

Table B.2: Maximum operating conditions of the Brockhaus MPG-200

Symbol Unit Value Description

Imax A ±40 Excitation current limit
Vmax V ±100 Excitation voltage limit
fmin Hz 3 Minimum excitation frequency
fmax kHz 20 Maximum excitation frequency

The ring-core laminations were produced using a laser cutter. Then, the lami-
nations were stacked by hand and provided with a layer of Kapton tape to keep
them together. To minimize the influence leakage flux on the induced voltage
measurement, the secondary winding is wound onto the sample first. Conse-
quently, the primary winding is placed on the outside, which is also beneficial for
additional cooling of the coil. Both windings are tightly distributed around the
entire circumference of the sample, as shown by the picture of a fully wound ring
sample in Figure B.2.

B.3 Measurement results

The magnetization characteristics and specific iron-losses of the ring samples have
been measured for a peak flux density, B̂, ranging from 0.1 - 1.8 T and a fixed
excitation frequency of 50 Hz. The results obtained for soft-magnetic material one
and two are shown in Figure B.3 and Figure B.4, respectively. The characteristic
of soft-magnetic material two, obtained for wrns = 5mm, has been used in the
simulations discussed in Chapters 3 to 5.
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Figure B.3: Soft-magnetic material one: (a) BH-characteristic and (b) specific
iron-loss characteristic.
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Figure B.4: Soft-magnetic material two: (a) BH-characteristic and (b) specific
iron-loss characteristic.
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Samenvatting

Towards Increased Understanding of Low-Power Induction and

Synchronous Reluctance Machines

Harmonic Modeling of Complex Electromagnetic Phenomena

Door de toenemende rol van elektronica in onze maatschappij neemt de wereld-
wijde vraag naar elektrische energie toe. Deze uitdagende trend vereist een sig-
nificante toename in de elektriciteitsproductie, bij voorkeur uit hernieuwbare en-
ergiebronnen. Naar verwachting zal het aandeel van dergelijke bronnen in 2040
toenemen tot één derde van de wereldwijde energie productie. In de tussentijd
moet de beschikbare elektrische energie zo efficiënt mogelijk gebruikt worden, zo-
dat de druk op bestaande productiefaciliteiten afneemt. Daarnaast zorgt dit er
ook voor dat de kosten voor de eindgebruiker binnen de perken blijven.

Naar schatting wordt tussen de 43% en 46% van de mondiaal geproduceerde
elektrische energie omgezet naar mechanische energie door middel van systemen
die aangedreven worden door elektrische motoren. Om de energetische efficiëntie
van zulke systemen te verbeteren zijn wereldwijd minimum energy performance
standards (MEPS) gedefinieerd. Deze MEPS forceren elektromotorfabrikanten
tot het herzien van bestaande motortechnologieën, zoals inductiemotoren (IMs),
of het omarmen van andere motortechnologieën, zoals permanent-magneet syn-
chroonmotoren (PMSMs) of synchrone reluctantiemotoren (SynRMs). Tijdens
het ontwerp van zulke motoren is de beschikbaarheid van snelle, nauwkeurige en
betrouwbare rekenmodellen van fundamenteel belang. Om het gat tussen sterk
vereenvoudige analytische modellen en tijdrovende numerieke modellen te dichten
wordt de ontwikkeling van semi-analytische modellen, gebaseerd op een harmonis-
che modelleringstechniek, besproken in dit proefschrift. Het werk richt zich in het
bijzonder op het harmonische modelleren van het magnetisch veld in de vertande
structuren van inductie- en synchroon-reluctantiemotoren.

In Hoofdstuk 2 wordt een uitbreiding van de bestaande magnetische veldoplossing
voor een 2D polair coördinaatsysteem gepresenteerd. De nieuwe fomulering neemt
peripherale variaties van de magnetische permeabiliteit mee in de veldoplossing
en vertegenwoordigt daarmee een belangrijke stap voorwaarts ten aanzien van het
modelleren van magnetische saturatie. Bestaande methoden voor het harmonische
modelleren van vertande structuren, te weten Anisotropic Layer Theory (ALT)
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en Mode-Matching Theory (MMT), worden vergeleken met de nieuwe methode,
welke aangeduid wordt als Inhomogeneous Region Modeling (IRM). Dit vergelijk
is gebaseerd op resultaten verkregen voor een benchmark topologie. Het laat zien
dat ALT voornamelijk geschikt is voor het modelleren van globale magnetische
saturatie, terwijl MMT voornamelijk geschikt is voor het berekenen van lekflux
en fluxverbuiging door vertanding. Daarentegen kan IRM voor beide doeleinden
gebruikt worden. Echter, de resultaten laten ook zien dat de benodigde rekentijd
van IRM ongeveer zeven keer langer is dan die van de traagste bestaande methode,
namelijk MMT.

De implementatie van ALT en MMT modellen voor IM analyse wordt uitgebreid
besproken in Hoofdstuk 3. Eén van de uitdagingen hierbij is de representatie
van de motorgeometrie in het polaire coördinaatsysteem voor de MMT meth-
ode. Twee verschillende representaties worden geanalyseerd en de meest geschikte
wordt gëıdentificeerd. Verder wordt ook de berekening van de fundamentele
fluxdichtheid in de luchtspleet, de gekoppelde flux en het elektromagnetisch kop-
pel voor elke methode uitgelegd. De resultaten van de berekeningen worden
gevalideerd ten opzichte van 2D Finite Element Analysis (2D FEA) berekeningen
voor vier benchmark inductiemotoren, en laten een goede overeenkomst zien.

Om de inductiemotoren ook onder belasting te kunnen analyseren worden in
Hoofstuk 4 twee verschillende aanpakken beschreven voor het berekenen van de
gëınduceerde stroom in de rotorstaven. De eerste aanpak maakt gebruik van een
equivalent circuit voor één rotorstaaf. De parameters van dit circuit vertegen-
woordigen de gëınduceerde spanning in de rotorstaaf door de statorexcitatie en
de synchrone inductie van de rotorstaaf door het magnetisch veld van de rotor.
De waarden van deze parameters worden berekend met het MMT model in twee
rekenstappen, zodat tijdens de derde rekenstap de gëınduceerde stroom in de
rotorstaaf indirect kan worden bepaald. Voor de tweede aanpak wordt gebruik
gemaakt van een directe koppeling tussen het magnetisch model en elektrische
circuitmodellen van de volledige stator- en rotorwindingen. Beide methodieken
worden gevalideerd ten opzichte van 2D FEA in termen van gëınduceerde stroom
en elektromagnetisch koppel voor verschillende bedrijfstoestanden, en laten een
zeer goede overeenstemming zien.

In Hoofdstuk 5 wordt de implementatie van een semi-analytische structuur voor
prestatie-analyse van IM gepresenteerd, gebaseerd op een combinatie van de ALT
en MMT modellen. Het MMT model wordt gebruikt om parameters te bepalen
die de lekflux en fluxverbuiging beschrijven, welke worden uitgedrukt in termen
van lekinductie en de Carter factor. Verder wordt het ALT model gebruikt voor
het bepalen van de globale verzadigingstoestand van de motor en worden de re-
sultaten van het MMT model aan het ALT model geknoopt met behulp van
een aangepast circuitkoppeling. Door meerdere lagen van het ALT model te ge-
bruiken, elk met een andere rotorpositie, kan ook verdraaiing van de rotor worden
meegenomen. Tenslotte worden de resultaten van berekeningen aan vier bench-
mark motoren vergeleken met de resultaten van FEA simulaties en metingen.
Dit vergelijk laat zien dat de nauwkeurigheid van de semi-analytische berekenin-
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gen acceptabel is, alhoewel afwijkingen in de materiaaleigenschappen leiden tot
verschillen ten opzichte van de meetresultaten.

Als laatste wordt in Hoofdstuk 6 een semi-analytisch model voor analyse van Syn-
RMs gepresenteerd, gebaseerd op IRM. De polaire representatie van de geometrie
wordt besproken en richt zich op het gelijkhouden van de gemiddelde breedte
en positie van de fluxbarrières in de rotor. Verder wordt ook de berekening van
het elektromagnetisch koppel, de d- en q-as inductie en de d- en q-as gekoppelde
flux beschreven. De berekeningen worden gevalideerd ten opzichte van 2D FEA
simulaties voor een benchmark SynRM topologie. Deze validatie laat zien dat de
gekozen polaire representatie leidt tot afwijkingen in de schatting van de d-as pa-
rameters, terwijl de verkregen q-as parameters goed overeen komen met de FEA
resultaten.
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