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a b s t r a c t

We consider the Lyapunov equation for the linear dynamics, which arises naturally when one seeks
for a Lyapunov function with a uniform, exact decrease. In this setting, a solution to the Lyapunov
equation has been characterized only for quadratic Lyapunov functions. We demonstrate that the
Lyapunov equation is a well-posed equation for strictly stable dynamics and a much more general class
of Lyapunov functions specified via Minkowski functions of proper C-sets, which include Euclidean and
weighted Euclidean vector norms, polytopic and weighted polytopic (1, ∞)-vector norms as well as
vector semi-norms induced by the Minkowski functions of proper C-sets. Furthermore, we establish that
the Lyapunov equation admits a basic solution, i.e., the unique solution within the class of Minkowski
functions associated with proper C-sets. Finally, we provide a characterization of the lower and upper
approximations of the basic solution that converge pointwise and compactly to it, while, in addition, the
upper approximations satisfy the classical Lyapunov inequality.

© 2014 Elsevier Ltd. All rights reserved.
1. Introduction

The Lyapunov stability theory, initiated in the seminal work
(Lyapunov, 1992), is one of the cornerstones of modern dynam-
ical systems theory, being, inter alia, a fundamental tool for the
stability analysis of all types of physical systems (Hahn, 1967;
Sontag, 1998). Indeed, notions of Lyapunov functions and con-
trol Lyapunov functions offer a general approach for a systematic
solution to problems arising in stability analysis and stabilizing
controller synthesis (Artstein, 1983; Gurvits, 1995; Hahn, 1967;
Lyapunov, 1992; Sontag, 1998; Sontag & Sussmann, 1996). It is
well known that the stability of the origin for an autonomous
discrete time dynamics x+

= f (x) can be verified by de-
tecting a Lyapunov function, namely a function V (·) which is
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lower and upper bounded by Kamke’s functions of the norm of
the state (i.e., κ1(|x|) ≤ V (x) ≤ κ2(|x|)) and which veri-
fies the decrease condition measured by another Kamke’s func-
tion of the norm of the state (i.e., V (f (x)) − V (x) ≤ −κ3(|x|)).
A particularly important case, referred to as the Lyapunov equa-
tion, ariseswhen the inequality in the Lyapunov decrease condition
holdswith equality for all x. The practical relevance and theoretical
importance of the Lyapunov equation originates, inter-alia, in the
fact that the solution to the Lyapunov equation, apart from verify-
ing asymptotic stability, also provides a uniform, exact character-
ization of all state trajectories, generated by the dynamics, via its
sublevel sets. Consequently, a solution to the Lyapunov equation,
as opposed to the Lyapunov inequality, offers self-evident benefits
within the context of systemverification and safety analysis, finite-
time reachability to/of a target set and constrained finite-horizon
optimal control.

The apparent elegance of the Lyapunov stability theory
is, however, accompanied with a highly non-trivial problem
of identifying the right class of functions within which the
corresponding Lyapunov function candidates should be sought. For
linear discrete time dynamics and quadratic Lyapunov functions,
the solutions to both the corresponding Lyapunov inequality and
equation were characterized. In this case, the problems of solving
the Lyapunov inequality and equation fall within the realm of
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linear algebra. In particular, it iswell known that the corresponding
Lyapunov inequality can be equivalently expressed as a linear
matrix inequality (Boyd, El Ghaoui, Feron, & Balakrishnan, 1994),
while the associated Lyapunov equation takes the form of a linear
matrix equation. The importance of the Lyapunov equation is also
indicated by the numerous research efforts that have been made
to develop algorithms for solving the Lyapunov equation within
the class of quadratic functions, see, for instance, Bitmead (1981);
Gajić and Qureshi (2008); Lu and Wachspress (1991); Norman
(1989); Tian and Gu (2008); Zhou (2011) and the references
therein. Another important class of Lyapunov functions is the class
of polyhedral Lyapunov functions, e.g., weighted (1, ∞)–vector
norms, see, for example, Molchanov and Pyatnitskii (1989);
Kiendl, Adamy, and Stelzner (1992); Polański (1998); Blanchini
and Miani (2008); Lazar (2010) and the references therein. The
polyhedral Lyapunov functions are less conservative than the
quadratic ones when the system state is subject to polyhedral
constraints, which is often the case in practice. In the presence of
polytopic constraints, polyhedral Lyapunov functions are a much
better tool for approximating the basin of attraction since it is a
proper C-set (Blanchini & Miani, 2008) and polytopic sets can
approximate arbitrarily well proper C-sets. Additionally, it was
recently demonstrated that polyhedral Lyapunov functions can
be used to efficiently construct a bisimulation quotient for linear
dynamics (Ding, Lazar, & Belta, 2012), which, in turn, can be used
for verification and safety analysis.

Motivation: The above introduction suggests the following cru-
cial observations: (i) irrespectively of the type of the Lyapunov
decrease condition, i.e., inequality or equality, polyhedral Lya-
punov functions are preferable to quadratic Lyapunov functions,
see Blanchini and Miani (2008) for a comprehensive analysis, and,
(ii) irrespectively of the type of Lyapunov function candidate,
i.e., quadratic or polyhedral, solutions to the Lyapunov equation
are preferable to solutions to the Lyapunov inequality. Neverthe-
less, despite numerous efforts on solving the Lyapunov equation
within the class of quadratic functions (Bitmead, 1981; Gajić &
Qureshi, 2008; Lu & Wachspress, 1991; Norman, 1989; Tian & Gu,
2008; Zhou, 2011) and numerous works on solving the polyhedral
Lyapunov inequality (Blanchini & Miani, 2008; Kiendl et al., 1992;
Lazar, 2010;Molchanov& Pyatnitskii, 1989; Polański, 1998), which
can be traced back to as far as 1963 (Rosenbrock, 1963), to the best
of the authors’ knowledge, a characterization of the solution to the
Lyapunov equation within the class of Minkowski functions is not
available.

From a theoretical perspective, characterizing the solution to
the Lyapunov equation within the class of Minkowski functions
associated with proper C-sets provides a fundamental, missing
piece of the polyhedral Lyapunov functions framework (Blanchini
& Miani, 2008) and, in addition, offers the first alternative to
the Lyapunov equation within the class of quadratic functions.
From a practical point of view and as already mentioned, apart
from asserting asymptotic stability, a solution to the Lyapunov
equation also provides a uniform, exact characterization of all the
trajectories, generated by the dynamics, expressed via subsets of
the state space. Essentially, any state trajectory generated by the
dynamics consists of points that lie on the boundaries of nested
sublevel sets of a Lyapunov function that satisfies the Lyapunov
equation. This fact in conjunction with the computationally
beneficial structure of polyhedral Lyapunov functions renders the
construction of a bisimulation quotient for linear dynamics (Ding
et al., 2012) computationally more tractable. Furthermore, when
the exact decrease of the Lyapunov function is specified via
a polyhedral stage cost function (e.g., weighted (1, ∞)–vector
norms), to have a solution to the corresponding Lyapunov equation
is to solve the stabilizing model predictive control (MPC) synthesis
problem based on polyhedral cost functions (Rawlings & Mayne,
2009). As in the case of the Lyapunov function candidates, it is
well known that polyhedral costs are very frequently preferred
to quadratic costs in MPC and, a terminal cost function that is
the solution to the corresponding MPC Lyapunov equation yields
a better performance than a terminal cost obtained as a solution
to the MPC Lyapunov inequality. Not surprisingly, the problem of
characterizing a suitable terminal cost function is still open for
stabilizing linear MPC based on polyhedral cost functions (Raković
& Lazar, 2012).

Prompted by the theoretical importance and practical relevance
of the Lyapunov equation for linear dynamics, we discuss in this
paper the Lyapunov equation taking the form, for all x ∈ Rn,

V (x) = V ((A + BK)x) + ℓ(x)

associated with the strictly stable autonomous linear system x+
=

(A + BK)x and stage function ℓ (·) given by the sum of Minkowski
functions associated with proper C-sets Q and R (i.e., ℓ(x) =

g(Q, x)+g(R, Kx)). Henceforth, the Lyapunov equationwithin this
setting is referred formally to as theMinkowski–Lyapunov equation.
Likewise, a Minkowski function of a proper C-set that satisfies
Lyapunov decrease condition (i.e., V ((A + BK)x) − V (x) ≤ −ℓ(x))
is referred, hereafter, to as theMinkowski–Lyapunov function.

As already hinted, the dynamics x+
= (A+BK)x typically arises

from linear control systems of the form x+
= Ax+Bu(x), where the

state-feedback control law u (·) : Rn
→ Rm is defined by u(x) :=

Kx. When the feedback matrix K is known, the closed-loop system
takes the form of the autonomous linear dynamics, i.e., x+

= Ψ x
where Ψ := A + BK . The reason for explicitly specifying the
feedback matrix K , as opposed to working directly with the matrix
Ψ , and for considering the associated stage cost g(Q, x)+g(R, Kx),
is motivated by the stabilizing MPC synthesis (Raković & Lazar,
2012; Rawlings &Mayne, 2009).More precisely, given an arbitrary,
stabilizing linear control law u(x) = Kx, which is referred to as the
terminal control law in MPC (Rawlings & Mayne, 2009), solving the
Minkowski–Lyapunov equation yields directly a tight solution to
the corresponding MPC Lyapunov condition.

It is worth pointing out that the considered class of candi-
date Lyapunov and cost functions is rather broad and is, in fact,
equivalent to a class of sublinear functions (Schneider, 1993) and,
hence, it encapsulates Euclidean vector norms, polytopic (1, ∞)-
vector norms and Minkowski functions of proper C-polytopic
sets as particular cases. However, in a stark contrast to the Lya-
punov equation within the class of quadratic functions, solving the
Minkowski–Lyapunov equation poses a significantly more com-
plex problem, whose solvability is not decidable via the tools
of linear algebra. In particular, the corresponding analysis of the
Minkowski–Lyapunov equation requires the employment of more
general mathematical techniques from Minkowski theory of con-
vex bodies.

Contributions summary: We establish that the corresponding
Minkowski–Lyapunov equation is a well-posed equation that ad-
mits a special solution referred to, henceforth, as the basic solu-
tion.We show that the basic solution is, in fact, the unique solution
to the Minkowski–Lyapunov equation over the class of Minkowski
functions associated with proper C-sets. (As pointed out by an
anonymous referee, these facts alone form an original scientific
contribution.) We characterize the basic solution by considering a
polar system, i.e., x+

= (A + BK)T x + w, where the artificial addi-
tive disturbance satisfies w ∈ Q∗

⊕ K TR∗ and Q∗ and R∗ are the
polar sets of the sets Q and R while


denotes the Minkowski

set addition. In particular, we establish that the basic solution to
theMinkowski–Lyapunov equation is generated, in fact, by the po-
lar set of the minimal robust positively invariant set for the polar
system x+

= (A + BK)T x + w, w ∈ Q∗
⊕ K TR∗. (This polar-

ity relation is a highly valuable contribution in its own right.) We
employ the polarity relations in conjunction with recent theoret-
ical advances of the theory of minimal invariant sets (Artstein &
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Raković, 2008; Raković, 2007) in order to obtain a Riccati-like re-
cursion that yields the consistently improving lower and upper ap-
proximations of the basic solution. In addition, the corresponding
lower and upper (generic and polytopic) approximations converge
pointwise and compactly to the basic solution, while the upper ap-
proximations are Minkowski–Lyapunov functions. We also show
that the lower and upper approximations can be constructed by
employingMinkowski functions associated with suitably specified
proper C-polytopic sets.

Paper Structure: Section 2 describes the problem of interest,
provides necessary technical preliminaries and outlines the main
objectives. Section 3 establishes that the Minkowski–Lyapunov
equation is solvable, verifies the existence and provides charac-
terization of its basic solution and discusses lower approximations
of the basic solution. Section 4 introduces upper approximations
of the basic solution to the Minkowski–Lyapunov equation which
satisfy the corresponding Lyapunov inequality. Section 5 detects
the corresponding lower and upper approximations viaMinkowski
functions of proper C-polytopic sets. Conclusions are summarized
in Section 6.

Basic nomenclature and definitions: The sets of non-negative
and positive integers and non-negative reals are denoted by N,
N+, and R+, respectively. Given a ∈ N and b ∈ N such that
a < b we denote N[a:b] := {a, a + 1, . . . , b − 1, b}; We write
Nb for N[0:b]. For M ∈ Rn×n, ρ(M) denotes the spectral radius
of M . Given X ⊂ Rn and Y ⊂ Rn, the Minkowski set addition
is defined by X ⊕ Y := {x + y : x ∈ X, y ∈ Y}. Given
a set X and a real matrix M of compatible dimensions (possibly
a scalar) the image and preimage of X under M are denoted by
MX := {Mx : x ∈ X} and M−1X := {x : Mx ∈ X},
respectively. A function f (·) : Rn

→ Rm is said to be positively
homogeneous of the first degree if f (αx) = αf (x) for all α ∈ R+

and all x ∈ Rn. A function f (·) : Rn
→ Rm is said to be subadditive

if f (x1 + x2) ≤ f (x1)+ f (x2) for all x1 ∈ Rn and x2 ∈ Rn. A function
f (·) : Rn

→ Rm is said to be sublinear if it is both positively
homogeneous of the first degree and subadditive. A set X ⊂ Rn

is a C-set if it is compact, convex, and contains the origin. A set
X ⊂ Rn is a proper C-set, or just a PC-set, if it is a C-set and contains
the origin in its interior. A polyhedron is the (convex) intersection
of a finite number of open and/or closed half-spaces. A polytope is a
closed and bounded polyhedron. Given a non-empty closed convex
set X ⊆ Rn the function h(X, ·) given by:

h(X, y) := sup
x

{yT x : x ∈ X} for y ∈ Rn

is called the support function. Given a proper C-set X ⊂ Rn the
function g(X, ·) given by:

g(X, x) := inf
µ

{µ : x ∈ µX, µ ≥ 0} for x ∈ Rn

is called the Minkowski (gauge) function. For any C-set S in Rn we
use ∗ to denote its polar set S∗ specified by:

S∗
:= {x : ∀y ∈ S, yT x ≤ 1},

andwe also recall that (Rockafellar, 1970; Schneider, 1993) for any
proper C-set S in Rn its polar set S∗ is also a proper C-set in Rn and
it holds that S = (S∗)∗.

For convenience and clarity of presentation, we provide proofs of
non-trivial statements in the appendices.

2. Preliminaries

2.1. Setting and problem formulation

We consider discrete time, autonomous, linear time invariant,
dynamics described by:

x+
= (A + BK)x, (2.1)
where x ∈ Rn is the current state, x+
∈ Rn is the successor

state and the matrix triplet (A, B, K) is known exactly and is of
compatible dimensions, i.e., (A, B, K) ∈ Rn×n

× Rn×m
× Rm×n. We

work under the following necessary assumption.

Assumption 1. (i) The matrix pair (A, B) ∈ Rn×n
× Rn×m is strictly

stabilizable; and (ii) the matrix K ∈ Rm×n is such that the matrix
(A + BK) is strictly stable.

With the dynamics (2.1), we associate a function ℓ (·) specified, for
all x ∈ Rn, by:

ℓ(x) := g(Q, x) + g(R, Kx), (2.2)

where Q and R are proper C-sets in Rn and Rm, respectively.
The function ℓ (·) is referred to as the stage cost function. We
focus on the existence and characterization of a solution to the
Minkowski–Lyapunov equation:

∀x ∈ Rn, V (x) = V ((A + BK)x) + ℓ(x), (2.3)

where a function V (·) is to be determined. In addition, we also
investigate the existence and characterization of the arbitrarily
close lower and upper approximations of a function V (·), say
functions V (·) and V (·), which satisfy, for a given ε > 0 and any
given non-empty compact subset X of Rn:

∀x ∈ Rn, V (x) ≤ V (x) ≤ V (x), (2.4a)

∀x ∈ Rn, V ((A + BK)x) + ℓ(x) ≤ V (x), and, (2.4b)

∀x ∈ X, |V (x) − V (x)| ≤ ε. (2.4c)

2.2. Technical preliminaries

As demonstrated in Raković (2007), Assumption 1(ii) implies
directly that there exists a symmetric proper C-set L in Rn such
that (A + BK)L ⊆ λL with λ ∈ [0, 1). (In fact, the corresponding
value of λ is necessarily such that λ ∈ [ρ(A + BK), 1).) For
convenience and simplicity of our analysis and statements in the
remainder of this paper, we invoke the following assumption
(which follows directly from Assumption 1 and describes our
setting):

Assumption 2. (i) The set–scalar pair (L, λ) satisfies that L is a
symmetric proper C-set in Rn and:

(A + BK)L ⊆ λL, where the scalar (2.5a)
λ := min

η
{η : (A + BK)L ⊆ ηL and η ≥ 0} (2.5b)

is such that λ ∈ [0, 1); (ii) the setsQ andR are proper C-sets in Rn

and Rm, respectively; and (iii) the sets L, Q and R, and the scalar
λ are known exactly.

A direct but valuable consequence of Assumption 2(i) is:

Lemma 1. Suppose Assumption 2(i) holds. Then, for all µ ∈ R+ and
all k ∈ N, it holds that:

(A + BK)kµL ⊆ λkµL. (2.6)

It is well known (Kolmogorov & Fomin, 1970; Rockafellar, 1970;
Schneider, 1993) that the Minkowski function g(X, ·) : Rn

→ R,
associated with a proper C-set X in Rn, is non-negative, finite,
sublinear and continuous.We now provide a few less obvious facts
concerned with the Minkowski (gauge) functions of proper C-sets.

Lemma 2. Let X, Y and Z be any three proper C-sets in Rn, Rm and
Rn such that Z ⊆ X and let K ∈ Rm×n be any matrix such that
KZ ⊆ Y. Then, for all x ∈ Rn, it holds that:
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(i) ∀α ∈ R+ \ {0}, g(αX, x) = α−1 g(X, x), (2.7a)

(ii) g(X, x) ≤ g(Z, x), (2.7b)
(iii) g(Y, Kx) ≤ g(Z, x), and, (2.7c)

(iv) g(X, x) + g(Y, Kx) ≤ 2 g(Z, x). (2.7d)

The proofs of facts (i) , (ii) and (iii) in Lemma 2 are reported in
Raković and Lazar (2012), while the claim (iv) is a direct conse-
quence of facts (ii) and (iii) in this Lemma.

We also need to recall the following two fundamental theo-
rems inMinkowski theory of convex bodies (Schneider, 1993, The-
orems 1.7.1. and 1.7.6.):

Theorem 1. If f (·) : Rn
→ R is a sublinear function, then there is

a unique proper C-set with support function f (·).

Theorem 2. For a proper C-set S in Rn it holds that:

∀x ∈ Rn, g(S, x) = h(S∗, x), (2.8)

where S∗ is the polar set of S.

2.3. Paper objectives

Our first main objective is to establish that the Minkowski–
Lyapunov equation (2.3) is, under Assumption 1(ii) and 2(ii),
or equivalently, under Assumption 2, solvable. In this sense,
we establish that there is a unique proper C-set in Rn, say P ,
whose Minkowski function g(P , ·) forms the basic solution to the
Minkowski–Lyapunov equation (2.3).

Our second objective is to characterize two sequences of
functions, {V k (·)}k∈N and {V k (·)}k∈N, which are lower and upper
approximations of the basic solution to the Minkowski–Lyapunov
equation (2.3), i.e., which satisfy (2.4a) and, in addition, (2.4b) for
all k ∈ N. The terms of these sequences also satisfy (2.4c) for all
large enough k.

Our third objective is to establish that the lower and upper
approximations of the basic solution to the Minkowski–Lyapunov
equation satisfying (2.4) can be constructed from the Minkowski
functions of suitably specified proper C-polytopic sets.

3. The Minkowski–Lyapunov equation: existence and charac-
terization of basic solution

The stage cost function ℓ (·) in conjunction with the dynam-
ics (2.1) induces the function V∞ (·) specified, for all x ∈ Rn, by:

V∞(x) =

∞
k=0

ℓ((A + BK)kx). (3.1)

We aim to establish that the function V∞ (·) is the basic solution
to the Minkowski–Lyapunov equation (2.3). Furthermore, we
demonstrate that there exists a unique proper C-setP inRn whose
Minkowski function g(P , ·) satisfies, for all x ∈ Rn, V∞(x) =

g(P , x). To this end, we consider the sequence of functions
{V k (·)}k∈N defined, for k = 0 and all x ∈ Rn by V 0(x) := 0 and,
for all k ∈ N+, by:

∀x ∈ Rn, V k(x) :=

k−1
i=0

ℓ((A + BK)ix). (3.2)

By construction we have:

Proposition 1. Suppose Assumption 2 holds. Then, for all k ∈ N, the
functions V k (·) : Rn

→ R specified by (3.2) are non-negative, finite,
sublinear and continuous. Furthermore, for all k ∈ N, it holds that:
∀x ∈ Rn, V k(x) ≤ V k+1(x), and, (3.3a)

∀x ∈ Rn, V k+1(x) = V k((A + BK)x) + ℓ(x). (3.3b)

Before proceeding, let:

α := min
η


η : L ⊆ 2−1(1 − λ)ηQ,

KL ⊆ 2−1(1 − λ)ηR and η ≥ 0

, (3.4)

and note that, under Assumption 2, the scalar α is well defined,
positive and finite (i.e., 0 < α < ∞).

Lemmata 1 and 2(i) and 2(iv) in conjunction with (3.4) imply
the following observation:

Proposition 2. Suppose Assumption 2 holds. Then, for all k ∈ N, it
holds that

∀x ∈ Rn, ℓ((A + BK)kx) ≤ λk(1 − λ) g(α−1L, x). (3.5)

Furthermore, for all k ∈ N, it holds that

∀x ∈ Rn,

∞
i=k

ℓ((A + BK)ix) ≤ λk g(α−1L, x). (3.6)

Propositions 1 and 2 imply directly the following result:

Proposition 3. Suppose Assumption 2 holds. Then, for all k ∈ N and
all j ∈ N, it holds that

∀x ∈ Rn, 0 ≤ V k+j(x) − V k(x) ≤ λk g(α−1L, x). (3.7)

Clearly, Propositions 1 and 3 imply directly the pointwise
convergence (as k → ∞) on Rn of the sequence of functions
{V k (·)}k∈N specified by (3.2) to the function V∞ (·) given by (3.1);
They also imply compact convergence of {V k (·)}k∈N (as k → ∞) to
V∞ (·) (i.e., the uniform convergence of {V k (·)}k∈N to V∞ (·) on any
non-empty compact subset of Rn). These facts as well as additional
properties of the function V∞ (·) are summarized by our first main
result.

Theorem 3. Suppose Assumption 2 holds. Then: (i) the sequence
of functions {V k (·)}k∈N specified by (3.2) converges pointwise on
Rn to the function V∞ (·) given by (3.1); (ii) the sequence of the
functions {V k (·)}k∈N specified by (3.2) converges uniformly on any
non-empty compact subset of Rn to the function V∞ (·) given by (3.1);
and (iii) the function V∞ (·) is non-negative, finite, sublinear and
continuous.

A direct inspection of (3.1) reveals that the function V∞ (·) also
satisfies:

∀x ∈ Rn, V∞(x) = V∞((A + BK)x) + ℓ(x) (3.8)

so that it is a solution to the Minkowski–Lyapunov equation
specified in (2.3). Clearly, the Minkowski–Lyapunov equation (2.3)
does not admit a unique solution, as, indeed, any function specified,
for all x ∈ Rn, by V∞(x) + β where β is a scalar is also its solution.
Hence, our next task is to demonstrate that the function V∞ (·) is
the basic solution in a well defined sense discussed next.

By Theorem 3(iii), V∞ (·) is non-negative, finite, sublinear and
continuous. Hence, by Theorem 1, there is a unique proper C-set,
say P ∗, in Rn whose support function is the function V∞ (·). But, in
view of Theorem 2, this means that there is a unique proper C-set,
say P , in Rn whose Minkowski function g(P , ·) satisfies:

∀x ∈ Rn, V∞(x) = g(P , x). (3.9)

The discussion above yields our second main result:
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Theorem 4. Suppose Assumption 2 holds. Then there is a unique
proper C-set, say P , in Rn such that (3.9) holds and consequently
g(P , ·) solves the Minkowski–Lyapunov equation (2.3), i.e.,

∀x ∈ Rn,

g(P , x) = g(P , (A + BK)x) + g(Q, x) + g(R, Kx). (3.10)

Furthermore, the function g(P , ·) or, equivalently, V∞ (·) is the
unique solution to the Minkowski–Lyapunov equation (2.3) over the
class of Minkowski functions associated with C-sets in Rn.

Theorem 4 justifies our use of the term basic solution to the
Minkowski–Lyapunov equation. The polarity considerations uti-
lized in the above discussion also provide an alternative equivalent
characterization of the sequence of functions {V k (·)}k∈N specified
by (3.2) and its limit V∞ (·) as established by our next main result.
To this end, consider the sequence of sets {P ∗

k }k∈N+
specified, for

all k ∈ N+, by:

P ∗

k+1 = (A + BK)TP ∗

k ⊕

Q∗

⊕ K TR∗


with P ∗

1 := Q∗
⊕ K TR∗, (3.11)

where Q∗ and R∗ are polar sets of the sets Q and R.

Theorem 5. Suppose Assumption 2 holds. Then, for all k ∈ N+, it
holds that:

∀x ∈ Rn, V k(x) = g(Pk, x), (3.12)

where each Pk is a proper C-set in Rn and is the polar set of a proper
C-set P ∗

k specified via (3.11), i.e., Pk = (P ∗

k )∗. Furthermore, the
function V∞ (·) is given by:

∀x ∈ Rn, V∞(x) = g(P , x), (3.13)

where the set P is a unique proper C-set in Rn whose polar set P ∗ is
a proper C-set in Rn and is the unique solution to the set equation:

P ∗
= (A + BK)TP ∗

⊕

Q∗

⊕ K TR∗

. (3.14)

Illustrative example: For a simple, academic illustration of the
basic solution to the Minkowski–Lyapunov equation, consider the
1-dimensional linear dynamics:

x+
= (a + bk)x with u = kx and |a + bk| < 1.

The stage cost ℓ (·) is given by (2.2) with:

Q := [−q, q] and R := [−r, r] with q > 0 and r > 0.

Clearly, for all x ∈ R, we have g(Q, x) = q−1
|x| and g(R, kx) =

r−1
|k||x|, and, consequently, ℓ(x) = (rq)−1(r+q|k|)|x|. In this case,

the basic solution to the Minkowski–Lyapunov equation V∞ (·)
takes the form V∞(x) = g(P , x) where the set P is given by:

P = [−p, p] with p := rq(1 − |a + bk|)(r + q|k|)−1 > 0.

We close this section by pointing out a fundamental correspon-
dence between the developed framework and the theory of the
minimal robust positively invariant (mRPI) set (Artstein & Raković,
2008; Kolmanovsky & Gilbert, 1998; Raković, 2007). To this end,
we resort to the polar dynamics:

x+
= (A + BK)T x + w with w ∈ Q∗

⊕ K TR∗. (3.15)

Under the assumptions invoked in this paper, the mRPI set
for the polar dynamics (3.15) is the unique proper C-set that
solves the set equation (3.14) over the space of non-empty
compact subsets in Rn (Artstein & Raković, 2008; Kolmanovsky &
Gilbert, 1998; Raković, 2007). Remarkably, the basic solution to the
Minkowski–Lyapunov equation (2.3) is uniquely determined by the
mRPI set for the polar dynamics (3.15). In particular, the generator of
the basic solution to the Minkowski–Lyapunov equation (2.3) and the
mRPI set for the polar dynamics (3.15) are polar sets to each other.

The mRPI set for the polar dynamics (3.15) is explicitly given
by Kolmanovsky and Gilbert (1998); Raković (2007); Artstein and
Raković (2008):

P ∗
=

∞
k=0

((A + BK)T )k

Q∗

⊕ K TR∗

, (3.16)

so that the generator P = (P ∗)∗ of the basic solution to the
Minkowski–Lyapunov equation takes the explicit form specified
by:

P =


∞
k=0

((A + BK)T )k

Q∗

⊕ K TR∗
∗

. (3.17)

It is also worth pointing out that, the set sequence {P ∗

k }k∈N+

specified in (3.11) converges, w.r.t. the Hausdorff distance,
exponentially fast to the set P ∗ (Artstein & Raković, 2008;
Kolmanovsky & Gilbert, 1998; Raković, 2007).

4. Consistently improving approximations

Since, by construction, the functions V k (·) , k ∈ N form consis-
tently improving lower approximations of the basic solution to the
Minkowski–Lyapunov equation (2.3), i.e., of the function V∞ (·),
we proceed to obtain the consistently improving upper approxi-
mations which in addition satisfy the Lyapunov inequality (2.4b).
To this end,we consider the sequence of functions {V k (·)}k∈N spec-
ified, for all k ∈ N, by:

∀x ∈ Rn, V k(x) = V k(x) + λk g(α−1L, x). (4.1)

In analogy with Proposition 1, we have:

Proposition 4. Suppose Assumption 2 holds. Then, for all k ∈ N, the
functions V k (·) : Rn

→ R+ specified by (4.1) are non-negative,
finite, sublinear and continuous. Furthermore, for all k ∈ N, it holds
that:

∀x ∈ Rn, V k+1(x) ≤ V k(x), and, (4.2a)

∀x ∈ Rn, V k((A + BK)x) + ℓ(x) ≤ V k(x). (4.2b)

To obtain an analogous result to Theorem 5 we consider the se-
quence of sets {S∗

k }k∈N specified, for all k ∈ N, by:

S∗

k = P ∗

k ⊕ λkαL∗ and with S∗

0 = αL∗, (4.3)

where L∗ is the polar set of the set L and the sets P ∗

k , k ∈ N+ are
specified via (3.11). We can now establish that:

Proposition 5. Suppose Assumption 2 holds. Then, for all k ∈ N, it
holds that:

∀x ∈ Rn, V k(x) = g(Sk, x), (4.4)

where each Sk is a proper C-set in Rn and is the polar set of a proper
C-set S∗

k specified via (4.3), i.e., Sk = (S∗

k )
∗.

Propositions 1 and 4 in conjunction with Theorem 3 yield our
next main result:

Theorem 6. Suppose Assumption 2 holds. Then, for all k ∈ N, it holds
that:

∀x ∈ Rn, V k(x) ≤ V∞(x) ≤ V k(x), (4.5a)

∀x ∈ Rn, V k((A + BK)x) + ℓ(x) ≤ V k(x), and, (4.5b)

∀x ∈ Rn, 0 ≤ V k(x) − V k(x) ≤ λk g(α−1L, x). (4.5c)
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Theorem 6 has a number of direct implications, the first of
which is the fact that the sequence of functions {V k (·)}k∈N spec-
ified by (4.1) also converges pointwise on Rn and uniformly on any
non-empty compact subset of Rn to the function V∞ (·):

Corollary 1. Suppose Assumption 2 holds. Then: (i) the sequence of
functions {V k (·)}k∈N specified by (4.1) converges pointwise on Rn to
the function V∞ (·) given by (3.1); and (ii) the sequence of functions
{V k (·)}k∈N specified by (4.1) converges uniformly on any non-empty
compact subset of Rn to the function V∞ (·) given by (3.1).

Amore important consequence of Theorem 6 is the fact that the
sequences of functions {V k (·)}k∈N and {V k (·)}k∈N provide a family
of pairs of functions satisfying (2.4) (this fact, in turn, allows us to
address our second main objective). To this end, let for any non-
empty compact subset X of Rn:

γ (X) := max
x

{g(α−1L, x) : x ∈ X}, (4.6)

and note that γ (X) is well defined, non-negative and finite for any
non-empty compact subsetX ofRn, i.e., 0 ≤ γ (X) < ∞. Given any
ε > 0 and any non-empty compact subset X of Rn let:

N(ε, X) := {k ∈ N : λkγ (X) ≤ ε}. (4.7)

Clearly, for X = {0} we have N(ε, X) = N, while for any other
non-empty compact subset X of Rn we have that N(ε, X) ≠ ∅. We
can now verify the following result:

Corollary 2. Suppose Assumption 2 holds and let ε > 0 and a non-
empty compact subset X of Rn be given. Then, N(ε, X) ≠ ∅ and for
all k ∈ N(ε, X), it holds that:

∀x ∈ Rn, V k(x) ≤ V∞(x) ≤ V k(x), (4.8a)

∀x ∈ Rn, V k((A + BK)x) + ℓ(x) ≤ V k(x), and, (4.8b)

∀x ∈ X, |V k(x) − V k(x)| ≤ ε. (4.8c)

We would like to stress that Propositions 4 and 5 provide di-
rectly the characterization of a rich family ofMinkowski–Lyapunov
functions. In particular, the family of functions:

V := {V k (·) : k ∈ N} = {g(Sk, ·) : k ∈ N} (4.9)

is a family of standard Lyapunov functions since the sets Sk, k ∈ N
are proper C-sets. Furthermore, for any given non-empty compact
subset X of Rn, the members of the family of functions V are
arbitrarily close upper approximations of the basic solution V∞ (·)
to theMinkowski–Lyapunov equation (2.3).More precisely, for any
given ε > 0, the family of functions:

Vε := {V k (·) : k ∈ N(ε, X)} = {g(Sk, ·) : k ∈ N(ε, X)}, (4.10)

is a family of standard Lyapunov functions that are ε upper approx-
imations of the basic solution V∞ (·) to the Minkowski–Lyapunov
equation (2.3) over the set X.

5. Polytopic lower and upper approximations

Our final main aim is to construct two sequences of functions
that in addition to being the lower and upper approximations
of the basic solution to the Minkowski–Lyapunov equation (2.3)
are Minkowski functions associated with proper C–polytopic
sets. Throughout this section we invoke for simplicity, but
w.l.o.g. (Raković, 2007), an assumption that the setL is, in addition,
a polytope:

Assumption 3. The set L is a polytope in Rn.
The developments in this section rely essentially on the fact,
established in Schneider (1993), that the set of polytopes in Rn

is a dense subset of the space of compact and convex subsets of
Rn. In particular, given any ϕ ∈ (0, 1), we employ Schneider
(1993, Theorem 1.8.13.) in order to associate proper C-polytopes
Qϕ and Rϕ in Rn and Rm, respectively, with the sets Q and R, of
Assumption 2, via the relations:

(1 − ϕ)Qϕ ⊆ Q ⊆ Qϕ, and, (5.1a)

(1 − ϕ)Rϕ ⊆ R ⊆ Rϕ . (5.1b)

Note that Schneider (1993, Theorem 1.8.13.) guarantees the exis-
tence of the above postulated proper C-polytopesQϕ andRϕ in Rn

and Rm, respectively, as formalized by:

Lemma 3. Suppose Assumption 2(ii) holds. Then, for all ϕ ∈ (0, 1),
the set Π(Q, R, ϕ) given by:

Π(Q, R, ϕ) := {(Qϕ, Rϕ) :

Qϕ is a proper C–polytope in Rn,

Rϕ is a proper C–polytope in Rm

and relations (5.1) hold} (5.2)

is non-empty.

Now, let, for all x ∈ Rn,

ℓϕ(x) := g(Qϕ, x) + g(Rϕ, Kx). (5.3)

Lemmata 2(i), 2(ii) and 3 imply that, for all ϕ ∈ (0, 1), Π(Q, R, ϕ)
≠ ∅ and that for any (Qϕ, Rϕ) ∈ Π(Q, R, ϕ), we have, for all
x ∈ Rn,

g(Qϕ, x) ≤ g(Q, x) ≤ (1 − ϕ)−1 g(Qϕ, x), and, (5.4a)

g(Rϕ, Kx) ≤ g(R, Kx) ≤ (1 − ϕ)−1 g(Rϕ, Kx). (5.4b)

A direct utilization of Schneider (1993, Theorem 1.8.13.) in
conjunction with (5.4) implies directly the following observation:

Proposition 6. Suppose Assumption 2 holds. Then, for anyϕ ∈ (0, 1)
and any pair (of proper C-polytopes) (Qϕ, Rϕ) ∈ Π(Q, R, ϕ), it
holds that:

∀x ∈ Rn, ℓϕ(x) ≤ ℓ(x) ≤ (1 − ϕ)−1ℓϕ(x), (5.5a)
or, equivalently,

∀x ∈ Rn, ℓϕ(x) ≤ ℓ(x) ≤ ℓϕ(x) + ϕ(1 − ϕ)−1ℓϕ(x). (5.5b)

Before proceeding, we also note that relations (3.4) and (5.3) in
conjunction with Proposition 2 guarantee that, for all k ∈ N, it
holds that:

∀x ∈ Rn, ℓϕ((A + BK)kx) ≤ λk(1 − λ) g(α−1L, x). (5.6)

In the same manner as it was done in Sections 3 and 4, we now
introduce the sequences of functions {V ϕ,k (·)}k∈N and {V ϕ,k (·)}k∈N.
For any ϕ ∈ (0, 1), the sequence of functions {V ϕ,k (·)}k∈N is
specified, for k = 0 and for all x ∈ Rn by V ϕ,0(x) = 0, and for
all k ∈ N+, by

∀x ∈ Rn, V ϕ,k(x) =

k−1
i=0

ℓϕ((A + BK)ix). (5.7)

Similarly, for anyϕ ∈ (0, 1), the sequence of functions {V ϕ,k (·)}k∈N
is specified, for all k ∈ N, by

∀x ∈ Rn,

V ϕ,k(x) = V ϕ,k(x) + (ϕ(1 − ϕ)−1
+ λk) g(α−1L, x). (5.8)
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In the above equations, we have implicitly assumed that for
any ϕ ∈ (0, 1), the corresponding pair of proper C-polytopes
(Qϕ, Rϕ) ∈ Π(Q, R, ϕ) is selected arbitrarily but fixed. (We keep
inmind that, our analysis is applicable to any such pair (Qϕ, Rϕ) ∈

Π(Q, R, ϕ), and hence to all such pairs (Qϕ, Rϕ) ∈ Π(Q, R, ϕ).)
We also note that the analysis provided in Sections 3 and 4 applies
in a direct way to the sequences of functions {V ϕ,k (·)}k∈N and
{V ϕ,k (·)}k∈N for any fixed ϕ ∈ (0, 1); we omit the corresponding
formalism in order to avoid repetition. However, we do establish
the most relevant facts.

Proposition 7. Suppose Assumptions 2 and 3 hold. Then, for any ϕ ∈

(0, 1) and any pair (of proper C-polytopes) (Qϕ, Rϕ) ∈ Π(Q, R, ϕ)
and all k ∈ N+, it holds that:

∀x ∈ Rn, V ϕ,k(x) = g(Pk, x) with V ϕ,0(x) = 0, and, (5.9a)

∀x ∈ Rn, V ϕ,k(x) = g(Sk, x) with

V ϕ,0(x) = (1 − ϕ)−1 g(α−1L, x), (5.9b)

where the sets Pk and Sk, k ∈ N+ are proper C-polytopic sets
in Rn and are the polar sets of the proper C-polytopic sets P ∗

k and
S∗

k , k ∈ N+ specified via (3.11) and (4.3) with the sets Q and R
in (3.11) replaced by the proper C-polytopes Qϕ and Rϕ and with
λkα in (4.3) replaced, for all k ∈ N, by (ϕ(1 − ϕ)−1

+ λk)α.

By construction, for any ϕ ∈ (0, 1) and any pair of proper C-
polytopes (Qϕ, Rϕ) ∈ Π(Q, R, ϕ), the functions V ϕ,k (·) lower
bound the functionsV k (·)while the functionsV ϕ,k (·)upper bound
the functions V k (·). Consequently, we can verify the following
facts:

Proposition 8. Suppose Assumptions 2 and 3 hold. Then, for any ϕ ∈

(0, 1) and any pair (of proper C-polytopes) (Qϕ, Rϕ) ∈ Π(Q, R, ϕ),
all k ∈ N+, and all x ∈ Rn, it holds that:

V ϕ,k(x) ≤ V k(x) ≤ V∞(x) ≤ V k(x) ≤ V ϕ,k(x), (5.10a)

V ϕ,k((A + BK)x) + ℓ(x)

≤ V ϕ,k((A + BK)x) + (1 − ϕ)−1ℓϕ(x) ≤ V ϕ,k(x), (5.10b)
and,
0 ≤ V ϕ,k(x) − V ϕ,k(x)

≤ (ϕ(1 − ϕ)−1
+ λk) g(α−1L, x). (5.10c)

Proposition 8 implies that the conditions specified in (2.4) can also
be achieved with the functions V ϕ,k (·) and V ϕ,k (·) for a suitable
value of ϕ ∈ (0, 1). To this end we redefine the set N(ε, X) of (4.7)
to account for the utilization of the proper C-polytopes Qϕ and Rϕ

instead of the proper C-sets Q and R. Given any ε > 0 and any
non-empty compact subset X of Rn let:

Φ(ε, X) := {ϕ ∈ (0, 1) : ϕ ≤ ε(ε + 2γ (X))−1
}, and,

N(ε, X) := {k ∈ N : λkγ (X) ≤ 2−1ε}. (5.11)

Note that the set Φ(ε, X) is, by construction, non-empty for any
ε > 0 and any non-empty compact subset X of Rn and, for all
ϕ ∈ Φ(ε, X), it holds that ϕ(1 − ϕ)−1γ (X) ≤ 2−1ε. Similarly
as in (4.7), for X = {0} we have N(ε, X) = N while for any
other non-empty compact subset X of Rn we have N(ε, X) ≠ ∅;
consequently, for any ε > 0 and any non-empty compact subset
X of Rn and, for all k ∈ N(ε, X), it holds that λkγ (X) ≤ 2−1ε. It
follows that, for any ε > 0 and any non-empty compact subset
X of Rn, we have, for all ϕ ∈ Φ(ε, X) and all k ∈ N(ε, X), that
(ϕ(1 − ϕ)−1
+ λk)γ (X) ≤ ε. These facts lead to our final formal

observation:

Proposition 9. Suppose Assumptions 2 and 3 hold and let ε > 0 and
a non-empty compact subset X of Rn be given. Then, Φ(ε, X) ≠ ∅

and for all ϕ ∈ Φ(ε, X) ⊆ (0, 1), the set Π(Q, R, ϕ) given
by (5.2) is non-empty. Furthermore, for any pair (of proper C-
polytopes) (Qϕ, Rϕ) ∈ Π(Q, R, ϕ), N(ε, X) ≠ ∅ and for all
k ∈ N(ε, X), it holds that:

∀x ∈ Rn, V ϕ,k(x) ≤ V∞(x) ≤ V ϕ,k(x), (5.12a)

∀x ∈ Rn, V ϕ,k((A + BK)x) + ℓ(x)

≤ V ϕ,k((A + BK)x) + (1 − ϕ)−1ℓϕ(x)

≤ V ϕ,k(x), and, (5.12b)

∀x ∈ X, |V ϕ,k(x) − V ϕ,k(x)| ≤ ε. (5.12c)

Clearly, Proposition 9 allows for the construction of Minkowski
functions V ϕ,k (·) and V ϕ,k (·) associated with suitably defined
proper C-polytopes (as specified in Proposition 7) which provide
consistently improving lower and upper approximations of the
basic solution to the Minkowski–Lyapunov equation (2.3), and
which also satisfy relations (2.4). Furthermore and similarly to
closing observations of Section 4, Propositions 8 and 9 provide
directly the characterization of a rich family of polyhedral
Minkowski–Lyapunov functions. In particular, for any ϕ ∈ (0, 1),
a family of functions:

Vϕ := {V ϕ,k (·) : k ∈ N} (5.13)

is a family of polyhedral Lyapunov functions. Likewise, for any
given non-empty compact subset X of Rn, the members of the
family of functions Vϕ are arbitrarily close upper approximations
of the basic solution V∞ (·) to the Minkowski–Lyapunov equa-
tion (2.3). More precisely, for any given ε > 0, the family Vϕ,ε of
functions specified, for all ϕ ∈ Φ(ε, X), by:

Vϕ,ε := {V ϕ,k (·) : k ∈ N(ε, X)}, (5.14)

is a family of polyhedral Lyapunov functions that are ε upper
approximations of the basic solution V∞ (·) to the Minkowski–
Lyapunov equation (2.3) over the set X.

6. Conclusions

It was established that the Minkowski–Lyapunov equation is
a well-posed equation for strictly stable linear dynamics and a
general class of stage functions specified via Minkowski func-
tions of proper C-sets. Furthermore, it was shown that the
Minkowski–Lyapunov equation admits the unique solution within
the class of Minkowski functions associated with proper C-sets.
A characterization of the lower and upper approximations of
the basic solution, which converge pointwise and compactly
to it, was also reported. Finally, the theoretical analysis of the
Minkowski–Lyapunov equation allows for the development of
computationally practicable prototype algorithms, as will be dis-
cussed elsewhere.
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Appendix A. Proofs

A.1. Proof of Proposition 1

By Assumption ℓ (·) is non-negative, finite, sublinear and con-
tinuous. For all k ∈ N, x → (A + BK)kx and x → K(A + BK)kx are
linear. Hence, for each k, V k (·) is non-negative, finite and continu-
ous being the sumof non-negative, finite and continuous functions.
In addition, for each k, V k (·) is sublinear being the sum of compo-
sitions of sublinear and linear functions. Now, take any x ∈ Rn.
Clearly,

V k+1(x) = V k(x) + ℓ((A + BK)kx),

but ℓ((A + BK)kx) ≥ 0 and, in turn, V k(x) ≤ V k+1(x) as claimed.
Furthermore, a direct inspection of (3.2), reveals that, for all x ∈ Rn,
we have

V k+1(x) =

k−1
i=0

ℓ((A + BK)i(A + BK)x) + ℓ(x)

= V k((A + BK)x) + ℓ(x).

A.2. Proof of Proposition 2

Take any k ∈ N and any x ∈ Rn. By (3.4), we have 2(1 − λ)−1

α−1L ⊆ Q and 2(1 − λ)−1Kα−1L ⊆ R. This fact together with a
direct use of Lemma 2(i) and (iv) yields

ℓ((A + BK)kx) ≤ (1 − λ) g(α−1L, (A + BK)kx).

By Lemma 1, g(α−1L, (A + BK)kx) ≤ λk g(α−1L, x). Hence,

ℓ((A + BK)kx) ≤ λk(1 − λ) g(α−1L, x),
verifying the first claim. The second claim is true since
∞
i=k

ℓ((A + BK)ix) ≤

∞
i=k

λi(1 − λ) g(α−1L, x)

= λk g(α−1L, x).

A.3. Proof of Proposition 3

Take any k ∈ N, any j ∈ N and any x ∈ Rn. Then, by
Proposition 1, 0 ≤ V k+j(x)−V k(x)while, by construction,V k+j(x)−
V k(x) =

k+j−1
i=k ℓ((A + BK)ix) ≤


∞

i=k ℓ((A + BK)ix). Hence, by
Proposition 2, V k+j(x) − V k(x) ≤ λk g(α−1L, x).

A.4. Proof of Theorem 3

(i) By Proposition 3, for all k ∈ N, all j ∈ N and all x ∈ Rn,
0 ≤ V k+j(x) − V k(x) ≤ λk g(α−1L, x). Take any x ∈ Rn. Then,
g(α−1L, x) is non-negative and finite. Hence, since λ ∈ [0, 1), for
any ε > 0 there exists a k∗(ε, x) such that for all k ≥ k∗(ε, x) and all
j ∈ N it holds that 0 ≤ V k+j(x) − V k(x) ≤ ε. Due to Proposition 1
it follows that for all k ≥ k∗(ε, x) and all j ≥ k∗(ε, x) we have
|V k(x) − V j(x)| ≤ ε. Hence, the sequence of functions {V k (·)}k∈N
converges pointwise on Rn to the function V∞ (·) as claimed.
(ii) Now, given any non-empty compact subset X of Rn we have
that maxx{g(α−1L, x) : x ∈ X} is non-negative and finite. Hence,
similarly as above in (i), Propositions 1 and 3 imply that for any
given ε > 0 there exists a k∗(ε, X) such that for all k ≥ k∗(ε, X),
all j ≥ k∗(ε, X) and all x ∈ X it holds that |V k(x)−V j(x)| ≤ ε. Thus,
the sequence of functions {V k (·)}k∈N converges uniformly on any
given non-empty compact subset X of Rn to the function V∞ (·) as
claimed. (iii) By construction, the function V∞ (·) is non-negative
being the sum of non-negative functions. By Proposition 2, for all
x ∈ Rnit holds that V∞(x) ≤ g(α−1L, x) and, hence, the function
V∞ (·) is finite. Furthermore, the function V∞ (·) : Rn
→ R is

pointwise limit of sublinear functions V k (·) : Rn
→ R and,

hence, it is a sublinear function and, in turn, due to Schneider
(1993, Theorem 1.5.1.) it is also a continuous function.

A.5. Proof of Theorem 4

By Theorem 3(iii), V∞ (·) is non-negative, finite, sublinear and
continuous. Hence, by Theorem 1 there is a unique proper C-set,
say P ∗, in Rn whose support function is the function V∞ (·). By
Theorem 2, the polar set P = (P ∗)∗ is then a unique proper C-set
in Rn whose Minkowski function g(P , ·) satisfies, for all x ∈ Rn,
g(P , x) = V∞(x). The uniqueness over the class of Minkowski
functions associated with C-sets follows from the uniqueness of
the proper C-set P ∗ guaranteed by Theorem 1 or, equivalently,
from the uniqueness of the polar set P = (P ∗)∗.

A.6. Proof of Theorem 5

Take any k ∈ N+ and any x ∈ Rn. Then

V k(x) =

k−1
i=0


g(Q, (A + BK)ix) + g(R, K(A + BK)ix)


.

By Theorem 2, for each i ∈ Nk−1, g(Q, (A + BK)ix) = h(Q∗, (A +

BK)ix) and g(R, K(A + BK)ix) = h(R∗, K(A + BK)ix). In addition,
for each i ∈ Nk−1, h(Q∗, (A + BK)ix) = h(((A + BK)T )iQ∗, x) and
h(R∗, K(A + BK)ix) = h(((A + BK)T )iK TR∗, x). Hence,

V k(x) =

k−1
i=0


h(((A + BK)T )iQ∗, x) + h(((A + BK)T )iK TR∗, x)


.

But the support function is additive in the first argument and,
hence, for all i ∈ Nk−1, h(((A + BK)T )iQ∗, x) + h(((A + BK)T )i

K TR∗, x) = h(((A + BK)T )i(Q∗
⊕ K TR∗), x). Consequently,

V k(x) = h


k−1
i=0

((A + BK)T )i(Q∗
⊕ K TR∗), x


.

Let, for each k ∈ N+, P ∗

k =
k−1

i=0 ((A + BK)T )i(Q∗
⊕ K TR∗) so

that each P ∗

k is a proper C-set (since Q∗
⊕K TR∗ is a proper C-set).

A direct calculation verifies that the sets P ∗

k satisfy (3.11). Thus,
V k(x) = h(P ∗

k , x) and, by Theorem 2, V k(x) = g(Pk, x) where
Pk = (P ∗

k )∗ is a proper C-set in Rn.
By Assumption 2, (A+ BK) is strictly stable and so is (A+ BK)T ;

in addition, Q∗
+ K TR∗ is a proper C-set in Rn. As established

in Raković (2007), there is a unique proper C-set P ∗ such that
P ∗

= (A + BK)TP ∗
⊕

Q∗

⊕ K TR∗

. By (3.14), for all x ∈ Rn,

it holds that h(P ∗, x) = h((A + BK)TP ∗
⊕

Q∗

⊕ K TR∗

, x). But,

h((A + BK)TP ∗
⊕

Q∗

⊕ K TR∗

, x)

= h((A + BK)TP ∗, x) + h(Q∗, x) + h(K TR∗, x)

and h((A + BK)TP ∗, x) = h(P ∗, (A + BK)x) and h(K TR∗, x) =

h(R∗, Kx). Hence, for all x ∈ Rn, it holds that h(P ∗, x) =

h(P ∗, (A + BK)x) + h(Q∗, x) + h(R∗, Kx). Let P = (P ∗)∗ so that
by Theorem 2, for all x ∈ Rn, it holds that

g(P , x) = g(P , (A + BK)x) + g(Q, x) + g(R, Kx),

which completes our proof.

A.7. Proof of Proposition 4

The proof of the fact that for each k ∈ N the functions V k (·)
are non-negative, finite, sublinear and continuous follows the ar-
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guments used in the proof of Proposition 1 (see Appendix A.1) and
it is omitted. Take any k ∈ N and any x ∈ Rn. Then:

V k+1(x) = V k+1(x) + λk+1 g(α−1L, x)

= V k(x) + λk g(α−1L, x) + ℓ((A + BK)kx)

+ λk+1 g(α−1L, x) − λk g(α−1L, x)
= V k(x) + ℓ((A + BK)kx) + λk+1 g(α−1L, x)

− λk g(α−1L, x).

But, by Proposition 2, ℓ((A + BK)kx) ≤ λk(1 − λ) g(α−1L, x) and,
hence,

V k+1(x) ≤ V k(x) + λk(1 − λ) g(α−1L, x)
+ λk+1 g(α−1L, x) − λk g(α−1L, x)

= V k(x).

Hence, as claimed, for all k ∈ N and all x ∈ Rn it holds that
V k+1(x) ≤ V k(x). Furthermore,

V k((A + BK)x) + ℓ(x)
= V k((A + BK)x) + ℓ(x) + λk g(α−1L, (A + BK)x)

= V k+1(x) + λk g(α−1L, (A + BK)x).

By Lemma 1, g(α−1L, (A + BK)x) ≤ λ g(α−1L, x) and, hence,

V k((A + BK)x) + ℓ(x) ≤ V k+1(x) + λk+1 g(α−1L, x)

= V k+1(x)

≤ V k(x).

Thus, as claimed, for all k ∈ N and all x ∈ Rn it holds that
V k((A + BK)x) + ℓ(x) ≤ V k(x).

A.8. Proof of Proposition 5

Take any k ∈ N and any x ∈ Rn. By Theorem 5, V k(x) = g(Pk, x)
so that V k(x) = g(Pk, x) + λk g(α−1L, x). But, due to Lemma 2(i),
it follows that V k(x) = g(Pk, x) + λkα g(L, x) and, by Theorem 2,
V k(x) = h(P ∗

k , x) + λkα h(L∗, x). Hence, since λkα h(L∗, x) =

h(λkαL∗, x) and the support function is additive in the first argu-
ment, we have

V k(x) = h(P ∗

k , x) + h(λkαL∗, x) = h(P ∗

k ⊕ λkαL∗, x).

Let Sk = (S∗

k )
∗ where S∗

k = P ∗

k ⊕ λkαL∗ is as specified in (4.3).
Then V k(x) = h(S∗

k , x) and, by Theorem 2, V k(x) = h(S∗

k , x) =

g(Sk, x). Hence, it suffices to notice that the sets S∗

k specified
by (4.3) are proper C-sets in Rn and so are their polar sets Sk =

(S∗

k )
∗.

A.9. Proof of Theorem 6

Take any k ∈ N and any x ∈ Rn. Let us first establish (4.5a). By
construction,

k−1
i=0 ℓ((A + BK)ix) ≤


∞

i=0 ℓ((A + BK)ix) and, due
to Proposition 2,
∞
i=0

ℓ((A + BK)ix)

=

k−1
i=0

ℓ((A + BK)ix) +

∞
i=k

ℓ((A + BK)ix)

≤

k−1
i=0

ℓ((A + BK)ix) + λk g(α−1L, x).

Hence V k(x) ≤ V∞(x) ≤ V k(x) as claimed. Next, notice that
inequality (4.5b) is established in Proposition 4. Finally, let us
establish (4.5c). By construction, we have 0 ≤ V k(x) ≤ V k(x) =

V k(x) + λk g(α−1L, x) and V k(x) − V k(x) = λk g(α−1L, x). Hence,
as claimed,

0 ≤ V k(x) − V k(x) ≤ λk g(α−1L, x).

A.10. Proof of Corollary 1

The claimed facts follow from the inequalities (4.5a) and
(4.5c) and the arguments used in the proof of Theorem 3 (see
Appendix A.4).

A.11. Proof of Corollary 2

This result follows fromTheorem6and the fact thatγ (X) iswell
defined, non-negative and finite for any given non-empty compact
subset X in Rn. (In turn, the set N(ε, X) is non-empty and for all
k ∈ N(ε, X) and all x ∈ X it holds that λk g(α−1L, x) ≤ λkγ (X) ≤

ε; and, hence, for all k ∈ N(ε, X) and all x ∈ X it holds that
|V k(x) − V k(x)| ≤ ε.)

A.12. Proof of Proposition 6

The claims follow from (5.4) and the fact that (1 − ϕ)−1
=

1 + ϕ(1 − ϕ)−1.

A.13. Proof of Proposition 7

Since the linear transformation of a proper C-polytopic set is a
C-polytopic set, and since the Minkowski set addition of a proper
C-polytopic set and a C-polytopic set is a proper C-polytopic
set, the remaining claims follow by construction, Theorem 5 and
Proposition 5.

A.14. Proof of Proposition 8

Fix anyϕ ∈ (0, 1) and fix any two proper C-polytopes (Qϕ, Rϕ)
∈ Π(Q, R, ϕ). Take any k ∈ N and any x ∈ Rn. Proposition 6
and relation (5.8) guarantee that relations (5.10a) and (5.10c) hold.
We have ℓ(x) ≤ (1 − ϕ)−1ℓϕ(x) by Proposition 6. To verify the
relations (5.10b) we show that V ϕ,k((A+BK)x)+(1−ϕ)−1ℓϕ(x) ≤

V ϕ,k(x). We have:

V ϕ,k((A + BK)x) + (1 − ϕ)−1ℓϕ(x)

= V ϕ,k((A + BK)x) + ℓϕ(x) + ϕ(1 − ϕ)−1ℓϕ(x)

= V ϕ,k((A + BK)x) + ℓϕ(x) + ϕ(1 − ϕ)−1ℓϕ(x)

+ (ϕ(1 − ϕ)−1
+ λk) g(α−1L, (A + BK)x)

≤ V ϕ,k((A + BK)x) + ℓϕ(x)

+ (λϕ(1 − ϕ)−1
+ λk+1) g(α−1L, x)

+ ϕ(1 − ϕ)−1(1 − λ) g(α−1L, x)
= V ϕ,k(x) + ℓϕ((A + BK)kx)

+ (ϕ(1 − ϕ)−1
+ λk+1) g(α−1L, x)

≤ V ϕ,k(x) + (ϕ(1 − ϕ)−1
+ λk+1) g(α−1L, x)

+ λk(1 − λ) g(α−1L, x)
= V ϕ,k(x) + (ϕ(1 − ϕ)−1

+ λk) g(α−1L, x)

= V ϕ,k(x).

Thus, as claimed, for all k ∈ N and all x ∈ Rn it holds that
V ϕ,k((A + BK)x) + ℓ(x) ≤ V ϕ,k((A + BK)x) + (1 − ϕ)−1ℓϕ(x) ≤

V ϕ,k(x).
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A.15. Proof of Proposition 9

For allϕ ∈ Φ(ε, X), it holds thatϕ(1−ϕ)−1γ (X) ≤ 2−1εwhile,
for all k ∈ N(ε, X), it holds that λkγ (X) ≤ 2−1ε; consequently, for
all ϕ ∈ Φ(ε, X) and all k ∈ N(ε, X), it holds that (ϕ(1 − ϕ)−1

+

λk)γ (X) ≤ ε which together with Proposition 8 yields the claimed
facts.

References

Artstein, Zvi (1983). Stabilization with relaxed controls. Nonlinear Analysis, Theory,
Methods & Applications, 7(11), 1163–1173.

Artstein, Zvi, & Raković, Saša V. (2008). Feedback and invariance under uncertainty
via set iterates. Automatica, 44(2), 520–525.

Bitmead, R. (1981). Explicit solutions of the discrete-time Lyapunov matrix
equation and Kalman–Yakubovich equations. IEEE Transactions on Automatic
Control, 26, 1291–1294.

Blanchini, F., & Miani, S. (2008). Set–theoretic methods in control. In Systems &
control: foundations & applications. Boston, Basel, Berlin: Birkhauser.

Boyd, S., El Ghaoui, L., Feron, E., & Balakrishnan, V. (1994). Linearmatrix inequalities
in system and control theory. In Studies in applied mathematics. SIAM.

Ding, X. C., Lazar, M., & Belta, C. Formal abstraction of linear systems via polyhedral
Lyapunov functions. In: IFAC conference on analysis and design of hybrid systems,
pp. 88–93, Eindhoven, The Netherlands, June, 2012.

Gajić, Z., &Qureshi,M. T. J. (2008). Lyapunovmatrix equation in system stability and
control. In Dover books on engineering . Mineola, New York: Dover Publications,
reprint of the 1995 edition, published by Academic Press, San Diego, California.

Gurvits, L. (1995). Stability of discrete linear inclusion. Linear Algebra and its
Applications, 231, 47–85.

Hahn, W. (1967). Stability of motions. Berlin: Springer.
Kiendl, H., Adamy, J., & Stelzner, P. (1992). Vector norms as Lyapunov functions for

linear systems. IEEE Transactions on Automatic Control, 37(6), 839–842.
Kolmanovsky, I. V., & Gilbert, E. G. (1998). Theory and computation of disturbance

invariant sets for discrete-time linear systems. Mathematical Problems in
Egineering , 4, 317–367.

Kolmogorov, A. N., & Fomin, S. V. (1970). Introductory real analysis. NewYork: Dover
Publications.

Lazar, M. On infinity norms as Lyapunov functions: alternative necessary and
sufficient conditions. In: 49th IEEE conference on decision and control, pp.
5936–5942, Atlanta, GA, 2010.

Lu, A., & Wachspress, E. L. (1991). Solution of Lyapunov equations by alternating
direction implicit iteration. Computers andMathematics with Applications, 21(9),
43–58.

Lyapunov, A. M. (1992). The general problem of the stability of motion. Taylor &
Francis.

Molchanov, A. P., & Pyatnitskii, E. S. (1989). Criteria of asymptotic stability of
differential and difference inclusions encountered in control theory. Systems
& Control Letters, 13, 59–64.

Norman, C. W. (1989). Resultants and Lyapunov matrix equations. Linear Algebra
and its Applications, 116, 109–120.

Polański, A. (1998). Further comments on vector norms as Lyapunov functions for
linear systems. IEEE Transactions on Automatic Control, 43(2), 289–291.
Raković, S.V. Minkowski algebra and banach contraction principle in set invariance
for linear discrete time systems. In: Proceedings of 46th ieee conference on
decision and control, CDC 2007, New Orleans, LA, USA, December, 2007.

Raković, S. V., & Lazar, M. (2012). Minkowski terminal cost functions for MPC.
Automatica, 48(10), 2721–2725.

Rawlings, J. B., & Mayne, D. Q. (2009). Model predictive control: theory and design.
Madison: Nob Hill Publishing.

Rockafellar, R. T. (1970). Convex analysis. USA: Princeton University Press.
Rosenbrock, H. H. (1963). A Lyapunov functionwith applications to some nonlinear

physical systems. Automatica, 1, 31–53.
Schneider, R. (1993). Encyclopedia of mathematics and its applications, Vol. 44.

Convex bodies: the Brunn–Minkowski theory. Cambridge, England: Cambridge
University Press.

Sontag, E. D. (1998). Textbooks in applied mathematics: Vol. 6. Mathematical control
theory: deterministic finite dimensional systems (2nd ed.). New York: Springer.

Sontag, E. D., & Sussmann, H. J. (1996). General classes of control–Lyapunov
functions. In International series of numerical mathematics: Vol. 121. Stability
theory. Basel, Ascona: Birkhaüser, December.

Tian, Z., & Gu, C. (2008). A numerical algorithm for Lyapunov equations. Applied
Mathematics and Computation, 202, 44–53.

Zhou, B. (2011). Toward solution ofmatrix equation X = Af (X)B+C . Linear Algebra
and its Applications, 435, 1370–1398.

Saša V. Raković received the Ph.D. degree in Control
Theory from Imperial College London. His Ph.D. thesis,
entitled ‘‘Robust Control of Constrained Discrete Time
Systems: Characterization and Implementation’’, was
awarded the Eryl Cadwaladr Davies Prize as the best
Ph.D. thesis in the Department of Electrical and Electronic
Engineering at Imperial College London in 2005.

Saša V. Raković was affiliated with a number of the
worldwide well-known universities, including Imperial
College London, ETH Zürich, Oxford University and the
University of Maryland at College Park. He is currently a

Visiting Research Scholar with the Automatic Control Department (Département
automatique) of Supélec at Gif Sur Yvette, France as well as a Member of the Senior
Common Room at St. Edmund Hall of Oxford University.

Saša V. Raković’s main research interests and contributions lie within the areas
of synthesis of control systems, analysis of dynamical systems and decision making
under constraints and uncertainty.

M. Lazar (born in Iasi, Romania, 1978) received his M.Sc.
and Ph.D. in Control Engineering from the Technical
University ‘‘Gh. Asachi’’ of Iasi, Romania (2002) and the
Eindhoven University of Technology, The Netherlands
(2006), respectively. For the Ph.D. thesis he received
the EECI (European Embedded Control Institute) Ph.D.
award. Since 2006 he has been an Assistant Professor in
the Control Systems group of the Electrical Engineering
Faculty at the Eindhoven University of Technology. His
research interests lie in stability theory, scalable Lyapunov
methods and formal methods, and model predictive
control.

http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref1
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref2
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref3
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref4
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref5
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref7
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref8
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref9
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref10
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref11
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref12
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref14
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref15
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref16
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref17
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref18
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref20
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref21
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref22
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref23
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref24
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref25
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref26
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref27
http://refhub.elsevier.com/S0005-1098(14)00213-1/sbref28

	The Minkowski--Lyapunov equation for linear dynamics: Theoretical foundations
	Introduction
	Preliminaries
	Setting and problem formulation
	Technical preliminaries
	Paper objectives

	The Minkowski--Lyapunov equation: existence and characterization of basic solution
	Consistently improving approximations
	Polytopic lower and upper approximations
	Conclusions
	Acknowledgments
	Proofs
	Proof of Proposition 1
	Proof of Proposition 2
	Proof of Proposition 3
	Proof of Theorem 3
	Proof of Theorem 4
	Proof of Theorem 5
	Proof of Proposition 4
	Proof of Proposition 5
	Proof of Theorem 6
	Proof of Corollary 1
	Proof of Corollary 2
	Proof of Proposition 6
	Proof of Proposition 7
	Proof of Proposition 8
	Proof of Proposition 9

	References


