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Chapter1
Introduction

AC electro-osmosis (ACEO) is in essence flow forcing induced via an AC electric
field. Instead of using a pressure gradient or moving parts, AC electro-osmosis
drives the flow by way of electrokinetic mechanisms [67]. By using specific elec-
trode patterns and channel geometries, ACEO can result in vortical flows. This vor-
tex structure is a key element to numerous applications in micro-fluidic systems, for
example, mixing has been enhanced by using micro-vortices [30, 71, 79, 81], the en-
hancement of heat transfer has been proposed by using vortex promoters [47, 75],
particle manipulation has been achieved by vortex convection [17, 89, 92–94]. In
order to better design such micro-fluidic systems, it is necessary to gain deeper in-
sight into vortical structures created by ACEO. Therefore, the goal of this study is to
perform thorough experimental studies of ACEO-induced vortices in order to char-
acterize their properties and behavior as function of operational parameters. In this
chapter, several concepts of electrokinetics will be introduced. Furthermore, the phe-
nomenon of AC electro-osmosis, the corresponding measurement techniques, and
the outline of this dissertation are presented.

1.1 Electrokinetics

Electrokinetics (EK) is the study of the electrically driven motion of ionic liquids,
charged samples and polarizable particles in the presence of electric fields. Elec-
trokinetic phenomena mainly include electrophoresis, dielectrophoresis and elec-
troosmosis [32, 46]. Electrokinetics, since its discovery, has been widely investig-
ated in colloid science [46]. In the past few decades, electrokinetics has found many
applications in microfluidic systems [68, 76], for example, for amplifying DNA mo-
lecules [40], for detecting, sorting and separating bio-particles [59, 96], and for pump-
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Figure 1.1: (a) Diagrams of the electric double layer: the Stern layer and the diffusive layer, (b)
and the resulting potential distribution [55].

ing of bio-fluids [87]. A critical review concerning applications of electrokinetic tech-
niques in microfluidic systems is recently presented by Wong et al. [91].

Electrokinetic effect arises from the dynamic behavior of ions under the action of
electric fields. When a charged surface is in contact with an ionic liquid, preferential
adsorption or desorption of certain ions occurs due to the Coulombic force: coions
in the solution are repelled away from the charged surface while counterions are
attracted towards the charged surface. As a result, charged ions (coions and coun-
terions) create an electrostatic potential. Such electrostatic potential, balancing the
charged potential, leads to be charge-neutral above the charged surface. This ionic
structure above a charged surface is referred to as the electrical double layer (EDL),
with a characteristic length of about several tens of nanometers [46]. In the EDL, the
spatial distribution of charged ions has been artificially divided into a diffuse layer
and a Stern layer, depending on whether the ions are mobile or not with respect to
charged surfaces [28, 50, 55], as shown in Fig. 1.1. Similar to its spatial structure,
the potential drop in the EDL is divided into the potential drops in the diffuse layer
and in the Stern layer. As the electrokinetic motion comes from the movement of
mobile ions, the potential drop in the diffuse layer is seen as an important parameter
characterizing the electric behavior of the EDL, referred to as the zeta potential ζ [46].

1.2 Electro-osmosis

1.2.1 Basic physical picture

Outside the electric double layer, the electrolyte does not experience any electric
force at an electric field since the bulk electrolyte is charge neutral. Inside the EDL,
however, the non-zero charge density causes the body force of the fluid. Consequently,
this generates a surface velocity above the charged surface, which is known as the
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Figure 1.2: (a) Schematic representation of electro-osmotic flow in a DC electric field. Intrinsically
negative surface charge along the walls of a glass microchannel induces formation of a positively
charged counterions layer that is transported toward the cathode when an electric field applied. (b)
Velocity profiles generated in the channel without a back pressure [27].

electrokinetic slip [46]. According to the "Helmholtz-Smoluchowski slip" relation,
the electroosmotic slip velocity uslip is simply proportional to the applied electric
field according to

uslip = −εζ

µ
ET , (1.1)

where ET is the tangential electric field, ε and µ the permittivity and viscosity of the
bulk solution [50].

Electro-osmosis offers a promising method for driving the liquid in microfluidic
systems [87]. Conventional electro-osmotic pumping has been widely applied by
using a DC electric field, as illustrated in Fig. 1.2. Due to deprotonation of surface
silanol (Si-OH) groups to form silanoate (Si-O−), in contact with a liquid, glass walls
obtain a negative charge, which attracts a positive diffuse charge forming an EDL
close to the surface [27]. When an electric field is applied, the electro-osmotic flow,
in a sheath-like manner, drags the bulk liquid in the channel. In general, a charge
dielectric surface possesses a natural zeta-potential of about O(0.01) Volt. In order
to achieve high magnitude of slip velocity (several millimeters per second) for the
electro-osmotic flow, a high DC voltage difference in the kiloVolt range is typically
required to generate a sufficient strength of the tangential electric field ET [27, 38].
This high voltage can result in serious problems occurring close to electrodes, e.g.
electrolysis. The strong electrolysis leads to bubble formation, electrolyte contamin-
ation or a pH gradient in the bulk solution [50].

In the last two decades electro-osmosis by using an AC electric signal has been
developed, so-called AC electro-osmosis (ACEO) [66]. In contrast with the natural
potential drop on a charged dielectric surface, O(0.01) Volt, the induced potential
drop on a charged polarized surface could be much higher, and varies with the
applied electric field [24, 67]. Figure 1.3 shows a typical configuration of the elec-
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Figure 1.3: Schematic representation of electrostatic situation for AC electro-osmosis. On a par-
allel plate electrode array, the electric field can be resolved into normal and tangential components.
The normal component of the field induces the polarization of surface, leading to the formation of
the electric double layer, whereas the tangential component of the field gives rise to a Coulomb force
on the fluid, which causes fluid to move across the electrode from the edge to the center [66].

trodes for ACEO. Above the electrode surfaces, the electric field E is divided into
normal and tangential components, En and Et. Under the normal component, the
zeta-potential is induced, which is considered to increase with the applied voltage,
ζ ∝ En. As a result, the velocity of ACEO can be seen to be proportional to the square
of the applied electric field (E) [67]. In the conventional DCEO, in contrast, the ve-
locity is seen to be only proportional to E (as shown in Eq. 1.1). As a result, a low
amplitude of the electric field can be applied in ACEO, which significantly reduces
the problems as observed in the DC electric field. As the signal of potential drop
and the component of electric field change simultaneously for an AC electric poten-
tial, AC electro-osmosis sets up a unidirectional fluid motion above the electrodes,
as shown in Fig. 1.3. To date, AC electro-osmosis has been observed on surfaces of
various shapes [19, 42, 95].

1.2.2 Measurement techniques for AC electro-osmotic flows

The slip velocity of AC electro-osmosis is a key parameter for its applications in
micro-fluidic systems. However, this slip velocity is hardly measurable by most of
the current experimental methods, since the typical characteristic length of the elec-
tric double layer is only several tens of nanometers. In practice, a velocity measure-
ment above the EDL is used to indirectly reflect the ACEO slip velocity.

Visualization techniques are the main approaches employed in the studies of
ACEO. An overview of micro-scale flow visualization techniques can be found in
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[72]. Micro-Particle Tracking Velocimetry (µ-PTV) and micro-Particle Image Veloci-
metry (µ-PIV) are two of the most common flow visualization methods used in ex-
perimental studies of micro-flows. In µ-PTV, the instantaneous velocity distribu-
tion is measured by evaluating the motion of individual tracer particles suspended
within the flow, while µ-PIV determines the velocity of a fluid by determining the
averaged motion of several tracer particles in an interrogation window [57, 64].

Compared to µ-PIV, which suffers from the increase of the electrolyte conductiv-
ity due to a high concentration of tracer particles, µ-PTV uses a low particle concen-
tration, and has been widely used for studying ACEO-induced flows [19, 24, 42, 66,
95]. So far, these studies using µ-PTV are mainly restricted to a two-dimensional
(2D) velocity field, even though the ACEO flow shows a three-dimensional (3D)
flow structure. A 3D experimental velocity description of ACEO flow remains a
challenge.

Astigmatism micro-particle tracking velocimetry (astigmatism µ-PTV) was re-
cently developed to measure 3D velocity fields at micro-scales [8, 9]. The mechanism
of astigmatism µ-PTV technique is based on the wavefront deformation of a fluor-
escent particle image. Compared to the standard µ-PTV systems, a cylindrical lens
is added between the relay lens and CCD camera. Due to the anamorphic effect by
inserting a cylindrical lens, astigmatism µ-PTV system has two different magnific-
ations in two orthogonal orientations. Different magnifications lead to a wavefront
deformation of a fluorescent particle image [8, 9]. Based on examining the defo-
cus of the wavefront scattered by a fluorescent particle, the particle position in the
micro-channel can be identified, and thus the three components of velocity field are
established. By using the full numerical aperture of one microscope objective, astig-
matism µ-PTV has a large range of measurable depth, and is suitable for complex
flows which are difficult to measure due to limited optical access [9, 11]. With these
advantages, astigmatism µ-PTV has a great potential to perform 3D measurements
in ACEO flows.

1.2.3 Modelling AC electro-osmosis

A variety of electrokinetic models have been developed to study ACEO flow. The
electrokinetic models generally have at least two characteristic spatial scales: (1) the
Debye layer scale of several tens of nanometers, and (2) micro-electrode scale of sev-
eral tens of micrometers (e.g. the electrode width or the gap between electrodes).
The ratio of these two characteristic scales can go up to about 103. Many efforts have
been made to simplify the electrokinetics in order to arrive at a manageable model.
One of these methods is to incorporate the effect of the EDL in the domain interior
[25, 28, 58, 65]. Compared to the typical dimensions of the flow domain, the thickness
of the EDL, given by the Debye length, is considered to be negligible and thus is ig-
nored; its effect upon the electrical field is incorporated as a nonlinear boundary con-
dition for the system. Based on these assumptions, the nonlinear Gouy-Chapman-
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Stern (GCS) model was developed [28, 50]. The GCS model provides physical insight
on the mechanism of electrokinetics, and the numerical prediction has shown to be
qualitatively similar to experiments. However, recent studies of the ACEO flow have
found that the classical GCS model nonetheless tends to overpredict the fluid velo-
city, especially at high voltages [3]. As a result, the GCS model was modified and
extended by taking other phenomena into account, which might take place at high
voltages, for example, Faradaic current injection [58], the steric effect of ions of fi-
nite size [36], and surface conduction [26, 34, 73]. In general, the Faradaic current
injection occurs when the applied voltage was higher than the critical voltage [42].
The numerical models including the Faradaic current injection or steric effects have
yielded a qualitative explanation for ACEO flow reversal at high voltages and high
frequencies [3]. At low voltages, however, the ACEO flow does not necessarily have
the same origin in both cases.

Surface conduction refers to the movement of charged ions parallel with the
charged surface under electric field [46]. Due to excess ions accumulated in the EDL,
the surface conductivity might be much higher than in the bulk at high voltage. As a
result, the surface conduction leads to a significant amount of ion flux parallel to the
charged surface through the EDL, reducing the tangential component of the electric
field. Dukhin et al. [14] firstly introduced the concept of surface conduction in their
studies of double-layer polarization around highly charged spherical particles in bin-
ary electrolyte solution. They found that the electrophoretic mobility of a charged
particle decreases with increasing zeta-potential ζ due to surface transport of ions.
Recently, numerical simulations have shown that the exponentially-increasing sur-
face conductivity on a highly charged surface significantly lowers the electrokinetic
slip velocity [26, 34, 74]. The incorporation of the surface conduction in the numer-
ical model may lead to a better prediction of experimental observations on ACEO
flow at voltages below the critical voltage [42].

1.2.4 Vortex structures in AC electro-osmotic flow

Using specific electrode patterns and channel geometries, ACEO generates a vortex
flow above the electrodes, as shown in Fig. 1.4. This vortical flow has been used
in several microfluidic applications. By creating asymmetric vortices on arrays of
asymmetric electrodes, a pumping flow can be created with a pumping velocity of
O(102) µm/s [1, 5]. Micro-mixing by ACEO-induced vortices has also been demon-
strated on specific electrode geometries [30, 71]. Compared to diffusion, an ACEO-
induced vortex increases the efficiency of mixing of two fluid streams by a factor of
about 20 [71].

Recently, the application of AC electro-osmotic flow for bio-particle transport/
manipulation has attracted more attention [17, 89, 92, 93]. Chemical and biochem-
ical analysis in Lab-on-Chip devices generally needs a fast and accurate assay of bio-
particles, such as cells or bacteria, in a dilute solution [59]. Focusing bio-particles
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Figure 1.4: (a) A schematic diagram of the experimental setup for observation of ACEO vortex,
where the camera is placed horizontally looking along the gap between the electrodes. (b) Fluid
streamlines of ACEO, obtained by superimposing successive video frames of particle motion [25].

into a tight stream is usually a necessary step prior to counting, detecting and sort-
ing them. Due to the low concentration, the dilute bio-particles have to be cultured
or amplified before assaying. Sheath flow focusing may be the most common one
that has been widely adapted in microfluidic devices [94]. However, sheath flow
focusing requires a complicated design of the devices, which increases the fabrica-
tion cost. Active sheathless focusing methods have been developed, including using
acoustic and electric-relative forces [94]. The dielectrophoretic (DEP) technique has
been widely used, by directly acting on the particles and deflecting it across the
streamlines [94]. For conventional dielectrophoretic method, the efficiency of con-
tinuous focusing on target bio-particles is low, as the particle motion due to the DEP
typically has a velocity of about 10 µm/s for bacteria and 1 µm/s for viruses [17]. To
achieve a high DEP-induced motion, particles have to be transported into the vicin-
ity of electrodes by using specific design of micro-channels [96]. As an alternative,
ACEO flow can be used to perform such particle transport. Combining the DEP
force and ACEO flow may offer a new concept for particle focusing, and could be
integrated in a single microfluidic design.

1.3 Objectives

Although our knowledge of the general aspects of AC electro-osmosis has been sig-
nificantly improved since its discovery, the properties and behavior of ACEO flow
as function of operational parameters are still not fully understood, especially not
for the observed vortex structures in AC electro-osmotic flow. Applying advanced
measurement techniques, like astigmatism µ-PTV, can provide detailed insights on
ACEO flow and resulting vortex dynamics.

Additionally, proper modeling of ACEO flow still remains a challenge to date,
and a large deviation between experimental observations and numerical predictions
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indicates that further development of the ACEO model is needed. This thesis aims at
a further 3D experimental investigation of vortex structures in ACEO flow as func-
tion of operational parameters, i.e. voltage, frequency, electrolyte and additional
flow. In addition, the possibility of particle focusing in ACEO flow will be invest-
igated as well. The objectives of this study are :

1. Experimental investigation of the 3D vortex structure of ACEO flow. To this
end, a 3D astigmatism µ-PTV system has to be designed and constructed.

2. Experimental characterization of ACEO flow and its vortical structure in micro-
channels for different operational parameters (voltage, frequency and electro-
lyte).

3. Numerical investigation of ACEO flow using a nonlinear electrokinetic model
accounting for the effect of surface conduction. The results have to be com-
pared with experimental observations.

4. Investigation of ACEO flow combined with an additional axial flow. Demon-
stration of whether particle focusing by combining ACEO flow and other forces
in micro-channels is possible.

1.4 Thesis outline

In Chapter 2, the 3D flow due to ACEO forcing is experimentally analyzed. To this
end, a 3D astigmatism µ-PTV setup is designed and constructed. A detailed de-
scription of the experimental setup is given, including the measurement error. Two
alternating time delays will be used to measure the flow field with a wide range of
velocities. A system with parallel coplanar symmetric electrode pairs in a micro-
channel is studied.

Chapter 3 focuses on the experimental study of the 3D ACEO flow for different
operational parameters, i.e. voltage, frequency and electrolytes. The strength of the
vortex is quantified in terms of the primary circulation, and analyzed. The optimum
frequency of circulation is obtained for different electrolytes. The effect of pH value
of electrolytes on the ACEO is discussed.

In chapter 4, numerical simulation of a nonlinear electrokinetic model is per-
formed to provide physical insight in the characteristics of ACEO flow. The effect of
surface conduction on ACEO slip velocity is considered. The numerical prediction of
ACEO flow is compared to experimental observations in terms of the velocity above
the electrode surface. A correction factor will be introduced to match the numerical
results quantitatively to these experimental ones.

Chapter 5 describes an experimental study of the ACEO vortex combined with an
additional axial flow. The electrode pattern is perpendicular with respect to the axial
direction of the microchannel. Properties of the vortex are analyzed as function of
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additional axial velocity. Additionally, the movement of large particles in such flows
is investigated. The combination of ACEO flow and dielectrophoresis on particle
focusing is discussed.

Finally in chapter 6, the conclusions of this study are summarized and recom-
mendations for future research are presented.
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Chapter2
3D measurements of

ACEO-induced vortices

The three-dimensional (3D) flow due to AC electro-osmotic (ACEO) forcing on
an array of interdigitated symmetric electrodes in micro-channels is experiment-
ally analyzed using astigmatism micro particle tracking velocimetry (astigmatism
µ-PTV). Upon application of the AC electric field with a frequency of 1000 Hz and
a voltage of 2 V peak-peak, the obtained 3D particle trajectories exhibit a vortical
structure of ACEO flow above the electrodes. Two alternating time delays (0.03 s
and 0.37 s) were used to measure the flow field with a wide range of velocities, in-
cluding error analysis. Presence and properties of the vortical flow were quantified.
The steady nature and the quasi-2D character of the vortices can combine the results
from a series of measurements into one dense data set. This facilitates accurate eval-
uation of the velocity field by data-processing methods. The primary circulation of
the vortices due to ACEO forcing is given in terms of the spanwise component of
vorticity. The outline of the vortex boundary is determined via the eigenvalues of
the strain-rate tensor. Overall, astigmatism µ-PTV is proven to be a reliable tool for
quantitative analysis of ACEO flow.

2.1 Introduction

AC electroosmosis (ACEO) is increasingly utilized in micro/nano-fluidic applica-
tions due to its ability to generate a flow using a low-voltage AC electric field [67].

This chapter is based on: Liu Z., Speetjens M. F. M., Frijns A. J. H. and van Steenhoven A. A. Microfluid
Nanofluid, 16(3):553-569, 2014 [44]
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The low voltages admitted by ACEO offer essential advantages over the conven-
tional DC electroosmosis systems relying on high voltages. Namely, undesirable
side effects, e.g. bubble formation due to electrolysis and electrolyte contamination
due to Faradaic reactions, are significantly weaker or absent altogether in ACEO.
ACEO as a flow-forcing technique has a great potential for the actuation and ma-
nipulation of micro-flows, and has found successful applications in micro-pumping
[2, 5, 80], micromixing [30, 71], and manipulation of polarizable particles [17, 61, 92].

In order to obtain a complete understanding of ACEO-induced flow, flow visu-
alization is the main approach employed. By tracing individual seeding particles,
Ramos et al. [66] first reported a local flow field parallel with the electrode surfaces
using a low amplitude AC signal in aqueous electrolyte, which exhibited the fun-
damental description of the ACEO flow. Later, based on the pathlines of tracer
particles, Green et al. [25] qualitatively demonstrated the vortical structure of an
ACEO flow above a pair of symmetric electrodes. So far, AC electroosmotic flow has
been observed experimentally on various electrode surfaces [2, 19, 24, 30, 37, 51].
However, the experimental descriptions of the ACEO flow are mainly restricted
to a two-dimensional (2D) flow field, even though the ACEO flow shows a three-
dimensional flow structure. Therefore, in-depth experimental investigations on the
3D velocity field of ACEO flow are of great importance to further understand ACEO-
induced flow.

Recently, an astigmatism micro particle tracking velocimetry (astigmatism µ-PTV)
was developed [8, 9]. Compared to standard µ-PIV/PTV techniques which give a 2-
dimensional and 2-component velocity distribution, astigmatism µ-PTV technique
offers a 3-dimensional and 3-component full volume measurement of the velocity
field [9, 10]. By using the full numerical aperture of one microscope objective, astig-
matism µ-PTV technique has a large range of the measurable depth, without any
limitation by the optical access as tomographic µ-PIV and stereo µ-PIV systems do
[11]. This technique has been successfully used to measure a 3D velocity field of the
electrothermal micro-vortex on a parallel-plate electrode surface [39].

In the present study, the 3D flow structure of ACEO flow is experimentally in-
vestigated using an astigmatism µ-PTV technique. In contrast to previous exper-
iments using a single coplanar electrode pair [24], this study employs an array of
interdigitated symmetric electrodes; this is a very common electrokinetic geometry
in micro-flow systems. As the velocity field is expected to vary in a broad range, two
different time delays (0.03 s and 0.37 s) are used, for which the uncertainty of the
velocity measurement is estimated. Finally, the strength of ACEO vortex is investig-
ated in terms of spanwise component of vorticity and circulation.
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Figure 2.1: Schematic diagram of vortex structure in interdigitated symmetric electrodes.

2.2 Problem definition

The flow domain consists of a straight rectangular channel, shown schematically in
Fig.2.1. An array of interdigitated symmetric electrodes is aligned on the bottom of
the channel. The electrodes are spatially periodic, and each period is of horizontal
extent L = W + G, with W and G the electrode and gap widths respectively. As-
suming the effects of the channel side walls are negligible, the theory predicts that
the symmetry of the electrodes should result in two symmetrical counter-rotating
vortices above each electrode [65, 75]. In the present work, the vortex structure in
this device is studied experimentally .

Based on the velocity field u = (ux, uy, uz), the ACEO induced vortex is de-
scribed in terms of the spanwise component of the vorticity ωy

ωy =
∂ux

∂z
− ∂uz

∂x
, (2.1)

where x, y an z are three components of the coordinate system as shown in Fig.
2.1. The circulation, i.e. strength, of the vortex is given via the area integral of the
vorticity, Γ =

∫
A
ωydA, where the area A is determined via eigenvalues of the strain-

rate tensor (λ2-method) [33, 86]. The coordinates of the vortex center are given by

xc =
1

Γ

∫
A

ωyxdA, zc =
1

Γ

∫
A

ωyzdA. (2.2)

2.3 Experimental methods

2.3.1 Microfluidic device

A micro-device with a straight rectangular micro-channel was used in the present
study, shown schematically in Fig. 2.2. On the substrate of the channel are 7 sym-
metric Indium Tin Oxide (ITO) electrodes, with a thickness of 120 nm. The width of
each electrode is 56 µm and the gap between the electrodes is 14 µm, which leads
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Figure 2.2: (a): Schematic diagram of the micro-device. An array of symmetric electrode pairs is
on the substrate of the micro-channel. (b): Top view of the electrode pattern used in the experiments,
where the width of electrode is about 56 µm and the width of gap 14 µm.

to the horizontal extent L = 70 µm. The electrodes are perpendicular to the axial
direction of the channel. The length, width and height of the channel are about 26
mm, 1 mm and 48 µm, respectively.

2.3.2 Fabrication process

The microfluidic device was made by bonding the electrode-deposited glass sub-
strate and the polycarbonate film with a double-sided adhesive acrylic type sheet,
as schematically shown in Fig. 2.2a. The electrodes on the glass substrate were fab-
ricated by a photolithography technique; this procedure is as follows. First, a Pyrex

wafer with the ITO layer (Praezisions Glas & Optik GmbH, Germany), with a thick-
ness of 0.7 mm, was cut into a size of length×width=34 mm×30 mm. The ITO glass
plate was spin-coated with a layer of a positive photoresist (HPR HPR504, FUJIFILM,
Japan) at 3000 RPM for 30 sec (WS-400 lite series, Laurell Technologies Corp, USA).
After the pre-baked treatment at 100 oC for 2.5 min, the mask with the designed pat-
tern was aligned on the glass plate with a hard-contact method. The masked glass
plate was exposed under the UV light at an energy intensity of 11.4 mW/cm2 for 5
sec. The post-baked treatment at 115 oC was applied on the exposed glass plate for
2.5 min. Subsequently, the exposed glass plate was put into the developer solution
(PSLI : H2O 1 : 1, FUJIFILM, Japan) for 1.5 min, where the exposed photoresist
was dissolved. The ITO layer with desired pattern was etched in an etching solu-
tion (HCl : H2O : HNO3 = 4 : 2 : 1 by volume) for 3 min, and then rinsed with
DI water several times and blown dry with N2. The electric resistance between two
individual electrodes was measured (Multimeter 111, FLUKE, USA). If the electric
resistance was not infinity (the measured value is less than 6 MΩ), the procedure
of ITO etching would be repeated until the electric resistance was measured to be
infinity, > 6 MΩ. Finally, the glass plane with desired electrode pattern was put in
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acetone to remove the photoresist.
Once the electrodes were fabricated, the micro-channel was made in a double-

sided adhesive acrylic type sheet with a thickness of 50 µm (8212, 3MTM Optic-
ally Clear Adhesive, USA). An Excimer-laser (MICROMASTER, OPTEC Co., Bel-
gium) was used to ablate the outline of the micro-channel. The polycarbonate film
(Lexan@4B0217, SABIC Innovative Plastics, Saudi Arabia) was used as the top layer
of the channel, with a thickness of 0.5 mm. In this layer, the inlet and outlet holes
with a diameter of 1 mm were drilled to load the electrolyte. Finally, the three layers
in order (the glass plate with ITO pattern, the double-sided adhesive sheet and the
polycarbonate film) were manually aligned and subsequently bonded together (see
Fig. 2.2).

A chip holder was used to mount the micro-device on the experimental setup,
connecting the fluidic tubes and electric wires to the micro-device. In order to com-
pletely seal the connection from the chip holder to the inlet and outlet holes of the
chip, a rubber O-ring was used and stressed on the chip by the holder. To estimate
the thickness of the compressed adhesive sheet, the relative z-position of the particles
stuck respectively at the top and bottom of the channel was measured by the tech-
nique described in section 3.4. The height of the channel is measured to be about 48
µm.

2.3.3 Experimental setup and procedure

A function generator (Sefram4422, Sefram, the Netherlands) provides an AC sig-
nal to the electrode arrays through the contact pads of the device (see Fig. 2.2).
The voltage and frequency applied on the electrodes were measured using a digital
oscilloscope (TDS210, Tektronix, USA). The potassium hydroxide (KOH) solution
(Sigma-Aldrich Co., USA) was prepared as electrolyte, with a concentration of 0.1
mM. Fluorescent polymer micro-particles with a diameter of dp = 2 µm and a dens-
ity of 1.05 g/cm3 (Fluoro-Max, Duke Scientific Corp., Canada) were employed as
tracer particles to measure fluid velocity. Fluorescent micro-particle solution in stock
was diluted in the KOH solution with a low concentration of about 0.01 % (w/w).
The conductivity of the solution after adding the fluorescent micro-particle solution
was measured to be about 1.5 mS/m (Scientific Instruments IQ170).

The velocity measurement is performed using the astigmatism micro-particle
tracking velocimetry technique (astigmatism µ-PTV) [8, 9]. A fluorescence micro-
scope with a 20× Zeiss objective lens (Numerical aperture of 0.4 and focal length
of 7.9 mm) was used to observe the tracer particles. To illuminate the fluorescent
tracer particles, a Nd:YAG laser generation (ICE450, Quantel, USA) was employed
to produce a pulsed monochromatic laser beam with a wavelength of 532 nm and
energy of 200 mJ per pulse (the time interval of each laser pulse is 6 ns). In order to
prevent the over-illumination of seeding particles (and over-heating in the working
solution), a transmission mirror (078-0160, Molenaar optics, the Netherlands) was
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Figure 2.3: Photo of experimental setup

used, to reduce the laser energy from 200 mJ to 16 mJ. The emitted light of the il-
luminated fluorescent tracer particles has a wavelength of 612 nm. A CCD camera
(12-bit SensiCam qe, PCO, Germany) recorded the particle images, with a resolu-
tion of 1376 × 1040 pixel2. In front of a CCD camera, a cylindrical lens with a focal
length of 150 mm (LJ1629RM-A, Thorlabs, USA) was used. A digital delay gener-
ator (DG535, Stanford Research Systems, USA) controlled the timing of the laser and
camera simultaneously. The image recordings were exported from the camera and
imported in the computer.Figure 2.3 shows the photo of the experimental setup.

The double-exposure setting of the camera was chosen, leading to the data ac-
quisition of consecutive frames with two alternating time delays: a short time delay
△t1 = 0.03 s and a long time delay △t2 = 0.37 s, as shown in Fig. 2.4. The short time
delay is dictated by the double-exposure setting of the camera, and the long time
delay is determined by the time interval of the double-exposure, during which the
camera’s buffer would be written to file. This setting of the camera has an advantage
to accurately measure high and low velocities simultaneously.

In the experiment, the electric signal was first switched on. Subsequently, particle
imaging was initiated with as little delay as possible. It is important to minimize
this delay because the particles progressively tended to collect and become almost
"stationary" on the center of the electrodes a short time after the electric signal was
applied. The measurement time over a single experimental trial should be short as
well, so that there were a sufficient number of "untrapped" particles that still moved
freely in the ACEO flow during the measurement. In a single measurement, the total
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Figure 2.4: Schematic of timing sequence of camera signal and laser signal in a digital delay
generator. The double-exposure setting of the camera leads to the image recordings in pair, image A
and image B, with a frequency of 2.5 Hz. The time of recording the particle position is determined
by the time of triggering the laser pulse in each double-exposure. As a result, the timing of the
consecutive images has two alternating time delays: the short time delay △t1 = 0.03 s between
image A and image B and the time delay △t2 = 0.37 s between image B and image A in the next
double-exposure.

measurement time is 40 s. Correspondingly, 200 consecutive images were recorded
at two alternating time delays (△t1=0.03 s and △t2=0.37 s). Each image contains
around 25 particles. To obtain enough data points in one data set, the experiments
were repeated using the same parameters for 40 total trials. In all, about 124, 000
data points (about 60, 000 of them measured in △t1 and the others measured in △t2)
were identified.

2.3.4 Measurement technique

Due to the anamorphic effect by inserting a cylindrical lens, the astigmatism µ-PTV
system has two different magnifications in the two orthogonal orientations, giving
rise to a wavefront deformation (elliptical shape) of a fluorescent particle image [8,
9]. Examining the defocus of the wavefront scattered by a fluorescent particle, one
can identify the particle position in the measurement domain, and thus establish
the three components of the velocity field. Figure 2.5a depicts a configuration of
the astigmatism µ-PTV system used in the present study, where its optical axis is
perpendicular against the electrode surface.

A typical image obtained in the experiment is shown in Fig. 2.5b. It clearly exhib-
its the elliptical shape of particle images. The particle-image deformation emanates
from blurring by the optical system and not by zooming in/out of the camera on
a smaller/larger area (The optical blurring is simply a consequence of the working
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Figure 2.5: (a): Schematic diagram of astigmatism µ-PTV system, where the focal plane is parallel
with electrode pattern. (b): Image of fluorescent particles, where the deformation of the particle
image is a measure of depth in z-direction.

principle, and will not result in accuracy loss). Hence, the radius of the ellipse does
not correspond to the physical radius of particle, and the camera view in all cases
corresponds to the same physical field of view. In order to accurately evaluate the ra-
dius of the ellipse in the image-processing procedure, the signal-to-noise ratio (SNR)
of image should be as high as possible [9]. In a preliminary study, it was found that
when using tracer particles with a diameter of 2 µm the SNR was high enough that
the algorithm gave reliable results. If reducing the diameter of the tracer particle to
about 1 µm, the SNR was significantly reduced and the measurement uncertainty
becomes unacceptable. Therefore, in this study, 2-µm tracer particles are used.

Image processing

To estimate the corresponding z-position of the particles, a MatLab program was
implemented to process the recorded images, as described below. First, the original
images are smoothed by a Gaussian filter with a 11 × 11 pixel2 kernel to elimin-
ate spatial fluctuations. By computing a histogram of the image intensity, the most
commonly occurring intensity is identified to be the background intensity, and sub-
tracted from the smoothed image to reduce background noise. A particle detection
algorithm based on the mass intensity in the image [62] is used to detect the possible
image of particles, where each group of contiguous pixels is calculated. To correctly
detect the particle, the integrated brightness threshold must be set large enough to
lie above the background noise. In this procedure, the primary x- and y-positions
of the detected particle center are obtained. Based on the primary positions of the
detected particle center, a detection region with 111 × 81 pixel2 is chosen from the
processed frame to estimate the z-position (the detection region should be set large
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Figure 2.6: Size of the deformed particle images (drefn,x and drefn,y ) as function of the reference z-
position (zrefn ) and the corresponding calibration fittings (dcalx (z) and dcaly (z)), where n is the
number of the displacement steps. The highlighted gray area is the calibration range used in the
measurement.

enough to cover the full image of a single particle). On each detection region, bi-
cubic spline interpolation is then applied to improve the resolution of the particle
image [9]. Subsequently, to quantify the image deformation of each particle, the de-
tection region is converted into black and white (B&W) setting according to a gray
level threshold (the gray level threshold is based on a histogram of the image intens-
ity in the detection region). Based on the B&W image, the boundary of particle image
is identified, and the corresponding diameters of particle images are measured in
the x- and y-directions. Based on the calibration functions in the x- and y-directions,
the z-position of the detected particle is estimated. Also, the x- and y-positions of
the detected particle center are adjusted to be consistent with the detected particle
boundary. Finally, the three coordinates of the particle position are exported.

Calibration

The calibration was done by relating the deformation of the particle image in the x-
and y-directions to its relative z-position with respect to two focal planes. The brief
procedure of calibration is as follows. One particle, whose position is fixed on the
bottom of the channel, is chosen as a reference particle. The channel used was the
same as in the experiments, and was filled with the same electrolyte. Displacing the
bottom plane along the z-axis of the optical system in steps of 2 µm, the diameters of
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the reference particle image (drefn,x [pixel] and drefn,y [pixel]) in the x- and y-directions
are measured corresponding to the z-positions (zrefn [µm]), where n is the number of
the displacement steps. Then, an eighth order polynomial fit is applied to relating
drefn,x and drefn,y to zrefn , as shown in Fig. 2.6. These fitting functions dcalx (z) [pixel] and
dcaly (z) [pixel] are regarded as intrinsic calibration functions [10]. The uncertainty
of the calibration functions is calculated by using the mean residual between the
calibration functions and the measured values

ϵcal =
1

N

N∑
n=1

√
(dn,x − dcalx (zrefn ))2 + (dn,x − dcaly (zrefn ))2,

and is about 1.1 pixels.
Once the calibration functions are obtained, the z-position of the particles in

the experiment can be determined based on the deviation of the particle diameters
between the experimental measurement and the calibration functions as

Dev(z) =
√

(dx − dcalx (z))2 + (dy − dcaly (z))2, (2.3)

where dx and dy are the diameters of the particle image measured in the experiment.
When min(Dev(z)) < 2εcal ≈ 3 pixels, the particle image is considered to be valid
(no overlapping or touching), and the corresponding z is exported as the estimated
relative z-position zest.

The accuracy of the estimated relative z-position of the detected particle is lim-
ited by the measurable intensity of the particle image [9]. When it is far away from
the two focal planes, the image intensity of the light emitted from the tracer particle
is too low to measure. The calibration range is generally chosen based on the dis-
tance between the two focal planes due to the high intensity of the particle image
[10]. In this study, the calibration range is set to be about 42 µm (see Fig. 2.6). Cor-
respondingly, the uncertainty on the estimated z-position according to the reference
z-position is calculated as

ϵzdev =
1

N

√√√√ N∑
n=1

(zrefn − zest(d
ref
n,x , d

ref
n,y ))2, (2.4)

and is about 0.09 µm.
In the measurements, the water level above a tracer particle depends on the

particle’s z-position in the channel. Compared to the situation in the calibration,
different refractive indices between the water and air lead to an apparent estimated
z-position of the tracer particle (zest). This apparent z-position needs to be corrected
to the actual z-position zact by

zact = zest · (nwater/nair), (2.5)
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where nwater = 1.33 is the refractive index of water and nair = 1 the refractive index
of air. Correspondingly, the actual depth of the measurable volume is corrected to
about 56 µm.

Aberration caused by the optical lens leads to a curvature of the image plane,
and therefore when tracer particles are at the same physical depth, their images vary
slightly across the (x, y) plane. If applying a central calibration fitting on a particle
that is not in the center of the field of view (FOV), it can give rise to an artificial dis-
placement of the estimated depth of particle [8, 10]. To compensate for this displace-
ment, a mapping relation for the depth position across the (x,y) plane is introduced.
As the optical paths in the (x, z) plane and in the (y, z) plane are different, the cor-
rections in the z-position should be analyzed separately in the x- and y-directions
of the (x,y) plane. This results in two field curvatures defined in the (y, z) and (x, z)
planes. For simplicity, we assume that the field curvature is cylindrical. Several ref-
erence particles, close to the four edges of the FOV, are chosen. The corresponding
z-positions are measured. As all the reference particles are in the same plane (at the
bottom of the channel), their displacement in the z-position is computed and com-
pared to the one at the center. Based on the artificial displacement of the reference
particles, the field curvatures in the (y, z) and (x, z) planes are reconstructed By com-
bination of the two field curvatures, the absolute offset of particle depth across the
(x,y) plane is obtained. After the compensation of z- depth across the (x,y) plane, the
standard deviation on zest of the reference particles was less than 0.7 µm.

Since the 3D positions of the tracer particles are known, the particles in consec-
utive frames are matched by using a nearest-neighbor approach [12], where possible
positions in the next frame are confined to a certain radius from a particle’s posi-
tion in the previous frame. The detection radius of 65 pixels (∼21 µm) was used in
the present study. Correspondingly, the maximum of measurable velocity is about
703 µm/s for △t1 and 57 µm/s for △t2, respectively. In order to achieve the correct
matching by the nearest-neighbor approach, the maximum displacement between
the two consecutive positions of a particle should be much lower than the mean dis-
tance between particles. As a result, the seeding density of particles is low in the
experiment (around 25 particle images were found in each frame).

Error estimation due to uncertainty in position

The measurement uncertainty was estimated by measuring the position of the particle
fixed on the channel wall. The maximum residual ϵmax of the estimated positions in
300 consecutive frames is 1 µm with standard deviation of 0.32 µm in the x-direction,
0.4 µm with standard deviation of 0.25 µm in the y-direction, and 1.1 µm with stand-
ard deviation of 0.37 µm in the z-direction, respectively. This uncertainty is attrib-
uted to the random error arising from the non-rigidity of the optical system and
random fluctuation of image intensity. According to the maximum random error
(the worst situation) on the particle position, the uncertainty on the measured velo-
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Table 2.1: Parameters of astigmatism µ-PTV system

Parameter Value
Focal length of objective lens 7.9 mm
Numerical aperture 0.4

Magnification of objective lens 20×
Focal length of cylindrical lens 150 mm
Resolution of the CCD 1376× 1040 [pixel×pixel]
Magnifications of optical system Mx = 3.108 [pixel/µm]

My = 2.462 [pixel/µm]
Field of view 443× 422 [µm × µm]

Time delay of image pair △t1 = 0.03 s
△t2 = 0.37 s

Diameter of the seeding particle dp = 2 µm
Wavelength of the emitted particle 612 nm
Depth of the measurable volume 56 µm
Uncertainty of position (standard deviation) ϵx.st =0.32 µm

ϵy.st = 0.25 µm
ϵz.st = 0.37 µm

city between two consecutive frame was calculated by evel = ϵmax/△t. It is about
33 µm/s for ux, 14 µm/s for uy and 35 µm/s for uz in △t1, and about 2.7 µm/s for
ux, 1.1 µm/s for uy and 2.9 µm/s for uz in △t2. Note that the uncertainty on the
measured velocity becomes weaker with larger time delay △t due to evel ∼ △t−1.

A summary of the experimental details is given in table 2.1. Due to the impact
of the cylindrical lens, the magnifications in the x- and y- direction are Mx = 3.108

[pixel/µm] and My = 2.462 [pixel/µm], respectively, and the ratio of magnification
is Mx/My = 1.262.

2.4 Results and discussion

2.4.1 3D particle trajectories

Figure 2.7a depicts the 3D trajectories of tracer particles at a voltage of 2 Volts peak-
peak (Vpp) and a frequency of 1000 Hz, where the displacements of the tracer particles
were tracked in two alternating time delays: 0.03 s and 0.37 s. It reveals that the tracer
particles follow the fluid loops. These fluid loops seem primarily periodic over the
electrode surfaces. A top-view of particle trajectories is given in Fig. 2.7b for clarity,
where the z-component of particle velocity is calculated at each position and indic-
ated in colors. uz reaches a negative peak when the particles approach the electrode
edges, and uz turns to a positive peak when the particles move from the electrode
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edge to the center. In Fig. 2.7a, many of particle trajectories only cover a limited
number of consecutive time steps. This is because of the overlapping or touching
of particle images which leads to tracking particles that are lost in the next frame.
In addition, the aggregation of the particles at the middle of the electrode surface is
clearly seen, similar to Green’s observation [25]. These particles initially circle in the
fluid loops, and after several circles get trapped on the center of the electrodes. This
phenomenon may be caused by electrokinetic particle-electrode interactions [15, 52]
or by the local DEP force on the particles close to electrode surfaces [56].

The side view of the 3D particle vectors is given in Fig. 2.8, where the three-
components of the particle velocity (ux, uy and uz) are represented in colors. In gen-
eral, the magnitude of |ux| reaches a maximum, ∼ 150 µm/s, close to the electrode
edge, and falls off rapidly with distance from the edge along the electrode surface
and vanishes at the center (see Fig. 2.8a). When particles approach the center, the
magnitude of |uz| increases significantly, and then decreases rapidly with distance in
the z-direction (see Fig. 2.8c). However, a large |uz| is observed again when particles
move to the gap between the electrodes. Compared to |ux| and |uz| varying in a wide
range above the electrodes, |uy| remains small everywhere, varying in the range from
-20 µm/s to 20 µm/s, as shown in Fig. 2.8b. According to the magnitude of ux and
uz in Fig. 2.8a and c, the periodic structure of the vortical flow is clearly seen, which
is consistent with the spatial period of the electrode pattern. The velocity distribu-
tion in each spatial period can be seen to be in the same range; the vortex size and
shape above each electrode are identical. Since the flow is close to the Stokes limit,
the symmetries of boundary conditions and geometry can be adopted, leading to
a periodic flow field [65, 75]. The present results experimentally demonstrate that
using an interdigitated symmetric electrodes generates a periodic ACEO flow field
with a periodic distance of L, along the x-axis of the electrode pattern.

2.4.2 Forces acting on particles

The tracer particles could be under the influence of different forces, including buoy-
ancy, electroosmotic flow, electrothermal flow, dielectrophoresis, Brownian motion,
etc [7]. For the tracer particles used in the experiment, having dp = 2 µm and
ρp = 1.05 g/cm3, the particle velocity due to the buoyancy is O(0.1) µm/s in the
aqueous solution with µ = 10−3 kg/ms and ρf = 1.00 g/cm3 [64]. Compared to the
measured ACEO flow (in Fig. 2.8), which is about O(10) µm/s, the buoyancy force
on the particle is negligible. The Joule heating effect may induce an electrothermal
flow with an opposite direction to the measured ACEO flow [7]. Using the analysis
in [66], the temperature rise due to the Joule heating is △T = σV 2

RMS/k ≈ 5 × 10−3

K with VRMS = 0.71 Volts the RMS electric voltage and k = 0.58 W/(m·K) the
thermal conductivity of the aqueous solution, yielding the electrothermal motion on
the order of 10−2 µm/s. Compared to the measured ACEO flow O(10) µm/s, the
electrothermal motion due to the Joule heating can be ignored. Dielectrophoresis



24 2.4 Results and discussion

Figure 2.7: (a): 3D particle trajectories at applied voltage of 2 VPP and frequency of 1000 Hz,
(b): Top view of the particle trajectories, where the solid lines indicate the electrode edges.
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Figure 2.8: Particle velocity vectors at 2 VPP and 1000 Hz and the magnitude of the velocity
indicated in color bars: (a) ux, (b) uy and (c) uz . Black solid lines indicate the electrode positions.

(DEP) acts on a polarizable particle due to the non-uniform electric field [7]. We em-
ployed the approach used by Kim et al. [37] to determine the contribution of DEP
force on the movement of our polystyrene tracer particle in comparison to the ACEO
flow. For the spherical particle, the contribution ratio of DEP force to ACEO flow at
the characteristic frequency (ACEO flow is maximum) can be simplified and given
as [37]

uDEP

uACEO
=

8
√
ke(1 + ke)

2Re(χCM )

3π2

d2p
r2

,

where uDEP is the particle velocity due to the DEP, uACEO the fluid velocity induced
by AC electro-osmosis, Re(χCM ) the real part of the complex Clausius-Mossotti
(CM) factor, ke the width ratio between the electrodes, r the distance to the center



26 2.4 Results and discussion

of the gap. The complex CM factor is χCM = (ε̃p − ε̃m)/(ε̃p + 2ε̃m), where ε̃ is a
complex permittivity given by ε̃ = ε − i(σ/ω) with i =

√
−1, and the subscripts p

and m refer to the particle and suspending medium, respectively [23]. Considering
the polystyrene particle has σp = 10 mS/m and εp = 2.55εo (εo the absolute permit-
tivity of vacuum) [23], in the suspending medium with εf = 78εo and conductivity
of σf = 1.5 mS/m, Re(χCM ) is about 0.65 at 1000 Hz. It suggests the tracer particles
experience a positive DEP, which is consistent with experimental observations. As
the positive DEP force reaches a maximum at the electrode edges due to the high
gradient of the electric current [23], r = 7 µm is chosen. For the present electrodes
with equal widths, ke = 1. The contribution of DEP can be estimated to be about 6%,
compared to the measured ACEO flow. In this case, the dielectrophoretic force on
tracer particles is considered to be small enough to be neglected. This assumption
was verified by the experimental observations that most particles were observed to
move in the vortex initially, and relative few particles tend to rapidly stick to the
electrode edges.

Brownian motion generally causes a random error on the position of the tracer
particle suspending in a fluid. Estimating the typical displacement between sub-
sequent images due to Brownian motion, given by δB =

√
2D∆t with D = kBT/3πµdp

the Stokes-Einstein diffusion coefficient and kB the Boltzmann constant [64], yields
δB ≈ 0.1 µm and δB ≈ 0.4 µm for △t1 = 0.03 s and △t2 = 0.37 s, respectively. The
corresponding Brownian velocities of the particle, uB = δB/△t, are about 3 µm/s
and 1 µm/s for △t1 and △t2, respectively. This velocity is one order of magnitude
smaller than the measured ACEO velocity. In this case, the Brownian motion is con-
sidered to be negligible. Therefore, under the experimental conditions in the present
study, the drag force is dominant for the particle movement and so the particle tracks
reliably represent the fluid streamlines of ACEO flow.

2.4.3 Combined 3D velocity field

Since the flow field above the electrodes is periodic with period L along the x-axis,
the velocity field can be studied only in one period, which corresponds to a single
electrode. The velocity vectors from all electrodes in Fig. 2.7 were overlaid and com-
bined into a single data set that describes the flow field on an individual electrode.
Figure 2.9 shows the combined 3D trajectories of tracer particles in a flow domain
with length L, where blue and cyan colors indicate trajectories sitting either on the
left or the right half of the domain with the symmetry plane at the electrode center.
It reveals a symmetry of the vortices above the electrode, which is in a good agree-
ment with the numerical prediction on the two-dimension flow field of ACEO vortex
[65, 75]. Additionally, some trajectories cross the symmetry plane (indicated in red
color), implying a symmetry breaking of the vortices. This may be partially due to
the small fluctuations of the setup not associated with ACEO flow.
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Figure 2.9: Combined 3D particle trajectories in the domain with one electrode, where the blue
and cyan indicate trajectories confined to only the left or the right half of the electrode surface.
The red lines represent the trajectories that cross the symmetry plane. Black solid lines outline the
combined domain above one electrode surface.

2.4.4 Error analysis based on particle velocities

Figure 2.10 depicts the variation of ux with x at different segments of the combined
flow domain (in Fig. 2.9): at 0 < y < 420 µm, z = 3 ± 0.5 µm; at 0 < y < 420

µm, z = 7 ± 0.5 µm; at 0 < y < 420 µm, z = 13 ± 0.5 µm and at 0 < y < 420 µm,
z = 27 ± 0.5 µm. As the particle velocities were measured in two time delays △t1
and △t2, the corresponding velocity points are denoted in two different colors in Fig.
2.10. As expected, ux measured in the short time delay △t1 varies in a large range
compared to the one in △t2, since the uncertainty of measurement on the velocity
is inversely proportional to the time delay. However, the tendencies of ux with x in
△t1 and △t2 appear to compare well, indicating that the uncertainty of measurement
has no effects to measure the characteristics of ACEO flow in this study. In addition,
due to the limitation of the measurable velocity in △t2, Figure 2.10a shows that at
z = 3±0.5 µm |ux| measured in △t1 is underestimated compared to ones measured in
△t1. According to |ux| in △t1, the maximum is about 150 µm/s nearby the electrode
edges (x ∼ 7 µm and x ∼ 63 µm). It can also be observed in Fig. 2.10a that at
z = 3 ± 0.5 µm the variation of ux in △t1 nearby the electrode edges is significantly
larger than one above its center. Assuming the uncertainty of measurement is the
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Figure 2.10: Scatter plot of the measured x-component particle velocities at 0 < y < 420 µm,
z = 3± 0.5 µm (a); at 0 < y < 420 µm, z = 7± 0.5 µm (b); at 0 < y < 420 µm, z = 13± 0.5

µm (c) and at 0 < y < 420 µm, z = 27 ± 0.5 µm (d), where the blue dots indicate the data
measured at the short time delay △t1 = 0.03 s and the red dots represent the ones at the long time
delay △t2 = 0.37 s.

same, this difference of velocity variation between at the electrode edge and near
the electrode center indicates that close to the electrode edge (z = 3 ± 0.5 µm) the
gradient of real ux in the z-direction is larger than one near the center, which is also
visible in Fig. 2.13.

Figure 2.11 depicts the variation of uy with x in the cases of △t1 and △t2 at the
same segments as ones in Fig. 2.10. uy changes in a small range, from ∼ −20 µm/s
to ∼ 20 µm/s for △t1 and from ∼ −2 µm/s to ∼ 2 µm/s for △t2. These variations
are very close to the range of the measurement uncertainty on uy for △t1 (from −14

µm/s to 14 µm/s) and for △t2 (from −1.1 µm/s to 1.1 µm/s). This indicates that the
tracer particles can be considered to be in a quasi-two-dimensional (quasi-2D) flow.

Figure 2.12 shows the variation of uz with x in the cases of △t1 and △t2. In gen-
eral, the tendencies of uz with x measured in △t1 and △t2 are the same. As expected,
the variations in uz for △t1 is larger than the one for △t2 due to the different meas-
urement error on the velocity. Comparing the measurements on ux, uy and uz in
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Figure 2.11: Scatter plot of the measured y-component particle velocities at 0 < y < 420 µm,
z = 3± 0.5 µm (a); at 0 < y < 420 µm, z = 7± 0.5 µm (b); at 0 < y < 420 µm, z = 13± 0.5

µm (c) and at 0 < y < 420 µm, z = 27 ± 0.5 µm (d), where the blue dots indicate the data
measured at the short time delay △t1 = 0.03 s and the red dots represent the ones at the long time
delay △t2 = 0.37 s.

different time delays △t1 and △t2, it is clear that for single measurement the data
points in △t2 will give a velocity field with a small variation.

2.4.5 Quasi-2D flow field

Since the tracer particles can be considered to be in a quasi-2D flow, the raw meas-
ured 3D particle velocity vectors are projected in the (x,z) plane, as shown in Fig.
2.13. As expected, two counter-rotated vortices are depicted over the electrode sur-
face. According to the density of the data points, the sticking particles close to the
electrode edges and the aggregated particles on the the electrode center can be clearly
seen. In particular, for the aggregated particles, Fig. 2.13 reveals that they collect in
the range of 1-7 µm away from the electrode surface, rather than being completely
stuck on the electrode surface.

Prior to further data analysis, measurement error like sticking particles on the
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Figure 2.12: Scatter plot of the measured z-component particle velocities at 0 < y < 420 µm,
z = 3± 0.5 µm (a); at 0 < y < 420 µm, z = 7± 0.5 µm (b); at 0 < y < 420 µm, z = 13± 0.5

µm (c) and at 0 < y < 420 µm, z = 27 ± 0.5 µm (d), where the blue dots indicate the data
measured at the short time delay △t1 = 0.03 s and the red dots represent the ones at the long time
delay △t2 = 0.37 s.

wall should be eliminated. Based on the minimum displacement of the particles
close to the wall, a discrimination process is performed: if the x-component of dis-
placement of the particle at the distance less than 3 µm away from the wall is less
than the maximum measurement error (1 µm) in consecutive frames, this particle is
considered to get stuck on the wall in the experiments. It should be noted that in this
way most of aggregated particles would be considered to be the "sticking" particles
due to the "stationary" situation, and be filtered out as well. As a result, it results in
a removal of about 41.2% of original data measured in △t1 and 37.3% measured in
△t2.

The obvious outliers in the retained data were then filtered out using a global
outlier detection algorithm based on the global standard deviation σ in the entire
data [64]:
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Figure 2.13: Quasi-2D particle velocity vectors projected in the (x,z) plane : (a) for △t1 = 0.03

s and (b) △t2 = 0.37 s, where ux is given in color bars. Black solid lines indicate the electrode
positions.
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σ2 =
1

N

N∑
i=1

e2i , e
2
i = u

′
· u

′
, u

′
(xi, zi) = uxz(xi, zi)− ūxz(xi, zi), (2.6)

where xi and zi are the coordinates of particle i, uxz = (ux, uz) the planar velocity
field and ūxz the average of its neighbors. In the present study, ūxz is calculated
using the Gaussian average:

ūxz(xi, zi) =

N∑
j=1

w
′

i,juxz(xj , zj), (2.7)

where w
′

i,j is the normalized weight of the neighboring particles. The weight of
the neighboring particle is determined by the relative distance from the neighboring
particle j to the particle i:

w
′

i,j =
wi,j∑N
j=1 wi,j

, wi,j = exp(−(
(xi − xj)

2

2σ2
d

+
(zi − zj)

2

2σ2
d

)) (2.8)

where xj and zj are the coordinates of neighboring particle j, and σd the standard
deviation of the weight. The standard deviation of the weight σd strongly determines
the interpolated velocity: a large value results in an over-smoothed velocity field,
whereas a small value leads to a less accurate value. Regarding the maximum of
random error ∼ 1 µm, σd was set to be 0.5 µm in this study, leading to σ = 33.6

µm/s for △t1 and σ = 8.1 µm/s for △t2. The spurious vectors with ei > 2σ are
removed from the data set, leading to a removal of 2.2% (of the retained data after
filtering the sticking particle out) for △t1 and 6.0% for △t2. In total, 37, 000 valid
vectors for △t1 are taken for the following analysis and 38, 000 valid vectors for △t2.

The valid vectors were interpolated on a Cartesian grid with the equidistant spa-
cing ∆x = ∆z = 1 µm. The velocity ūxz(xi, zi) at each point (xi, zi) of the Cartesian
grid is calculated by using the Gaussian averaging algorithm (according to Eq. 5.1
and 5.2). Correspondingly, the standard error of the mean on ūxz(xi, zi) is calculated
by

SE = σlocal/

√√√√ N∑
j=1

wi,j , σlocal =

√√√√ N∑
j=1

(uxz(xj , zj)− ūxz(xi, zi))2w
′
i,j (2.9)

with j the number of the particles in the region within a radius 2σd from the grid
point (xi, zi) and N the amount of these particles.

Figure 2.14 shows the interpolated velocity field in the domain Ω : [x, z] =

[0, 70] × [1, 48] (µm × µm) for △t1 = 0.03 s and △t2 = 0.37 s, respectively. Both ve-
locity fields illustrate two symmetric counter-rotating vortices above one electrode.
For △t1 = 0.03 s, the highest velocity ∼ 130 µm/s is found close to the electrode
edges. As expected, this large velocity cannot be found for △t2 due to the theoretical
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Figure 2.14: Quasi-2D velocity field on a regular grid with the spacing ∆x = ∆z = 1 µm in
the (x,z) plane: (a) for △t1 = 0.03 s and (b) △t2 = 0.37 s, where the magnitude of the velocity
U =

√
ū2
x + ū2

z is given in color bars. Black solid lines indicate the electrode positions.

maximum measurable velocity less than 57 µm/s. In this case, the data measured in
△t2 cannot be used to evaluate the velocities close to the electrode edges. Accord-
ing to the results in △t1, near the vortex centers the direction and magnitude of the
velocity change rapidly (see Fig. 2.14a). In contrast, the measurement in △t2 fails
to capture this rapid change of velocity measured in △t1, and instead gives a velo-
city field with a smoothed change of velocities. Compared to the ones in △t1, the
position of vortex centers in △t2 are located far away against the electrode surface,
suggesting that the long time delay cannot be used to measure the velocity of the
vortex in the present study. However, compared to in △t1, the velocities measured
in △t2 have a small fluctuation in the region far away from the electrode surface due
to the small random error, indicating that the precision of velocity measured in △t2
is better in this region.

As the diameter of tracer particles is 2 µm, the particle velocity measured at z ≈ 1

µm can be incorrectly measured due to the interaction between the particles and
wall, for example, the particles could rebound at the bottom wall due to large ūz or
roll over the wall surface due to the large variation of ūx in the z-direction. Besides,
the sticking particles at the wall may locally influence the electric and flow fields. As
a result, the following analysis will focus on the velocity field for z ≥ 3 µm, as shown
in Fig. 2.14.

The velocity profiles of ūx as function of x at different z are shown in Fig. 2.15,
where the error bar is indicated in terms of SE. Compared to ūx measured in △t1, the
underestimation of ūx in △t2 is clearly seen at z = 3 µm close to the electrode edges
(in Fig. 2.15a). When increasing z, the velocity significantly decreases according to
the measured velocities in △t1. At z = 7 µm, the maximum of ūx for △t1 is less
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ū
x

(µ
m

/s
)

z= 7 µm

 

 
at ∆ t1=0.0 3 s
at ∆ t2=0.3 7 s

0 10 20 30 40 50 60 70
−60

−40

−20

0

20

40

60

(c)

x (µm )

ū
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ū
x

(µ
m

/s
)

z= 27 µm

 

 
at ∆ t1=0.0 3 s
at ∆ t2=0.3 7 s

Figure 2.15: Profiles of ūx against x position at z = 3, 7, 13, 27 µm away from the bottom in a
quasi-2D velocity field. The error bars are given in terms of the standard error of the mean on ūx.

than theoretical maximum measurable velocity (57 µm/s) for △t2, and thus ūx in
△t2 is considered to be reliable. Fig. 2.15b shows that the measured ūx for △t1 and
△t2 appears to compare well. With the increase of z into 13 µm and 27 µm, the
measured ūx for △t1 is very consistent with one for △t2, indicating that to measure
the low velocities, both methods in △t1 and △t2 offer the same value. In addition,
as expected, ūx in △t1 has a large fluctuation on the resulting velocities, compared
to the ones in △t2. The averaged SE on ūx is about 5.3 µm/s in △t1 and 1.1 µm/s in
△t2, respectively.

Figure 2.16 shows the velocity profiles of ūz as function of x at different z. At
z = 3 µm, the maximum of ūz measured in △t1 is up to about 60 µm/s nearby the
center of the gap, as shown in Fig. 2.15a. In general, the tendencies of ūz with x in
△t1 and △t2 appear to compare well at z = 7, 13, 27 µm (Fig. 2.15b, c, d). In the
measured domain, the averaged SE on ūz , is 5.2 µm/s in △t1 while 1.1 µm/s in
△t2.
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Figure 2.16: Profiles of ūz against x position at z = 3, 7, 13, 27 µm away from the bottom in a
quasi-2D velocity field. The error bars are given in terms of the standard error of the mean on ūz .

2.4.6 Vorticity structure

According to the interpolated velocity field ūxz (z ≥ 3 µm) measured in △t1, the
spanwise component of the vorticity was calculated. In the present study, due to the
large fluctuation of the measured velocity in △t1, the velocity field in Fig. 2.14a was
further smoothed by a combination of discrete cosine transforms and a penalized
least-squares approach [20]. Figure 2.17 shows the spanwise vorticity in the domain
Ω : [x, z] = [0, 70] × [3, 48] (µm × µm). It depicts that both vortices are confined
to a small region near the edges of electrode. The vorticity distribution reveals that
the vorticity is generated near the electrode edge and dissipated towards the top
wall and electrode center. The boundary of the vortex (λ2 = −10) exhibits that the
vorticity distribution is symmetric. The absolute value of circulation for two vortices
are consistent, suggesting that the strength of these vortices due to ACEO on the
symmetric electrodes are more or less the same. In addition, the positions of vortex
center (referring to Eq. 2.2) are indicated in Fig. 2.17, which are at xc = 9.7 µm and
zc = 6.5 µm, and at xc = 60.7 µm and zc = 7.2 µm. Correspondingly, the averaged
position of vortex center is about 2.5 µm away from the electrode edge and 6.9 µm
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Figure 2.17: Vorticity and circulation at 2 Vpp and 1000 Hz, where pink solid lines indicate the
boundary of the ACEO vortex, λ2 = −10. Black solid line indicates the electrode position.

away from the substrate. It can be noted that the vortex center is different from the
position of maximum vorticity, which is due to the elimination of velocity field for
z < 3 µm.

2.4.7 Comparison with results in literature

The present experimental observations have some similarities and differences with
the results obtained by Green et al [24, 25]. Under similar operating conditions, the
present velocity distributions above the electrode agree with their observations: the
maximum velocity occurs close to the electrode edges, and falls off rapidly with dis-
tance along the electrode surface. As the measured velocities are low, i.e. in the order
of 10 µm/s, the ACEO flow to good approximation is a Stokes flow due to the dom-
inance of viscous forces in both our case and that of Green et al [24] (i.e. Re number
≪1). The streamline patterns and, inherently, the induced vortices therefore are in
good agreement as well; the vortical structure in Fig. 2.14a e.g. closely resembles the
numerical prediction in [25]. However, the width of the electrodes and gaps used in
this study is about half that of theirs: 56 µm and 14 µm, respectively, compared to
100 µm and 25 µm in [24, 25]. Hence, despite the close resemblance in vortical struc-
ture, the magnitude of the velocity measured in this study is different with theirs. In
[24], the maximum velocity was about 175 µm/s. In the present experiments, a max-
imum velocity of about 100 µm/s is found, which is considerably smaller (Fig. 2.15).
In theory, a higher velocity is expected in the present study, as the width of electrode
and gap is much smaller. This deviation between the experimental observations and
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the theoretical prediction may be due to different measurement positions. As the
ACEO flow is driven by the slip velocity on the electrode surfaces, the magnitude
of the velocity considerably decreases with distance to the electrode surfaces. In the
present experiments, the velocities are measured at a distance of above 3 µm away
from the electrode surfaces. In contrast, in [24] the velocity measurement was per-
formed within about 1 µm of the surfaces. The measurements depend significantly
on the measurement height due to the strong vertical velocity gradients, which may
partially explain the difference. In a recent study by Motosuke et al [51], a similar
flow channel as ours was used, where ITO electrodes were employed, separated by
a 25-µm gap. The maximum velocity above the electrodes (measured at about 1 µm
away from the surfaces) was about 100 µm/s at 2 Vpp and 1 kHz, which is compar-
able to our results.

2.5 Conclusions

In this study, the vortical structure due to AC electro-osmosis has been experiment-
ally investigated. The 3D particle trajectories above the interdigitated symmetric
electrodes were obtained using astigmatism micro-Particle-Tracking Velocimetry tech-
nique. It reveals that the flow field is periodic over each electrode along the elec-
trode array because of the spatial periodicity of the electrode pattern. This nature
of the flow field enables the overlapping of the velocity data points into a single
data set that describes the velocity field on an individual electrode. The variations
of the particle velocity measured in two time delays (△t1=0.03 s and △t2=0.37 s)
have demonstrated that the 3D velocity field of ACEO flow can be considered as one
quasi-2D flow field since the y-component of the particle velocities is small every-
where.

An averaged quasi-2D velocity field on a regular grid in the (x,z) plane was re-
constructed based on the different data sets in terms of time delay. The averaged
standard error of the mean on the interpolated velocities (ūx and ūz) are about 5.3
µm/s and 5.2 µm/s for △t1, and 1.1 µm/s and 1.1 µm/s for △t2. As expected, the
measurement with the long time delay has a small measurement uncertainty on the
velocity. However, due to the limitation of measurable range of velocity in △t2,
the velocity data measured in △t1 was used to analyze the ACEO flow. The velo-
city field in △t1 has clearly depicted a pair of counter-rotating vortices above the
electrode surface; the maximum velocity is close to the electrode edge. Due to the
particle-wall interaction, the measured velocities below z = 3 µm could be incor-
rectly measured. Therefore, only the velocity field with z ≥ 3 µm was taken into
account for further analysis. The resulting vorticity has shown that the vortex cores
are confined to a region close to the electrode edges. The circulation of each vortex
above one electrode has been quantified to be consistent, indicating that both vor-
tices are symmetric as expected. Overall, the vortex flow due to ACEO forcing can
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be quantitatively evaluated using astigmatism µ-PTV.



Chapter3
ACEO flows and vortices
for different electrolytes

AC electro-osmosis is widely utilized in micro/nano-fluidic applications due to its
versatility and simplicity in implementation. In this chapter the AC electro-osmosis
flow and the induced vortex are investigated for different electrolytes (0.1 mM KOH,
0.1 mM KCl and 0.1 mM KH2PO4 solutions) on an array of interdigitated symmetric
electrodes. Firstly, the velocity fields of the AC electro-osmosis are parametrically
measured using an astigmatism µ-PTV technique. Then, the strength of the vortex
is quantified in terms of the primary circulation. The results reveal that for different
electrolytes with the same ion concentration the performance of the ACEO flow is
similar, including the voltage-and frequency-dependence. The frequencies at which
the ACEO velocity is maximum, are around 300-800 Hz, and the magnitude of ve-
locity is proportional to the square of the applied voltage. The vortex strength vari-
ation follow the ACEO velocity. Although the parameter dependence is similar for
the three electrolytes, the magnitude of ACEO velocity and circulation are found to
be different. This difference can be attributed to the ionic properties and the pH
value of solution.

3.1 Introduction

Electrokinetic forcing is an increasingly attractive alternative to externally actuated
micro-flows. Compared to conventional actuation by mechanical components, the
actuation by electrokinetic forcing is highly effective and of low cost, since only an
electrode configuration without any moving part is needed. Recently, alternating
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current electro-osmosis (ACEO) was developed in micro/nano-fluidic systems by
using a low-voltage AC electric signal [67]. Due to its versatility and simplicity in
implementation, AC electro-osmosis has been utilized in various micro-fluidic ap-
plications, for example micro-pumping [5, 80], micro-mixing [30, 42, 71], and particle
manipulation/separation [17, 61, 92].

The velocity of ACEO is at low voltages proportional to the square of the applied
electric field (E) [67], while in the conventional electroosmosis the fluid velocity is
only proportional to E. Similar to the case on a charged dielectric surface, the form-
ation of the double layer on a charged polarized surface (ACEO) is attributed to the
preferential adsorption or desorption of certain ions under the electric field. Exper-
imental studies have indeed found that ACEO is strongly dependent on ion species
[4].

Hydrolytic reactions have also been observed in several studies of AC electro-
osmosis [18, 42, 54]. By measuring the variation of pH value in ACEO, Garacia-
Sanchez et al. [18] demonstrated the production of H+ ions due to hydrolytic reac-
tions at an AC voltage in a 0.1 mM KCl solution. The concentration of such H+ ions
can be much higher and become comparable with the ones of ions in the electrolyte.
Theoretical models considering the hydrolytic reactions have been reported [22, 58].
Depending on the pH value of the solution, the hydrolytic reactions have different
consequences [84]. So far, however, the effect of pH value on ACEO flow is not clear,
and further experiments are needed.

In the present study, the effects of ion-species and pH value on the AC electro-
osmosis and its characteristics (i.e. the voltage-and frequency-dependency) are ex-
amined to gain deeper insight in the driving mechanism of ACEO flow. For reason
of comparison, three kinds of salt with the same cation are used, e.g. KOH, KCl,
and KH2PO4 solution. The KOH and KCl electrolytes have different pH values: the
KOH solution is an alkaline electrolyte, while the KCl solution is a neutral electro-
lyte widely used in the study of ACEO [4, 18, 24]. The dimensions of the anions are
similar. The KH2PO4 solution is a weakly acidic electrolyte used as buffer in bio-
chemistry [49, 63] and has a similar pH value as the KOH solution, but its anionic
size is much larger. The concentration of three salts in the solution is the same, 0.1
mM. As this concentration is low, the salts are considered to be completely diluted
in the solution.

A coplanar array of interdigitated symmetric electrodes is used. Above the elec-
trodes, the AC electro-osmotic velocity and the induced vortex are measured by us-
ing the same astigmatism µ-PTV technique as in [44], at different AC voltages (1-4
Volts peak-peak, Vpp) and frequencies (50-3000 Hz). The mean axial velocity close to
the electrode is calculated, and its variation as function of voltages and frequencies
is analyzed. The strength of ACEO vortices, given in terms of circulation based on
the spanwise component of vorticity, is evaluated. The frequency at which the vor-
tex strength is maximal is obtained, and compared to the characteristic frequency of
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the ACEO velocity. Finally, the similarity and difference of the ACEO velocity and
vortex strength for different electrolytes are quantitatively analyzed as function of
the ionic species and the pH value of solutions.

3.2 Experimental methods

3.2.1 Device design

The microfluidic device, shown schematically in Fig 3.1, consisted of a straight mi-
cro channel, which was made by bonding an electrode-deposited glass substrate (0.7
mm thick) and a polycarbonate film (0.5 mm thick) with a double-sided adhesive
sheet (Optically Clear Adhesive 8212, 3MTM , USA). On top of the glass substrate
an Indium Tin Oxide (ITO) layer with a thickness of 120 nm was deposited for the
electrodes. The pattern of interdigitated coplanar symmetric electrodes were fab-
ricated by using a photolithography technique [44]. The width of each electrode is
56 µm, and the gap between the electrodes is 14 µm. Correspondingly, each period
of electrodes is of the horizontal extent of 70 µm. The electrodes are perpendicular
with respect to the axial direction of the channel. The height and width of the whole
channel are 48 µm and 1.0 mm, respectively.

3.2.2 Experimental setup

Three types of salts were used, i.e. potassium chloride (KCl), potassium hydrox-
ide (KOH), and potassium dihydrogen phosphate (KH2PO4) (Sigma-Aldrich Corp.,
USA). They were mixed in deionized (DI) water, with a concentration of 0.1 mM.
Fluorescent polymer micro-particles with a diameter of dp = 2 µm and a density
of 1.05 g/cm3 (Fluoro-Max, Duke Scientific Corp., Canada) were employed as tracer
particles to measure fluid velocity. They were diluted in the electrolytes with a con-
centration of about 0.01 % (w/w). The conductivity of the electrolytes σ after adding
the fluorescent micro-particle solution was measured to be 1.5 mS/m for the KOH
solution, 1.7 mS/m for the KCl solution, and 1.3 mS/m for the KH2PO4 solution, re-
spectively (IQ170, Scientific Instruments, USA). The pH value of the three solutions
was measured to be 9.5 for the KOH solution, 6.5 for the KCl solution and 6.0 for the
KH2PO4 solution, respectively (IQ170, Scientific Instruments, USA). An AC signal
for the electrode array was provided by a function generator (Sefram4422, Sefram,
the Netherlands). The voltage and frequency of the applied voltage were measured
using a digital oscilloscope (TDS210, Tektronix, USA).

The velocity measurement was performed using an astigmatism micro-particle
tracking velocimetry technique (astigmatism µ-PTV) [44]. The basic principle of
astigmatism µ-PTV is that due to the anamorphic effect by inserting a cylindrical
lens, particle images are deformed into ellipses [9]. This ellipticity is directly related
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Figure 3.1: Schematic diagram of the micro device (a) and cross-section of channel geometry (b).
An array of symmetric electrode pairs is on the bottom of the micro-channel. Each electrode is 56
µm in width and the gap between the electrodes is 14 µm in width.

to the particle position normal to the focal plane. A fluorescence microscope with a
20× Zeiss objective lens (numerical aperture of 0.4 and focal length of 7.9 mm) was
used. To illuminate the fluorescent tracer particles, a pulsed monochromatic laser
beam with a wavelength of 532 nm was produced by a Nd:YAG laser (ICE450, Quan-
tel, USA). The CCD camera (12-bit SensiCam qe, PCO, Germany) was used with a
resolution of 1376×1040 pixel2. A digital delay generator (DG535, Stanford Research
Systems, USA) controlled the timing of the laser and camera simultaneously. In front
of the camera, a cylindrical lens with a focal length of 150 mm (LJ1629RM-A, Thor-
labs, USA) was added. Since the velocities vary in a large range, two alternating
time delays (∆t =0.03 s and 0.37 s) were used in the data acquisition of consecutive
images. The image recordings were exported from the camera and imported in the
computer. A MatLab program was implemented to process the recorded images and
calculate the 3D positions of each tracer particle. The measurement uncertainty on
the estimated positions was estimated, and is 1 µm with standard deviation of 0.32
µm in the x-direction, 0.4 µm with standard deviation of 0.25 µm in the y-direction,
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and 1.1 µm with standard deviation of 0.37 µm in the z-direction [44].
Several forces acting on the tracer particles have been discussed in the previ-

ous study [44]. It has been shown that the drag force is dominant for the particle
movement, while buoyancy, electrothermal flow, dielectrophoretic force (DEP) and
Brownian motion can be neglected. Therefore, particle tracks reliably represent the
fluid streamlines of the ACEO flow. To obtain enough data points in one data set,
the experiments were repeated using the same parameters. In general, around 12000
particle velocity vectors were measured.

3.2.3 Data processing

3D velocity fields of ACEO flow were obtained in the present electrode configura-
tion, showing the periodicity of the flow across all electrodes and the symmetry of
the two vortices on a single electrode, as also found in the previous study [44]. All
velocity data were aggregated into a data set above half of an electrode in one quasi-
2D flow field, describing the flow in a single vortex. This involves two steps: firstly
the raw velocity points were overlaid on a single electrode, and then based on the
electrode center the overlaid velocity points were mirrored into a domain covering
half of the electrode.

Measurement errors, like sticking particles on the wall and obvious outliers, were
eliminated from the data set. To distinguish the sticking particles on the bottom wall,
a discrimination process was performed based on the minimum displacement of the
tracer particles: for the tracer particles at a height (z) of less than 3 µm away from the
bottom wall, if its axial displacement ∆x was less than the maximum measurement
error (1 µm), the particle is considered to be a sticking particle in the experiment and
removed from the data set. An outlier filter was applied based on the local velocity
deviation ei of each particle i and the global standard velocity deviation σ. The data
points with ei > 2σ were removed from the data set [44]. The retained vectors were
then interpolated on a Cartesian grid with the equidistant spacing ∆x = ∆z = 1 µm
by using the Gaussian averaging algorithm [44].

Figure 3.2 depicts the interpolated fluid flow above one half of the electrode at a
voltage of 2 Vpp and frequency of 600 Hz in the 0.1 mM KOH solution. A vortical
structure of the flow is clearly shown. The magnitude of velocity components (in the
x- and z-directions) is represented in colors. It shows that the x-component velocity
ux reaches a maximum of around 100 µm/s close to the electrode surface, and con-
siderably decreases with vertical distance to the electrode surface. A large absolute
value of the z-component of velocity uz is found nearby the electrode edges. Because
of the interaction between the tracer particles (with a diameter of 2 µm) and bottom
walls, the analysis in this paper will only focus on the interpolated velocity fields at
z ≥ 3 µm.

The strength of the generated vortices was calculated in terms of the spanwise
component of the vorticity,
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Figure 3.2: Interpolated fluid flow above one half of the electrode at a voltage of 2 Vpp and fre-
quency of 600 Hz for the 0.1 mM KOH solution: (a) the x-component velocity ux is given in color
while (b) the z-component velocity uz is given in color. The bold black lines indicate the position
of half of the electrode.

ωy =
∂ux

∂z
− ∂uz

∂x
. (3.1)

In Fig. 3.2, the measured velocities with large fluctuations were found. To elim-
inate these fluctuations, the interpolated velocity field was further smoothed [44].
The boundary of vortices is identified using the eigenvalues of the strain-rate tensor
(λ2-method). In this method, a vortex is defined as a region which boundary is a
closed λ2 contour line, where the variable λ2 is defined in the (x, z) plane as [33, 86]

λ2 = (
∂ux

∂x
+

∂uz

∂z
)2 − 4(

∂ux

∂x

∂uz

∂z
− ∂ux

∂z

∂uz

∂x
). (3.2)

Once the vortex is identified, the circulation, i.e. strength, of the vortex is given
via the area integral,

Γ =

∫
A

ωydA, (3.3)

where the area A is determined via the constant λ2 contour line and the vorticity
determination has a limitation of z ≥ 3 µm. In the present study, λ2 = −10 is used.
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3.3 Results and Discussion

3.3.1 Velocity profiles above the electrode surface

The velocity close to the electrode surface is a measure for the ACEO slip velocity
in the electric double layer. Figure 3.3 depicts the axial velocity (ux) as a function of
position x at a height of z = 3 µm above the electrode surface for frequencies of 100
Hz, 600 Hz and 1500 Hz and voltages ranging from 1 Vpp to 4 Vpp for the 0.1 mM
KOH solution. The magnitude of ux reaches a peak near the electrode edge, and then
falls off rapidly along the electrode surface and vanishes at the center. The profile is
symmetric around the center of the electrode. Similar velocity profiles above the elec-
trode surface were obtained for the KCl and KH2PO4 solutions, but their magnitude
is different. In the velocity profiles, however, some data points are not available at
the positions close to the electrode center (x = 35 µm), see Fig. 3.3. This is due to the
measurement limitation where the concentration of the tracer particles was too low
in some regions. To estimate the axial velocity data to the positions without measure-
ment points, a matching equation was implemented by extrapolating a curve across
the measured data points. To this end, several constraint conditions for such match-
ing curve should be taken into account. Firstly, due to the periodicity and symmetry
of the flow field in the measured domain 0µm ≤ x ≤ 35µm, the tangential velo-
city component at the center of the gap (x = 0µm) and the center of the electrodes
(x = 35µm) should be equal to zero: ux|x=0µm = ux|x=35µm = 0. Secondly, after
reaching a maximum close to the electrode edge, ux should rapidly fall along the
electrode surface. Finally, the matching function should be symmetric based on the
center of the gaps, ux(−x) = −ux(+x). To meet these conditions, a matching equa-
tion of the following form was employed

ux(x) = a sin(xπ/L) exp(−bx2), with L = 35µm (3.4)

with a and b being fitting coefficients, and x is the position on the surface in µm.
Consequently, the curves were fitted on the experimental data. Figure 3.3 shows
the matching curves. The corresponding R2 and root-mean-square error (RMSE)
between the experimental data and the matching curves were given in table 3.1. It
shows that the curves match well for the measured velocities. Based on this curve,
the missing data points can be extrapolated.

However, a large RMSE and low R2 were identified in some cases, e.g. at 3 Vpp

and 600 Hz in table 3.1. This is attributed to the sticking particles during the meas-
urement. In the data process, even though the discrimination method was applied to
filter out the potential sticking particles (based on the critical position, z =3 µm, and
the displacement in successive images), this method can not completely filter out all
sticking particle data, as the estimated z-position of some sticking particles due to
the measurement uncertainty would be larger than the critical position. As a result,
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Figure 3.3: Axial velocity distributions at z =3 µm for 100 Hz, 600 Hz and 1500 Hz with AC
voltage of 1, 2, 3, and 4 Vpp for the KOH solution, where the error on each position of the grid
is calculated by the standard error of the mean [44]. The matching curves are given based on the
matching equation (Eq. 3.4). The bold black lines indicate the position of half of the electrode. Due
to velocity varying in a wide range in this study, the different time delays, △t = 0.03 s and 0.37
s, were used in the measurement.

these sticking particles with z >3 µm lead to a significant decrease of the velocity, es-
pecially close to the electrode edges (x = 7 µm) where the DEP forcing could become
dominant on the sticking particles [24]. A simple way to effectively filter out these
retained particles is to increase the critical position below which the data points are
removed. The axial interpolated velocities based on the critical position of z = 4 µm
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Table 3.1: Squared correlation coefficient (R2) and root-mean-square error (RMSE) between the
experimental data for the KOH solution and the corresponding matching curve (Eq. 3.4) .

R2 RMSE (µm/s)
100 Hz 600 Hz 1500 Hz 100 Hz 600 Hz 1500 Hz

1 Vpp 0.94 0.96 0.94 0.9 0.9 0.8
2 Vpp 0.93 0.97 0.81 3.3 4.3 7.2
3 Vpp 0.91 0.36 0.92 7.7 36.7 13.0
4 Vpp 0.95 0.88 0.62 9.2 35.3 32.0

for the case of 3 Vpp and 600 Hz is shown in Fig. 3.4b. Compared to the one on the
critical position of z = 3 µm (in Fig. 3.4a), the obvious decrease of the axial velocity
points close to electrode edge disappears. Correspondingly, R2 of the fitting curve
with the critical position of z = 4 µ considerably increases from 0.36 to 0.90, and
the RMSE decreases from 36.7 µm/s to 13.4 µm/s, indicating a matching curve with
less error on the extrapolation. However, comparing the measured velocity using
the critical position of z = 3 µm, the magnitude of measured velocity is high when
using the critical position of z = 4 µm as shown in Fig. 3.4, as more measured data
with a low velocity are filtered out if the critical position is increased. In order not to
over-filter out the measured velocity points close to the electrode surface, a critical
position of z = 3 µm was chosen in the present study.
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Figure 3.4: Comparison of axial velocity distributions by using the different critical positions
in the filtering procedure for the case of 3 Vpp and 600 Hz in the KOH solution: (a) the critical
position of 3 µm and (b) the critical position of 4 µm. The corresponding matching curves are
given, where the bold black lines indicate the position of half of the electrode.
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Figure 3.5: Mean axial velocity at z =3 µm (ūx|z=3µm) as function of frequency and voltage for
the (a) 0.1 mM KOH, (b) 0.1 mM KCl and (c) 0.1 mM KH2PO4 solutions. The error bar is given
in terms of the RMSE.

3.3.2 ACEO velocity variations as function of voltage and frequency

Since the matching curves showed a good agreement with the measured local ve-
locities, the mean axial velocity at z = 3 µm along the substrate can be calculated
as

ūx|z=3µm =
1

L

L∫
0

ux(x)dx, L = 35 µm (3.5)

where ux(x) is based on the fitting equation (Eq. 3.4). Figure 3.5 shows the mean
axial velocities as a function of frequency at voltages of 1, 2, 3 and 4 Vpp for the 0.1
mM KOH, 0.1 mM KCl and 0.1 mM KH2PO4 solutions. It reveals that the mean axial
velocity varies nonlinearly with frequency by firstly increasing and subsequently
decreasing. The frequencies for which velocity ūx|z=3µm is maximum are observed
to be in the range of 300-800 Hz for the three electrolytes.

A vortex structure was observed above the surface for the three electrolytes,
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Figure 3.6: (a) Mean axial velocity at z =3 µm as function of V 2 for 100 Hz, 600 Hz and 1500 Hz
for the KOH solution. (b) Variation of exponent c as function of frequency for different electrolytes

and the velocity profiles above the electrode surface are similar: the ACEO velocity
reaches a maximum close to the electrode edge, directing towards the electrode cen-
ter. The relation between the mean axial velocity and the applied voltage is obtained
by calculating the mean axial velocity. As shown in Fig. 3.6a, the mean axial velocity,
ūx|z=3µm, approximately increases with V 2 for frequencies of 100, 600 and 1500 Hz
in the 0.1 mM KOH solution, since the linear regression lines have correlation coeffi-
cients R ≥ 0.98. This tendency of velocity variation in terms of voltage is consistent
with the linear theoretical prediction [25, 65], suggesting that the zeta-potential in the
EDL varies linearly with the applied voltage. Additionally, the variation of ūx|z=3µm

as function of voltage is determined statistically in terms of the exponent c on the
applied voltage for different frequencies and electrolytes, seeing Fig. 3.6b. As the
variation of c according to the frequency is small, the exponent c can be reasonably
considered to be a constant factor, and the averaged c is about 2.5± 0.3 for the KOH
solution, 2.3 ± 0.6 for the KCl solution, and 2.2 ± 0.4 for the KH2PO4 solution, re-
spectively. The exponents for the KCl and KH2PO4 solutions are close to the linear
theoretical factor c = 2, while the one for the KOH solution is slightly higher.

A frequency-dependence of the mean axial velocity has been found. For the three
electrolytes the characteristic frequencies at which the ACEO velocity reaches a max-
imum are around 300∼800 Hz, as shown in Fig 3.5. In theory, the characteristic fre-
quency is defined as fmax ≈ 1/2πRoCDL, where Ro = lo/σ is the bulk resistance
per unit area, where lo is the characteristic length of the electric field and CDL the
double layer capacitance per unit area [58]. Using the Debye-Hückel approximation,
CDL is approximately given by the diffusive layer capacitance, CDL = ε/λD, with
the Debye length λD =

√
εkBT/ΣncnZ2

ne
2 where cn is the concentration of the n th

ionic species, Z its valence, kB the Boltzmann’s constant, T the temperature and e an
elementary charge [65]. For a binary symmetric electrolyte containing positive and
negative ions with opposite valences Z+ = −Z− = Z, fmax is only determined by
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cn and σ. For the present experiments, fmax is calculated to be about 743 Hz, 842
Hz and 644 Hz for the KOH, KCl and KH2PO4 solutions at c = 0.1 mM and lo = 14

µm (the length of gap between the electrodes). These predicted characteristic fre-
quencies are in the same range as the experimental frequencies at which maximum
velocity occurs.

Additionally, the results reveal that the characteristic frequencies for three elec-
trolytes are weakly voltage-dependent, tending to move towards the low frequency
by increasing voltage. For example, when the voltage increases from 1 Vpp to 4 Vpp

for KOH, the corresponding characteristic frequency reduces from approximately
600 Hz to 300 Hz. A similar shift of the characteristic frequency of the ACEO ve-
locity with voltage was also observed in literature [5, 24, 80]. Such a shift of the
characteristic frequency with voltage was attributed to the nonlinear charging pro-
cedure in the double layer [58]. When the voltage is increased (much higher than the
thermal voltage), the double layer capacitance reduces from ε/λD(1 + δ) to εδ/λD

with δ the capacitance ratio between diffuse layer and Stern layer. As a result, the
characteristic frequency of the slip velocity is reduced by the factor of δ/(1+δ). Based
on the numerical model in [58], δ is calculated to be about 1 in this study.

3.3.3 Circulation as function of voltage and frequency

Figure 3.7 shows the variation of the circulation Γ as function of frequency at voltages
of 2, 3 and 4 Vpp for the KOH, KCl and KH2PO4 solutions. Here, the circulation at
1 Vpp is not taken into account since the value is close to zero at all frequencies.
In general, the circulation is strongly frequency-dependent, and the maximum of Γ
occurs to be at frequencies 300-800 Hz for the three electrolytes. This frequency range
is similar to the characteristic frequency of the mean axial velocity as shown in Fig.
3.5.

The experimental results show that for a given voltage the optimal frequency for
the maximum of Γ is consistent with the optimal frequency of the ACEO velocity.
When the frequency is fixed, Γ increases considerably with the increase of V (see Fig.
3.6 and 3.8). This dependence of the circulation on the frequency and voltage can be
understood from the formula of the vorticity which is proportional to the gradient
of the velocity (see Eq. 3.1). Figure 3.8 shows Γ as a function of the square of the
applied voltage at different frequencies (100 Hz, 300 Hz, 600 Hz and 1500 Hz) for
the KOH, KCl and KH2PO4 solution. The linear regression lines for the circulation
as function of V 2 show that the curving fitting approximately matches the variation
of the circulation in terms of voltage, as the correlation coefficients are around R2 =

0.9. However, it should be noted that the magnitude of Γ is also influenced by λ2

following Eq. 3.2. With the increase of velocity, the region used to calculate the
vortex strength is increased as well. As a result, the strength of the ACEO-induced
vortex increases as function of voltage by an exponent of more than 2.
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Figure 3.7: Circulation of the ACEO vortex as function of frequency at different voltages for the
0.1 mM KOH (a), the 0.1 mM KCl (b) and 0.1 mM KH2PO4 (c) solutions, where λ2 = −10.

3.3.4 Effect of pH value on ACEO flow

In order to study the effect of the pH value we first compare the KCl and KOH
solutions since OH− and Cl− have a similar ionic size while their pH is different:
pH=6.5 for the KCl solution and pH=9.5 for the KOH solution.

Hydrolytic reactions always occur in ACEO, even though this reaction is inhib-
ited by using a low-voltage AC signal. As known from [84], pH influences the hy-
drolytic reactions. In a neutral condition, the hydrolytic reactions on the electrodes
are [84]

H2O → 2H+ +
1

2
O2 + 2e− (anode) (3.6)

2H2O+ 2e− → 2OH− +H2 (cathode). (3.7)

Since the applied voltage is low, the hydrolytic reactions are considered to be
restricted to the electric double layer. In general, the produced H2 and O2 gases
are immediately dissolved into the bulk solution [84]. As the charge of produced
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Figure 3.8: Circulation Γ as a function of the square of voltage at frequencies of 100 Hz, 300 Hz,
600 Hz and 1500 Hz for the 0.1 mM KOH, 0.1 mM KCl and 0.1 mM KH2PO4 solutions, where
λ2 = −10.

H+/OH−ions is consistent with the charge of the electrodes, these H+/OH− ions are
transported away from the electrodes to the bulk solution through electromigration.
As a result, the local concentration of ions in the double layer is not affected by the
production of H+/OH−ions since the double layer is dominated by coions coming
from the bulk solution. Furthermore, the cyclic alternations of hydrolytic reactions
occur due to the AC signal, and the produced H+/OH− ions, moving in the bulk,
tend to neutralize each other. Therefore, the ionic concentration in the bulk is not
increased or decreased by the overall hydrolytic reactions.

However, in a basic condition, like KOH solution, the general hydrolytic reac-
tions are different, i.e. [84]

2OH− → H2O+
1

2
O2 + 2e− (anode) (3.8)
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2H2O+ 2e− → 2OH− +H2 (cathode). (3.9)

At the anode OH− ions in the electrolyte are consumed by the hydrolytic reac-
tion, compared to the production of H+ in a neutral condition. As a result, this con-
sumption of OH− reduces the concentration of counterions (OH− ions) in the double
layer at the anode. This reduction of ionic concentration due to the hydrolytic re-
actions lowers the ACEO velocity. Assuming the ionic concentration of electrolytes
are the same, the KOH solution due to hydrolytic reactions would have a low ACEO
velocity compared to the KCl (a neutral electrolyte), which is consistent with the ex-
perimental observations. Note that even though the OH− ions in the electrolyte are
consumed at the cathode in a basic condition, these OH− ions will be compensated
by the creation of OH− at the cathode during a cycle of AC signal. Therefore, the
concentration of ions in the bulk is not affected by hydrolytic reactions in a basic
condition.

3.3.5 Effect of ionic species on ACEO flow

To study the effect of the ionic species on the magnitude of the ACEO flow, the KCl
and KH2PO4 solutions are compared in more detail. The pH value for both solutions
are similar, pH=6.5 and pH=6.0 for the KCl and the KH2PO4 solution respectively,
while their (an)ionic properties are different.

Figure 3.5 shows that the magnitude of the mean axial velocity is different for the
three electrolytes: in general, the velocity is larger for the KCl solution than for the
KH2PO4 solution. Since the species of cations in the electrolytes are the same, the
difference in ACEO flow in the present study must be associated with the properties
of the anions and their specific behavior under the electric field.

During the charging procedure of the electric double layer, the rate of electromigra-
tion of the ions is determined by the rate of diffusion. A lower diffusion mobility of
ions means that less ions can be transported into the double layer for a given char-
ging time, resulting in a smaller ACEO velocity. Comparing diffusion coefficients of
Cl− and H2PO−

4 , which are 2.03 × 10−9 m2/s and 0.85 × 10−9 m2/s at 25 oC for a
dilute solution [43], the diffusion coefficient of H2PO−

4 is the smallest. This suggests
that the KH2PO4 solution should have the smallest ACEO velocity, which is consist-
ent with the experimental observations. Furthermore, Gonzalez et al. numerically
studied the effect of ionic mobility on the ACEO velocity [22]. They found that the
magnitude of the ACEO is strongly sensitive to the asymmetry of the diffusion coef-
ficients between cations and anions, γ = (D+ −D−)/(D+ +D−), where D+ and D−
are diffusion coefficients of cations and anions. Since the diffusion coefficient for the
K+ ion is 1.96 × 10−9m2/s [43], γ is -0.017 and 0.395 for the KCl and KH2PO4 solu-
tions, respectively. Comparing these γ-values with the experimental observations
suggests that indeed a large asymmetry of diffusion coefficients leads to a low slip
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velocity.
Finally, the ionic size can also play an important role in the velocity difference

in ACEO. During the charging of the double layer, more and more ions accumulate
close to the electrodes. Due to the effect of ionic size, the crowding ions lead to an
overcharging of the diffusive layer, reducing the zeta-potential [3, 36]. Comparing
the ionic diameter for Cl− and H2PO−

4 , which is about 0.3, and 0.45 nm, respectively
[35], the double layer in the KH2PO4 solution theoretically has the smallest zeta-
potential due to the crowding effect of ions, and therefore the lowest ACEO velocity,
which is consistent with the experimental result.

3.4 Conclusions

In this study, ion species and pH dependence of the ACEO flow and the induced
vortex in the low voltage range has been experimentally investigated using an astig-
matism µ-PTV technique. For three different electrolytes, i.e. the 0.1 mM KOH, 0.1
mM KCl and 0.1 mM KH2PO4 solutions, the frequency for the maximum ACEO ve-
locity is in the same range of around 300-800 Hz for the low voltage range 1-4 Vpp.
The variation of the ACEO velocity above the electrode surface is found to be ap-
proximately proportional to the square of the applied voltage, which is consistent
with the numerical prediction [25, 65]. The optimum frequency of the circulation is
also found to be around 300-800 Hz. This optimum frequency is consistent with the
characteristic frequency of the mean axial velocity measured for three electrolytes,
illustrating that the circulation is primarily determined by the magnitude of ACEO
velocity. As expected, the variation of circulation is also found to increase as function
of the applied voltage by an exponent of about 2.

Comparing the KOH and KCl solutions shows that the ACEO velocity in the
KOH solution is less than the one in the KCl solution. As explanation the pH effect
on ACEO by hydrolytic reactions is discussed. In a neutral solution, like KCl, the
hydrolytic reactions create H+/OH− ions. As these ions have the same sign with the
charged electrodes, they are transported away from the double layer, and thus have
no influence on the ionic structure in the double layer. However, in a basic solution,
like KOH, the hydrolytic reactions lead to a consumption of the OH− ions at the
anode, reducing the concentration of coions in the double layer and a lower ACEO
velocity is expected. This is consistent with experimental observations.

The effect of ion-species on the ACEO performance has been evaluated for KCl
and KH2PO4 solutions with the same concentration of 0.1 mM. The results indicate
that the ion-species do not affect the flow pattern and the parameter-dependence
(voltage and frequency) of ACEO, including the characteristic frequency and the
velocity increase in terms of voltage. However, the magnitude of the ACEO velocity
and circulation are different according to the type of salts in the electrolyte. This
velocity difference of ACEO is considered to be attributed to the difference of ionic
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properties. For example, ionic species with a low mobility are expected to have a
low ACEO velocity due to the low charging process. Furthermore, ions with a large
size result in a low ACEO velocity because of the crowding effect in the double layer.
These predictions are consistent with the experimental observations in the KH2PO4

solution and the KCl solution.
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Chapter4
Numerical analysis of

ACEO flows and vortices

This chapter presents an experimental validation of a numerical study on the
vortical structures in AC electro-osmotic (ACEO) flows. First, the 3D velocity field
of ACEO vortices above the symmetric electrodes is experimentally investigated us-
ing astigmatism micro-Particle Tracking Velocimetry (astigmatism µ-PTV). The ex-
perimental obtained velocities are used to validate an extended non-linear Gouy-
Chapman-Stern (GCS) model accounting for the surface conduction effect. A qualit-
ative agreement between the simulations and experiments is found for the velocity
field when changing AC voltage (from 1 Vpp to 4 Vpp) and the frequency (from 50

Hz to 3000 Hz). However, the predicted magnitude of the velocity profiles are much
higher than the experimentally obtained ones, except in some cases at low frequency.
For frequencies higher than 200 Hz, a correction factor is introduced to make the nu-
merical results quantitatively comparable to the experimental ones. In addition, the
primary circulation, given in terms of the spanwise component of vorticity, is nu-
merically and experimentally analyzed as function of frequency and amplitude of
the AC voltage. The outline of the vortex boundary is determined via the eigen-
values of the strain-rate tensor estimated from the velocity field. It reveals that the
experimental circulation is frequency dependent, tending to zero at both low and
high frequency and the maximum changing from around 600 Hz for 2 Vpp to 300 Hz
for 4 Vpp. The variation of the predicted vortex circulation as function of frequency
and voltage, after using the above correction factor, is in good conclusion with the

This chapter is based on: Liu Z., Speetjens M. F. M., Frijns A. J. H. and van Steenhoven A. A. Microfluid
Nanofluid, 16(6) 1019-1032, 2014 [45]
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experiments.

4.1 Introduction

AC electro-osmosis is in essence flow forcing by electro-kinetic effects induced via a
low-voltage AC electric field [66]. Unidirectional motion of the mobile charge carri-
ers (ions) accumulated in the electric double layer (EDL) gives rise to a slip layer that
acts as a "driving wall" above the electrode surface, directed from the electrode edge
to its center [67]. This slip velocity is strongly determined by the ion dynamics and
the gradient of the electric field in the EDL, and reaches a maximum nearby the elec-
trode edge. The velocity magnitude can be characterized in terms of the frequency
and amplitude of the applied AC voltage and the electrolyte conductivity. It tends
to zero at both low and high frequencies, and depends nonlinearly on the amplitude
of the voltage [24]. However, so far experimental observations and numerical sim-
ulations exhibit great discrepancies, and the results vary with the properties of the
fluids [3, 25]. Several aspects of ACEO flow are still not fully understood. In-depth
experimental and numerical investigations of the 2D and 3D velocity distributions
are an essential step in further exploring ACEO as a flow-forcing technique in lab-
on-a-chip systems.

Proper modeling of ACEO remains a formidable challenge to date and then in
particular for higher AC voltages. In theory, the behavior of aqueous suspensions of
charge ions under the action of AC electric fields relates to the structure and electric
state of its ionic atmosphere (electric double layer) and solid/liquid interface [46].
According to the classical Poisson-Boltzmann theory (See Appendix A1), the distri-
bution of the ion density q in a binary symmetric electrolyte subject to an electric field
(e.g. an aqueous solution of salt containing an equal number of positive and negative
ions with equal mobilities) is a function of the potential drop across the diffuse layer
of the EDL (the so-called zeta potential, ζ ) according to the relation [50, 58],

q = − ε

λD

2kBT

Ze
sinh(

Zeζ

2kBT
), (4.1)

where ε is the permittivity of the solvent, kB the Boltzmann’s constant, T the tem-
perature, λD =

√
εkBT/2coZ2e2 the Debye length (co is the ionic concentration),

e an elementary charge and Z its valence. The bulk solution, i.e. the region out-
side the EDL, is assumed to be charge neutral with uniform charge concentration.
Hence, (dis)charging of the electrolyte is considered to take place only in the diffuse
layer. Moreover, the thickness of the EDL, given by the Debye length, is negligible
compared to the typical dimensions of the flow domain and may thus be ignored;
its effect upon the electric field in the domain interior is incorporated in nonlinear
boundary conditions [1, 58, 65]. These assumptions reduce the electrokinetic prob-
lem based on the nonlinear Gouy-Chapman model (See Appendix A1). In order to
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resolve the shortcomings of the Gouy-Chapman model, an extension accounting for
the Stern layer in series with the diffuse layer is incorporated, resulting in the Gouy-
Chapman-Stern (GCS) model [50]. This GCS model is the most commonly used. In
spite of predictions qualitatively similar to experiments [3], the classical GCS model
nonetheless tends to overpredict the fluid velocity at high voltages. Some phenom-
ena which might take place at high voltages were taken into account by others, in-
cluding Faradaic current injection [58] and steric effect of ions of finite size in the
diffuse layer [36, 78]. It was found that the production of ions by Faradaic reaction
reduces the slip velocity significantly [58]. To fit the steric effects incorporated in
the model to experimental data, the ion size has to be about one order of magnitude
larger than their physical values [78].

Surface conduction refers to the movement of charged ions within the EDL [46].
As the ionic concentration increases exponentially with respect to the zeta potential,
q ∝ sinh(Zeζ/2kBT ), the conductivity of the electrolyte in the EDL due to excess
ions might be much higher than in the bulk at high voltages. As a result, a significant
amount of ion flux parallel to the surface through the EDL reduces the tangential
component of the electric field, leading to lowering the ACEO velocity [26, 34, 74].
The present study aims to investigate whether the extended model accounting for
surface conduction provides a better prediction of experimental observations.

In this paper, we present a numerical investigation of the experimentally meas-
ured 3D flow structure of AC electro-osmosis. By way of 3D velocity measure-
ments using astigmatism micro-Particle Tracking Velocimetry (astigmatism µ-PTV)
[9], presence and properties of flow structures are obtained in laboratory experi-
ments. Simulations of ACEO flow are performed with an extended nonlinear Gouy-
Chapman-Stern (GCS) model accounting for the surface conduction. Compared to
the standard GCS model, the effect of surface conduction on the predicted slip ve-
locity is analyzed. Its predictions are qualitatively validated by these experimental
results. Due to the over-prediction by the model, a global correction factor for the
velocity is proposed to compare the numerical to the experimental results. The ex-
perimental and numerical fields after this correction are then compared.

4.2 Experimental Setup and Measurement

4.2.1 Laboratory Set-up

The microfluidic device consists of a straight micro channel, which was made by
bounding a double sided adhesive acrylic type sheet (Optically Clear Adhesive 8212,
3MTM , USA) between a polycarbonate top layer (0.5 mm thick) and glass substrate
layer (0.7 mm thick), shown schematically in Fig. 4.1a. On top of the glass substrate
an Indium Tin Oxide (ITO) layer with 120 nm thickness (Praezisions Glas & Op-
tik GmbH, Germany) was deposited as electrode. The symmetric parallel electrode
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Figure 4.1: Schematic diagram of the micro-channel with a symmetric periodic electrode array.
(a): the structure of the channel, (b): ACEO configuration of a 2D periodic microchannel with a
symmetric electrode pair, which encompasses the horizontal extent L = W + G, with W and G

indicating the electrode and gap widths, respectively.

pattern was fabricated by using photolithography [44], and is perpendicular with
respect to the axial direction of the channel. The width of each electrode is W = 56

µm, and the gap between the electrodes is G = 14 µm. Correspondingly, one spatial
period encompasses the horizontal extent L = W + G, as shown in Fig. 4.1b. In
the acrylic type sheet, the outline of the micro-channel is formed by ablation with
an Excimer-laser (Micromaster, OPTEC Co., Belgium). The whole channel is about
H = 48 µm high and 1 mm wide.

The device was mounted on a chip holder and was connected via a silicon tube
with an inner diameter of 0.79 mm (L/S, Masterflex, the Netherlands) to a syringe.
Potassium chloride (KCl) solutions with a concentration of 0.1 mM (Sigma-Aldrich
Co., USA) were used as working fluid. Fluorescent polymer micro-particles with a
diameter of dp = 2 µm (Fluoro-Max, Duke Scientific Corp., Canada, 1% solids, with
a density of 1.05 g/cm3) were utilized as tracer particles to measure fluid velocity,
and were diluted in the working fluid with a concentration of about 0.01% particle-
solution volume. In order to accurately evaluate the particle image in the image-
processing procedure, the signal-to-noise ratio (SNR) of image should be as high as
possible [9]. In a previous study [44], it was found that when using tracer particles
with a diameter of 2 µm, the SNR was high enough that such the algorithm gives
reliable results, and when reducing the diameter of the tracer particle to about 1
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µm, the SNR was significantly reduced, leading to the measurement uncertainty to
become unacceptable.

The electric conductivity of the working fluid with tracer particles was measured
to be σ = 1.7 mS/m (IQ170, Scientific Instruments, USA). In the experiments, the
channel was filled with the solution and subsequently closed. A function generator
(Sefram4422, Sefram, the Netherlands) provides an AC signal to the electrode arrays.
Its potential and frequency were measured by a digital oscilloscope (TDS210, Tek-
tronix, USA). The particle movement was observed using a fluorescence microscope
with a 20× Zeiss objective lens. The Nd:YAG laser generation (ICE450, Quantel,
USA) produces a pulsed monochromatic laser beam with a wavelength of 532 nm.
The light of the illuminated tracer particles has a wavelength of 612 nm. Images of
these tracer particles were recorded by a digital camera (12-bit SensiCam qe, PCO,
Germany). The successive images were recorded in alternating time delays, 0.03 s
and 0.37 s. A digital delay generator (DG535, Stanford Research Systems, USA) con-
trols the timing of the laser and camera simultaneously.

4.2.2 Velocity measurement

The measurement procedure is based on the astigmatism micro-particle tracking ve-
locimetry (astigmatism µ-PTV) [8–10]. The basic principle is that due to a cylindrical
lens added in the optical access the particles images are deformed into ellipses. As
this ellipticity is directly related to the particle position normal to the focal plane,
one can identify the particle position in the measurement domain by examining the
defocus of the wavefront scattered by a particle, and thus establish the three com-
ponents of the velocity field. In our setup, a cylindrical lens with a focal length of
150 mm was used. Based on the calibration function, the three-dimensional posi-
tions of tracer particles were estimated. Due to the refractive effect, the apparent
z-position needed to be corrected by multiplying with the refractive index of water
(nwater = 1.33) [44]. The standard deviation on z-position of the measured particles
across the field of view was less than 0.7 µm.

In the present experiments, the tracer particles are mainly subject to the ACEO
flow and dielectrophoresis force (DEP) [7]. Assuming that the movement of particles
is only due to DEP forces, the particle velocity is described by

uDEP =
d2pεRe(χCM )∇ | ERMS |2

12µ
, (4.2)

where µ is the dynamic viscosity of the bulk solution, ∇ | ERMS |2 the gradient
of the square of the RMS electric field, and Re(χCM ) the real part of the Clausius-
Mossotti (CM) factor [7]. For a polystyrene particle with a conductivity of 10 mS/m
and permittivity of 2.55εo (εo the absolute permittivity of vacuum) in the suspending
medium with a conductivity of σ = 1.7 mS/m and permittivity of ε = 78εo, Re(χCM )

is about 0.62 for the frequencies much less than the crossover frequency (∼ 106 Hz)
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[23]. Assuming the electric field is semi-circular as in [7, 37], one can obtain ERMS =

Vd/
√
2πr for symmetric electrodes, where r is the distance to the center of the gap

and Vd the potential difference applied in the bulk solution. The particle velocity due
to the DEP is then simplified to

uDEP =
d2pεRe(χCM )V 2

d

12µπ2r3
. (4.3)

In general, Vd in bulk is much lower than the voltage difference applied between
the electrodes due to the charging of the electric double layer (EDL). Assuming Vd

is half of the voltage difference applied on the electrodes, uDEP is maximum at the
electrode edges (r = 7µm) and is about 2.6, 10.5, 23.6 and 42.2 µm/s at applied
voltage of 1, 2, 3 and 4 Vpp, respectively. Compared to the measured ACEO velocit-
ies close to the electrode edges, which values are around 20, 80, 170 and 320 µm/s
for frequencies from 50 Hz to 3000 Hz at voltages of 1, 2, 3 and 4 Vpp respectively,
uDEP is about one order smaller. The above calculation is based on the comparison
between the experimental absolute velocities and the modelled DEP velocities. In a
study by Kim et al. [37] the ratio of the estimated DEP velocities and the estimated
ACEO velocities is considered. This leads to a frequency dependent result, with a
high influence of DEP at low frequencies (f . 700Hz) and a low influence at higher
frequencies. Furthermore, this DEP effect reduces rapidly: according to Eq. 5.11 it
is inversely proportional with r3. Therefore we may assume that close to electrode
edges the DEP forces have an influence on the measured values, but that for the
average velocities along the whole electrode, its influence will be much less.

In order to minimize any possible influence from the channel walls on the flow
field, the measurement view of astigmatism µ-PTV focuses in the center of the chan-
nel. Figure 4.2 depicts the 3D trajectories of several particles at a voltage of 2 Vpp

and a frequency of 1000 Hz, where the time-ordered set of these trajectories has two
alternating time delays (0.03 s and 0.37 s).

According to the 3D positions (x, y and z) of the tracer particles in successive
frames, one can calculate the three components of the particle velocity (ux, uy and
uz). As can been seen in Fig. 4.2, ux varies from -180 µm/s to 180 µm above the
electrode surface. The positive and negative peaks of uz are observed at the cen-
ters of the electrode surface and the gap, respectively. Contrary to ux and uz , the
value of uy remains small everywhere in the bulk flow, meaning the particle can to
good approximation be considered a quasi-2D flow, perpendicular to the electrode
edge. In this case, the 3D velocity data is projected in the (x,z) plane, yielding a 2D
velocity field. According to our previous study [44], the velocity field was found
to be periodic over symmetric electrode pairs. All particle velocity vectors are then
overlaid into one domain including one electrode. The quasi-2D velocity vectors of
the particles shows two symmetric counter-rotating vortices form above electrode
surface.

For each case with fixed voltage and frequency, two data sets were obtained,
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Figure 4.2: 3D trajectories of several particles measured at applied frequency of 1000 Hz and
voltage of 2 Vpp, where the yellow area indicates the position of the electrode.

corresponding to two time delays (0.03 s and 0.37 s). Dependent to the measured
velocity magnitude, one data set in one time delay is chosen to analyze the velocity
field (the data set for time delay of 0.37 can only be used when the maximum of
the measured velocity is less than 57 µm/s). For a data set, around 12,000 particle
velocity vectors were obtained. In the data post-processing procedure, error vectors
due to sticking particles and mismatching of tracking particles were eliminated from
the raw data set. To distinguish the sticking particles on the bottom wall, a discrim-
ination process was preformed based on the minimum displacement of the tracer
particles at the distance less than 3 µm away from the bottom wall [44]. After filter-
ing out the sticking particles, the outlier filter was applied based on the global stand-

ard deviation σ =
√

1
N

∑N
i=1 e

2
i with e2i = u

′ · u′
, u

′
(xi, zi) = u(xi, zi)− ū(xi, zi) the

local deviation and ū(xi, zi) the local average velocity at the position of individual
particle (xi, zi). To calculate ū(xi, zi), the Gaussian averaging algorithm was utilized,
where a weighting of the neighboring particles is determined by their distances and
the Gaussian constant (0.5 µm) [44]. As a result, the data points with ei > 2σ are
removed from the data set. The retained particle velocity vectors were interpolated
onto a regular Cartesian grid with an equidistant spacing (∆x, ∆z)=(1 µm, 1 µm) in
the (x, z) plane, by using a Gaussian averaging algorithm [44].
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4.3 Numerical methods

4.3.1 Numerical models

In this study, numerical simulations of ACEO flow were carried out by using the
nonlinear electrokinetic model: the classical Gouy-Chapman-Stern model by account-
ing for the surface conduction. To this end, the electric double layer (EDL) is as-
sumed in a state of quasi-equilibrium (ω ≪ τ−1

EDL, with ω the oscillating angular
frequency and τEDL = ε/σ being the relaxation time of the cyclic EDL charging),
in which the relationship between the charge distribution and the potential is de-
scribed as Poisson-Boltzmann statistics. The bulk solution, apart from the EDL, is
assumed to be charge neutral with a uniform charge concentration [58, 65]. To relate
the surface conductivity to local concentrations and local species of ions, the electro-
convection of ions in the EDL is considered [46]. Outside the electric double layer, the
bulk flow varies according to the oscillation of ACEO slip velocity in an AC electric
field. Depending on the applied frequency, the periodic time of velocity oscillation
is O(0.001) s in the experiments. This time period is much lower than the time delay
(i.e. 0.03 s and and 0.37 s) used in the velocity measurement. As a result, the ex-
perimentally measured velocity can be considered to be an averaged velocity of the
oscillating ACEO flow. In this case, in the numerical simulation a time-averaged slip
velocity is proposed and then implemented in the numerical flow model. Further-
more, according to the electrode pattern and the resulting velocity field in the exper-
iment, a two-dimensional geometry shown in Fig. 4.1 is considered in the present
model.

In the bulk domain (0 ≤ x ≤ 2L and 0 ≤ z ≤ H) the electric potential ϕ(x, z, t) is
governed by the Laplace equation

∇2ϕ = 0. (4.4)

On the insulated channel wall, the normal current vanishes, and thus the bound-
ary condition of the bulk domain is described as

σ
∂ϕ

∂z
= 0. (4.5)

On the electrodes, the induced electric double layer acts as an ideal capacitor; its
effect upon the electro-kinetics is represented by the charge conservation equation.
Combined with the effect of the surface conduction, the dynamic charging of the
EDL is defined [26, 74] as

∂q

∂t
= σ

∂ϕ

∂z
− ∂

∂x
JT , (4.6)

where JT = σTET = −σT∂ϕ/∂x is the electric surface current density with σT the
surface conductivity and ET the tangential electric field.
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Full closure of model (4.4-4.6) requires a specification of the relation between
ϕ(x, z, t) and q(x, t). To this end, the potential drop across the double layer is given
by [58, 65]

Vext − ϕ = ζ − q

Cs
, (4.7)

where leading and trailing term of the right-hand side correspond with the potential
drops in the diffuse layer and Stern layer (with capacitance Cs), and Vext = Vo sin(ωt)

represents AC voltage applied on the electrode (Vo voltage amplitude). The total
capacitance of the double layer is defined as

CDL = [
1

Cd
+

1

Cs
]−1 =

1

1 + δ
Cd,

where Cd is the capacitance of diffuse layer, and δ = Cd/Cs is a capacitance ratio
between diffuse layer and Stern layer. In the Debye-Hückel approximation, Cd =

ε/λD, leading to CDL = ε/λD(1 + δ) [3, 58]. By eliminating ζ through relation in Eq.
4.1, Eq. 4.7 is rewritten as [58]

Vext − ϕ = −2kBT

eZ
sinh−1(

λDeZq

2εkBT
)− δλDq

ε
, (4.8)

which, together with relations (4.4-4.6), provides a fully-closed nonlinear model for
the bulk potential ϕ.

As the Reynolds number is usually very small for the typical micro-flow, the
behavior of the fluid u is governed by the steady Stokes equations [65],

∇ · u = 0, −∇p+ µ∇2u = 0, (4.9)

with p the pressure. No-slip conditions are imposed on boundary segments other
than the electrodes. The time-averaged slip velocity, given by the Helmholtz-Smoluchowsky
formula [58]

⟨uslip⟩ =
ω

2π

∫ 2π/ω

0

uslipdt, uslip = −εζ

µ
ET =

εζ

µ

∂ϕ

∂x
, (4.10)

is imposed upon the electrodes. Note that despite essentially unsteady electro-kinetics,
we obtain a steady-state flow field as the fluid "feels" only the time-averaged slip ve-
locity. For inlet and outlet of the numerical domain, periodic boundary conditions
are applied both for the electric and flow models.

According to the experimental situation, 0.1 mM KCl solution is considered to be
the electrolyte in the simulation. Vext = Vo sin(ωt) is applied on one electrode while
a ground potential Vext = 0 is connected to the other (see Fig. 4.1). Considering
the physical screening length ratio between the diffuse layer and the Stern layer [3],
δ = 0.1 is chosen in this study. The constants used in the simulation are given in
Table 4.1.
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Table 4.1: Constants used in the simulations for a 0.1 mM KCl solution

Value unit Description

G 14 µm Characteristic length
ε 6.943× 10−10 C2/N m2 Permittivity
σ 1.7 mS/m Electric conductivity
D 1.98× 10−9 m2/s Diffusion coefficient of ions
µ 1× 10−3 Pa s Viscosity
Z 1 − Valence of ions
co 0.1 mM ionic concentration (completely diluted)
m 0.45 − Ratio b/w ion electro-convection to migration
δ 0.1 − Capacitance ratio
λD 30 nm Debye length (co=0.1 mM )
T 293.15 K Temperature

For simplicity of the analysis, the simulations were performed using dimension-
less parameters. The electro-kinetic and flow models are non-dimensionalized by
rescaling the governing equations and relevant variables via

[x̂, ẑ] =
[x, z]

G
, t̂ =

t

τRC
, ϕ̂ =

ϕ

ϕo
, q̂ =

q

ϕoCDL
, û =

u

uo
, p̂ =

p

ρνuo/G
, (4.11)

with τRC = CDLG/σ the equivalent electric circuit, ϕo = kBT/Ze the thermal po-
tential and uo = εV 2

o /µG the natural scale of the slip velocity [58]. Accents indicate
dimensionless variables. Therefore, the dimensionless governing equation of elec-
trical potential (Eq. 4.4) is

∇̂2ϕ̂ = 0. (4.12)

The boundary condition on the insulating walls is

∂ϕ̂

∂ẑ
= 0. (4.13)

On the electrodes, the boundary condition is given as

∂q̂

∂t̂
=

∂ϕ̂

∂ẑ
+

∂

∂x̂
(Du

∂ϕ̂

∂x̂
), (4.14)

where Du = σT /Gσ is the Dukhin (Du) number [46]. For a binary symmetrical
electrolyte with identical diffusion coefficients D, the Du number simplifies to [26,
46, 74]

Du =
4λD

G
(1 +m) sinh2(

Zeζ

4kBT
), (4.15)
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with m = 2ε(kBT/e)
2/µD the ratio between ion electro-convection to the electro-

migration [46].
The dimensionless potential distribution across the double layer is written as

V̂ext − ϕ̂ = 2 sinh−1(− q̂

2(1 + δ)
)− q̂δ

(1 + δ)
. (4.16)

with V̂ext = V̂o sin(ω̂t̂) and V̂ext = 0 on the electrode pair.
The non-dimensional form of the steady Stokes equations is then written as

∇̂ · û = 0, −∇̂p̂+ ∇̂2û = 0, (4.17)

with

⟨ûslip⟩ =
ω̂

2π

∫ 2π/ω̂

0

ûslipdt̂, ûslip = −2 sinh−1(
q̂

2(1 + δ)
)
∂ϕ̂

∂x̂
. (4.18)

The non-dimensional governing equations and boundary conditions are shown
schematically in Fig. 4.3.

Figure 4.3: Dimensionless governing equations and boundary conditions.

4.3.2 Simulations

The finite-element package COMSOL Multiphysics 4.2a (COMSOL Inc., Sweden) is
utilized for numerical simulation of the electro-kinetics and the flow fields [26, 58, 74,
78]. For given parameter settings, simulations exploit the one-way coupling between
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electro-kinetic and flow dynamics, and have been carried out in two steps. Firstly,
the electrostatics equation (Eq. 4.12) incorporating the Neumann boundary condi-
tions (Eq. 4.13 and 4.14) was solved in combination with the potential drop equation
(Eq. 4.16). The time-dependent slip velocity (Eq. 4.18) is subsequently evaluated
from the resolved electric field. Secondly, the flow field is solved for the steady
Stokes equations in which the evaluated time-averaged slip velocity is applied as a
boundary condition on the electrodes.

As the Neumann boundary conditions (Eq. 4.13 and 4.14) are discontinuous on
the bottom of the numerical domain, the smoothed Heaviside function was adopted
for a gradual transition in boundary conditions between electrodes and gaps [75].
This method ensures convergence and thereby accurate resolution. As a result, the
boundary conditions (Eq. 4.13 and 4.14) on the bottom wall ẑ = 0 are combined as

∂ϕ̂

∂ẑ
= [F1(x̂) + F2(x̂)][

∂q̂

∂t̂
− ∂

∂x̂
(Du

∂ϕ̂

∂x̂
)], (4.19)

where F1,2 = H(x̂−x̂
(1,2)
A ; ϵH)H(x̂

(1,2)
B −x̂; ϵH) with H(x̂, ϵH) the smoothed Heaviside

function within a transition region of width ϵH and positions x̂
(1,2)
A and x̂

(1,2)
B are

leading and trailing edges of the electrodes, respectively. The smoothed Heaviside
function is given via

H(x̂, ϵH) = [(tanh(x̂/ϵH) + 1]/2. (4.20)

The smoothed Heaviside function attains a smooth transition from electrode to
gap within a narrow region of ϵH . However, this method artificially changes the
physical boundary conditions. By choosing a very small value of ϵH , the resulting
error on the solution can be considered to be negligible. In this study, ϵH = 0.05 was
used.

The geometry for the electro-kinetic and flow problems is discretized with a non-
equidistant mesh so as to enhance computational accuracy and efficiency. Lagrange
cubic shape functions are used in COMSOL. To ensure sufficient spatial resolution
in solving Eq. 4.19, at least 1000 nodes are used on the bottom of the domain and the
corresponding spacing is △x̂ = 0.01. This mesh meets the resolution criterion on the
smoothed Heaviside function, △x̂ ≪ ϵH . If increasing the spatial resolution from
1000 to 2000 nodes, the change of ϕ̂ is less than 0.1% for V̂o = 10.

4.4 Results and Discussion

4.4.1 Numerical slip velocity

In order to evaluate the performance of the present numerical scheme, we compared
our results with the classical GCS model used in prior work [58]. It must be noted
that in the limit of very small Du number, Du = 0, in Eq. 4.14, the present model
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reduces to the standard GCS mode. Figure 4.4 shows the predicted time-averaged
slip velocity profile ⟨uslip⟩ at frequencies of 100 Hz and 1000 Hz for voltages of 1 Vpp

and 4 Vpp. The case without the effect of surface conduction (Du = 0) is also plotted
for comparison. The profiles nicely expose the significant decline of the slip velocity
nearby the electrode edge due to the surface conduction. Even though at the low
applied voltage the effect of the surface conduction on the slip velocity is so obvious
that the surface conduction cannot be neglected, which significantly reduces the slip
velocity (Fig. 4.4a and b). When voltage increases from 1 Vpp to 4 Vpp at 100 Hz,
the slip velocity close to the edge is significantly reduced by a factor of about 4, and
the sharp increase of the velocity near the electrode becomes spread out (Fig. 4.4c
and d). Compared to the case in the absence of the surface conduction, the reduction
of the velocity due to the surface conduction can be found nearby the center of the
electrode. In addition, due to the spatial periodicity of geometry and boundary con-
ditions, the slip velocity and the resulting entire flow field can be seen to be periodic
with a periodic distance of L along the x-axis, and furthermore is symmetric relat-
ive to the center of the electrode [65]. The numerical results reveals that the surface
conduction does not affect these periodicity and symmetry characteristics (Fig. 4.4).

However, if increasing the frequency, the reduction of the slip velocity due to
the surface conduction becomes weak. To evaluate the effect surface conduction as
function of frequency, a space-averaged Dukhin number along the electrode surface,

Du =
∫ Ŵ

0
Du(x̂)dx̂/Ŵ , is calculated. Figure 4.5 shows Du as a function of time over

one period of the oscillation at 100 Hz and 1000 Hz for 4 Vpp. The maximum of Du

at 100 Hz is up to about 1.04 while it is reduced to about 0.14 at 1000 Hz, one order
smaller than at 100 Hz. It suggests the Du number decreases with the increase of the
frequency. This reduction of the Du number against the frequency is attributed to the
charging procedure of the double layer. For low frequencies, the ions have sufficient
time to reach the electrodes and generates a high ζ, leaving a high Du number in the
double layer while for high frequency the Du number is small due to a low ζ.

4.4.2 Comparison between numerical and experimental results

Figure 4.6 shows the numerical and experimental velocity vectors on an equidistant
grid in the domain 0 ≤ x ≤ 35 µm and 3 µm ≤ z ≤ 47 µm, including one half of
the electrode, at a voltage of 2 Vpp and a frequency of 1000 Hz. The black line at the
substrate indicates one half of electrode and the x-component of velocity is indicated
by the color bar. Comparing the predicted velocity field to the experimental one, it
reveals that the numerical simulation predicts well the size and shape of the ACEO
vortex and the position of the center from the experimental observation. However,
the magnitude of the predicted velocity is much bigger than the experimental result.

To analyze how much deviation exists from the experimental velocities, a coeffi-
cient of deviation is defined as:
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Figure 4.4: Time-averaged slip velocity profiles ⟨uslip⟩ across the electrodes at two frequencies of
100 Hz and 1000 Hz for two voltages, 1 Vpp and 4 Vpp.
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Figure 4.5: Mean Du number over one period of the oscillation compared with applied voltage at
100 Hz (a) and 1000 Hz (b) for 4 Vpp.

θDev =

√
1
N

∑
Ω

(Unum
i,j − Uexp

i,j )2

1
N

∑
Ω

Uexp
i,j

(4.21)
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Figure 4.6: Comparison of the velocity vectors between the numerical simulation and experi-
mental result at a voltage of 2 Vpp and a frequency of 1000 Hz. (a): Numerical predicted velocity
vectors of ACEO flow on an equidistant grid with (∆x,∆z)=(1 µm, 1 µm) in the domain includ-
ing half electrode, plotted in the (x,z) plane, and (b): Quasi-2D experimental interpolated velocity
vectors of ACEO flow on the same equidistant grid. The black solid lines indicate the position of
the electrodes.
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Figure 4.7: Numerical and experimental velocity profiles above the electrode surface at 2 Vpp and
frequencies: (a) for 100 Hz and (b) for 1000 Hz respectively. The black solid line indicates the
position of the electrodes.

where U =
√
u2
x + u2

z is the velocity magnitude, the superscripts num and exp refer
to the numerical and experimental values and N is the number of velocities in the
area of evaluation Ω. As a large fluctuation of the measured velocity was found close
to the top wall of the channel (see fig. 4.6b), the domain 0 ≤ x ≤ 35 µm and 3 µm
≤ z ≤ 30 µm is chosen in the evaluation of the deviation. For 1000 Hz at 2 Vpp, θDev

is up to 2.06.
The numerical and experimental axial velocity value above the electrodes are
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Figure 4.8: Comparison between corrected numerical and experimental velocity profiles above
the electrode surface at 1 Vpp and frequencies: (a) for 100 Hz (Λ = 0.85) and (b) for 1000 Hz
(Λ = 0.38), respectively.

in detail compared. As the movement of the tracer particle with a diameter of 2
µm could be affected by the interaction between the particles and wall. Besides,
the sticking particles at the wall may locally influence the electric and flow fields.
Therefore, the axial velocity measured at z ≥ 3 µm is used to validate the numerical
results. Fig. 4.7 shows the numerical and experimental velocities at a voltage of 2 Vpp

and frequencies of 100 Hz and 1000 Hz respectively at z = 3 µm. The distribution of
predicted velocity at 100 Hz is smoother along the surface of electrodes than at 1000
Hz. This smoother velocity field is due to the EDL fully charged in the simulation,
yielding a larger Du number. For 100 Hz at 2 Vpp, the maximum of Du is about 0.40,
compared with Du = 0.06 at 1000 Hz. In addition, the axial predicted velocities as
a function of the vertical distance away from the substrate are plotted in Fig. 4.7.
It reveals that the numerical axial velocity decreases significantly as z increases and
the curvature of the velocity profile reduces along the surface as well. At a distance
of 3 µm away, the curvature of the predicted velocity profile is in good agreement
with the measured one.

To quantitatively match the experimental results, a correction factor Λ is per-
formed on the numerical velocity. To this end, the deviation of velocity between the
corrected numerical and experimental results at z = 3 µm is calculated in terms of Λ
as

Dev(Λ) =

√√√√ N∑
i=0

[(Λunum
x (xi, 3)− uexp

x (xi, 3))2 + (Λunum
z (xi, 3)− uexp

z (xi, 3))2].

(4.22)
By the minimum value of Dev, one can find the value of Λ, which yields the closest
match between numerical and experimental results. Figure 4.8 shows the corrected
numerical velocity and experimental one at 100 Hz and 1000 Hz for 2 Vpp. Compared



Numerical analysis of ACEO flows and vortices 73

10
2

10
3

0

1

2

3

4

5

frequency (Hz)

co
rr
ec
ti
o
n
fa
c
to
r,
Λ

0.35

fitti ng region

 

 

at 1 Vpp
at 2 Vpp
at 3 Vpp
at 4 Vpp

Figure 4.9: Correction factor as a function of frequency.

to Λ = 0.85 at 100 Hz, the correction factor decreases to Λ = 0.38 as the frequency
increases to 1000 Hz. The correction factor closer to the unity at a low frequency
indicates that the numerical prediction quantitatively matches the experimental ve-
locity. As mentioned above, at a lower frequency the surface conduction becomes
important. The surface conduction lowers the predicted velocity, leading to that the
difference with the experimental measurement declines. Both experimental observa-
tions provide first indications that the surface conduction indeed becomes a relevant
factor in the process.

Figure 4.9 shows the correction factor as a function of frequency for 1, 2, 3 and
4 Vpp. At frequencies higher than 200 Hz, the correction factor may be reasonably
approximated by a constant Λ = 0.35 for voltages of 1, 2, 3 and 4 Vpp. This factor
is closer to the ideal correction factor Λ = 1 than the factor Λ = 0.25 found in [25],
signifying a better prediction by the nonlinear model compared to the linear model
of [25]. However, the improvement is modest, since the departure of Λ from unity is
still significant.

Adopting the Green’s method, in the present simulation at frequencies higher
than 200 Hz we introduce a correction factor Λ = 0.35 in the Helmholtz-Smoluchowsky
formula (Eq. 4.10) as follows [3, 24, 25]:

u∗
slip = −Λ

εζ

µ
ET . (4.23)
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Figure 4.10: Vorticity and circulation at 3 Vpp and frequency of 1000 Hz, where the red solid
line indicates the boundary of the ACEO vortex, λ2 = −10. (a): Corrected prediction (Λ = 0.35)
, (b): Experimental results.

4.4.3 Vortex structure

According to the velocity field, one can calculate the spanwise component of the
vorticity by ωy = ∂ux/∂z − ∂uz/∂x. In this study, due to the large fluctuation of the
measured velocity, the interpolated velocity field is further smoothed by a combina-
tion of discrete cosine transforms and a penalized least-squares approach [20]. Fig-
ure 4.10 shows the comparison of the spanwise component of its vorticity between
the corrected numerical prediction (Λ = 0.35) and the experimental measurement at
a voltage of 3 Vpp and a frequency of 1000 Hz in the domain for which 0 ≤ x ≤ 35

µm and 3 µm ≤ z ≤ 47 µm. The circulation, i.e. strength, of the vortex is given via
the area integral, Γ =

∫
A
ωydA, where the area A is determined via eigenvalues of

the strain-rate tensor (λ2-method) [33, 86]. It exhibits that the area A of the vorti-
city obtained in the experiment is consistent with the prediction, and its circulation
(2416 µm2/s) is in good agreement with the numerical result (2210 µm2/s). Its vor-
tex center (xc = 1

Γ

∫
A
ωyxdA, zc = 1

Γ

∫
A
ωyzdA) is at a distance of about 4.5 µm from

the electrode edge and 9.3 µm from the substrate, which is similar to the prediction
where a distance of 5.8 µm from the edge and 7.9 µm from the substrate is found.

Figure 4.11 shows the comparison between the experimental and numerical cir-
culations (with Λ = 0.35 when frequencies higher than 200 Hz) as a function of
frequency at voltage of 2, 3 and 4 Vpp. It reveals that the experimental circulation Γ

is dependent on the frequency, where the frequency at which the maximum occurs
is 600 Hz at 2 Vpp and reduces to 300 Hz as the voltage increases to 4 Vpp. As the
magnitude of Γ is directly related to the velocity field, and the velocity field is in-
duced by the slip velocity of ACEO, the dependence of Γ on the frequency can be
considered to reflect the characteristics of the slip velocity on the frequency. The res-
ults on the maximum of the circulation (at 600 Hz at 2 Vpp and at 300 Hz at 4 Vpp)
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Figure 4.11: Comparison between the experimental and numerical circulations with Λ = 0.35 as
a function of frequency at voltages of 2, 3 and 4 Vpp.

is consistent with the maximum velocity and thus occurs near the so-called charac-
teristic frequency of the velocity [58, 65]. Such a shift of the characteristic frequency
with voltage is due to the nonlinear charging procedure in the double layer [58].
With the increase of the voltage, the RC time for charging the double layer through
the bulk electrolyte significantly increases due to the nonlinear increase of double
layer capacitance. Consequently, the characteristic frequency of the slip velocity is
reduced by the increase of voltage. The numerical prediction on maximum of Γ with
Λ = 0.35 is about 600 Hz and 500 Hz for 2 Vpp and 4 Vpp respectively (see Fig. 4.11),
which is similar with the experimental observation. It demonstrates that the numer-
ical nonlinear model correctly predicts the tendency of the frequency-dependence
for ACEO flow obtained in the experiments.

4.4.4 Discussion of the results

For quantification of the effect of the correction factor on the prediction of the ACEO
flow at frequencies higher than 200 Hz, the velocity deviation in terms of unum

x −uexp
x

and unum
z − uexp

z (unum is the corrected numerical velocity with Λ = 0.35) at 2 Vpp

and 1000 Hz is shown in Fig. 4.12a, where the absolute value of the deviation of
the velocity magnitude (|Unum − Uexp|) is indicated in colors. It shows that relative
large deviations occur primarily near the electrode edge. This could be caused by
dielectrophoresis. Close to the electrode edge, the dielectrophoresis reaches a max-
imum, acting towards the electrode edge due to Re(χCM ) > 0 [23]. As expected,
the direction of the deviations in Fig. 4.12a is consistent with the direction of the
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DEP (towards the electrode edge), indicating that the dielectrophoresis could be an
important reason of the deviations.

Figure 4.12b shows a coefficient of deviation θDev(see Eq. 4.21) as function of
frequency at voltages from 1 Vpp to 4 Vpp. For frequencies higher than 200 Hz with
Λ = 0.35, the coefficient of the deviation reduces to about a value of 0.5, indicating
that the corrected numerical prediction quantitatively matches the measured velo-
city field with a relative low variation. And as expected, a relative low coefficient of
deviation is also found at low frequency and high voltage with Λ = 1, where higher
surface conduction lowers the ACEO velocity to be comparable with the numerical
prediction. Additionally, as a high local deviation near the electrode edges exists
and its effect could arise from the DEP, the coefficient of the deviations is shown as
function of the voltage. At a frequency higher than 200 Hz, when the voltage chan-
ging from 2 Vpp to 4 Vpp, θDev increases from approximately 0.36 to 0.50 (Fig. 4.9).
Its tendency as function of voltage is consistent with the dielectrophoresis. The devi-
ation at 4 Vpp (compared to 2-3 Vpp) is expected due to non-linear effects. To reduce
the DEP effect, further studies should focus on improving the optical system to allow
for smaller tracer particles in the measurements.

In the present numerical study, the classical Gouy-Chapman-Stern model was
used to simulate the ACEO slip velocity by simultaneously accounting for the sur-
face conduction. Some limitations of the used Gouy-Chapman-Stern model are that
the molecular nature of the solvent is neglected and, as a consequence, in the double
layer the relative permittivity is taken as a constant. In a recent study by Das et al.

[13], the field-dependent solvent polarization, like for water dipoles, is taken into ac-
count. As the polar solvent molecules get oriented, in response to the electric field in
the electric double layer, the permittivity of the solvent will be field dependent and
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may be considerably reduced in comparison to the bulk properties. Due to that the
EDL potential gradient and thickness decrease as well. This effect is most prominent
for larger values of wall potential and solvent polarization A. For a 10-nm-thick wa-
ter channel a value is found of A=0.1, while in our case a much lower value of 10−5

is found. So for micro-channels and relatively low potential values the assumption
made of constant relative permittivity seems reasonable.

Faradaic current injection can also become more dominant at high frequencies
and voltages. The study by Olesen et al. [58] on a comparable system reveals that
Faradaic current injection becomes significant for higher frequencies, manifesting
itself in a decreasing slip velocity and at some point even in flow reversal. This sug-
gests an overall larger deviation between experiments and simulations in the higher
frequency regime. This trend is consistent with the behavior found in our system
in that the correction factor Λ progressively drops below unity (signifying stronger
overprediction by the model) for frequencies beyond approximately 200 Hz (Fig-
ure 4.9). This identifies Faradaic current injection as a potential factor in at least
this regime. However, for lower frequencies (below 200 Hz) the opposite happens;
the model under-predicts the experimental results (Λ > 1). This signifies a change
in relative contribution of the electro-kinetic mechanisms acting near the electrodes
yet it is unclear how. Increasing the voltage overall tends to amplify the slip velo-
city. Though not yet understood, the nonlinear nature of both current injection and
surface conduction as well as their interplay are believed primary causes. Nonlin-
ear current injection has in [58] e.g. been observed to promote higher slip velocit-
ies at lower frequencies; increasing the voltage amplifies this effect up to a certain
threshold, beyond which it again diminishes. This reasonably correlates with our
observations at lower frequencies in that the correction factor increases substantially
in this regime.

4.5 Conclusions

In this chapter, we present an experimental investigation to validate the numerical
prediction on the vortical structures due to AC electro-osmosis. The 3D fluid velo-
cities above the symmetric electrodes are obtained using astigmatism micro-Particle
Tracking Velocimetry, and used to validate the numerical prediction in an extended
nonlinear Gouy-Chapman-Stern (GCS) model accounting for surface conduction ef-
fects. It reveals that the surface conduction in the present model reduces the over-
prediction of GCS model as clearly visible at lower frequency and high voltage in
the experiments. The structure and position of the ACEO vortex are qualitatively in
good correspondence with the experiments. The curvature of predicted axial velo-
city value is in good agreement with the measured one at a distance of 3 µm above
the electrode surface. At a higher frequency, a higher predicted velocity is observed
compared to the experiments. A correction factor has been estimated to be Λ = 0.35
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in the frequency range of 200 Hz to 3000 Hz and at voltages of 1, 2, 3 and 4 Vpp.
This value is larger than the factor Λ = 0.25 in Green’s work at 1 Vpp [25], signifying
a better prediction by the nonlinear model comparable to the linear model adopted
in [25]. After using a velocity-field correction factor, the coefficient of deviation re-
duces to approximately 0.5 at 1, 2, 3 and 4 Vpp. The relative low correspondence
between the simulation and measurement after correction may possibly result from
the dielectrophoretic effect on the movement of the tracing particles near the elec-
trode edge in the experiment, especially at low frequencies. At high frequencies the
deviations are most likely related to Faradaic current injection.

The circulation has been quantified as a function of frequency. It shows that the
maximum of experimental circulation are at 600 Hz for 2 Vpp and at 300 Hz for 4
Vpp, and the circulation becomes smaller when the frequency is high or low. This
frequency shift of the maximum is captured in the simulation. It signifies that the
present numerical model correctly predicts the qualitative frequency- and voltage-
dependence for ACEO flow obtained in the experiments. Further development of the
present model will be needed to fully describe the experimental results, including
other factors, e.g. the influence of DEP and the Faradaic current injection. This work
may contribute to further understanding of ACEO flow and explanation of some of
the phenomena observed in experiments.



Chapter5
AC electro-osmosis with

additional axial flow

ACEO-induced vortices have been used to manipulate fluids and particles for
chemical and biochemical analysis in micro-scale systems. In such applications, the
pressure-driven additional flow is often applied to deliver the samples or particles
into the target region. In the present study, the influence of an additional axial flow
on ACEO-induced vortices is experimentally investigated. An array of symmetric
electrodes is used, perpendicular to the axial flow. Velocity fields of vortical flow are
measured using astigmatism µ-PTV. The strength of vortex is quantified as a function
of the additional axial velocity. Flow measurements reveal that the additional axial
flow compresses the ACEO-induced vortices and decreases the vortex size. This
vortex region, separated from the additional axial flow, can be seen as "isolated area"
in the microchannel. The particle dynamics in such flow with isolated vortical area
is investigated. 5 µm particles are used in the experiments. A detailed description
of the particle dynamics in a complex flow is provided. Experimental observations
expose that 5 µm particles don’t follow the vortical flow and are focused towards the
upper side of the channel. The velocity components of 5 µm particles are found to be
different with the local flow visualized by the 2 µm particles. This velocity difference
of 5 µm particles is explained by the DEP force acting on the particles. Such particle
focusing appears to be strongly related to the additional axial velocity.

This chapter is submitted for publication
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5.1 Introduction

Lab-on-chip devices are widely used in biotechnology and chemical analysis in the
last two decades [77]. The manipulation of components in a sample is an import-
ant part of any chemical and biochemical analysis in Lab-on-chip devices. Electro-
hydrodynamic (EHD) forcing, as a promising technique for the actuation and ma-
nipulation of micro-flows, is an interesting option for particle manipulation. EHD
forcing, instead of using the pressure gradient or moving parts, drives the flow by
way of electro-kinetic mechanisms [41]. AC electro-osmosis (ACEO), as particular
EHD forcing method, generates a fluid motion via a slip velocity above the elec-
trode surface in the presence of an AC electric field [66]. The ACEO flow has been
applied in various applications of microfluidic systems including micro-pumping
[1], micromixing [30] and manipulation of polarizable micro-particles [16, 29, 93].
Combined with other forcings, like the pressure-driven flow, ACEO flow generates
multi-functional micro-flows [75]. To further improve our understanding of ACEO-
induced flow in such multi-functional micro-flows, in-depth experimental investig-
ations on the 3D velocity field of ACEO flow in complicated devices are of great
importance.

In this study, the flow dynamics of ACEO flow combined with an additional axial
flow is experimentally analyzed in a microchannel. In section 2, the experimental
setup is described. An array of symmetric electrodes is employed to generate an
ACEO flow, and in the channel an additional axial flow is enforced by a syringe
pump. Influenced by the ACEO and additional axial flow, the velocity field above
the electrodes is measured using an astigmatism micro-particle tracking velocimetry
(astigmatism µ-PTV). The vorticity is analyzed as function of the additional axial ve-
locity. In section 3, 5 µm particles are introduced in the observed vortical structure.
The particle dynamics is analyzed on the potential forces acting on the particles.
Finally, in section 4 the results observed in the present study are compared to nu-
merical simulations.

5.2 ACEO vortex dynamics

In microfluidic systems, a pressure-driven flow is often applied to deliver the sample
or particles into the target region. Such additional flow causes the ACEO-induced
flow to be more complex. In this section, such flow dynamics is experimentally
investigated using a specific design of the setup.

5.2.1 Experimental setup

The micro device, as shown in Fig. 5.1, consists of a straight channel. On the bottom
of the channel, symmetric electrode pairs are deposited, perpendicular to the axial
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Figure 5.1: Schematic diagram of the micro device (a) and the top-view of channel geometry (b).
An array of symmetric electrode pairs is added to the bottom of the micro-channel. Each electrode
is 56 µm in width and the gap between the electrodes is 14 µm in width. The height and width of
the whole channel are 48 µm and 1.0 mm. The direction of the additional axial flow is indicated.

direction of the channel. The width of each electrode is 56 µm, and the gap between
the electrodes is 14 µm. The height and width of the whole channel are 48 µm and
1.0 mm, respectively. The length of the channel is about 23 mm. A pressure-driven
additional axial flow is employed, directing from the left side of the channel to the
right side.

A potassium hydroxide (KOH) solution was used as the electrolyte, with a con-
centration of 0.1 mM (Sigma-Aldrich Co., USA). Such aqueous potassium hydroxide
is widely employed as buffers in biological systems. Fluorescent polymer micro-
particles with a diameter of dp = 2 µm and a density of 1.05 g/cm3 (Fluoro-Max,
Duke Scientific Corp., Canada) were employed as tracer particles to measure fluid
velocity. Fluorescent micro-particle solution in stock was diluted in the KOH solu-
tion with a low concentration of about 0.01 % (w/w). The conductivity of the solu-
tion after adding the fluorescent micro-particle solution was measured to be about
1.5 mS/m (Scientific Instruments IQ170). An AC signal for the electrode array was
created by a function generator (Sefram4422, Sefram, the Netherlands), and the amp-
litude and frequency of the applied voltage were measured using a digital oscillo-
scope (TDS210, Tektronix, USA). A syringe pump (PHD2000 Syringe Pump, Har-
vard Apparatus, US) and the glass syringes (GASTIGHT 1710TLL, 1725TLL, and
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1750TLL, Hamilton Co., US) were used to generate an additional axial flow. An axial
flow rate was changed in the scope of 5-120 µL/hr, and corresponds to the mean
additional axial velocities of 29 µm/s till 694 µm/s in the microchannel. The syr-
inge pump is under a motor drive control with a minimum pusher travel rate of
0.18µm/min. To generate a low flow rate of 5 µL/hr in the channel, using the glass
syringe 1710TLL with an inner diameter of 1.457 mm, the error on the flow rate due
to the step function of motor is about 0.02 µL/hr. The device was mounted on a
chip holder, and was connected to the syringe by using silicon tube with an inner
diameter of 0.79 mm and outer diameter of 3.99 mm (Masterflex L/S, NL).

The velocity field of flow was measured using astigmatism micro-particle track-
ing velocimetry (astigmatism µ-PTV) [44]. The basic principle of astigmatism µ-PTV
is that due to the anamorphic effect by inserting a cylindrical lens, particle images
are deformed into ellipses [9]. This ellipticity is directly related to the particle po-
sition normal to the focal plane. A fluorescence microscope with a 20× Zeiss ob-
jective lens (numerical aperture of 0.4 and focal length of 7.9 mm) was used. To
illuminate the fluorescent tracer particles, a pulsed monochromatic laser beam with
a wavelength of 532 nm produced by a Nd:YAG laser (ICE450, Quantel, USA). A
CCD camera (12-bit SensiCam qe, PCO, Germany) was used with a resolution of
1376 × 1040 pixel2. In front of the camera sensor, a cylindrical lens with a focal
length of 150 mm (LJ1629RM-A, Thorlabs, USA) was used. A digital delay gener-
ator (DG535, Stanford Research Systems, USA) controlled the timing of the laser and
camera simultaneously. The double-exposure setting of the camera was used with
the data acquisition of consecutive frames with two alternating time delays (a long
time delay and a short time delay). Based on earlier experiments [44], the long time
delay has the limitation of measurable range of velocity, and thus the velocity data
measured in the short time delay was used in the present study. The short time
delay was set to be △t=0.02 or 0.03s, depending on the measured velocity. In the
experiments, this measurement view, with a size of 450 µm × 450µm, was located
approximately in the center of the channel in the y coordinate. As the microchannel
in the present study is 1 mm wide, the distance from the measurement field to the
side wall is about 275 µm, which is about 4 times longer than the electrode period,
70 µm. In this case, the non-slip boundary layers on the sidewalls locally introduce
a dependence of the flow on the y-coordinate, this effect diminishes and becomes
negligible as discussed in a previous chapter. 3D velocity field: u = u(x, y, z), to
good approximation, becomes 2D: u = u(x, z), yielding the quasi-2D bulk velocity.

5.2.2 Velocity measurements
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Figure 5.2: 3D Particle velocity vectors at applied voltage of 4 Vpp, frequency of 600 Hz and
mean additional axial velocity Uaxi=116 µm/s, where arrow colors indicate the magnitude of the
different velocity components: (a) ux, (b) uy and (c) uz . Yellow areas indicate the position of the
electrodes.
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Figure 5.2 depicts the 3D velocity vectors of 2 µm tracer particles at a voltage
of 4 Vpp and a frequency of 600 Hz for an additional axial flow with a flow rate of
20 µL/hr (resulting in an average additional axial velocity Uaxi=116 µm/s). Three
components of the particle velocity (ux, uy and uz) are represented in colors. The
x-component of the velocity ux varies from -400 µm/s to 400 µm/s, and the max-
imum of |ux| is close to the electrode edges (see Fig. 5.2a). When particles approach
the electrode surfaces, the magnitude of |uz| increases significantly (see Fig. 5.2c).
Compared to |ux| and |uz|, which vary in a wide range above the electrodes, |uy| of
most tracer particles remains small everywhere, varying in the range from -30 µm/s
to 30 µm/s, as shown in Fig. 5.2b. This indicates that the tracer particles can be con-
sidered to be in a quasi-two-dimensional (quasi-2D) flow, similar to the observation
in [44]. Therefore, the raw measured 3D particle velocity vectors are projected in the
(x,z) plane. The quasi-2D nature of the flow field advances a detailed picture of the
flow field in arbitrary y-planes.

Figure 5.3 shows the projected quasi-2D particle vectors in the (x,z) plane. Ac-
cording to the magnitude of ux and uz , the periodic structure of the local flow is
clearly seen, which is consistent with the spatial period of the electrode pattern. The
velocity distribution in each spatial period is in the same range; the vortex size and
shape above each electrode are similar. As the flow is close to the Stokes limit (the
Reynolds number Re = umD

ν ∼ 10−3, where D is the electrode width (see in Fig.
5.1), um the characteristic velocity (∼ 100 µm/s) and ν the fluid kinematic viscosity),
this spatial periodicity in the flow is attributed to the periodic boundary conditions
and geometry.

Since the flow field above the electrodes is periodic along the x-axis, the velocity
field can be studied in only one period, which corresponds to a single electrode and
a half gap at both edges. Spatial periodicity admit transformation of the original (se-
lectively low-density) data into a high-density data set above one electrode. Hence,
the projected velocity vectors from all electrodes in Fig. 5.3 are overlaid and com-
bined into a single data set that describes the flow field on an individual electrode.

Figure 5.4a shows the projected velocity vectors ux,z = (ux, uz) in the (x,z) plane
at frequency of 600 Hz and voltages of 4 and 6 Vpp for different additional axial ve-
locities (Uaxi=58, 116 and 174 µm/s). Two counter-rotated vortices are clearly seen
over one electrode, which are asymmetric. Compared to the case without the ad-
ditional flow in which symmetric counter-rotated vortices were observed [44], the
additional axial flow leads to symmetry breaking of the vortices: the vortex at the
left side of electrode appears to be "opened up" by the additional axial flow, and
one at the right side is enveloped. An obvious boundary can be seen between the
additional axial flow and the vortex region, for example at 4 Vpp and Uaxi=58 µm/s.

Increasing the additional axial velocity at a fixed applied voltage enhances the
symmetry breaking, as shown in Fig. 5.4. The left vortex is further broken down
and integrated into the additional axial flow. By contrast, the right vortex is con-
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Figure 5.3: Side view of the particle velocity vectors at applied voltage of 4 Vpp, frequency of 600
Hz, and mean additional axial velocity of Uaxi=116 µm/s. Black solid lines indicate the electrode
position.

fined more closely with the increase of the additional axial flow. Additionally, this
symmetry breaking of the vortices is found to be reduced by increasing the applied
voltage, see Fig. 5.4. This is due to the increase of the vortex strength with the voltage
[45].

5.2.3 Circulation variation as function of axial flow rate

By using the Gaussian averaging algorithm [44], the velocity vectors are interpol-
ated on a Cartesian grid with equidistant spacing ∆x = ∆z = 1 µm. The velocity
ūx,z(xi, zi) at each point (xi, zi) of the Cartesian grid is calculated by using the Gaus-
sian averaging algorithm. ūx,z is calculated using the Gaussian average:
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Figure 5.4: Quasi-2D particle velocity vectors for three mean additional axial velocities and two
applied voltages of 4 and 6 Vpp at frequency of 600 Hz. The colors indicate the velocity magnitude
in the x-direction, ux Black solid line indicates the electrode position.

ūx,z(xi, zi) =
N∑
j=1

w
′

i,jux,z(xj , zj), (5.1)
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where w
′

i,j is the normalized weight of the neighboring particles, N is the number
of the particles in the range with a diameter of 2σd (σd the standard deviation of
the weight in the entire data [44]). The weight wi,j of the neighboring particle is
determined by the relative distance from the neighboring particle j to the particle i:

w
′

i,j =
wi,j∑N
j=1 wi,j

, with wi,j = exp(−(
(xi − xj)

2

2σ2
d

+
(zi − zj)

2

2σ2
d

)) (5.2)

where xj and zj are the coordinates of neighboring particle j. Based on the previous
study using the similar setup, σd is set to be 0.5 µm. And if N < 2 , the data point
at (xi, zi) is considered to be empty, indicating that there is no particle present at
this position. The spurious vectors are removed by using a global outlier detection
algorithm in Chapter 2.

Figure 5.5 shows the interpolated velocity field ūx,z(x, z) = (ūx, ūz) in the (x, z)

plane. Global velocity maxima are seen at the electrode edges, where the electric
field strength is the highest. The velocity field exposes a vortical structure of the flow
above one electrode. It is interesting to note that there is a white areas between the
vortical and uni-directional flows, see Fig. 5.5. This is attributed to the streamlines
surrounding the vortex, which acts as a transport barrier to particle migration and ef-
fectively divides the flow into two disconnected flow domains (additional axial flow
and vortex). As a result, once tracer particles are entangled in the vortical region,
they can not escape into the adjacent axial flow. A distinction of the particle move-
ment between the vortical and uni-directional flows can be seen by the white area
in Fig. 5.5. With the increase of the vortex strength by increasing the voltage, such
entangling effect increases, which can be indicated by the increase of white area.

Figure 5.6 shows the streamlines of the flow field at 4 Vpp and 600 Hz for Uaxi of
58 and 116 µm/s, respectively. The calculation of these streamlines was performed
in Tecplot, using a second-order Runge-Kutta integration of the velocity field [82].
The streamlines are shown to be concentric wave-like, indicating that the axial flow
envelops the vortex. The coexistence of the main flow and vortex flow, shown by
the closed streamlines, indicates a creation of the coherent structure. With increas-
ing vortex strength, the streamlines become more confined. Additionally, the Peclet
number is calculated to be Pe= 10, where the characteristic length is 100 µm, the
velocity 100 µm/s and ion diffusion coefficient 1 × 10−9 m2/s. This suggests that
the diffusion transport is low in such a flow.

As the diameter of tracer particles is 2 µm, the fluid velocity measured at z ≈ 1

µm can be incorrectly measured due to the interaction between the particles and
wall, for example, the particles could rebound at the bottom wall due to large ūz or
roll over the wall surface due to the large variation of ūx in the z-direction. Besides,
the sticking particles at the wall may locally influence the electric and flow fields. As
a result, the following analysis will focus on the velocity field for z ≥ 3 µm.

Using the interpolated velocity field ūx,z(x, z) (z ≥ 3 µm), the spanwise compon-
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Figure 5.5: Interpolated velocity fields for three mean additional axial velocities and two applied
voltages of 4 and 6 Vpp at frequency of 600 Hz. The colors indicate the interpolated velocity
magnitude in the x-direction, ūx. Black solid line indicates the electrode position.

ent of the vorticity is calculated, ωy = ∂ux/∂z − ∂uz/∂x. Due to the large fluctu-
ation of the measured velocity, the interpolated velocity field in Fig. 5.4a is further
smoothed by the method following [44]. Figure 5.7 depicts the spanwise component
of vorticity at voltage of 4 Vpp and frequency of 600 Hz for different mean additional
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Figure 5.6: Streamlines at voltage of 4 Vpp and frequency of 600 Hz for different mean additional
axial velocities Uaxi : (a) 58 µm/s and (b) 116 µm/s. Black solid line indicates the electrode position.

Figure 5.7: Vorticity and circulation at 4 Vpp and 600 Hz for different mean additional axial
velocities Uaxi: (a) 58 µm/s and (b) 116 µm/s, where pink solid lines indicate the boundary of the
ACEO vortex, λ2 = −10. Black solid line indicates the electrode position.

axial velocities Uaxi of 58 µm/s and 116 µm/s. Two strong vortical regions are indic-
ated close to the electrode edges. This is in accordance with the measured velocity
field in Fig. 5.4, i.e. the particles roll close to the electrode edges. The circulation,
i.e. strength, of the vortex is given via Γ =

∫
A
ωydA, where the area A is determined

via eigenvalues of the strain-rate tensor (λ2-method) [33, 86]. The boundary of the
vortex (λ2 = −10) reveals that the vorticity distribution is asymmetric due to the
extra flow. The circulation for the vortices is calculated for different additional axial
velocities. In Fig. 5.7, the circulation for the left vortex is Γ1 = 1899 µm2/s and the
one for the right vortex is Γ2 = −2828 µm2/s for Uaxi 58 µm/s, and Γ1 = 1328 µm2/s

and Γ2 = −4168 µm2/s for Uaxi 116 µm/s, respectively.
Figure 5.8a shows the variation of Γ1 and Γ2 as function of the additional axial

velocity Uaxi at 600 Hz and voltages of 4 and 6 Vpp. With the increase of the addi-
tional axial velocity from 58 to 174 µm/s, |Γ1| decreases from 1899 to 1203 µm2/s

while |Γ2| increases from 2828 to 5415 µm2/s at 4 Vpp. It suggests that the additional
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Figure 5.8: (a): Circulation of the vortices above one electrode as function of the average additional
axial velocity at applied voltages of 4 and 6 Vpp, and frequency of 600 Hz. (b): Circulation ratio of
the two vortices |Γ2|/|Γ1| as function of the average additional axial velocity.

axial flow decreases the strength of the left vortex, while enhancing the strength of
the right vortex. The same tendency of |Γ1| and |Γ2| as function the additional axial
velocity is found for 6 Vpp. When the voltage increases from 4 to 6 Vpp at 600 Hz, the
circulation increases approximately by a factor of 2.5 and 4.5 for Γ1 and Γ2, respect-
ively. Figure 5.8b shows the variation of |Γ2/Γ1| as function of the additional axial
velocity. It reveals that the difference between Γ1 and Γ2 increases with the increase
of the additional axial velocity.

5.3 Particle focusing

In the previous section, the vortex region induced by ACEO was found to be separ-
ated from the main flow. This creates a coherent structure consisting of a longitudinal
stream tube in the y-coordinate. Since the ACEO flow is under laminar flow condi-
tions (Re ∼ 10−3), such tubes can act as "isolated area" in the flow domain. This
causes the targeted particles near the bottom wall to migrate away from the wall or
the ones far away from the wall to move towards the bottom. This phenomenon
of "isolated area" can be utilized to enhance particle focusing. In this section, the
possibility of focusing particles by using the ACEO vortex will be investigated.

5.3.1 Experimental procedure

Fluorescent polystyrene particles with diameter of 5 µm (2.5% solid, Micro Particles
GmbH, Germany) were used. The density of particles is ρp = 1.05 g/cm3, which is
very close to that of water 1.00 g/cm3. The particles were added to the 0.1 mM KOH
solution, with a mass concentration of about 0.02%. The conductivity of the solution
is measured to be 1.5 mS/m (IQ170, Scientific Instruments, USA). The astigmatism µ-
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Figure 5.9: Size of the deformed 5 µm particle images (drefn,x and drefn,y ) as function of the reference
z-position (zrefn ) and the corresponding calibration fittings (dcalx (z) and dcaly (z)), where n is the
number of the displacement steps. The highlighted gray area is the calibration range used in the
measurement.

PTV technique was employed to measure the particle displacement. The calibration
process for 5 µm particles was first performed to build up the relationship between
the image deformation of the particle and its relative z-position, see Fig. 5.9. Based
on the calibration functions, the 3D positions of 5 µm particles were estimated in the
experiments.

In the present experiments, a high voltage (6 Vpp) is used and the effect of "isol-
ated area" due to ACEO vortex are expected to be better visible. The flow field, as
visualized by tracer particles of 2 µm at lower additional axial velocities has already
been discussed in detail in section 2. Similar structures of the flow field at higher
additional axial velocities are given in Fig. 5.10. The interpolated velocity fields are
given in Fig. 5.11.

5.3.2 Finite size particle velocities

Experimental data show that |uy| of 5 µm particles is in general less than 30 µm/s,
which is quite small compared to |ux| and |uz|. Similar velocity component ratios
are also observed for the 2 µm tracer particles. This confirms the earlier observation
that in the present study ACEO flow in combination with additional additional axial
flow can be simplified to a quasi-2D flow. Hence, the measured 3D particle velocity
vectors are, as before, projected in the (x,z) plane.

Figure 5.12 shows the projected velocity vectors of 5 µm particles in the (x,z)
plane at 6 Vpp and 600 Hz for different additional axial velocities (232, 347 and 464
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Figure 5.10: Velocity vectors of 2 µm particles at 6 Vpp and 600 Hz in case of different mean ad-
ditional axial velocities, Uaxi =232, 348 and 463 µm/s. The black solid lines indicate the electrode
position.

µm/s). Since the tracer particles are randomly distributed in the solution, the particle
concentration are expected to be periodic before entering the ACEO effect region.
According to the previous experiments using 2 µm particles, a concentration of the
particles was expected to be periodic outwards along the electrodes. However, the
result of 5 µm particles shows that after passing over 2 electrodes in the microchan-
nel, particles move in a moderate trend towards the top of the channel. Specifically,
at the initial stage, the particle movement is significant whereas this movement be-
comes relative small in the final stage. This tendency of particle focusing is reduced
with the increase of the additional axial velocity (Fig. 5.12). As a result, particle
focusing in the microchannel is achieved in the present experiments.

To quantify 5 µm particle behaviors, the projected velocity vectors were interpol-
ated on a Cartesian grid with equidistant spacing ∆x = ∆z = 1 µm, as described in
section 2.2. Based on each data point in the grid, the tracer particles in the range with
a diameter of 2σd = 2µm (the standard deviation of the weight is now set to be 1 µm
in stead of 0.5 µm for the smaller 2 µm particles) were selected, and then the interpol-
ated velocity ūx,z of 5 µm particles is calculated. Figure 5.13 shows the interpolated
velocity field ūx,z of 5 µm particles at different additional axial velocities.

The minimum observed z-position of the 5 µm particles along the electrodes
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Figure 5.11: Interpolated quasi-2D velocity field of 2 µm particles at 6 Vpp and 600 Hz in case
of different mean additional axial velocities, Uaxi =232, 348 and 463 µm/s. The black solid lines
indicate the electrode position.

zmin(x) is calculated based on the velocity fields shown in Fig. 5.13. In the do-
main Ω : [x, z] = [0, 420] × [3, 45] (µm × µm), the lowest data point with relevant
velocity information for a fixed x-position is regarded as the minimum position of 5
µm particles. Figure 5.14 shows zmin(x) for different additional axial velocities. A
larger minimum z-position of the particles means that the particles are focused at
the upper side of the channel. The particle focusing decreases with the increase of
the additional flow. For instance, at the right side of the fifth electrode x=387 µm,
zmin(x) is about 29 µm and 24 µm for the additional axial velocity of 232 µm/s and
464 µm/s, respectively.

To evaluate the particle focusing as function of additional axial velocity, the aver-
age minimum z-position of the particle presence above one electrode is calculated as
z̄min = 1

L

∫
L=70µm

zmin(x)dx. Figure 5.15a shows the variation of z̄min for different
additional axial velocities above each electrode. A high z̄min means a high effect of
the particle focusing. Similar as in Fig. 5.14, the results show that z̄min decreases
with the increase of additional axial velocity. Additionally, z̄min is found to increase
with the number of electrodes, as shown in Fig. 5.15b.

To discuss the 5 µm particle dynamics, the velocity profiles of 5 µm particles are
compared to the local flow visualized by using 2 µm particles. Based on the inter-
polated data in Fig. 5.11 and 5.13, figure 5.16 shows the x-component of interpolated
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Figure 5.12: Projected velocity vectors of 5 µm particles at 6 Vpp and 600 Hz in case of different
mean additional axial velocities, Uaxi =232, 348 and 463 µm/s, where the black solid lines indicate
the electrode position.

velocities ūx for 5 µm particles and local flow at 6 Vpp, 600 Hz and an additional
axial velocity of 232 µm/s. ūx is taken at different positions: 0, 14, 28 ,42 an 56 µm
away from the left edge of the electrodes. It is seen that the ūx values of the 5 µm
particles are approximately the same as the ones of the local flow. However, a signi-
ficant deviation of the vertical component ūz between the local flow and particles is
observed, as shown in Fig. 5.17. At the left edge of electrodes (x = 0 µm), the local
flow has a large negative ūz , which is due to the ACEO-induced vortex. In contrast,
for the 5 µm particles the magnitude of such negative ūz appears to be smaller. For
example, at x = 0 µm and z = 15 µm, ūz of the local flow above electrode 3 is -311.0
µm/s while for the 5 µm particles ūz =-63.2 µm/s. Furthermore, at x = 14 µm above
the electrode, the difference of ūz between the local flow and particles becomes small
compared to the one at x = 0 µm. Additionally, this difference decreases with the
increase of z. The same tendency of the velocity profiles (ūx and ūz) of the local flow
and 5 µm particles is also found in the cases of a additional axial velocity of 348 µm/s
and 464 µm/s, respectively (the results are given in Appendix C).
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Figure 5.13: Interpolated velocity field of 5 µm particles at 6 Vpp and 600 Hz in case of different
mean additional axial velocities, Uaxi =232, 348 and 463 µm/s, where the black solid lines indicate
the electrode position.
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electrode array at 6 Vpp, 600 Hz and at various average additional axial velocities.
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Figure 5.15: (a) Variation of the average minimum z-position of the particle presence above one
electrode, z̄min = 1

L

∫
L=70µm

zmin(x)dx, as function of different mean additional axial velocities.
(b) Variation of z̄min for each electrode at different mean additional axial velocities. The position
of electrodes is shown in Fig. 5.12.

5.3.3 Analysis of the 5 µm particle dynamics

To explain the behavior of 5 µm particles, an analysis of the forces acting on them is
necessary. Several forces have been discussed in the previous study [44]. In general,
2 µm polystyrene particles are subjected to drag force from the local flow, while DEP
force (except close to the electrode edge where the DEP force has an influence on
the particle movement), buoyancy, electrothermal flow and Brownian motion are
considered to be negligible. Due to that, we assume that the velocity measured by 2
µm particles represents the velocity of the local flow. However, in case the particle
size is increased to 5 µm, the forces which can be neglected for 2 µm particles have
to be re-evaluated.

Response time

If a sudden change in fluid velocity or direction occurs, it takes a small amount of
time for tracer particles to catch up with the flow. The response time of a spherical
particle in a stationary flow is mainly subjected to the particle size. The governing
equation on a spherical particle is given as [90]:

mp
dup

dt
= −3πµfdp(up − uf ) (5.3)

where mp is the particle mass (mp = 1
6πd

3
pρp with ρp the particle density), µf = ρfν

is the dynamic viscosity of the fluid with ν the kinematic viscosity, up the velocity of
the particle and uf the velocity of the local fluid, and 3πµfdp(up − uf ) is the Stokes
drag force Fdrag . With an initial condition up(t = 0) = 0, up after the time t is given
by
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Figure 5.16: x-component of interpolated velocity component ūx of the local flow (visualized by
using 2 µm particles) and 5 µm particles at x=0, 14, 28, 42 and 56 µm away from the left edge of
the electrode. The applied voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial
velocity is 232 µm/s. The black lines indicate the electrodes.
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Figure 5.17: z-component of interpolated velocity component ūz of the local flow (visualized by
using 2 µm particles) and 5 µm particles at x=0, 14, 28, 42 and 56 µm away from the left edge of
the electrode. The applied voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial
velocity is 232 µm/s. The black lines indicate the electrodes.
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up = uf (1− exp(− t

τ
)), with τ =

d2pρp

18µf
. (5.4)

For a particle, with dp = 5 µm and ρp = 1.05 g/cm3, in a solution with µf = 10−3

kg/(m·s) and ρf = 1.00 g/cm3, the time constant is τ = 1.4 µs. This means that
after t = 1.4 µs the particle will have the same velocity as the fluid, and the particle
will completely follow the flow. The convective time in our measurement (τ = W/u,
with W the electrode width and u the ACEO slip velocity) is in the order of 10 ms,
so much larger than the response time.

Centrifugal force

The particles in a rotating flow are subjected to a centrifugal force. The centrifugal
force drives the particle away from the center of rotation. The centrifugal force acting
on the particle is:

Fcen = (mp −ml)αe = (mp −ml)Rω2, (5.5)

where α = Rω2 is the acceleration of the particle from centrifugal force, with R the
distance to the center of the swirl flow and ω = uθ/R the rotation velocity with uθ

the radial angular velocity. Consider only the centrifugal force and the drag force
(Fdrag = −3πµfdp(up − uf )) acting on the particles. Assuming that the radial fluid
velocity is zero, the magnitude ratio of the radial particle velocity up,θ and radial
angular velocity is given as

|up,θ

uθ
| =

d2puθ

18νR
(
ρp
ρl

− 1), (5.6)

Assume uθ is equal to the mean fluid velocity of the vortex. For a 5 µm particle
in the vortex flow with a characteristic length scale of 20 µm and mean fluid velocity
of about 100 µm/s, the magnitude ratio of the radial difference (up,θ) and angular
velocity is less than 10−6. So, the centrifugal force on the particle is negligible.

Lift force

Beside the drag forces from the fluid, particles experience a lift force acting over
their surfaces in a flow field with a spatial velocity gradient [6]. The lift force is
perpendicular to the direction of streamlines, and causes the particles to migrate
away from the streamlines. The lift forces have been found to be important in many
microfluidic systems [6, 60, 94].

The lift force acting on the particles in a confined domain is mainly influenced by
several parameters: the fluid velocity uf , particle velocity up, channel dimension
aspect, particle diameter dp, and velocity gradient perpendicular to the streamlines
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∇uf . Based on Saffman’s theory, the magnitude of the lift (or Saffman lift) force is
given by [70]:

Flift = 1.615ρfν
1/2
f d2p(up − uf )

√
|∇uf |sign(∇uf ) (5.7)

where νf = µf/ρf is the fluid kinematic viscosity. For a sphere, the ratio of the
Saffman lift force to the viscous drag force can be given as

| Flift

Fdrag
| = 0.171

dp

ν
1/2
f

√
∇uf . (5.8)

In a vortical flow with a characteristic size of 20 µm and highest fluid velocity of
about 500 µm/s, the Saffman lift force on a 5 µm diameter particle is typically about
1% of the drag force. As a result, the lift force can also be neglected.

Dielectrophoretic force

In a non-uniform electric field, the particle due to its polarization experiences a
dielectrophoretic force (DEP) [23]. The magnitude of the DEP force is determined
by the spatial variation of the electric field, which reaches a maximum at the electric
field maxima. The dielectrophoretic force is given by [7]

FDEP =
1

4
πd3pεRe(χCM )∇ | ERMS |2, (5.9)

where ∇ | ERMS |2 is the gradient of the square of the RMS electric field, and
Re(χCM ) the real part of the complex Clausius-Mossotti (CM) factor. The complex
CM factor is χCM = (ε̃p− ε̃m)/(ε̃p+2ε̃m), where ε̃ is a complex permittivity given by
ε̃ = ε−i(σ/ω) with i =

√
−1, and the subscripts p and m refer to the particle and sus-

pending medium, respectively [23]. The CM factor exhibits a frequency-dependence
and varies between +1 and −0.5. Dependent on the sign of Re(χCM ), the dielectro-
phoretic force is directed towards the region of high gradient of the electric field (pos-
itive DEP) or away from (negative DEP) [96]. Considering the polystyrene particle
properties are σp = 10 mS/m and εp = 2.55εo (εo the absolute permittivity of va-
cuum), and the suspending medium has a permittivity of εf = 78εo and conductivity
of σf = 1.5 mS/m, Re(χCM ) is expected to have a value of 0.65 at 600 Hz [23, 96].

Assuming that the movement of particles is only due to DEP forces, the particle
velocity is given by

uDEP =
d2pεRe(χCM )∇ | ERMS |2

12µ
, (5.10)

with µ the dynamic viscosity of the bulk solution.
Figure 5.18 shows the schematic diagram of the electric field above a symmetric

electrode pair. Assuming the electric field is simplified to be semi-circular, given
ERMS = Vd/

√
2πr, where r =

√
x2 + z2 is the distance to the center of the gap and
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Figure 5.18: Electric field lines between the symmetric electrodes in semi-circular system.

Vd the potential difference applied in the bulk solution. Therefore, the magnitude of
the velocity component uDEP in radial direction with origin in the center of the gap
simplifies to

|uDEP | =
d2pε|Re(χCM )|V 2

d

12µπ2r3
. (5.11)

Due to the charging of the electric double layer (EDL), Vd in the bulk is generally
much lower than the voltage difference applied between the electrodes. Assuming
Vd is half of the voltage difference applied on the electrodes, the magnitude of the
particle velocity due to the DEP force is calculated as function of z at the different
x-positions for an applied voltage of 6 Vpp with Re(χCM ) = 0.65, and the result is
shown in Fig. 5.19. At the electrode edge (x =0 µm and z=0 µm), the magnitude of
|uDEP | reaches a maximum. With the increase of z at x =0 µm, |uDEP | significantly
reduces, which is 117.2 µm/s and 22.4 µm/s at z=10 and 20 µm, respectively. When
the distance from the electrode edge increases, the gradient of the electric field de-
creases. As a result, |uDEP | decreases, for example, |uDEP | at z=0 µm reduces from
about 621.6 µm/s to 77.7 µm/s when x increases from 0 to 7 µm. Similar with the
case at x =0 µm, |uDEP | at x =7 µm decreases with the increase of z, which is 41.9
µm/s and 14.7 µm/s at z=10 and 20 µm, respectively. The theoretical velocity mag-
nitude of 5 µm particles due to DEP appears to be close to the experimental obser-
vation of the velocity difference between the flow field and the 5 µm particles in Fig.
5.16 and 5.17. This suggests that the DEP force can be a reason for the 5 µm particle
focusing. However, it should be noted that if the DEP force is responsible for the
particle movement in the ACEO flow, the particle moving away from the electrode
surface suggests that they experience a negative DEP force, which is different with
the theoretical prediction with Re(χCM ) = 0.65 > 0. In experiments with no or with
a very low axial velocity, the 5 µm particles move towards the electrode edges fol-
lowing the ACEO flow field. However when they approach the bottom plate, they
start to deviate towards to center of the vortices indicating that an extra negative
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Figure 5.19: Magnitude of particle velocities |uDEP | (2 µm particles in black and 5 µm particles
in red) due to the DEP at a distance of x =0, 7 and 14 µm away from the electrode edge. In the
experiments only velocities are measured for z ≥ 3 µm (dotted line)

DEP force is acting on them. Further research is needed to clarify the different value
of Clausius-Mossotti factor. In general,the charge carriers cannot penetrate through
the particle surface. Furthermore, due to the fluorescent coating, the surface proper-
ties of the particle are difficult to evaluate. This fluorescent coating may change the
electric properties of the particle surface. In that case, the classical Clausius-Mossotti
theory is not valid.

In addition, Fig. 5.19 shows the velocity magnitude of 2 µm particles due to the
DEP force, with the same physical parameter as 5 µm particles. As expected, the
DEP velocity of 2 µm particles is much smaller compared to that of 5 µm particles.
This is due to the decrease of the DEP force as function of d2p.

In the experimental observations, the minimum position of particles over the
electrodes is observed to be dependent of the extra additional axial flow (see Fig.
5.14). This can be explained with the acting time of the DEP force on the particle
above one electrode. In principle, a large axial velocity means a short detention time
above each electrode, leading to the short acting time of the DEP force. As a result,
the acceleration displacement of a particle above one electrode is reduced. As shown
earlier in Fig. 5.15, one can considerably increase the particle focusing by increasing
the electrode number. However, it should be noted that the increase of z̄min becomes
smaller with the increase of electrode number. This is because that the magnitude of
the DEP force significantly reduces when the particle moves toward the top of the
channel. As a result, after a certain number of the electrodes, this particle focusing
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Figure 5.20: 3D streamlines of flow topology due to combined ACEO and axial flow, which shows
multiple families of tori (black/red) and disintegrating tori (blue/cyan) (Figure is reproduced from
Speetjens [75])

will not have a significant improvement.

5.4 Comparison with numerical simulations

5.4.1 Lagrangian flow characteristics

In the present study, a vortex region separated from the main additional axial flow
was observed in a straight microchannel. Such vortical structure of flow was also
numerically analyzed in [75], in a study of 3D transport properties of ACEO flow.
The numerical investigation showed that in the Stokes limit (Re=0) the flow to-
pology due to ACEO forcing results in the formation of tori in the microchannel .
This flow topology can change into chaotic streamlines for sufficiently strong fluid
inertia. In the present experiments, such tori were not observed due to two reas-
ons. First, the measurement resolution is not yet sufficient to distinguish individual
tori in the continuous family of tori. Second, the secondary circulation that causes
tracers to describe a torus is extremely slow, requiring excessive measurement times
to fully visualize these structures. The current experimental set-up cannot yet track
tracers sufficiently long. However, the numerical study in [75] showed that an axial
pressure-driven flow yields a flow topology that is consistent with the experimental
observations. Good qualitative agreement is found between two key features: sym-
metry breaking of the vortical structure above each electrode and the formation of a
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Figure 5.21: Comparison of corrected numerical (Λ = 0.35) and experimental velocity profiles
above one electrode at voltage of 4 Vpp and frequency of 600 Hz for different mean additional axial
velocities Uaxi: (a) 58 µm/s and (b) 116 µm/s. The black solid line indicates the electrode position.

net axial throughflow region on top of the vortices. To this end, compare Fig. 5.20
with Fig. 5.6. The black vortex in Fig. 5.20 corresponds with the vortex in Fig. 5.6;
the red/blue/cyan structures in Fig. 5.20 all belong to the net throughflow region
and cannot yet be resolved individually in the experiments.

5.4.2 Comparison to numerical model

It is interesting to see to what extent the numerical model described in our previous
study [45] is able to describe the ACEO flow combined with the axial flow. In [45],
a correction factor Λ was introduced on the numerical velocity in order to quantit-
atively match the experimental results, based on the deviation of the velocity profile
at z = 3 µm above the electrode surface. A value Λ = 0.35 was obtained for the
numerical results for KCl solutions at frequencies higher than 200 Hz, yielding the
closest match between numerical and experimental results. In the present study, the
same correction factor of Λ = 0.35 is applied with respect to the applied voltage of 4
Vpp for KOH solutions. The results reveal that the corrected numerical slip velocity
at z = 3 µm is close to the experimental one for average additional axial velocities
of Uaxi = 58 and 116 µm/s, see Fig. 5.21. This suggests that the correction factor for
ACEO can also be used for a complicated flow and a different electrolyte.

Compared to the experimental observations in Fig. 5.5, the corrected predictions
precisely describe the measured velocity fields as shown in Fig. 5.22, including the
size and position of the vortices. Furthermore, the spanwise component of the vor-
ticity is calculated, and shown in Fig. 5.23. The predicted vortex area A and circu-
lation are consistent with the experiment: for Uaxi = 58 µm/s the circulation of two
vortices are Γ1 = 2188 µm2/s and Γ2 = −4228 µm2/s, which are close to the exper-
imental ones (Γ1 = 1899 µm2/s and Γ2 = −2828 µm2/s), and for Uaxi = 116 µm/s,
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Figure 5.22: Predicted velocity field, with a correction factor of Λ = 0.35, at voltage of 4 Vpp and
frequency of 600 Hz for different mean additional axial velocities Uaxi: (a) 58 µm/s and (b) 116
µm/s.

the predicted circulations are Γ1 = 1457 µm2/s and Γ2 = −5017 µm2/s, close to the
experimental ones (Γ1 = 1328 µm2/s and Γ2 = −4168 µm2/s).

The same procedure to find the optimal correction factor as described in chapter 4
is applied in the present chapter. The results are given in Appendix B. The correction
factors are obtained for the cases at 4 Vpp, and are 0.36 for Uaxi = 58 µm/s and 0.32
for Uaxi = 116 µm/s, both very close to Λ = 0.35. However, the optimal correction
factors obtained for the cases at 6 Vpp are found to be 0.50 for Uaxi = 116 µm/s and
0.46 for Uaxi = 174 µm/s. The mean correction factor for 6 Vpp is 0.48, which is
higher than Λ = 0.35 for 6 Vpp. This indicates that the numerical prediction can offer
a better prediction for high voltages than for low voltages. This is probably due to
the larger effect of surface conduction at high applied voltage, which significantly
reduces the predicted ACEO velocity [45].

5.4.3 Particle focusing in the literature

Electric fields generated by an array of electrodes act in a complex way not only
on the fluidic medium (e.g. ACEO flow) but also directly on the particles (e.g. DEP
force). Weiss et al. [88] theoretically studied the particle location in case of sedi-
mentation and dielectrophoretic repulsion forces from the electrodes in an ACEO-
pumping flow. In their study, a periodic equilibrium location of the particles above
the electrodes was obtained, dependent on the size and density of the particle. As in
our experiment the density of particles is similar to the fluidic medium, there is no
gravity force to balance the dielectrophoretic force, and thus the particles are found
to move away from the flow field.

In traditional DEP particle focusing, an array or pairs of micro-obstacles is gener-
ally required to form a constriction since the DEP force decays rapidly away from the
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Figure 5.23: Predicted vorticity and circulation, with a correction factor of Λ = 0.35, at voltage
of 4 Vpp and frequency of 600 Hz for different mean additional axial velocities Uaxi: (a) 58 µm/s
and (b) 116 µm/s. Pink solid lines indicate the boundary of the ACEO vortex, λ2 = −10. Black
solid line indicates the electrode position.

electrode surfaces [31, 83, 97]. In such geometries, the particles pass through a nar-
row section of the channel where the electric field reaches a maximum. The study by
Zhu et al. [97] on AC dielectrophoretic focusing of particles reveals that compared
to the DC DEP method, AC DEP of focusing particle needs a much smaller mag-
nitude of electric voltage. In their study, however, in order to generate a sufficient
strength of AC electric field for DEP force, an electric voltage of 18 Vpp has to be
applied combined with 1V DC signal for a constriction with a width of 56 µm. In
the present method, due to the ACEO vortex, the particle focusing needs a lower
applied voltage.

5.5 Conclusions

In this study, the effect of additional axial flow on the ACEO vortex is experimentally
investigated on a symmetric electrode pattern perpendicular to the axial direction
of the channel. Flow measurements reveal that the additional axial flow results in
break-down of one vortex and confinement of the other vortex above one electrode.
Such axial-wise symmetry breaking is enhanced by an increase of the additional axial
velocity. This leads to the coexistence of a vortical and a uni-directional flow in the
micro-channel. The circulation of the two vortices above one electrode has a different
tendency as function of the additional axial velocity: one is reduced while the other is
increased due to symmetry breaking. The circulation ratio of two vortices increases
with the increase of the additional axial flow. This can also be predicted by using
the non-linear electrokinetic model in Chapter 4, with a correction factor Λ = 0.35.
The velocity field, streamlines and vorticity from the experiment and prediction are
in good agreement.
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Experiments show that 5 µm particles are repulsed from the electrode surface,
and thereby are focused towards the upper side of the channel after passing over
the ACEO-induced vortices. The accumulation of 5 µm particles are related to the
velocity difference between the velocity components of 5 µm particles and the local
flow visualized by 2 µm particles. First order-of-magnitude estimates on the forces
acting on the particles suggest that this particle accumulation is caused by dielec-
trophoresis. For large particle sizes the DEP force becomes significantly important,
especially when the particle is close to the electric field maxima. As the acting time
of the DEP force over each electrode is inversely proportional to the additional axial
flow rate, for a fixed number of electrodes the particle focusing decreases with the
increase of the flow rate. Compared to the traditional DEP particle focusing, where
the DEP force affects a limited region, the present method uses the ACEO vortex to
transport the sample towards the DEP-affected region.
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Chapter6
Conclusions and

recommendations

6.1 Conclusions

In the current research, the main objective has been to investigate the vortex behavior
in AC electro-osmotic (ACEO) flow by experimental means. ACEO flows above an
array of symmetric electrodes were examined using a visualization system, which
provided a three-dimensional (3D) measurement of velocity fields on micro-scale.
The influence of operational parameters (voltage, frequency, electrolytes, and addi-
tional axial flow) on the velocity field and primary circulation of vortices has been
addressed. The most significant contributions from this work are briefly highlighted
below.

An experimental set-up for astigmatism micro-particle tracking velocimetry (astig-
matism µ-PTV) has been designed and constructed. By inserting a cylindrical lens,
due to two different magnifications in two orthogonal orientations, a deformation
of the particle image is obtained in individual frames. Based on this distortion, a
three-dimensional velocity field can be reconstructed.

A 3D velocity measurement of ACEO flow over an array of interdigitated sym-
metric electrodes has been reported. The complete velocity field can capture the
characteristics of the ACEO-induced vortices, i.e. the periodicity of vortex pair on
the electrodes, the symmetry of vortices above one electrode, and the vortex con-
fined close to the electrode edge.

Experimental results show that velocity and strength of ACEO-induced vortices
are strongly frequency- and voltage-dependent. ACEO velocities become smaller
when the frequency is high or low; the frequency for the maximum ACEO velocity
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(characteristic frequency) is in the range of 300-800 Hz for a low voltage range 1-4
Vpp and for three different electrolytes, i.e. the 0.1 mM KOH, 0.1 mM KCl and 0.1 mM
KH2PO4 solutions. The same frequency range at which the circulation is maximal il-
lustrates the relation with the magnitude of the ACEO velocity. The measurements of
the ACEO velocity above the electrode surface show that the ACEO velocity and cir-
culation are approximately proportional to the square of the applied voltage, which
is consistent with the prediction using a linear electrokinetic model. Additionally,
the experimental results show that the characteristic frequency slightly reduces with
the increase of voltage, which cannot be explained by linear theory. Furthermore,
such parameter-dependencies of ACEO do not change in the different electrolytes
with the same concentration of 0.1 mM.

The measurements reveal that the magnitude of the ACEO velocity and circu-
lation is influenced by the ion-species of the electrolyte. This can be explained by
the difference of ionic properties (diffusivity and size size) and the pH value of the
solution. Ionic species with a low mobility are expected to have a low ACEO velo-
city due to the low charging process, and furthermore ions with a large size result
in a low ACEO velocity because of the crowding effect of ions in the double layer.
In a neutral solution, like KCl, the hydrolytic reactions create H+/OH− ions. As
these ions have the same sign with the charged electrodes, they have no influence on
the ionic structure in the double layer. However, in a basic solution, like KOH, the
hydrolytic reactions lead to a consumption of OH− ions at the anode, reducing the
concentration of coions in the double layer.

A nonlinear electro-kinetic model has been used in a numerical simulation. It
qualitatively captures the characteristics of ACEO flow measured in experiments,
like frequency- and voltage-dependence, and the shift of the characteristic frequency.
Incorporation of surface conduction into the model reduces the ACEO velocity to be-
come comparable with the experimental measurement at lower frequency and high
voltage. For frequencies higher than 200 Hz, the prediction by the model is still
much higher than the experimental data. A correction factor (Λ = 0.35) has been
calculated to achieve a quantitative agreement between numerical results and ex-
perimental observations. As this correction factor is based only on the flow field
near the electrodes, the agreement throughout the entire domain strongly suggests
that the observed differences originate mainly from discrepancies between predicted
and actual slip velocity near the electrodes.

Measurements with an additional axial flow reveal that the additional axial flow
results in break-down of one vortex and confinement of the other vortex above one
electrode. Such axial-wise symmetry breaking is enhanced by an increase of the
additional axial velocity. The circulations of the two vortices show the variation of
the vortex strength as function of the axial flow rate: one is reduced while the other
is increased. The numerical prediction with a correction factor of 0.35 quantitatively
captures the overall dynamics of vortex under the effect of additional axial flow,



Conclusions and recommendations 111

including the velocity field, streamlines and vorticity.
Finally, the particle dynamics in ACEO flow combined with an additional axial

flow has been investigated. Experimental results show that 5 µm particles are re-
pulsed from the electrode surface, and thereby focused towards the upper side of
the channel after passing over the ACEO-induced vortices. A possible explanation is
the force of dielectrophoresis (DEP), which can become dominant on the movement
of 5 µm particles close to the electrode surface. As the acting time of the DEP force
over each electrode is inversely proportional to the additional axial flow rate, for a
fixed number of electrodes the particle displacement decreases with the increase of
the additional flow rate.

6.2 Recommendations

Although the present work provides experimental measurements, which could be
helpful for understanding ACEO flow, there are still many challenges remaining. For
further understanding of the ACEO flow phenomena, the following aspects could be
further investigated.

The astigmatism µ-PTV can be extended to measure the temperature field above
a hot surface by using particles with a temperature-dependent fluorescent coating
(widely used in the Laser-induced fluorescence [53]) or thermochromic liquid crys-
tals [69]. By using a semi-transparent mirror in the optical system, the fluorescent
light rays emitted from the illuminated particles will be split into two separate rays,
and these separate rays are transferred into two separate cameras. Using the sep-
arate deformation-position and spectrum-temperature calibrations, the 3D position
and temperature of the particles in the recorded images are evaluated simultan-
eously. Preliminary experiments have shown that thermochromic liquid crystals
(TLC) could be an acceptable technique for the concept of simultaneously measur-
ing velocity fields and temperature on a micro-scale [48]. Furthermore, in order to
increase the accuracy and capability of measuring high and low velocity simultan-
eously, an adaptive time delay could be introduced into the algorithm for calculating
the particle velocities: data measured with a short time delay can be used for a field
with high velocities, while data measured with a long time delay can be used for a
field with low velocities.

Flow fields at high applied voltage were not studied in the present study, al-
though many applications of ACEO vortex employ a strong electric field, e.g. ACEO
pumping and mixing. Since strong electric fields enhance the DEP force to become
dominant on the movement of tracer particles used in astigmatism µ-PTV method (in
the experiments, 2 µm tracer particles were found to be immediately attracted to the
electrodes when a high voltage (9 Vpp) was applied), it will significantly reduce the
possibility and accuracy of velocity measurement. Therefore, the DEP force should
be reduced to a minimum for flow visualization of ACEO flow at high voltages.
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Figure 6.1: (a): Side view of 2 µm particle velocity vectors at a high voltage of 13 Vpp and
frequency of 50 kHz on asymmetric electrodes, where the x-component of velocity is indicated by
the color bar. The experimental observation shows that when the electric voltage was employed,
most particles move in the vortex and only few particles tend to stick to the electrode surfaces. The
velocity vectors indicate that above the narrow electrode the particle movement directs from the
electrode center to the edge, and there is a net flow directing from the wide electrode to the narrow
one. In the experiments, a 0.5M zwitterion 6-aminohexanoic acid (AHA) (Sigma-Aldrich Corp.,
USA) was added to the 0.1 mM KCl solution. The channel is H = 48 µm high and 1 mm wide.
The narrow and wide electrodes are 7 µm and 47 µm wide while the narrow and wide gaps are
13 µm and 33 µm, respectively. (b): Interpolated velocity vectors on a equidistant grid, where the
arrow length is in terms of velocity magnitude.

To this end, the astigmatism micro particle tracking velocimetry measurement re-
quires tracer particles with a small diameter. Additionally, the DEP force acting on
the particles could be reduced by manipulating the cross-over frequency (at which
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the DEP force is close to zero) close to the operational frequency [7]. Adding ionic
molecules of high polarizability (e.g. zitterions) into an aqueous solution, increas-
ing the permittivity of the solution, theoretically reduces the cross-over frequency to
the operational frequency of ACEO flow [17]. In a preliminary study, zwitterion 6-
aminohexanoic acid (AHA) was added to the electrolyte, and the velocity of ACEO
flow at high applied voltage was obtained, see Fig. 6.1.

The predicted velocity in the numerical model is still higher than the experi-
mental measurement (see Chapter 4). In the present numerical study, the classical
Gouy-Chapman-Stern model was used. In this model, the molecular nature of the
solvent is neglected, and the permittivity is taken as a constant. In fact, the solvent
can be polarized and can be field-dependent. This field-dependent permittivity of
the solvent due to the effect of solvent polarization should be taken into account
in the numerical model. Based on the effect of polarization of the water molecules,
the Langevin- Poisson-Boltzmann equations could be used to replace the classical
Poisson-Boltzmann equations [21]. Additionally, the effect of pH value on the hy-
drolytic reactions should be analyzed numerically. Due to the hydrolytic reaction,
the consumption of ions in the electric double layer should be introduced in the
charge conservation in the thin double layer.

In the present study, a vortex region separated from the main additional axial
flow was observed in a straight microchannel. Taken into account the 3D character
of the flow, the vortical region can be seen as a "vortex tube". In a follow-up research,
it is interesting to further study this vortex tube for the establishment of specific
concentration fields and targeted delivery of mass in designated flow regions. In a
preliminary study, it has been found that when the particles were entrapped in the
ACEO vortices the particles can move within the vortices [85]. This phenomenon
can be used for particle manipulation in a microchannel, as shown in Fig. 6.2.

Particle focusing has been observed in the present study. The DEP effect on the
particles is not understood well, although it is predicted to become dominant for the
movement of large particles. Both measurement and simulation of DEP forces on the
particles is a topic for further studies.
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Figure 6.2: (a): Schematic diagram of the micro device comprising an initial hydrodynamic-
focusing compartment with Y junction and an electrohydrodynamic compartment with symmetric
electrodes. In the electrohydrodynamic compartment, the electrode arrays on the bottom of the mi-
crochannel are inclined at a 10 degree angle with regard to the direction of channel. Each electrode
is 56 µm in width and the gap between the electrodes is 14 µm in width. (b) 3D particle velocity
vectors under the mean axial velocity of 10 µL/hr at applied voltage of 6 Vpp and frequency of 600
Hz in the 0.1 mM KOH solution, showing the formation of vortex tubes above the electrode sur-
faces. (c): Particle manipulation by the AC electro-osmotic vortices. The micro-particles were first
entrapped in the vortices, and then moved along the vortices from the upper side of the channel to
the lower side. The particle solution (1µm polystyrene particles) was driven into the device, with a
flow rate of 2 µL/hr, while the 0.1 mM KOH solution was driven through the inlet 2, with a flow
rate of 10 µL/hr.
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AppendixA
Electrokinetic equations

In this section, the electrokinetic equations will be given to describe electrokinetic
phenomena. We will first examine the principle of ion dynamics in the presence
of the electric field. The Nernst-Planck equation shows a complete description of
electrohydrodynamics of the systems, in which the ion transport stems from an elec-
trochemical potential around a charged surface, as illustrated in Fig. A.1. Then,
based on the special case of an infinite planar surface in a binary symmetric elec-
trolyte, the Gouy-Chapman solution is presented, describing the charge distribution
and potential variation in the diffuse layer. The problem of electrokinetic systems is
further simplified: the electric double layer (EDL) is assumed to be an infinitely thin
layer. As a result, the charging of the electric double layer can be seen to be identical
with an ideal capacitor, and its effect upon the electrokinetics is described as Ohmic
current. Based on the charge conservation law, the relationship between the local
surface charging of the EDL and the potential distribution in the bulk solution is
given. Finally, the Stern layer assumption is introduced.

A.1 Nernst-Planck (NP) equation

Consider an electrolyte in contact with a solid charged surface (This charged surface
can be the walls of the microfluidic channel in which the liquid flows or the elec-
trodes on the channel wall). Depending on the electric composition of the charged
surface, electrokinetic processes at the surface will result in a electrokinetic transfer
of ions between the electrolyte and the surface. As a result, the charged surface and
the electrolyte get oppositely charged, while maintaining global electric neutrality.
Consider this electrokinetic transport of ions obeys the continuum assumption. The
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Figure A.1: (a) Schematic diagrams of ionic structure in thermal equilibrium of the electric double
layer near a flat electrode surface. The Stern layer is in the range of 0 < y < λS , indicating a
single layer of immobile ions, while the diffusive layer is in the range of λs < y < λD , representing
the diffuse mobile layer of ions. For y > λD the electrolyte is charge neutral. (b) Schematic
diagrams of resulting potential distribution: ΦS for the Stern layer and ζ for the diffusive layer,
respectively. (Figure is reproduced from Morgen et al. [50] )

conservation equation for each ion of type i is given as [28]:

∂ci
∂t

= −∇ · J i, (A.1)

where ci(r, t) is the local ionic concentration, and J i(r, t) is the electric charge cur-
rent density. The electric charge current density stems from the gradient of electro-
chemical potential µi and the convection in the flow field [28]:

J i = ci(−Di∇µi + u) (A.2)

where Di is the diffusivity, µi(r, t) the electrochemical potential, and u(r, t) the ve-
locity field.

For an ideal dilute system (the electrolyte is assumed to be completely diluted),
µi is given by the contribution from entropy and electrostatic energy [28],

µi = µo + kBT ln
ci
co

+ Zieϕ, (A.3)

where µo and co are the reference electrochemical potential and ionic density in the
absence of the electric potential, kB the Boltzmann constant, T the temperature,
ϕ(r, t) the potential, Zi the valence of the ion, e the elementary charge.

Thus, Eq. A.2 can be rewritten as:
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J i = −Di∇ci −
Zie

kBT
∇ϕ+ ciu. (A.4)

In Eq. A.4, the first term of the right hand side (RHS) represents the diffusion of mass
due to the gradient of ionic concentration, the second term represents a mass transfer
due to an electric field (electromigration), and the third term describes a charge flux
induced by the fluidic convection.

Consequently, Eq. A.1 becomes

∂ci
∂t

= Di[∇2ci +
Zie

kBT
∇ · (ci∇ϕ)]−∇ · (uci). (A.5)

which defines the Nernst-Planck equation, describing the motion of ions in an elec-
trolyte.

In the electrostatic situation, the potential ϕ(r, t) is governed by the Poisson’s
equation as [28]:

∇ · (−ε∇ϕ) = ρel (A.6)

where ε the permittivity of the solution (ε = εrεo, εr and εo are relative permittivity
and constant permittivity), and ρel(r, t) =

∑
i

Zieci is the electric charge density.

Combining the Nernst-Planck equation and Poisson’s equation (PNP) gives a
complete description of the local ion concentration and charge density.

A.2 Poisson-Boltzmann (PB) equation

The electrolyte is considered to be binary and symmetric, which means the electro-
lyte consists of on kind of positive ion and one kind of negative ion with opposite
valences, Z+ = −Z− = Z. The ions is considered in thermodynamic equilibrium,
implying that the chemical potential is constant, µi(r, t) = 0. Eq.A.3 then leads to
[28]

0 = kBT∇(ln
c±
co

)± Ze∇ϕ. (A.7)

In the special case of an infinite planar electrode surface, ϕ = ϕ(y) and c± =

c±(y), as indicated in Fig. A.1, assume that far away from the electrode surface the
electric potential goes to zero, ϕ(y = ∞) = 0, and the ionic concentrations approach
the value co (as explained above, co refers to the normal ionic density in the absence
of the electric potential), c±(y = ∞) = co,, while at the surface the potential is equal
to the zeta-potential ζ, ϕ(y = 0) = ζ. Assuming kB , T , Z and e are constant, integ-
rating Eq. A.7 gives the ionic concentrations as a function of the potential:

c±(y) = co exp(∓
Ze

kBT
ϕ(y)), (A.8)
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which is known as the Boltzmann distribution of ions. Consequently, ρel is computed
by

ρel(y) = Ze(c+ − c−) = −2Zeco sinh(
Ze

kBT
ϕ(y)). (A.9)

The Poisson equation (Eq A.6) is then rewritten as:

∂2ϕ

∂y2
=

2Zeco
ε

sinh(
Ze

kBT
ϕ), y > 0 (A.10)

which is the Poisson-Boltzmann (PB) equation, expressing the electric field on a
semi-infinite surface. The PB equation can be solved in analytical and numerical
cases.

A.3 Gouy-Chapman (GC) solution

One analytical solution of the PB equation can be obtained in the case of an planar
surface in the (x, z) plane as shown in Fig. A.1a. Assuming a narrow transition
region between electrodes and intermediate gaps on the bottom wall, the potential ϕ
in the fluid layer directly above the electrodes to good approximation depends only
on the normal component y. This admits application of the PB equation Eq. (10).
With boundary conditions

ϕ(y = 0) = ζ, and ϕ(y = ∞) = 0, (A.11)

the 1D analytical solution of the PB equation (Eq. A.10), so-called Gouy-Chapman
(GC) solution, is obtained as:

ϕ =
4kBT

Ze
tanh−1[tanh(

Zeζ

4kBT
) exp(− y

λD
)], (A.12)

where λD is the Debye length

λD =

√
εkBT

2Z2e2co
. (A.13)

Integrating the charge density ρel(y) in the y direction, Eq. A.9 yields the total
charge per unit area:

q =

∫ ∞

0

ρeldy = ε
∂ϕ

∂y
|y=0= − ε

λD

2kBT

Ze
sinh(

Zeζ

2kBT
). (A.14)

In this equation, the total charge q accumulated in the Debye layer is a function of
the zeta potential ζ. For ζ(x, z) on the planar electrode surface in the (x, z) plane, q
varies as function of x and z.

Correspondingly, the capacitance of the diffusive layer is obtained directly via:
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CD = −dq

dζ
=

ε

λD
cosh(

Zeζ

2kBT
). (A.15)

A.4 Debye-Hückel approximation

The Debye-Hückel approximation assumes that the electrical energy is small com-
pared to the thermal potential, i.e. Zeζ ≪ kBT . In this case, using the Taylor expan-
sion sinh(a) = a, the Poisson equation (Eq. A.6) can be linearized to [28]

∇2ϕ(r) =
1

λ2
D

ϕ(r), (A.16)

For a planar surface in the (x, z) plane, Eq. A.10 simplifies to

d2ϕ

dy2
=

1

λ2
D

ϕ. (A.17)

The solution of the PB equation is given as:

ϕ = ζ exp(− y

λD
). (A.18)

Under the Debye-Hückel approximation, the potential reduces exponentially in the
y direction. The total charge per unit area is given:

q = − ε

λD
ζ. (A.19)

The corresponding capacitance of the diffuse layer is linearized to

CD =
ε

λD
. (A.20)

A.5 Charge conservation in the thin double layer

The electric double layer can be seen as a conducting sheet surrounding the electrode
surface, in which the charge density per unit area is determined by the zeta-potential
in the EDL. In this case, the behavior of the electric double layer is analogical to an
ideal capacitor. Consider the double layer is infinitely thin, since the characteristic
scale of the EDL is much smaller than the one of the electrode or bulk solution. The
charging of the EDL can be expressed by using Ohmic flux, which can be vertical
fluxes in or out of the layer or tangential fluxes within the EDL. As a result, the
surface charge density q is derived by using the charge conservation law [46, 58, 73].

For a small patch of thin double layer above the planer electrode, see Fig. A.2,
the Ohmic fluxes consist of a normal Ohmic flux and a tangential surface-conduction
flux. The conservation equation of charge is given as [73]
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Figure A.2: Conservation of surface charge. the surface charge density q is attributed to a normal
Ohmic flux −n ·J and a tangential surface conduction flux nT ·JT . Note that as the double layer
is assumed to be an infinitely thin layer, the surface conduction flux arise from the boundary dl of
a small area ds. (Figure is reproduced from Soni [73])

∫
s

∂q

∂t
ds = −

∫
s

n · Jds−
∫
l

nT · JT dl, (A.21)

where n is the outward normal vector (pointing out of the surface) and nT is the
vector tangential to the surface. According to the Ohmic law, the electric current J is
given by J = σE = −σ∇ϕ, with σ the conductivity of the electrolyte, E the electric
current and ϕ the potential distribution in the bulk. JT is the surface electric current,
and is given as [46]:

JT = σTET , (A.22)

where σT is the surface conductivity and ET = −∇Tϕ = −nT∇ϕ is the tangential
electric field. For a binary symmetric electrolyte, σT is defined as [46]

σT = 4λDσ(1 +m) sinh2(
Zeξ

4kBT
), (A.23)

with σ the conductivity of electrolyte and m = 2ε(kBT/e)
2/µD the ratio between ion

electro-convection to the electro-migration (D is the diffusion coefficient of ions and
µ is the fluidic viscosity) .

Consequently, Eq. A.21 is rewritten as [73]:∫
s

∂q

∂t
ds = −

∫
s

n · (σE)ds−
∫
l

nT · (σTET )dl, (A.24)

The second term of the RHS represents a linear integral on the boundary of the elec-
tric double layer. Converting Eq. A.24 into an area integral by using Green’s The-
orem, Eq. A.24 becomes [73]:
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∫
s

∂q

∂t
ds = −

∫
s

n · (σE)ds−
∫
s

∇T · (σTET )ds. (A.25)

As Eq. A.25 is valid for any arbitrarily small area ds, the integrals in Eq. A.25
vanish. The dynamic charging of the EDL then simplifies to [73]

∂q

∂t
= n · (σ∇ϕ) +∇T · (σT∇Tϕ). (A.26)

Based on the conservation equation of the charge, the only three variables left to
consider in the model are the potential distribution ϕ in the bulk, the surface charge
density q and the zeta-potential ζ.

A.6 Stern layer assumption

The Stern layer is considered to be a uncharged compact ionic layer in series with
the diffuse layer [50]. It acts as the parallel plate capacitance with a plate separation
λS , see Fig. A.1. Its capacitance is given as CS = εS/λS , where εs is the permittivity
in the Stern layer. Assuming the permittivity in the Stern layer is the same as in the
diffuse layer, εs = ε, the total potential drop ΨDL in the EDL is given as [50, 58]:

Ψ = ζ − δλDq

ε
, (A.27)

where δ = CD/CS is a capacitance ratio between the diffuse layer and Stern layer.
Using the Debye-Hückel approximation, the differential capacitance of the EDL is
given as

CDL = [
1

CD
+

1

CS
]−1 =

1

1 + δ

ε

λD
. (A.28)
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AppendixB
Comparison of

experimental and
numerical ACEO flow
for various additional

axial velocities

In this appendix additional information is given to paragraph 5.4. In contrast with
the fixed value of correction factor Λ = 0.35 used in paragraph 5.4, the correction
factor here will be recalculated following the method in Chapter 4.

Figure B.1 shows the corrected predicted (Λ = 0.36) and experimental velocity
profiles at z = 3 µm for an electric field of 4 Vpp and 600 Hz when the mean ad-
ditional axial velocity is Uaxi = 58 µm/s. Correspondingly, figure B.2 shows the
velocity field, streamlines and vorticity between the corrected numerical and exper-
imental results. The agreement is fair. The circulation of the numerical vortices are
Γ1 = 2278 µm2/s and Γ2 = −4331 µm2/s, which are close to the experimental data
with Γ1 = 1899 µm2/s and Γ2 = −2828 µm2/s.

Figure B.1 shows the corrected predicted and experimental velocity profiles at
z = 3 µm for an electric field of 4 Vpp and 600 Hz when the mean additional axial
velocity is Uaxi = 116 µm/s. Λ = 0.32 is found for Uaxi = 116 µm/s, close to the
correction factor at Uaxi = 58 µm/s. Correspondingly, figure B.4 shows the com-
parison of velocity field, streamlines and vorticity between the corrected numerical
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Figure B.1: Corrected numerical (Λ = 0.36) and experimental velocity profiles at z = 3 µm
above one electrode at voltage of 4 Vpp, frequency of 600 Hz and mean additional axial velocity
Uaxi = 58 µm/s, where the black solid line indicates the electrode position.

and experimental results. The circulation of the numerical vortices are Γ1 = 1227

µm2/s and Γ2 = −4700 µm2/s, and the experimental ones are Γ1 = 1328 µm2/s and
Γ2 = −4168 µm2/s. After correction, the prediction is consistent with the experi-
mental data.

A higher voltage, 6 Vpp, was used for the mean additional axial velocity Uaxi =

116 µm/s. Figure B.5 shows that Λ = 0.50 is obtained to match the experimental
result at z = 3 µm at an electric field of 6 Vpp and 600 Hz. Correspondingly, figure
B.6 reveals the comparison of velocity field, streamlines and vorticity between the
corrected numerical and experimental results. The circulation of the numerical vor-
tices are Γ1 = 5838 µm2/s and Γ2 = −10192 µm2/s, and the experimental ones are
Γ1 = 5839 µm2/s and Γ2 = −9304 µm2/s. The corrected prediction is very close to
the experimental data.

Figure B.7 shows the corrected predicted and experimental velocity profiles at
z = 3 µm for an electric field of 6 Vpp and 600 Hz when the mean additional axial
velocity is increased to Uaxi = 174 µm/s. Λ = 0.46 is obtained, and is close to the cor-
rection factor Λ = 0.50 at Uaxi = 116 µm/s. Correspondingly, figure B.4 reveals the
comparison of velocity field, streamlines and vorticity between the corrected numer-
ical and experimental results. The circulation of the numerical vortices are Γ1 = 4355

µm2/s and Γ2 = −10323 µm2/s , and the experimental ones are Γ1 = 5391 µm2/s
and Γ2 = −9189 µm2/s. The results indicate that the corrected prediction is consist-
ent with the experimental data.
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Figure B.2: Comparison of the experimental results and corrected predictions (Λ = 0.36) at
voltage of 4 Vpp, frequency of 600 Hz and mean additional axial velocity Uaxi = 58 µm/s, where
the black solid line indicates the electrode position. (a) and (b) depict the experimental and numer-
ical velocity fields in the (x, z) plane. (c) and (d) depict the experimental and numerical stream-
lines. (e) and (f) depict the experimental and numerical vorticity.
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Figure B.3: Corrected numerical (Λ = 0.32) and experimental velocity profiles at z = 3 µm
above one electrode at voltage of 4 Vpp, frequency of 600 Hz and mean additional axial velocity
Uaxi = 116 µm/s, where the black solid line indicates the electrode position.
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Figure B.4: Comparison of the experimental results and corrected predictions (Λ = 0.32) at
voltage of 4 Vpp, frequency of 600 Hz and mean additional axial velocity Uaxi = 116 µm/s,
where the black solid line indicates the electrode position. (a) and (b) depict the experimental and
numerical velocity fields in the (x, z) plane. (c) and (d) depict the experimental and numerical
streamlines. (e) and (f) depict the experimental and numerical vorticity.
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Figure B.5: Corrected numerical (Λ = 0.50) and experimental velocity profiles at z = 3 µm
above one electrode at voltage of 6 Vpp, frequency of 600 Hz and mean additional axial velocity
Uaxi = 116 µm/s, where the black solid line indicates the electrode position.
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Figure B.6: Comparison of the experimental results and corrected predictions (Λ = 0.50) at
voltage of 6 Vpp, frequency of 600 Hz and mean additional axial velocity Uaxi = 116 µm/s,
where the black solid line indicates the electrode position. (a) and (b) depict the experimental and
numerical velocity fields in the (x, z) plane. (c) and (d) depict the experimental and numerical
streamlines. (e) and (f) depict the experimental and numerical vorticity.
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Figure B.7: Corrected numerical (Λ = 0.46) and experimental velocity profiles at z = 3 µm
above one electrode at voltage of 6 Vpp, frequency of 600 Hz and mean additional axial velocity
Uaxi = 174 µm/s, where the black solid line indicates the electrode position.



Comparison of experimental and numerical ACEO flow for various additional
axial velocities 139

Figure B.8: Comparison of the experimental results and corrected predictions (Λ = 0.46) at
voltage of 6 Vpp, frequency of 600 Hz and mean additional axial velocity Uaxi = 174 µm/s,
where the black solid line indicates the electrode position. (a) and (b) depict the experimental and
numerical velocity fields in the (x, z) plane. (c) and (d) depict the experimental and numerical
streamlines. (e) and (f) depict the experimental and numerical vorticity.
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AppendixC
5 µm particle velocity

profiles in ACEO flows
with various additional

axial velocities

Here, additional results will be given to section 5.3. In addition to the results for
5 µm particles at an additional axial velocity of 232 µm/s (Fig. 5.16 and 5.17), the
results will be given for an additional axial velocity of 348 µm/s (Fig. C.1 and C.2)
and 464 µm/s (Fig. C.3 and C.4).

Figure C.1 and C.3 reveal that ūx of 5 µm particles is approximately consistent
with the one of 2 µm particles for an additional axial velocity of 348 µm/s and 464
µm/s. However, there is an obvious difference of ūz between the 2 and 5 µm particles
as shown in Fig. C.2 and C.4. For example, in case of a velocity of 348 µm/s, ūz =-
49.5.2 µm/s at x = 0 µm and z = 10 µm for the 5 µm particles and ūz of 2 µm
particles is -412.4 µm/s, as shown in Fig. C.2. For an additional axial velocity of 464
µm/s, the 5 µm particles has ūz =-57.3 µm/s at x = 0 µm and z = 15 µm above
electrode 2, while ūz of 2 µm particles is -336.4 µm/s, as shown in Fig. C.4. This
difference of ūz between the 2 and 5 µm particles decreases with the increase of z
position.
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Figure C.1: x-component of velocities ūx of 5 µm particles and local flow (visualized by using
2 µm particles) at 0, 14, 28, 42 and 56 µm away from the left edge of the electrode. The applied
voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial velocity is 348 µm/s. The
black lines indicate the electrodes.
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Figure C.2: z-component of velocities ūz of 5 µm particles and local flow (visualized by using
2 µm particles) at 0, 14, 28, 42 and 56 µm away from the left edge of the electrode. The applied
voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial velocity is 348 µm/s. The
black lines indicate the electrodes.
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Figure C.3: x-component of velocities ūx of 5 µm particles and local flow (visualized by using
2 µm particles) at 0, 14, 28, 42 and 56 µm away from the left edge of the electrode. The applied
voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial velocity is 464 µm/s. The
black lines indicate the electrodes.
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Figure C.4: z-component of velocities ūz of 5 µm particles and local flow (visualized by using
2 µm particles) at 0, 14, 28, 42 and 56 µm away from the left edge of the electrode. The applied
voltage is 6 Vpp, the frequency is 600 Hz and the mean additional axial velocity is 464 µm/s. The
black lines indicate the electrodes.
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AppendixD
Symbols

Symbol Description Unit
a Ionic radius µm
c Ionic concentration mM
dp Diameter of particle µm
dref Size of deformed particle images Pixel
dcal Calibration fitting of deformed particle images Pixel
e Elementary charge −
ei Deviation of particle velocity i µm/s
evel Uncertainty of image calibration function µm/s
f Frequency Hz
f Body force N/m3

i Complex unit, i2 = -1 −
kB Boltzmann constant J/K
lo Typical length µm
m Ratio between ion electro-convection to migration −
m Mass kg
nwater Refractive index of water −
n Normal vector −
p Pressure Pa
q Charge density per unit area in double layer C/m2

r Radial direction in (spherical) polar coordinates µm
t Time s
u Velocity µm/s
um Typical fluid velocity µm/s
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Symbol Description Unit
uo Natural scale of electro-osmotic slip velocity µm/s
uslip Electro-osmotic slip velocity µm/s
u∗
slip Corrected electro-osmotic slip velocity µm/s

uθ Radial angular velocity µm/s
ū Mean velocity µm/s
x x co-ordinate µm
y y co-ordinate µm
z z co-ordinate µm
zact Actual z-position of tracer particle µm
zest Apparent z-position of tracer particle µm

A Area µm2

CDL Specific double layer capacitance F/m2

CD Specific diffuse capacitance F/m2

CS Specific Stern capacitance F/m2

Di Diffusion coefficient of ion i m2/s
Du Dukhin number −
E Electric field V/m
ERMS Root-mean-square electric field V/m
ET Tangential electric field V/m
F Force N
Fcen Centrifugal force N
Fdrag Viscous drag force N
Flift Saffman lift force N
FDEP Dielectrophoretic force N
G Characteristic length µm
H Heaviside function −
J Electric current density C/(m2·s)
M Magnification of optical system Pixel/µm
N Total number of particles −
Ro Electric resistance of bulk solution Ωm2

R2 Squared correlation coefficient −
Re Reynolds number −
RMSE Root-mean-square error µm/s
SE Standard error of mean velocity µm/s
T Temperature K
U Velocity magnitude µm/s
Uaxi Average additional axial velocity µm/s
V , Vo Applied electric voltage Volt
Vd Potential difference applied in the bulk solution Volt
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Symbol Description Unit
VRMS Root-mean-square electric voltage Volt
Z Valence of ion −

γ Asymmetry of ionic diffusion coefficients −
δ Capacitance ratio −
δB Particle displacement due to Brownian motion µm
ϵcal Uncertainty of image calibration function Pixel
ϵst Uncertainty of position (standard deviation) µm
ϵH Transition region of Heaviside function −
ε Permittivity C2 /(N·m2)
εo Absolute permittivity C2 /(N·m2)
εS Permittivity in Stern layer C2 /(N·m2)
ε̃ Complex permittivity C2 /(N·m2)
ζ Zeta potential Volt
κ Thermal conductivity W/(m·K)
λ2 Eigenvalue of the strain-rate tensor −
λD Debye length nm
λS Length of Stern layer nm
µ Dynamic viscosity kg/(m·s)
µi Chemical potential of ion i J/mol
ν Kinematic viscosity m2/s
σ Electric conductivity S/m
σ Global standard deviation of velocity µm/s
σd Standard deviation of weight on particle position µm
σ̃ Complex electric conductivity S/m
ρ Density g/cm3

ρel Electric charge density C/m3

τ Response time s
τRC Charge relaxation time s
ϕ Electric potential Volt
ϕo Thermal potential Volt
χCM Clausius-Mossotti factor −
ω Vorticity 1/s
ω Rotational speed rpm
ω Weight of the neighboring particle −
ω

′
Normalized weight of the neighboring particle −

Γ Circulation µm2/s
△t Time delay s
θ Angle rad
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Symbol Description Unit
θDev Deviation coefficient b/w experiments and predictions −
Λ Correction factor −
Π Permissible number of ion adsorption −
Ψ Total potential drop in the double layer Volt
Ω Calculation domain µm×µm

Symbol (subscript) Description
c Vortical center
f Fluid
i Number of particles in a data set
j Number of neighboring particles in a data set
n Number of particle positions
n Normal component of vector
p Particle
T Tangential component of vector
x x component of vector
y y component of vector
z z component of vector



Summary

AC electro-osmosis (ACEO) is in essence flow forcing induced via an AC electric
field. Using specific electrode patterns and channel geometries, ACEO results in a
vortical flow. This vortex structure is a key element to enhance mixing, heat trans-
fer and to manipulate particles in micro-fluidic systems. In order to better design
such systems, it is necessary to gain deeper insight into vortical structures created
by ACEO. Therefore, the goal of this study is to perform thorough experimental
studies of the ACEO-induced vortices in order to characterize their properties and
behavior as a function of operational parameters.

First, the vortical flow due to AC electro-osmosis, which was created via an array
of symmetric electrodes, was experimentally measured. To this end, an experimental
set-up for astigmatism micro particle tracking velocimetry (astigmatism µ-PTV) was
designed and constructed. Different time delays have been used to measure such
flow fields with a wide range of velocity, including error analysis. Properties of vor-
tical structures have been quantified. The primary circulation of the vortices, given
in terms of the spanwise component of the vorticity, indicates that symmetric pairs
of vortices form above one electrode. The precise description of vortical structures
enabled by astigmatism µ-PTV shows that this is a reliable tool for quantitative ana-
lysis of ACEO flow.

Subsequently, ACEO-induced vortices were further analyzed at different frequen-
cies and voltages. The velocity above the electrode was found to be approximately
proportional to the square of the applied voltage. The primary circulation strongly
depends on the frequency, tending to zero at both low and high frequencies. Dif-
ferent electrolytes were used to study the effect of ionic species on the performance
of ACEO as flow-forcing mechanism. The magnitude of the velocity was found to
depend significantly on the ionic species and the pH value of the solution. A large
asymmetry of diffusion coefficients of cations and anions leads to a low velocity.
Compared to the case in a neutral solution where the hydrolytic reactions create
H+/OH− ions, the hydrolytic reactions in a basic solution lead to a consumption of
OH− ions at the anode, reducing the concentration of coions in the double layer. The
velocity variation as function of voltage was compared to predictions by the linear
theory on ACEO-induced flow. Some flow characteristics observed in experiments
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cannot be explained by the linear theory.
A numerical model based on the nonlinear electro-kinetic model accounting for

surface-conduction effects was implemented to capture the characteristics of ACEO
flow measured in experiments. Surface conduction namely lowers the ACEO velo-
city, meaning that its incorporation in the model may lead to a better prediction of
experimental observations. Comparison between the numerical and experimental
results was made, showing that at high frequencies the prediction by the model is
still much higher than the experimental data. Therefore, a correction factor has been
introduced to achieve a better quantitative agreement between numerical results and
experimental observations. As this correction factor is based only on the flow field
near the electrodes, the resulting closer agreement throughout the entire domain
strongly suggests that the observed differences originate mainly from discrepancies
between predicted and actual slip velocity due to local electro-kinetic phenomena
near the electrodes.

ACEO forcing can in micro-fluidic applications be combined with other forcings
so as to attain greater diversity in flow characteristics. Measurement of ACEO-
induced vortical structures in combination with an additional axial flow has been
carried out. An axial-wise symmetry breaking of vortices results from such axial
flow. Properties of vortical structures were quantified as a function of the additional
axial velocity. The results show that the vortex is separated from the main additional
axial flow. Additionally, the particle dynamics in such vortical flow was investigated.
Compared to 2 µm tracer particles, which passively follow the flow and have there-
fore been employed in the velocity measurements, 5 µm particles accumulated near
the top wall of the channel after passing through the ACEO-induced vortices. First
order-of-magnitude estimates suggest that this particle accumulation, which may
have a potential application for particle separation, is caused by dielectrophoresis.
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