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Bone	

According to the Merriam-Webster dictionary (2013), bone is “the hard largely calcareous 
connective tissue of which the adult skeleton of most vertebrates is chiefly composed”. This, 
however, is only a formal definition, that does not give right to all the functions of bone 
tissue. These functions include: to provide structural support and protection of vital organs 
such as heart and brain, to provide attachment sites for muscles facilitating locomotion, to act 
as a reservoir for ions particularly for calcium and phosphorus and to act as a trap for some 
dangerous materials such as lead. Although bone thus serves many different functions, its 
main one is a mechanical one. For this reason, bones are highly optimized to this mechanical 
task, and this makes bone an ultimate biomaterial: a strong yet lightweight material that can 
adapt to the mechanical demands and can repair itself. 

Based on their shapes, bones are roughly categorized as flat, long, short or irregular. The flat 
bones are generally associated with protection, e.g. the sternum, whereas the long bones, e.g. 
the femur and tibia are the main supporting structures for loads as they occur during daily 
activities. The short bones often have a smaller range of motion and are essential in structural 
support and stability. Vertebrae, tarsals in the foot and carpals in the hand are examples of 
short bones.   

From a material point of view, bone tissue can be considered a porous material with a varying 
degree of porosity. At the center of long bones, it usually forms a tube-like structure of high-
density bone (cortical bone), whereas near the joints and in short bones, most of the space is 
occupied by the porous type of bone (trabecular bone). One level lower, at the level of the 
extracellular space, bone tissue is a composite material, made up of organic and inorganic 
components. Organic components include collagen, proteoglycans, cytokine and growth 
factors. Inorganic components include calcium hydroxyapatite, osteocalcium phosphate and 
non-collagenous proteins. Whereas the composition of the bone tissue at the extracellular 
level is rather constant, its porosity can vary widely and can be changed and adapted 
depending on loading conditions, making it a dynamic tissue. 

This dynamic behavior unfortunately also makes it susceptible to certain affections and 
diseases. Osteoporosis, osteopenia, osteogenesis imperfecta and bone cancer are the more 
common bone disorders. Most of these disorders affect the bone mechanical properties and 
make them more susceptible to fractures. Among these, osteoporosis is the most epidemic 
bone disease in elderly populations (Johnell and Kanis, 2005). It is characterized by low bone 
mass, deterioration of bone micro-architecture (Figure 1) and compromised bone strength, 
leading to bone fragility and increased risk of fracture under low loads. Osteoporosis is a 
disease of enormous socioeconomic impact (Gullberg et al., 1997; Johnell, 1997); according 
to the International Osteoporosis Foundation (IOF), 1 out of 3 women and 1 out of 5 men are 
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at risk of an osteoporotic fracture during their lifetime worldwide. In fact, an osteoporotic 
fracture is estimated to occur every 3 seconds. These fractures most commonly occur in the 
spine, lower forearm and hip. Forearm and hip fractures are commonly associated with falls 
(Grisso et al., 1991; Hedlund and Lindgren, 1987), whereas spine fractures are usually the 
results of normal activities for which the vertebrae can no longer withstand the forces. Among 
these fractures, hip fractures are the most dramatic, they are usually associated with profound 
disability and mortality (Farahmand et al., 2005; Forsén et al., 1999; Johnell et al., 2004). 
Given the dramatic consequences of these fractures, their prevention is the best strategy (Gass 
and Dawson-Hughes, 2006). Such prevention, however, relies on an accurate diagnosis. The 
current clinical diagnosis of osteoporosis as defined by the World Health Organization 
(WHO) is based on the site specific measurement of bone mineral density (BMD) by dual 
energy X-ray absorptiometry (DXA) techniques: Osteoporosis is a value of BMD > 2.5 SD 
below the young adult average value (Kanis, 1994). However, it has been demonstrated that 
the clinical diagnostic standard approach based on site specific BMD measurements using 
DXA is not a very good predictor of osteoporotic fractures (Eckstein et al., 2004; Lochmüller 
et al., 2001; Lochmüller et al., 2000; Prentice et al., 1994; Svendsen et al., 1995), and more 
than 50% of these fractures occur in patients that would not have been diagnosed as 
osteoporotic according to this WHO definition (Kanis et al., 2005; Siris Es and et al., 2004). It 
has been stated that this poor performance could be related to the fact that DXA provides an 
averaged density measure, and that it does not provide any information about the bone micro-
architecture which plays an important role in bone strength (Dalle Carbonare and Giannini, 
2004; Kanis, 2002; Lochmüller et al., 2003). In concordance with this, it has been stated that a 
first requirement for a more accurate assessment of bone fracture risk is an accurate 
assessment of bone strength, as it relates not only to its density, but also to its micro-
architecture and loading conditions. This requires a thorough understanding of bone 
biomechanics.  

 

Figure 1. Healthy (left) and osteoporotic (right) femurs (adapted from (Van Rietbergen et al., 2003). 
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Bone	biomechanics	

The present knowledge of bone biomechanics stems from three different aspects developed 
during the present and last century: bone as a structure, as a biological system and as a 
material (Roesler, 1987).   

The definition of bone as a structure can be traced back to the 17th century when the attempts 
were to express biological phenomena within the framework of the fundamental concepts of 
mechanics (Nagel, 1951). It was only much later however, that it was discovered that the 
architecture of trabecular bone is not only there to withstand the forces, but that this structure 
is also formed in response to these forces. In 1867, when von Meyer presented his 
observations of the trabecular architecture in the human proximal femur, Culmann, a 
structural engineer, noticed that von Meyer's trabecular drawings bore a striking resemblance 
to the principal stress directions that can be expected in the femur for typical loading 
conditions. Von Meyer published this phenomenon in a paper entitled "Die Architectur der 
Spongiosa" (Meyer, 1867). Later based on these observations, Wolff (Wolff, 1892) 
formulated a functional adaptation theory now generally known as “Wolff’s law” which states 
that the bone micro-architecture is adapted to coincide with principal stress trajectories that 
result from functional use. This theory will be further discussed in the third chapter of this 
thesis.  

In addition to Wolff’s theory, structure and geometrical shape of bones have been approached 
from biological perspective (bone as a biological system) as well. Roux (Roux, 1881) was the 
first to propose a “quantitative self-regulating mechanism” to describe bone structural and 
geometrical adaptation. Present ideas about bone remodeling as a cellular process originate 
from his idea that bone cells respond to local loading conditions and that this process can 
explain the evolution of such typical irregular shapes and structures (Roesler, 1987).     

“To measure is to know” (Lord Kelvin). Bone as a material was first explored by Rauber 
(Rauber, 1876) who investigated failure behavior of whole bones such as the skull, mandible, 
femur, radius, pelvis etc. under tension, compression, bending and torsion loading. Since then, 
a large number of papers were published on the mechanical properties of bone, often listing 
very different values for these mechanical properties. However, “a great deal of variation in 
bone mechanical properties found in the literature, which is the real variation and is not 
caused by sloppy experimental work” (Currey, 2002). It is believed that this variation in 
mechanical properties originates from the variation in bone hierarchical microstructure 
between species, individuals and sites. 

Despite the large variation found in mechanical properties of bone, in the last few decades, 
“we are now in a position to start to understand bone” (Currey, 2009). This is due to new 
techniques that have become available over the last 20 years. In particular, increasing 
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precision of the actual physical and mechanical tests, the application of new methods such as 
finite element (FE) analysis, a better understanding of factors that can affect the 
measurements, such as size effects, and the characterization of bone as a hierarchical structure 
(Rho et al., 1998) were key factors to develop a better understanding of bone mechanical 
behavior (Currey, 2009). Among these, the finite element method, an advanced computer 
technique of structural stress analysis plays a special role since it is a computational rather 
than an experimental technique. It was introduced to orthopaedic biomechanics in 1972 to 
evaluate stresses in human bones (Brekelmans et al., 1972; Huiskes and Chao, 1983). 
Traditional biomechanical methods including analytical and experimental approaches 
(Biewener, 1992; Huiskes et al., 1981) provide at best only an approximation of how 
structures respond under the applied loads. Although strains can be measured using strain 
gauges, there are limits to where these can be placed and they can measure the strains only at 
the bone surface (Richmond et al., 2005). Analytical tools may work fine in case the geometry 
can be simplified (such as for the shaft region of long bones), but are rather useless for 
complex structures such as complete long bones and vertebrae with their complicated shape 
and presence of cancellous bone with different material properties at each location (Currey, 
2002). The FE method, however, can provide an (approximate) pattern of the strain 
distribution throughout the whole bone by subdividing the complex geometry into a finite 
number of elements of simple geometry with distinct material properties. For this reason, FE 
modeling now plays an eminent role in bone biomechanics. 

Mechanical	properties	of	bone	

In order to understand the mechanical properties of bone tissue, it is important to understand 
its hierarchical structure (Currey, 2012; Nair et al., 2013; Rho et al., 1998). At the lowest level 
(1-10 nm), bone consists of hydroxyapatite (HA) crystals; Ca10(PO4)6(OH)2, collagen fibers 
and non-collagenous proteins. At the second level (0.5-1 µm), HA crystals occur within the 
discrete spaces inside the collagen fibrils to form mineralized collagen fibrils. At the third 
level, the level of the extracellular matrix (1-10 µm), these mineralized fibrils are stacked in 
thin sheets to form lamellae (about 7 μm thick) in which unidirectional fibrils are arranged in 
alternating angles between layers. At the fourth level, the microstructural level (10-500 µm), 
lamellae of mineralized collagen fibers wrap in concentric layers (3–8 lamellae) around a 
central canal to form what is known as an osteon or a Haversian system. The osteon looks like 
a cylinder about 200–250 μm in diameter running roughly parallel to the long axis of the 
bone.  At the highest or macro-structural level, there are two types of bone: cancellous and 
cortical bone. Cancellous bone, also called trabecular bone, is a cellular solid that consists of a 
connected network of rods and plates about 100 to 300 µm thick. Its volume fraction ranges 
anywhere from 5% to 40%.  Cortical bone, on the other hand, is much denser and its volume 
fraction is greater than about 70%. Because the mechanical properties of in particular 
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cancellous bone are largely determined by its structure at the macro level, in this thesis, the 
focus will be on bone mechanical properties at the macro-structural level. 

Reflecting the anisotropy of its microstructure, the elastic and strength properties of human 
cortical bone are anisotropic (Keaveny et al., 2009). Cortical bone is both stronger and stiffer 
along the diaphyseal axis than in the radial directions (Lotz et al., 1991; Reilly and Burstein, 
1975; Wirtz et al., 2000). Anisotropic properties of human cortical bone have been 
investigated extensively using different experimental techniques such as 
(micro)tensile/compression tests (Lotz et al., 1991; Rho et al., 1993), ultrasonic techniques 
(Pithioux et al., 2002; Yoon and Lawrence Katz, 1976) and nanoindentation tests 
(Hengsberger et al., 2002; Rho et al., 2002; Xu et al., 2003).  

Cancellous bone is highly anisotropic and inhomogeneous; its anisotropic material behavior is 
largely determined by its trabecular architecture. Complete identification of its anisotropic 
elastic and failure properties requires multiple tests on the same specimen which is almost 
impossible. Therefore, other non-destructive techniques such as ultrasound wave propagation 
techniques (Ashman and Jae Young, 1988; Haïat et al., 2006; Haïat et al., 2009; Malandrino 
et al., 2012) or image based micro-FEM (Gross et al., 2013; Van Rietbergen et al., 1996; 
Yang et al., 1998) are nowadays used to quantify all elastic constants of trabecular bone. It 
should be noted that cancellous bone is nonlinearly elastic even at small strains (Morgan et 
al., 2001), however, for virtual all applications, it can be considered as linearly elastic until 
yielding (Keaveny et al., 2009). 

Given that the mechanical properties of cancellous bone are so much dependent on its micro-
architecture, many different empirical relationships have been described in the literature to 
relate bone morphological parameters to its elastic and strength properties. Some of these 
empirical relationships are based on bone density as quantified by Hounsfield units in clinical 
CT images only, and can provide only the stiffness in the anatomical loading direction (Carter 
and Hayes, 1977; Helgason et al., 2008; Keller, 1994; Lotz et al., 1991; Wirtz et al., 2000; 
Zannoni et al., 1999). More recent empirical relationships also take bone anisotropy that 
results from its micro-architecture into account. In such models, the microstructure is usually 
quantified by a so-called fabric tensor that provides the principal directions of the trabeculae 
(Harrigan and Mann, 1984; Odgaard, 1997). Mathematical relationships then are used to 
relate the anisotropic bone stiffness to the fabric tensor and its density. Using such 
relationships, it was shown, e.g. that trabecular bone elastic properties are best described as 
orthotropic (Kabel et al., 1999b; Odgaard et al., 1997; Pahr and Zysset, 2009; Turner et al., 
1990).   
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Patient	specific	FE	models	

At the organ level, finite element (FE) models have become a standard pre-clinical tool to 
study mechanical behavior of bone and bone-implant configurations (Figure 2). In these 
models, bone geometry as well as its material properties is based on clinical CT images. Since 
even standard clinical CT scanners can achieve a sub-millimeter resolution, the geometry of 
such models usually is highly accurate. The implementation of bone material properties, 
however, is less accurate. Finite element models usually implement elastic and strength 
properties that are based on the local bone density as quantified by Hounsfield units in clinical 
CT images (Keyak, 2001; Liebschner et al., 2003; Taddei et al., 2007; Yosibash et al., 2007). 
Empirical power-law relationships are then used to derive the elastic and strength properties 
(Carter and Hayes, 1977; Helgason et al., 2008; Keller, 1994; Lotz et al., 1991; Wirtz et al., 
2000; Zannoni et al., 1999). In virtually all studies done so far, material properties assigned to 
the bone elements are chosen as isotropic based on the bone density distribution only, even 
though, as mentioned earlier, experimental and numerical studies have shown that elastic and 
strength properties of bone are well described as orthotropic. However, the application of 
anisotropic relationships require the measurement of a fabric tensor, which is not currently 
possible from clinical CT images since the resolution of such images is not good enough to 
resolve the trabecular architecture. Although recent developments in high resolution in-vivo 
imaging make it possible to measure fabric tensors for peripheral regions such as distal radius 
and tibia (MacNeil and Boyd, 2008; Van Lenthe and Muller, 2008; Varga et al., 2011), 
presently no such resolutions can be achieved for the most interesting sites: the hip and spine. 

To overcome this problem, and thus to enable the use of sophisticated anisotropic material 
models, in this thesis we developed alternative approaches to obtain bone microstructural 
information, which can be used even with clinical CT images (Chapters 3 & 4).  

 

Figure 2. Continuum-level FE model of a human proximal femur generated from CT images. 
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Aim	and	thesis	outline	

The research project presented in this thesis focuses on patient specific prediction of bone 
strength using microstructure-enhanced continuum FE models.  

In order to do so, the first question we posed was: what material model should we use, and 
what morphological parameter(s) should it account for? To answer this first question, we 
developed a new approach to identify the accuracy of continuum-level material models 
(Chapter 2). The current standard approach is to use experimental tests to validate results of 
FE analysis. However, as mentioned before, measurements using strain gauges are limited to 
the bone surface and thus cannot be used to validate the stress or strain distribution within the 
cancellous bone region, which is expected the region that could benefit most from a more 
accurate anisotropic material model. In a first study, we therefore introduce a novel 
computational approach that uses results of micro-FE models, which can represent the bone 
trabecular architecture in detail, as a reference. By comparing the homogenized micro-FE 
stress results to stress results obtained from continuum FE models, it is possible to identify the 
errors related to the use of empirical relationships that translate bone density and 
microstructure to stiffness.  

The material model we then select required the measurement of bone fabric. The next 
questions then were: how can we obtain bone fabric information, which is needed for such 
anisotropic fabric-elasticity relationships, if we are not able to measure this from clinical CT 
scans? And also: are the results of models enhanced in this way really better than those of 
isotropic models? 

Two approaches for the determination of bone fabric were proposed and tested. The first 
approach (Chapter 3) is based on the notion that the bone micro-architecture is adapted to the 
continuum-level stress state. As a result of this adaptation, the principal directions of the 
fabric and stress tensors will align. We explored this concept in the inverse way: to derive the 
fabric tensor from the stress tensor as obtained from continuum FE analyses under 
physiological loading conditions. The second approach is presented in chapter 4, this method 
uses a database of high-resolution bone models to derive the fabric information that is missing 
in clinical images. Databases of human proximal femurs and vertebrae were generated from 
micro-CT scans and continuum FE models were generated from these images using a pre-
defined mesh template and an iso-anatomic mesh morphing procedure which ensures that 
each element within the mesh template is at a specific anatomical location. This makes it 
possible to map microstructural parameters that cannot be measured for patients from a best 
matching model in the database. By combining the patient-specific density information 
measured from the CT scan with fabric information from the database, the microstructure-
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enhanced anisotropic material models can be used for non-linear failure analysis of a patient's 
bone.  

By using the database approach as described above, it became clear that considerable inter-
individual variation on bone density and morphology can exist. This led us to formulate a new 
question: what is the inter-individual variation between subjects and how do these depend on 
location? To answer this additional question, we created maps of the average density and 
other bone morphological parameters for each element in the mesh template, as well as of the 
inter-individual variability in these parameters. These maps clearly revealed locations where 
inter-individual variation was high (Chapter 5), and this begged a second additional question: 
would it be possible to predict bone strength from bone density or other parameters measured 
locally at a very specific 'critical site' directly, by using a statistical model? To investigate the 
latter additional question, we correlated bone density and structural parameters as determined 
for each element in the mesh template to whole bone strength data obtained from compression 
tests performed on the same bones.  
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A	New	Approach	to	Determine	the	Accuracy	of	Morphology‐Elasticity	
Relationships	in	Continuum	FE	Analyses	of	Human	Proximal	Femur	

 

Javad Hazrati Marangalou, Keita Ito, Bert van Rietbergen  

Orthopaedic Biomechanics, Biomedical Engineering Department, Eindhoven University of 
Technology, Eindhoven, The Netherlands 

 

Abstract	

Continuum finite element (FE) models of bones are commonly generated based on CT scans. 
Element material properties in such models are usually derived from bone density values 
using some empirical relationship. However, many different empirical relationships have been 
proposed. Most of these will provide isotropic material properties but relationships that can 
provide a full orthotropic elastic stiffness tensor have been proposed as well. Presently it is 
not clear which of these relationships best describes the material behavior of bone in 
continuum models, nor is it clear to what extent anisotropic models can improve upon 
isotropic models. The best way to determine the accuracy of such relationships for continuum 
analyses would be by quantifying the accuracy of the calculated stress/strain distribution, but 
this requires an accurate reference distribution that is not depended on such empirical 
relationships. In the present study, we propose a novel approach to generate such a reference 
stress distribution. With this approach, stress results obtained from a micro-FE model of a 
whole bone, that can represent the bone trabecular architecture in detail, are homogenized and 
the homogenized stresses then are used as a reference for stress results obtained from 
continuum models. The goal of the present study was to demonstrate this new approach and to 
provide examples of comparing continuum models with anisotropic vs. isotropic material 
properties.  

Continuum models that implemented isotropic and orthotropic material definitions were 
generated for two proximal femurs for which micro-FE results were available as well, one 
representing a healthy, the other an osteoporotic femur. It was found that the continuum FE 
stress distributions calculated for the healthy femur compared well to the homogenized results 
of the micro-FE although slightly better for the orthotropic model (r=0.83) than for the 
isotropic model (r=0.79). For the osteoporotic bone, the orthotropic model also did better 
(r=0.83) than the isotropic model (r=0.77).  We propose that this approach will enable a more 
relevant and accurate validation of different material models than experimental methods used 
so far. 
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Introduction	

Continuum finite element (FE) analysis has become a standard computational tool for the 
analysis of bone mechanical behavior in orthopaedic biomechanics. It is commonly used to 
evaluate bone loading conditions, e.g. after the placement of implants (Huiskes, 1993; 
Huiskes and Chao, 1983; Pettersen et al., 2009; Weinans et al., 2000) and to evaluate bone 
strength e.g. in case of osteoporosis or drug treatments (Chevalier et al., 2010; Guo and Kim, 
2002; Tawara et al., 2010; Verhulp et al., 2008). Patient-specific finite element models are 
usually generated based on clinical CT scans. From such scans, the geometry as well as the 
bone density distribution can be easily derived. Empirical relationships are then needed to 
calculate bone material parameters from the measured density distribution.  

Many different empirical relationships have been described in the literature. With the more 
simple ones, bone is modeled as isotropic and a power law relationship is used to calculate the 
isotropic Young's modulus from the bone density (Carter and Hayes, 1976; Keller, 1994; 
Keyak et al., 1994; Keyak et al., 1997; Morgan et al., 2003; Rice et al., 1988). It is known, 
however, that cancellous bone can be highly anisotropic. More advanced relationships that 
can describe the full anisotropic elastic behavior of cancellous bone have been developed as 
well. With such relationships, bone elastic behavior is usually described as orthotropic with 
the principal orthotropic axes determined by the underlying micro-architecture and some 
power law to calculate the values of the orthotropic elastic constants. In this case also, several 
different orthotropic relationships have been developed (Cowin, 1985; Cowin and Turner, 
1992; Kabel et al., 1999b; Turner et al., 1990; Yang et al., 1998; Zysset and Curnier, 1995). In 
these relationships, the orientation of the trabeculae is usually quantified by a second rank 
fabric tensor which represents the average trabecular orientation (Harrigan and Mann, 1984; 
Odgaard, 1997). Since this can be difficult or impossible to measure from clinical CT scans, it 
has been proposed as well to base the trabecular orientation on the anatomical site (Yang et 
al., 1998).  

It presently is unclear which relationship would provide the best results for continuum FE 
analyses of whole bones. Moreover, it is even unclear to what extent the use of such more 
advanced anisotropic relationships would improve the accuracy of the finite element 
calculations over more simple isotropic models.  

In order to test the accuracy of different isotropic or anisotropic relationships for modeling 
material properties in continuum FE analyses, a 'gold standard' is required relative to which 
the results of the analyses can be tested. So far, experimental test on whole bones have been 
used as a reference (Chevalier et al., 2008; Keyak et al., 1993; Pahr and Zysset, 2009; Taddei 
et al., 2006; Trabelsi et al., 2011). For whole bones, however, experimental results are usually 
limited to surface strain measurements and to measurement of the stiffness of the whole bone. 
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Based on such measurements, it is not possible to validate the stress or strain distribution 
within the cancellous bone tissue, which is the most important region for implant fixation. 
Also, the surface strains and total bone stiffness obtained from FE models might not be very 
sensitive for the choice of the empirical constants, as long as the cortical bone stiffness is well 
represented, nor for the choice of an isotropic versus an anisotropic model for the cancellous 
bone. 

In the present study, we propose another approach to test the accuracy of different empirical 
material laws for continuum FE analyses of bone. With this approach, results obtained from a 
micro-FE model of a whole bone that can represent the bone trabecular architecture in detail 
are used as a reference (Figure 1). Such micro-FE models thus account for the effect of the 
bone density and anisotropy that result from the bone micro-architecture without the need for 
any empirical relationships. The stresses and strains obtained from such models are those at 
the level of the bone tissue, but after homogenization of these stresses and strains they can be 
directly compared to those obtained from continuum FE models. The difference between the 
standard approach to calculate the continuum level stress distribution and the approach that 
we take here to generate a 'gold standard' is depicted in Figure 1. With the standard approach, 
the bone micro-architecture is homogenized to a density and fabric value, and a continuum FE 
model is created with material properties based on these homogenized values. With the 
approach that we take here, a micro-FE model is used to calculate bone tissue level stresses 
and strains and the results are homogenized. 

 

Figure 1. Design of the study; results of a continuum-level FE model that incorporates the material 
law to be tested (left) are compared to homogenized micro-FE results that are taken as the gold 
standard (right). 
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The goal of the present study was to demonstrate this new approach by comparing the 
calculated stress distributions in a continuum model of a healthy and an osteoporotic femur, 
implementing isotropic and anisotropic material properties, with homogenized micro-FE 
results of the same bones.  

Materials	and	Methods		

Samples	

Two human proximal femurs, a healthy femur and a severely osteoporotic femur collected for 
an earlier study (Van Rietbergen et al., 2003) were used. These femurs were scanned using a 
micro-CT scanner (micro-CT80; Scanco, Brüttisellen, Switzerland) at a resolution of 80 
microns covering a length of approximately 92 mm of each femur. After scanning, a 
thresholding algorithm was applied to separate the bone from the marrow phase. More 
information about the samples and scanning procedure can be found in van Rietbergen, et al. 
(2003). 

Creation	of	continuum‐FE	meshes	

Continuum finite element models of proximal femurs were generated based on contours of the 
bone periosteal surface that were generated semi-automatically using software provided with 
the micro-CT scanner. Using a marching cubes algorithm on the volume comprised by these 
contours, a triangularisation of the bone surface was obtained. This surface was converted to 
STL format and imported into ANSYS 12.1 (Ansys, Inc., United States) for volumetric 
meshing. Meshing was done using tetrahedron elements with a typical size of 2 mm. 

Calculation	of	homogenized	material	properties	

In order to calculate anisotropic material properties, an element density and fabric tensor were 
calculated for each element. This was done using a semi-automatic mapping algorithm. In the 
first step; the femur was separated into two compartments: a cortical and a cancellous one 
using software provided with the micro-CT scanner (IPL, Scanco Brüttisellen, Switzerland). 
A minimum of 1 mm cortical thickness was assumed near bone external surfaces. Using an 
in-house developed algorithm, the type (cortical or cancellous) and number of voxels within 
each element were determined. For each element, fully or partially within the cancellous 
compartment, a spherical VOI around the element center with a radius of 2 mm was defined. 
For each VOI, bone volume fraction (BV/TV) and mean intercept length (MIL) based fabric 
tensor were determined and assigned to the element, considering only the region in the 
cancellous compartment. For elements fully or partly in the cortical compartment, a cortical 
volume fraction was defined considering only the region within the cortical compartment and 
an identity tensor was specified as the fabric tensor. As an example, a contour band plot of the 
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calculated bone volume fraction () and a vector plot of the fabric main direction (largest 

eigenvalue after normalization) for the osteoporotic and healthy femurs are shown in Figure 2.  

 

Figure 2. Bone morphological parameters; bone volume fraction and main direction (eigenvalues 
normalized to have Tr(M)=3, where M is the fabric tensor) for healthy (left) and osteoporotic (right) 
femurs. 

Based on the element density  and fabric tensor M, the element compliance tensor was 

calculated using the fabric-elasticity relationship of Zysset and Curnier (Zysset, 2003; Zysset 
and Curnier, 1995): 
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0 , 0 , 0G  are elastic constants, mi the normalized eigenvalues and Mi the dyadic product of 

the eigenvectors of fabric tensorM : 
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In the case of modeling isotropic material properties, the fabric tensor is simply replaced by 
the identity tensor. The elastic constants (Table 1) were scaled to be in agreement with the 
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Young’s moduli used for micro-FE analyses (Verhulp et al., 2006). For elements that cover 
both compartments, a mixture rule was used to calculate a stiffness tensor that is a mixture of 
the cancellous and cortical stiffness tensor, using the element cancellous and cortical bone 
fraction as scaling factors.  

Table 1. Constants used in the Zysset-Curnier relationship. 

0  [GPa] 0  0G  [GPa] k l 

22.5 0.3 8.65 1.914 1 
 

Homogenization	of	micro‐FE	results	

As mentioned earlier, micro-FE results obtained for the same femurs (Verhulp et al., 2008) 
were taken as the gold standard. Using the same meshes as used for the continuum model, an 
averaging technique was used to homogenize the bone tissue stress tensors over the element 
volumes. This averaging should be performed over the total element volume, Vtot, comprising 
both the voxels that represent bone tissue and those that represent the marrow region. In the 
micro-FE model, however, stress and strain values were calculated only for the voxels 
representing bone tissue Vtissue. Since the stresses in the other voxels (representing bone 

marrow) are zero anyway, the homogenized stress σ could be calculated by integrating the 

tissue stress tensors  over the bone tissue volume only:  

1 1
tot tissue

tot tot

dV dV
V V

  σ σ σ                 (3) 

After calculating the homogenized stress tensor for each element, the homogenized principal 
stress values were calculated 

Boundary	conditions	

The boundary conditions applied were chosen to be the same in the continuum and micro-FE 
model and represented loading conditions typically applied in an experimental setting to 
simulate a fall-on-the-side situation (Cheng et al., 1997a; Courtney et al., 1994, 1995). In this 
setup the angle between the vertical and the shaft axis was 10 degrees and the femur was 
internally rotated by 15 degrees. The load magnitude was 1 kN, distributed over the femoral 
head. The individual nodal forces were directed towards the center of the femoral head to 
represent loading conditions expected when a frictionless cartilage layer is present. The nodes 
on the surface of the trochanter, in a 5 mm layer perpendicular to the resultant hip force, were 
fixed in the vertical direction and the nodes on the distal end of the femur were constrained in 
the horizontal direction (Figure 3). 



18 

 

 

Figure 3. Applied boundary conditions to FE models, the arrow represent resultant hip force. 

Comparison	of	results	

Contour and vector plots of the largest principal stress component were made for a qualitative 
comparison of the stress distribution obtained from the continuum model and from the 
homogenized micro-FE results. For a quantitative comparison, the homogenized micro-FE 
principal stress values for elements in the neck region were correlated with those of the 
continuum models and a Pearson’s linear correlation coefficient was calculated based on an 
element by element value comparison. Only elements in the femoral neck were selected since 
this is the most critical region for loading condition as applied here and since it is far enough 
away from the regions where boundary conditions were applied, thus avoiding errors due to 
the close proximity of external constraints. 

Furthermore, the whole bone stiffness was calculated and compared for all models. Since in 
all models the applied load was distributed over a large number of nodes, it was not possible 
to define a meaningful deflection of the bone when loaded. Instead, an energy-equivalent 
deflection d was calculated from the energy equation: 

1

2
F d U dV                   (4) 

with F the applied force and U the strain energy density. Using this deflection d, the stiffness 
k then was calculated as: 

2

2

F F
k

d U dV
 


                 (5) 

Results		

Contour plots of the homogenized principal stress values are shown in Figure 4. These plots 
serve as the gold standard relative to which the results of the continuum FE will be compared. 
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Contour plots of the largest principal stress component in the healthy and osteoporotic femur 
as obtained from the continuum models are depicted in Figure 5.  

 

Figure 4. micro-FE results and homogenized micro-FE results; maximum principal stress [MPa] 
distributions in the micro-FE models (Verhulp et al., 2008) and homogenized distributions in the 
continuum-FE models for the healthy (top) and osteoporotic (bottom) femurs. 

 

Figure 5. Top: maximal principal stress [MPa] distribution for the healthy femur, calculated using the 
orthotropic continuum model (left) and the isotropic continuum model (right).Bottom: the same for the 
osteoporotic femur. 
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It can be seen that the stress distribution obtained from the continuum models are both 
qualitatively and quantitatively very similar to those obtained from the micro-FE results. The 
most notable difference is the somewhat higher stress values at the distal side of the femoral 
neck and the proximal side of the femoral head in the continuum models. The latter likely is 
an effect of the applied boundary conditions. For the isotropic models a comparison of the 
stress distribution in the continuum FE and homogenized micro-FE models resulted in a 
correlation coefficient of r=0.798 for the healthy model and of r=0.773 for the osteoporotic 
model. For the orthotropic models, a correlation coefficient of r=0.831 was found for the 
healthy femur and of r=0.830 for the osteoporotic one (Figure 6).  

 

Figure 6. Regression of micro-FE and continuum-FE predicted results based on isotropic and 
orthotropic material properties for the healthy (upper panels) and osteoporotic (bottom panels) bone 
(r: linear correlation coefficient and cc: concordance correlation coefficient). 

Contour plots of the strain energy density distribution (Figure 7) showed very similar results 
as the maximum principal stress plots. In particular for the osteoporotic femur, the orthotropic 
model better compared to the micro-FE results than the isotropic model. 
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To get a better insight in the differences between the results of continuum and homogenized 
micro-FE stresses, we also plotted the relative error in the maximum principal stress 
calculation obtained from the isotropic model when compared to the gold standard for the 
healthy femur versus the bone volume fraction (Figure 8). From this result, it is clear that the 
larger errors are found in regions with low bone volume fraction.    

 

Figure 7. Strain energy density (SED) plots for homogenized micro-FE (left), orthotropic (middle) and 
isotropic (right) models within healthy femur (top) and osteoporotic femur (bottom). 

 

 

Figure 8. Relative error in the maximum principal stress magnitude in the isotropic model for the 
healthy femur. 

In order to visualize the correspondence in the directions of the maximum principal stress 
component, vector plots of the maximum principal stress are shown in Figure 9. The vector 
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plots from continuum models compare qualitatively well with the ones from micro-FE 
models. In particular for the osteoporotic femur it can be seen that at some locations (notably 
Ward’s triangle) the agreement is less favorable. 

 

Figure 9. Maximum principal stress vector plots for micro-FE (left), orthotropic (middle) and isotropic 
(right) models for the healthy femur (top) and osteoporotic one (bottom). 

The results for the whole bone stiffness are shown in Table 2 from these results it can be seen 
that the continuum models tend to overestimate the stiffness, in particular when using 
isotropic material properties. For the healthy femur, this overestimation was 10% for the 
orthotropic model and 14% for the isotropic model. For the osteoporotic femur, the same 
overestimation was found for orthotropic model, but for the isotropic model the stiffness was 
overestimated by as much as 52%. 

Table 2. The stiffness calculated for the different models [N/mm]. 
 micro-FE Orthotropic Isotropic 
Healthy 3865.967 4263.505 (+10%) 4406.971 (+14%) 
Osteoporotic 2643.209 2915.581 (+10%) 4025.246 (+52%) 

	

Discussion		

The goal of this study was to demonstrate a new approach to evaluate the accuracy of the 
stress distributions calculated from continuum FE models that implement different material 
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models. The material model used in this study was either an isotropic one based on the density 
distribution or an orthotropic one, based on bone density and fabric using a relationship 
proposed in the literature (Zysset and Curnier, 1995). This new approach uses homogenized 
micro-FE stress distributions as the gold standard relative to which the results of the 
continuum models can be compared. 

We found good agreement between results obtained from the homogenized micro-FE models 
and those of the continuum models. This indicates that bone density, or a combination of bone 
density and fabric, in combination with the material models chosen well represents the 
mechanical properties of cancellous bone. For the two bones investigated here, the orthotropic 
models provided slightly more accurate results than isotropic models. These results are in 
accordance with earlier studies where orthotropic models improved the predictions of 
vertebral body apparent stiffness with respect to isotropic models (Pahr and Zysset, 2009). 
The osteoporotic bone benefited more from an orthotropic material description than the 
healthy bone model. However, a thorough comparison between the accuracy of isotropic and 
orthotropic models is not possible due the limitations in the number of the samples used in 
this study.  

In the present study we could use micro-CT images of the bones for the measurement of the 
element fabric tensor. When only clinical CT data is available, this is not possible since the 
resolution of such images is not good enough to resolve the trabecular architecture required to 
measure fabric. Nevertheless, methods have been developed to obtain at least some indication 
of the bone fabric even from clinical CT images (Tabor, 2007). Recently developed high 
resolution flat-panel CT scanning techniques might even provide a resolution that is good 
enough to determine fabric of trabecular bone in-vivo (Bredella et al., 2008; Cheung et al., 
2009; Gupta et al., 2006; Walsh et al.). Although in most of these studies only bone in the 
peripheral skeleton was considered, applications to the spine and femur have been reported as 
well (Mulder et al.). In case no patient-specific information about the fabric can be obtained, 
using a generalized fabric direction might be a possible solution as well.  

The present study only focused on the accuracy of the stress distribution. The accuracy of the 
strain distribution was not investigated. The reason for this is that for the homogenization of 
the micro-FE calculated strains also the strains in the marrow region are needed. Unlike for 
the stresses, the strains in these regions are not zero and eq. [3] cannot be used for strains. 
Since the marrow region was not meshed in the micro-FE models, it was not possible to apply 
a proper homogenization of the micro-FE calculated strains. It is possible though, to compare 
the strains for the continuum models that implement isotropic and anisotropic material 
properties. Figure 10 shows the maximum principal strain distribution for all continuum 
models. It can be seen that the strain distributions in the isotropic and orthotropic models are 



24 

 

very similar, although strains in the isotropic model are slightly higher than those in the 
anisotropic model.  

 

Figure 10. Top: maximal principal strain [-] distribution for the healthy femur, calculated from the 
orthotropic continuum model (left) and the isotropic continuum model (right). Bottom: the same for 
the osteoporotic femur. 

Although in this study we have compared the whole-bone stiffness, we did not compare the 
elastic properties of the elements in the continuum models to the elastic stiffness of the 
corresponding regions in the micro-FE models. The reason for this is twofold. First, most 
bone morphology-stiffness relationships have already been well validated by comparing 
elastic properties calculated from the morphology parameters with those measured in 
experiments or from micro-FE analyses of the same specimens (Matsuura et al., 2008; 
Rincon-Kohli and Zysset, 2009). Second, although it would theoretically be possible to 
calculate the stiffness of the spherical region around each element based on micro-FE results, 
this would be extremely expensive and was out-of the scope of the present study.  

Some other limitations of this study must be mentioned as well. First, we only analyzed 2 
femurs and only two material models. However, our main goal was to test the new approach, 
and the results provided here should be considered merely as a demonstration. Second, we 
applied only one set of loading conditions. We selected loading conditions representing a fall 
because we expected that stresses and strains during non-physiological loading conditions 
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might be more sensitive for the material model used than those during physiological loading 
conditions. The reason for this expectation is that, if bone is adapted to physiological loading 
conditions, the highest stress and strain values are expected in the principal anisotropic 
direction. In that case only the stiffness in that principal direction is of importance, whereas 
the stiffness in the transversal directions hardly plays a role. During non-physiological 
loading, however, high stresses and strains are expected also in transversal directions. 

It should be noted as well that the exact way, in which the bone density and fabric (from 
which the elastic properties in the continuum model were derived) are determined, could also 
have an effect on the results. In the present study we defined a spherical volume with a radius 
of 2 mm around the element centroid for calculation of the element density and fabric. This 
choice was based on the notion that, in order to define valid continuum level properties, 
measurements over a length scale on the order of 4 mm is required (Harrigan et al., 1988). 
Setting this radius to a larger or smaller value will slightly change the results, and thus the 
material properties in the continuum model. To test the sensitivity of the results to the radius 
size, we performed a pilot study in which the radius was varied from 2 mm to 8 mm. The 
results showed that the actual chosen size has a very small effect on the calculated bone 
volume fraction, fabric tensor and degree of anisotropy. Our choice of the fabric tensor used 
(MIL) was based on the fact that this was the tensor that was used when the orthotropic 
material models were defined. Selecting other fabric tensors, however, will likely not affect 
the results much (Kabel et al., 1999a). 

In conclusion, we have demonstrated that a micro-FE stress/strain homogenization procedure 
can be used as a reference relative to which results of continuum models can be compared to 
evaluate the accuracy of the models. We propose that this approach will enable a more 
relevant and accurate validation of different material models than experimental methods used 
so far.  
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Technology, Eindhoven, The Netherlands 

 

Abstract	

Continuum finite element (FE) models of bones and bone-implant configurations are usually 
based on clinical CT scans. In virtually all of these models, material properties assigned to the 
bone elements are chosen as isotropic. It has been shown, however, that cancellous bone can 
be highly anisotropic and that its elastic behavior is best described as orthotropic. Material 
models have been proposed to derive the orthotropic elastic constants from measurements of 
density and a fabric tensor. The use of such relationships in FE models derived from CT 
scans, however, is hampered by the fact that the measurement of such a fabric tensor is not 
possible from clinical CT images since the resolution of such images is not good enough to 
resolve the trabecular micro-architecture.  

In this study, we explore an alternative approach that is based on the paradigm that bone 
adapts its micro-architecture to the loading conditions, hence, that fabric and stress tensors 
should be aligned and correlated. With this approach the eigenvectors and eigenvalues of the 
element continuum-level stress tensor are used as an estimate of the element fabric tensor, 
from which the orthotropic material properties then are derived. Using an iterative procedure, 
element orthotropic material properties and fabric tensors are updated until a converged 
situation is reached. The goals of this study were to investigate the feasibility and accuracy of 
such an iterative approach to derive orthotropic material properties for a human proximal 
femur, and to investigate if models derived in this way can provide more accurate results than 
isotropic models. Results were compared to those obtained from models of the same femurs 
for which the fabric was measured from micro-CT scans.  

It was found that the iterative approach could well estimate the orientation of the fabric 
principal directions (average error = 12%). When comparing the stress/damage values in the 
models with material properties based on estimated and measured fabric tensors, the 
differences were not significant suggesting that the material properties based on the estimated 
fabric tensor well reflected those based on the measured fabric tensor. Errors were less than 
those obtained when using isotropic models.  
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It is concluded that this novel approach can provide a reasonable estimate of anisotropic 
material properties of cancellous bone. We expect that this approach can lead to more 
accurate results in particular for models used to study implants, which are usually anchored in 
highly anisotropic cancellous bone regions. 

Introduction	

Continuum level finite element (FE) models of bones are often used for pre-clinical 
evaluation of implants and orthopaedic interventions. Such FE models are commonly 
generated from CT scans, such that a patient-specific geometry and density distribution can be 
assigned. The bone material properties are then derived by using some sort of empirical power 
law that relates the measured density to local bone stiffness and strength (Carter and Hayes, 
1976; Keyak, 2001; Morgan et al., 2003; Rice et al., 1988; Taddei et al., 2007). In such 
studies, stiffness and strength properties are usually modeled as isotropic. In particular in 
cancellous regions, however, bone can be highly anisotropic due to its structural organization 
of trabeculae in preferred directions, as commonly quantified by a so called fabric tensor 
(Cowin, 1985; Harrigan and Mann, 1984; Odgaard, 1997; Zysset et al., 1998). Since the 
resolution of clinical CT imaging techniques is not sufficient to capture this organization, it is 
not possible to account for this anisotropic behavior in continuum FE models.  

In an earlier study, we introduced an approach that makes use of a database of high-resolution 
micro-CT scans from which the fabric can be obtained, which is then mapped to a patient 
model. In this way it is possible to create FE-models with patient-specific geometry and 
density and database-derived anisotropy. In that study we also demonstrated that such models 
better reproduce the stress and damage distribution as well as bone stiffness and strength than 
isotropic models (Hazrati Marangalou et al., 2013). A disadvantage of this approach, 
however, is that it can be used only for sites for which such databases are available.  

In the present study, we explore a more versatile alternative approach that does not require a 
database for deriving anisotropic material properties in continuum models of bone. This 
alternative approach is based on the commonly accepted paradigm that bone adapts its micro-
architecture to the loading conditions. The fact that elastic properties of cancellous bone are 
best described as orthotropic (Pahr and Zysset, 2009; Yang et al., 1998) has been explained by 
the fact that its underlying micro-architecture is adapted to a second-rank continuum-level 
stress tensor (Odgaard et al., 1997; Turner, 1992). With this adaptation, a bone micro-
architecture is formed in which most trabeculae are oriented in the direction where, on 
average, the magnitude of the principal stress is maximal, and less trabeculae are oriented in 
the direction where, on average, the magnitude of the principal stress is minimal (Fyhrie and 
Carter, 1986; Vander Sloten and Van der Perre, 1989). As a result of this adaptive process, the 
orientation of the orthotropic axes will thus coincide with the principal stress directions 
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whereas the degree of anisotropy relates to the degree of anisotropy of the principal stress 
magnitudes (Turner, 1992). This suggests that it would be possible to derive the fabric tensor 
from measurements of the principal stress orientation and magnitudes, such as can be 
obtained from continuum FE-analyses. This, however, would be possible only if the correct 
anisotropic material properties are specified in the FE-model, which is not known beforehand. 
A solution to this problem that is investigated in this study is to use an iterative approach that 
starts with isotropic material properties to calculate the principal stresses from which 
orthotropic material properties are calculated. Using these updated orthotropic material 
properties, the principal stresses are re-evaluated and the material properties updated 
accordingly. This procedure can be repeated until no more changes are found. 

The first goal of this study was to investigate the feasibility and accuracy of such an iterative 
approach to calculate the fabric tensor from the stress tensor. In order to investigate the 
accuracy, the approach was applied using continuum FE models of 10 femurs that were 
generated from micro-CT images, which made it possible to compare the estimated fabric 
tensors from stress tensors with the ones measured from the bone micro-architecture. The data 
set used was the same as the one used in the earlier study where we tested the database 
approach to derive anisotropic properties (Hazrati Marangalou et al., 2013). By comparing our 
present results with results obtained in that study, our second goal was to investigate if this 
alternative approach can provide more accurate results than models generated by a database 
approach or isotropic models which account only for the density distribution. 

Materials	and	methods	

Materials	

Ten human cadaver femurs (mean age:  71.9 ± 8.55 years) obtained from three female and 
seven male donors were used for this study. The femurs were selected from a database of 33 
femurs used in earlier studies. The selected femurs are the same as the ones used in an earlier 
study that uses a database approach to derive anisotropic properties, in order to facilitate an 
easy comparison between results of that earlier approach and the present approach. Imaging 
and processing of these femurs was described earlier (Hazrati Marangalou et al., 2013). In 
summary: micro-CT scans (XtremeCT, Scanco Medical AG, Brüttisellen, Switzerland) of the 
most proximal part (9 to 12 cm in length) were made with a nominal isotropic resolution of 82 
µm. Images were filtered and processed according to the protocol recommended by the 
manufacturer. Compartments of cortical and cancellous bone were identified using masks 
obtained from a filtering procedure, while also all bone within 1 mm from the periosteal 
surface was identified as part of the cortical compartment. 

Continuum finite element models of the proximal femurs were generated based on contours of 
the bone periosteal surface as obtained using software provided with the micro-CT scanner 
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(IPL V5.16, Scanco Medical AG, Brüttisellen, Switzerland). Using a marching cube 
algorithm, a triangularisation of the bone surface was made and exported in STL format to 
ANSYS finite element software (Ansys Inc., US) for volumetric meshing. Meshing was done 
using second order tetrahedron elements with a typical size of 2 mm, the number of elements 
on the proximal femur models varied from approximately 80,000 to 90,000 depending on the 
scan length. For all elements at the cortical/cancellous region, we calculated a bone volume 
fraction BV/TV and fabric tensor M as described earlier (Hazrati Marangalou et al., 2013). In 
summary for the elements that were at least partly within the cancellous bone, a spherical 
region around the element centroid with a diameter of 4 mm was defined (Harrigan et al., 
1988) and the mean intercept length (MIL)-based fabric tensor was calculated for that 
spherical volume of interest using the image processing software provided by micro-CT 
system. 

Fabric	estimation	algorithm	

Two load cases were applied to the model, representing walking and stair climbing. These 
were selected because walking is the most dominant loading mode, while stair climbing 
represents a common loading mode for which the forces act in rather different directions. The 
magnitudes and the number of cycles for each load case in a daily life were taken from 
previous studies (Bergmann G. et al., 2010; Heller et al., 2005).  

Linear-elastic analyses were performed for each individual load case and the stress tensors for 

each load case and each element were stored. The time-averaged element stress tensor σ then 

was calculated from the stress tensors stored for the two load cases iσ : 

2 ,

1
,

cycles i
ii

cylcles tot

n

n
σ σ                  (1) 

where ncycles,i relates to the number of cycles for that load case and ncycles,tot to the total number 
of cycles for all load cases. Eigenvectors of the averaged stress tensor were calculated and 
used as an estimate of the fabric tensor. The eigenvalues of the average stress tensor were 
used to calculate the eigenvalues of the fabric tensor (Turner, 1992). The eigenvalues of the 
stress tensor, however, were first scaled to be in agreement with the relationship between the 
normalized fabric tensor eigenvalues (mi), the bone volume fraction (ρ) and the elastic 
modulus in the direction of the fabric tensor eigenvectors as proposed by (Zysset and Curnier, 
1995): 

2.5 3.768237.1i iE m                  (2) 
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This relationship involves a power of 3.76 for the relationship between fabric eigenvalues and 
Young's modulus. We assumed a similar relationship holds for the relationship between the 
eigenvalues of the stresses and fabric, and that the power can be rounded to 4: 

4
,principal i ic m                   (3) 

with c a constant. The eigenvalues of the fabric tensor then can be calculated from the inverse 
relationship. Since the fabric tensor is scaled such that 

det( ) 1; ( ( ), : )i i i im e e e eigenvectors M M  the constant c can be eliminated and the following 

relationship is obtained:  
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             (4) 

Figure 1 shows an overview of the iterative procedure. For the first iteration, no fabric 
estimate was available and the fabric tensor was set to the identity tensor, thus specifying 
isotropic material properties based only on the BV/TV distribution. The two load cases then 
were applied to the FE models and the fabric tensor calculated. In the following increments, 
orthotropic compliance tensors (Eq. 5) were assigned based on the fabric tensor calculated in 
the previous increment (Zysset and Curnier, 1995):  

3 3 3
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           (5) 

with ε0, ν0 and G0 elastic constants, mi the normalized eigenvalues and Mi the dyadic product 
of the eigenvectors of fabric tensor M. FE analyses were repeated and a new estimate of the 
fabric tensor was calculated. Iterations continued until no further reduction was found in 
calculated average stress tensor. 

Accuracy	check	

Statistical analysis: For the elements within the cancellous region, an element-wise 
Hotelling’s T2 test is used for the comparison of the eigenvalues and the eigenvectors of 
estimated and measured fabric tensors for the 10 samples used in this study (Schwartzman et 
al., 2010). This method is commonly used for group comparison of the eigenvalues and the 
eigenvectors of the diffusion tensors in magnetic resonance imaging (Lepore et al., 2008; 
Whitcher et al., 2007).  



33 

 

 

Figure 1. Overview of fabric estimation procedure. 

To test the differences in the eigenvalues and the eigenvectors of measured and estimated 
fabric tensors, two likelihood ratio tests (LRT) are calculated (Schwartzman et al., 2010). 
Cumulative distribution functions (CDF) of the eigenvalue and the eigenvector LRT values 
are approximated as the distribution of a scaled chi-squared variable and the p-value is 
computed as 1-F(LRT), where F is the cumulative distribution function of LRT values. 
Another cumulative distribution function is calculated for the p-values (F(p-value)) which 
describes the probability of finding a p-value less than a specific value. Low values of the 
CDF at low p-values indicates that the probability of getting a significant difference between 
measured and estimated fabric tensors is low, hence that the regions where significant 
differences are found are small. In contrast, a high values of CDF for low p-values indicates 
that differences between the measured and estimated fabric tensors are likely significant for 
large regions. Finally, contour plots of the p-value distribution for eigenvalues and 
eigenvectors are made.  

For further interpretation of the results, the angular deviation between the estimated major 
fabric direction and the measured one was calculated as a measure of eigenvector agreement. 
The agreement between the eigenvalues of the estimated and the measured fabric tensors was 
also quantified by the tensor norm error (Eq. 6). 
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Finite element analyses: In order to further test the effect of the estimated fabric tensor on the 
calculated mechanical properties, the results of models with material properties based on these 
estimated fabric tensors were compared to those of models generated in an earlier study 
(Hazrati Marangalou et al., 2013). In that earlier study, a reference model was generated for 
each bone in which orthotropic material properties were defined for elements within the 
cancellous region based on the actually measured fabric tensors and isotropic material 
properties were defined for the elements within cortical region while a rule of mixture was 
used for elements covering both compartments. As in that previous study, this model will 
serve as the gold standard relative to which the results of the model with estimated fabric are 
compared. The second reference model was an isotropic one with material properties based 
only on the density distribution. In the present study, we will also compare the results of the 
model with estimated fabric to those of these isotropic models. 

For all models, elastic plastic damage constitutive behavior in local form (Charlebois et al., 
2010) was used to simulate failure and post-failure behavior of the 10 femurs. Loading 
conditions represented a fall to the side configuration (Courtney et al., 1995; Verhulp et al., 
2008). Whole bone stiffness, maximum load and stress distribution of the orthotropic models 
based on estimated fabric were compared to the gold standard and isotropic models of the 
previous study. Differences were quantified by calculating root-mean-square errors (RMSE), 
determination coefficients and concordance correlation coefficients. One-way ANOVA was 
used to test the significance of differences (p < 0.05). 

Results	

The iterative procedure was continued until the norm error between sequential averaged stress 
tensors is below one percent (Figure 2).  

 

Figure 2. Convergence checks between to sequential iterations. 

From the vector plot of the major fabric direction, it can be seen that the estimated fabric 
major directions generally agree well with those based on micro-CT measurements (Figure 3). 
In some regions, however, large deviations between estimated and measured vectors were 
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found particularly in Ward’s triangle region and the shaft region, which are low-density 
regions. When averaged over all elements within the cancellous region, the angular deviation 
between the estimated major fabric direction and the measured one was 30° (28°-32°).  

Figure 3. Vector plot of the estimated (left) and measured (right) major fabric direction, vector colors 
show the maximum eigenvalue of fabric tensor. 

 

Figure 4. Cumulative distribution function of estimated p-values from eigenvalue and eigenvector tests 
(n=10).   

Figure 4 shows the distribution of the estimated p-values for the eigenvalue and eigenvector 
tests. For most elements, the p-values calculated for the eigenvalues and eigenvectors was 
larger than 0.05, indicating that no significant differences could be detected between the 
estimated and measured fabric distribution. Contour plots of p-value distributions shows that 
high p-values usually occur in the cancellous region while lower p-values are in the cortical 
regions (Figure 5). The latter is due to the fact that for cortical bone an isotropic fabric tensor 
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was defined in the measured model, leading to an arbitrary orientation of the eigenvectors 
whereas the three eigenvalues per element now are equal. Furthermore, significant differences 
in the eigenvalues and the eigenvectors are found at the location where the external forces 
were applied. At these locations, relatively large deformations are found, resulting in some 
element distortion, which in turn leads to disagreement in the eigenvalues and the 
eigenvectors. 

 

Figure 5. Contour plots of p-value distribution for eignvectors (left) and eigenvalues (right). 

Figure 6. (a) von-Mises stress and (b) damage parameter distribution in the gold standard (left), 
isotropic (middle) and orthotropic model with estimated fabric (right). Results for the gold standard 
model and the isotropic model are reproduced from an earlier publication (Hazrati Marangalou et al., 
2013) 
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The averaged norm difference between the actual and the estimated fabric tensors varied 
between 9.4%-28% for the ten samples (mean=12%, n=10). However, when comparing the 
degree of anisotropy, only a very low correlation was found between the estimated and 
measured values, with an average coefficient of determination of R2=0.11. 

Contour plots of the von-Mises stress and the damage distribution are shown in Figure 6. For 
comparison, results of the gold standard model and the isotropic model as presented in an 
earlier publication are reproduced in this figure as well. The results show that the orthotropic 
model with estimated fabric tensors tends to slightly overestimate the stresses (Hazrati 
Marangalou et al., 2013). Although there are differences in the stress magnitude between the 
models, the distributions of the stresses in all models are rather similar. When plotting the 
amount of damage, the orthotropic models with estimated fabric tensors underestimate the 
amount of damage at the femoral neck and produce a distribution that is more similar to that 
of the isotropic model. 

Whole-bone force displacement curves show that the orthotropic model with estimated fabric 
tensors can well replicate the force-displacement curves found for the gold standard and 
behaves better than the isotropic model that underestimates both the stiffness and strength 
(Figure 7).  

For the orthotropic model with estimated fabric the root mean square error (RMSE) for 
whole-bone stiffness, taking the gold standard as the reference, was 11.8%, which is less than 
the error found earlier for the isotropic model (26.3%). A good correlation was found for 
whole bone stiffness with determination coefficient of 89.2% and concordance correlation 
(CC) of 87%. For the ultimate load an RMSE of 8.4% was found for orthotropic models with 
estimated fabric, when compared to the gold standard, which again was less than the error 
found earlier for the isotropic model (14.5%). Similar to the stiffness, good correlations were 
found with an R2=97.2% and CC=92.6% (Figure 8). 

 

Figure 7. Typical force-displacement curves obtained from different orthotropic and isotropic models 
(adapted and extended from Hazrati Marangalou et al., 2013). 
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Figure 8. Correlation of results with those obtained for the gold standard for whole bone stiffness (left) 
and ultimate load (right) (adapted from Hazrati Marangalou et al., 2013) when implementing 
isotropic material properties or anisotropic properties based on an estimated fabric tensor. Results for 
the isotropic and gold standard model are reproduced from Hazrati Marangalou et al., 2013.  

Results of the ANOVA test revealed that no significant differences exist between the results 
of the orthotropic models with estimated fabric and the gold standard, neither for whole bone 
properties nor for the stress/damage distributions. 

Discussion	

The first goal of this study was to investigate the feasibility and accuracy of an iterative 
approach to calculate the fabric tensor from the principal stress distribution. We found that, 
indeed, this approach can lead to reasonable estimates of the fabric tensor orientation. On 
average, the difference in norm between estimated fabric tensors and the fabric tensors 
measured from the bone micro-architecture was less than 12%. However, the degree of 
anisotropy of the estimated and the measured fabric tensors did not compare well and at some 
locations the orientations of the estimated fabric tensor deviated much from that of the 
measured ones. In spite of these differences, the stress calculation of the model with its 
anisotropy based on estimated fabric compared very well to that of a model with its 
anisotropy based on measured fabric. This suggests that in those regions where the 
correspondence was not very good, the stresses are either low or the material anisotropy is not 
very pronounced.  

The second goal of this study was to investigate if such microstructural enhanced orthotropic 
models based on estimated fabric can provide more accurate results than a database approach 
introduced earlier or than using isotropic models. In that earlier study, we found that, 
compared to the gold standard, using a database-derived models resulted in a RMS error of 
4.9% and 3.1% for the stiffness and ultimate load respectively. In the present study, using the 
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estimated fabric, these errors were 11.8% and 8.4% respectively, indicating that the approach 
tested in the present study is less accurate than the database approach. For the standard 
isotropic model investigated in that earlier study (named isotropic-I), these errors were 26.3% 
and 14.5% respectively, demonstrating that the orthotropic models based on estimated fabric 
as tested here can produce more accurate results than the isotropic model. As was indicated in 
the earlier study, significant differences were found for bone stiffness, the stress and damage 
distribution, when comparing results obtained from the isotropic model with the gold 
standard, whereas no significant differences were found for results obtained from the 
orthotropic model based on estimated fabric as tested here. It should be noted though, that 
differences between the isotropic model and the gold standard, though significant, are 
generally small.  

It would be possible to scale the elastic constants of the isotropic model to make the whole 
bone stiffness or strength in better agreement with those of the gold standard model. Such a 
scaling to reach correct whole bone stiffness was also performed in the earlier database study 
(Hazrati Marangalou et al., 2013) but did not lead to much improvement in the whole bone 
maximum load prediction. Scaling also does not much affect the stress distribution.  

It is possible that the accuracy of the present approach can be further improved by analyzing 
more load cases to better represent the state of loading towards which the bones are adapted. 
In the present study only 2 generic load cases were analyzed. Since no information about the 
donors’ history was available, it is possible that this loading history does not represent that of 
the donor very well. This could lead to differences between the estimated and measured fabric 
directions. A possible solution to this could be the use of a load estimation algorithm to define 
the loading history to which the bones are adapted (Campoli et al., 2012; Christen et al., 
2012). This could also make the approach developed here suitable for bones at different sites 
for which no information about the loading history is available. Nevertheless, it is promising 
that even when using only a few generic load cases as done in the present study, good results 
were obtained.  

The results demonstrate that only a few iterations are needed to reach a converged state and 
that further iterations will not further improve the results. The fact that the angular deviation 
between estimated and measured major fabric direction is very large (~ 90°) in some regions 
(Figure 3) is probably due to the fact that, in particular for near isotropic stress states, the 
principal directions can change order. In such cases a small change in magnitude can result in 
a 90 degrees change in the principal directions. 

Some limitations of this study must be mentioned as well. First, only a limited number of 
bones were tested, and since these were obtained from an elderly population it is not known if 
similar results would be obtained for younger subjects. Nevertheless, the age group 
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investigated here is relevant for one of the main applications of the tested approach, being 
improving pre-clinical testing of bone-implant configurations. Second, to be able to create a 
gold standard model with measured fabric, we used micro-CT images for the generation of the 
continuum FE models. For clinical application, however, clinical CT will need to be used. 
Nevertheless, since bone geometry and density can be measured accurately from clinical CT 
scans, we expect that similar accurate results can be obtained when using such scans. Third, in 
this study the cortical bone was always assumed isotropic. Although it would be possible to 
define orthotropic properties for the cortical bone as well, we expect that this will not affect 
the results too much since for typical loading configurations the cortical bone is merely 
loaded in the longitudinal direction (by bending or compression), such that only the stiffness 
in that direction is relevant.  

In conclusion, we have demonstrated that this novel approach can be used to estimate the 
fabric tensor of the proximal femur with some fair accuracy. This procedure could lead to the 
generation of FE-models that can account for bone anisotropic material properties. Although 
the results were slightly less accurate than those of a database approach developed earlier, a 
major advantage of the present approach is that it does not require such a database, and can be 
applied to any bone for which reasonable estimates of the loading history are available. We 
expect that this approach can lead to more accurate results in particular for models used to 
study implants, which are usually anchored in highly anisotropic cancellous bone regions. 
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Abstract	

Continuum finite element (FE) models of bones have become a standard pre-clinical tool to 
estimate bone strength. These models are usually based on clinical CT scans and material 
properties assigned are chosen as isotropic based only on the density distribution. It has been 
shown, however, that trabecular bone elastic behavior is best described as orthotropic. 
Unfortunately, the use of orthotropic models in FE analysis derived from CT scans is 
hampered by the fact that the measurement of a trabecular orientation (fabric) is not possible 
from clinical CT images due to the low resolution of such images. In this study, we explore 
the concept of using a database (DB) of high-resolution bone models to derive the fabric 
information that is missing in clinical images. The goal of this study was to investigate if 
models with fabric derived from such a small database can already produce more accurate 
results than isotropic models.  

A DB of 33 human proximal femurs was generated from micro-CT scans with a nominal 
isotropic resolution of 82 µm. Continuum FE models were generated from the images using a 
pre-defined mesh template in combination with an iso-anatomic mesh morphing tool. Each 
element within the mesh template is at a specific anatomical location. For each element within 
the cancellous bone, a spherical region around the element centroid with a radius of 2 mm was 
defined. Bone volume fraction and the mean-intercept-length fabric tensor were analyzed for 
that region. Ten femurs were used as test cases. For each test femur, four different models 
were generated: (1) an orthotropic model based on micro-CT fabric measurements (gold 
standard), (2) an orthotropic model based on the fabric derived from the best-matched 
database model, (3) an isotropic-I model in which the fabric tensor was set to the identity 
tensor, and (4) a second isotropic-II model with fitted total bone stiffness on the gold 
standard. An elastic-plastic damage model was used to simulate failure and post failure 
behavior during a fall to the side.  

The results show that all models produce a similar stress distribution. However, compared to 
the gold standard, both isotropic-I and II models underestimated the stress/damage 
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distributions significantly. We found no significant difference between DB-derived and gold 
standard models. Compared to the gold standard, the isotropic-I models further 
underestimated whole bone stiffness by 26.3% and ultimate load by 14.5%, while these 
differences for the DB-derived orthotropic models were only 4.9% and 3.1% respectively.  

The results indicate that the concept of using a DB to estimate patient-specific anisotropic 
material properties can considerably improve the results. We expect that this approach can 
lead to more accurate results in particular for cases where bone anisotropy plays an important 
role, such as in osteoporotic patients and around implants.  

Introduction	

Patient specific continuum finite element (FE) models have become a standard pre-clinical 
tool to study mechanical behavior of bone alone or with implants. Such models usually 
implement material properties with elastic and strength properties that are based on the local 
bone density as quantified by Hounsfield units in clinical CT images (Keyak, 2001; 
Liebschner et al., 2003; Taddei et al., 2007; Yosibash et al., 2007). Empirical power-law 
relationships are then used to derive the elastic and strength properties (Carter and Hayes, 
1977; Helgason et al., 2008; Keller, 1994; Lotz et al., 1991; Wirtz et al., 2000; Zannoni et al., 
1999). In virtually all studies done so far, material properties assigned to the bone elements 
are chosen as isotropic based on bone density distribution only. Experimental and 
computational studies, however, have shown that bone can be highly anisotropic, particularly 
in cancellous bone regions, and that its elastic behavior is best described as orthotropic.  In 
most cases, the experimentally derived power-law relationships are determined only after 
aligning the measurement direction with the anatomical direction. As such these power-laws 
may well represent the stiffness and strength in the principal load carrying direction, but will 
likely overestimate these values in other directions. It was demonstrated that models that 
account for this anisotropic behavior better predict whole bone stiffness and stress 
distributions than isotropic models (Hazrati Marangalou et al., 2012; Kabel et al., 1999b; Pahr 
and Zysset, 2009; Turner et al., 1990). The anisotropy of cancellous bone is largely 
determined by its microstructural organization. Theoretical and experimental studies 
demonstrated that the orthotropic principal directions and the anisotropic stiffness tensor can 
be well predicted from a second rank fabric tensor that describes the average orientation of 
this trabecular microarchitecture (Cowin, 1985; Cowin and Mehrabadi, 1989; Gross et al., 
2013; Harrigan and Mann, 1984; Kabel et al., 1999b; Odgaard et al., 1997; Zysset, 2003; 
Zysset et al., 1998). Measurement of such fabric tensors, however, requires images with a 
resolution that is good enough to resolve the trabecular architecture. For bone in-vivo, this 
presently is possible only for the peripheral skeleton (Boutroy et al., 2005; Burghardt et al., 
2011; Burrows et al., 2010; Liu et al., 2010; MacNeil and Boyd, 2008). Although recent 
studies have introduced approaches to calculate such micro-structural properties from clinical 
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CT (Saha and Wehrli, 2004; Tabor et al., 2013; Tabor and Rokita, 2007) and high-resolution 
flat-panel CT systems (Bredella et al., 2008; Mulder et al., 2012), the accuracy of such 
measurements still has to be established. 

In this study, we explore a different approach to derive patient-specific fabric information: by 
using a database of high-resolution bone models. By combining the density information 
measured from a patient CT scan with fabric information from the database, patient-specific 
anisotropic properties can be defined. Presently, only a rather limited number (n=33) of bones 
are available for this database. The goal of this study therefore was to investigate if models 
with fabric derived from such a limited database can already produce more accurate results 
than isotropic models. To investigate this, we compared the stress and damage distribution as 
well as the whole bone stiffness and strength for FE models with fabric derived from the 
actual bone with those of model with fabric mapped from the database or isotropic 
mechanical properties. 

Material	and	methods	

Material		

A database (DB) of thirty-three human cadaver femurs (mean age: 77.8±10.0 year) obtained 
from 17 female and 16 male donors was generated for all these bones. Micro-CT scans 
(XtremeCT, Scanco Medical AG, Brüttisellen, Switzerland) of the most proximal part (9 to 12 
cm in length) were made with a nominal isotropic resolution of 82 µm. Images were filtered 
and processed according to the protocol recommended by the manufacturer. Compartments of 
cortical and cancellous bone were identified using masks. A first mask comprising the whole 
bone was made based on the periosteal contour. In order to find the cortical shell, original 
images were filtered using a strong Gauss filter (sigma=5, support=5 voxels) and segmented 
using a threshold of 15% of the maximum gray-value, leaving only the cortical bone. This 
image was used to identify the cortical shell in the original mask. In addition, the most 
periosteal 1 mm region of the original mask was identified as part of the (sub)cortical 
compartment. The remainder of the mask was considered the cancellous compartment. 

Creation	of	FE	models	

Continuum finite element models of the thirty-three proximal femurs were generated based on 
contours of the bone periosteal surface as obtained using software provided with the micro-
CT scanner (IPL V5.16, Scanco Medical AG, Brüttisellen, Switzerland). Isotopological 
models were generated for each bone segment using a pre-defined mesh template based on a 
generalized femur geometry that contained approximately 300 thousand second order 
tetrahedron elements with a typical edge length of 2mm. This mesh template was morphed 
onto the bone surface extracted from the micro-CT scan by identifying a minimum of 8 
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anatomical landmarks. After morphing, each element number identifies an element that, with 
good approximation, is at the same specific anatomical location in all samples (Grassi et al., 
2011). Since the mesh template comprises the whole femur while the micro-CT scans only 
covered the most proximal part of these, the number of elements on the proximal femur 
models was less and varied from approximately 80,000 to 90,000 depending on the scan 
length. 

To each element a volume fraction and morphological properties were assigned using a 
homogenization technique described earlier (Hazrati Marangalou et al., 2012). In summary: 
first, we determined whether the element was in the cortical or cancellous compartment. If an 
element was at the cortical/cancellous interface, we calculated what fraction of its volume was 
in each of both compartments. For each element that was at least partly within the cancellous 
bone, a spherical volume of interest around the element centroid with a diameter of 4 mm was 
defined (Harrigan et al., 1988). Trabecular bone architectural parameters, including bone 
volume fraction (BV/TV) and the mean intercept length (MIL)-based fabric tensor, were 
analyzed for the volume of interest as far as it was within the cancellous compartment using 
the image processing software provided by the micro-CT system. Measured morphological 
parameters were then assigned to the elements. For elements in the cortical compartment, only 
a volume fraction for the volume comprised by the element itself was defined whereas a rule 
of mixture was used for elements that cover both compartments based on the portion of the 
element volume within the cortical/cancellous compartments. Figure 1 depicts mesh 
generation and bone morphology analysis procedures. 

 

Figure 1. FE models creation procedure for proximal femur models. 

Ten femurs were randomly taken from the database as test cases. For each test case, three 
different FE models were generated. In the first model, orthotropic material properties were 
specified based on the actual fabric and density measurements of that bone. In the second FE 
model, orthotropic material properties were specified based on the actual density 
measurement and fabric derived from a corresponding DB model. To do so, the DB model 
with a density distribution most similar to that of the test bone was selected and its fabric was 
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mapped to the test model. The test model itself was excluded from the database during the 
selection process. In the third FE model, isotropic material properties were specified based on 
the actual density measurements only (Figure 2). 

 

Figure 2. Study design. 

 

To select a DB model j with a density distribution most similar to that of the test bone i, we 
selected the DB model that minimized the root-mean-square error: 
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with Nelements the number of elements and i,k the density of element k of model i. 

Whereas the use of the template enables an easy mapping and comparison of scalar properties 
between models, the mapping of tensor properties, such as fabric tensor is not straightforward. 
For these properties the principal directions must be also updated to account for differences in 
element orientation (Figure 3a). The procedure proposed here to account for this is to define a 

local orthonormal coordinate system 1 2 3{ , , }e e e
  

for each element in the model. This coordinate 

system is based on the vectors 1v


and 2v


that are defined by the nodes of the tetrahedron 

element (Figure 3b) using: 
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Figure 3. (a) When the orientation of corresponding elements is not the same, the fabric principal 
directions must be rotated accordingly, (b) Definition of the element local coordinate system based on 
vectors defined by its nodal points. 

For all elements a compliance tensor  was derived from the element density  and fabric 

tensor M using the Zysset-Curnier relationship (Zysset and Curnier, 1995): 
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with ε0, ν0 and G0 elastic constants, mi the normalized eigenvalues and Mi the dyadic product 
of the eigenvectors of fabric tensor M, det(M)=1. 

For the isotropic models, the fabric tensor was replaced by a scaled identity tensor. Different 
choices, however, can be made for the scaling. In a first model (isotropic-I), the identity 
tensor was taken as the fabric tensor. As a consequence of this scaling the isotropic models 
will have a lower stiffness than the orthotropic model in the dominant principal direction 
(Figure 4). For that reason, a second isotropic model was generated by scaling the fabric 
tensor (M=α.I, α > 1). The value of α was determined from a set of initial linear elastic 
analyses, in such a way that the stiffness of the scaled isotropic model is the same as that of 
the gold-standard model. 
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Figure 4. Fabric tensor representation for orthotropic (O) and isotropic (I and II) models; models O 
and I were normalized such that det(M)=1, model II was scaled such that the total bone stiffness of 
models II and O is the same. 

Elastic plastic damage constitutive behavior in the local form (Charlebois et al., 2010) was 
used to simulate failure and post-failure behavior of test femurs. This material model contains 
a damage variable D (ranging from D=0: no damage to D=1: fully damaged) to account for 
the reduction of stiffness due to propagation of voids and cracks, and due to breakage of 
individual trabeculae. Loading conditions applied to the models represented a fall to the side 
configuration (Courtney et al., 1995; Verhulp et al., 2008). The nodes on the surface of the 
greater trochanter, in a 3 mm layer were fixed in medio-lateral direction and the nodes at the 
distal end were fixed except for medio-lateral movements. The nodes at the femoral head 
medial side were fixed in all direction while a displacement in the lateral direction was 
applied to mimic fall to the side condition. A total compressive displacement of 3 mm was 
applied in 100 load increments, and for each step the total reaction force was calculated. The 
force displacement curve maximum was taken as the femur ultimate load.  

Table 1. Constants used in the material model (constants were taken from (Charlebois et al., 2010)). 

E0 ν0 k l σ0+ σ0- χ0+ χ0- p q σH s Dc a 
8237.1 0.18 2.5 1.88 57.4 132.4 -0.748 0.340 2.5 0.86 6.0 37.5 0.6 22.5 

 

At the first load increment, the whole-bone stiffness was calculated from the reaction force 
and the applied displacement. At the last loading increment (3mm displacement) the ultimate 
load was calculated from the reaction force. In addition, contour plots of the Von Mises stress 
and the damage variable D were created. 

Whole bone stiffness, ultimate load and the von Mises stress, damage and strain energy 
density distributions of the orthotropic models based on DB-derived fabric and the two 
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isotropic models were compared to those of the orthotropic models based on actual fabric 
measurements, which were taken as the gold standard. Differences were quantified by 
calculating determination coefficients and relative root-mean-square errors (RRMSE):  
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        (4) 

xi´ are the values obtained from the gold standard models and xi are the values obtained from 
the isotropic or DB-derived models (n=10).  

One-way ANOVA was used to test the significance of differences (p<0.05) between isotropic, 
DB-derived models and the gold standard in predictions of whole bone properties as well as 
damage/stress distributions. 

Results	

The major fabric value and its direction for a representative femur as obtained from direct 
measurement (left) and from the database mapping procedure (right) for a typical case are 
shown in Figure 5. Overall, the fabric directions and values of the mapped model 
corresponded well with the measured one. Differences are most notable in the most distal end 
(due to an effect of the boundary) and in the region of Ward's triangle, which is due to the low 
volume fraction in that region that makes the fabric measurement unreliable.  

 

Figure 5. Major fabric direction as obtained from the direct measurement (left) and from the database 
mapping procedure (right).  

Contour plots of the von-Mises stress (Figure 6a) show that the isotropic model-I slightly 
underestimates the stresses, which is due to the fact that its stiffness in the anatomical 
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directions is less. In contrast, the isotropic-II model overestimates the stresses. The DB-
derived orthotropic model tends to slightly overestimate the stresses as well. In all cases, 
however, a good qualitative agreement with the gold-standard was obtained.  

More pronounced differences were found when looking at the predicted damage distribution 
(Figure 6b). The isotropic models underestimates the amount of damage in the neck regions, 
in particular for the isotropic-I model, whereas the DB-derived model well represents the 
distribution found for the gold-standard (Figure 6b). Similar to the Damage and von Mises 
stress, DB-derived models slightly overestimated strain energy density (SED) values with 
respect to the gold standard in the femoral neck while the isotropic-I and isotropic-II models 
slightly underestimated SED values in particular near the femoral head (Figure 6c).   

 

Figure 6. (a) von-Mises stress, (b) damage parameter and (c) strain energy density (SED) distribution 
in the gold standard, isotropic-I, isotropic-II and DB-derived orthotropic models respectively from left 
to the right. 
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Whole-bone force displacement curves shows that the DB-derived orthotropic model can 
accurately replicate the force-displacement curves found for the gold standard while the 
isotropic-I model underestimates both the stiffness and ultimate load (Figure 7). The 
isotropic-II model with adjusted stiffness, on the other hand, clearly overestimates ultimate 
load (Figure 7). 

 

Figure 7. Typical force-displacement curves obtained from different orthotropic and isotropic models 
for a femur model under fall to the side condition.  

Compared to the gold standard, the relative root mean square error (RRMSE) for whole-bone 
stiffness was 4.9% for the DB-derived model and 26.3% for the isotropic-I model. For all ten 
femurs analyzed, the isotropic-I model underestimated whole bone stiffness. Nevertheless, the 
correlation between predicted and gold-standard values was very good, with a coefficient of 
determination R2=93.2% for the Isotropic-I model (Figure 8). In this case also, a very good 
correlation was found for the DB-derived model with an R2=90.9%. We found a high one-to-
one correlation for the DB-derived orthotropic model with the gold standard (CC=94.5%) 
while a low concordance correlation was found (CC=57.3%) for the isotropic-I models.  

The isotropic-I models also underestimate the ultimate load with an RRMSE of 14.5% while 
the isotropic-II model overestimated the ultimate load with an RRMSE of 7.92%. For the DB-
derived orthotropic model this error was 3.1%. In this case also, predicted and gold-standard 
values for the ultimate load correlated well for all cases, with a coefficient of determination 
R2=90.9% for the isotropic-I model, R2=85.6% for the isotropic-II model and R2=96.3% for 
the DB-derived model (Figure 8). Compared to the gold standard, there is a low concordance 
correlation between isotropic-I and the gold standard (CC=79.2%) and for the isotropic-II 
model (CC=88.9%) while this value for the DB-derived models is CC=97.6%. 

One-way ANOVA revealed that there is a significant difference between isotropic-I models 
and the gold standard for whole bone stiffness (p=0.039) however no significant differences 
were found for failure load, neither for the isotropic-I model (p=0.324) nor for the isotropic-II 
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model (p=0.683). Significant differences were found for the stress and damage distributions 
for both isotropic models and the gold standard. For the DB-derived models, neither the 
whole bone properties (stiffness/failure load) nor stress/damage distributions were 
significantly different from the gold standard.  

 

Figure 8. Correlation of isotropic and DB-derived orthotropic models with the gold standard in whole 
bone stiffness (upper row) and ultimate load (bottom row) predictions; (solid line: 45° line, CC: 
concordance correlation). 

Discussion	

The goal of this study was to investigate if models with fabric derived from a limited database 
can produce more accurate results than isotropic models. We found that indeed this is the 
case. Whole bone properties (stiffness and failure load) and stress and damage distributions 
were better predicted by the DB-derived orthotropic model than by the isotropic model. In 
fact, no significant differences were found in all these properties, whereas significant 
differences were found for the isotropic models tested here for whole bone stiffness, stress 
distribution and damage distribution.  
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As different approaches exist to make an isotropic model from an existing anisotropic one, we 
tested two different approaches. With the first one, the fabric tensor was made isotropic and 
normalized such that its determinant remained the same as in the orthotropic case, with the 
other approach the fabric tensor was scaled such that the whole bone stiffness would be the 
same as that of the orthotropic model. Other choices would have been possible as well. For 
example, in many studies isotropic models are used with material properties based on laws 
that relate the stiffness in the anatomical direction to the bone density (such as the Carter-
Hayes (Carter and Hayes, 1977) and Ashman et. al. (Ashman et al., 1989) relationships). In 
such studies, the highest modulus is assigned in all directions. In our study, this would 
correspond to scaling the fabric tensor such that it value equals the largest value of the 
orthotropic model. Clearly, this would result in an overprediction of bone stiffness and 
ultimate load. Since the isotropic-II models used in our study here already led to an 
overprediction of stresses and strength, we did not further consider this option. 

In our study we used fall-to-the-side boundary conditions because we expected that effects of 
anisotropy for this non-habitual loading case would be more pronounced than for 
physiological loading conditions. During physiological loading conditions, the bone will be 
loaded in its principal fabric direction. In that situation, the use of experimentally-derived 
relationships that relate the stiffness in the anatomical direction to the bone density might 
produce more accurate results than in ours study. Nevertheless, this load case is commonly 
used for analyses of bone strength. Also: implants will also lead to non-habitual loading 
conditions of bone, at least locally. We thus think the results here are relevant for many 
situations. 

In this study, we did not explicitly investigate the sensitivity of the database approach for 
errors in the mesh morphing and mapping procedure, however this error was addressed 
implicitly. Since the mesh morphing tool was used 33 times to generate the femur database in 
this study, large deviations from the intended anatomical position would lead to larger RRMS 
errors in density distribution. However the results show that for the ten test cases used in this 
study, good correlations were found. On average the correlation between the density of a test 
bone and its selected DB entry was R=91% (89-92%) while on average the RMSE was 0.11 
(0.10-0.12), demonstrating that in all cases a bone was found in the DB that has a very similar 
density distribution. In clinical practice, however, the patient image would be obtained from a 
clinical CT scanner rather than from the same micro-CT scanner as in our study. It is possible 
that this will lead to a less favorable fit. Nevertheless, since reliable density information can 
be obtained from clinical CT scanners as well, we expect that in that case also the same 
database model would be selected. 

Some limitations of this study must be mentioned as well. First the database generated in this 
study contained only thirty-three femurs. Although this was large enough to improve results 
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in this study, it might not cover enough cases needed when used for larger populations. 
Increasing the number of database entries, however, is trivial and would increase the accuracy 
in database selection procedure and would result in more accurate prediction of bone 
orthotropic material properties.  

Second, we use only one parameter (BV/TV) in our selection model to choose the models 
which best matches the patient model. In particular, we did not consider the size or shape of 
the bone. Adding more parameters such as shape parameters (e.g. femoral neck angle or other 
anthropometric parameters or results from modal analyses (Cheng et al., 1997a; Taylor et al., 
2002) or other parameters such as age in addition to the density distribution might result in 
more accurate results. In this study, however adding more selection criteria is not feasible due 
to limited number of database entries.  

Third, mesh quality is a crucial factor in the fabric mapping procedure. Since a local element-
based coordinate system is used to map the fabric tensor from best matched database model to 
patient model, severe deformities of elements (e.g. tetrahedrons with high aspect ratios) would 
introduce inaccuracies in the procedure. We found that in some regions the fabric orientation 
can be inaccurate due to element distortion. However, apparently such errors do not much 
affect the whole bone and stress distribution results.  

Fourth, the mesh template geometry did not distinguish explicitly between the cancellous and 
cortical compartments, such that elements can be in both compartments. To make sure a clear 
cortical regions exists, we assumed a minimum thickness of 1 mm for the cortical region, 
although previous studies have shown that the cortical shell thickness can be less than 1 mm 
at some locations (Treece et al., 2010; Yan et al., 2003). We do not expect this assumption 
would affect our results much though, since, with our approach a cortical thickness of less 
than 1 mm would also results in a lower density of the cortical element and thus would be 
accounted for. Furthermore, we only quantified morphological parameters in the cancellous 
bone region, not for the cortical region. The determination of cortical morphological 
parameters, such as cortical thickness and cortical porosity from micro-CT scans is possible 
as well. However, cortical thickness cannot be assigned per element since at most locations 
the thickness is larger than the element size, whereas cortical porosity is similar to the density 
that is calculated for the cortical elements. A more accurate representation of the cortical and 
cancellous compartments would require that separate templates for cortical and cancellous 
bone are needed. Since this would considerably complicate the meshing and mapping 
procedure, we decided to cover both compartments with one mesh template. 

Finally, we used a local formulation of the constitutive law of Charlebois et al. whereas non-
local formulations are available as well. However, since a typical length scale for cancellous 
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bone would be round 1 mm, and since our elements also are about the same in size, we expect 
that a local and non-local formulation would provide very similar results. 

In conclusion, the approach presented here can be used to create patient-specific anisotropic 
finite element models of bones even in cases where the bone fabric cannot be measured in-
vivo. The mesh-morphing approach used here can be used as a versatile tool to map the 
missing fabric information, as well as any other micro-structural information to the patient 
models. We expect that this approach can lead to more accurate results in particular in cases 
where bone anisotropy plays an important role, such as in osteoporotic patients and around 
implants. 
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Abstract	

Bone geometry, density and microstructure can vary widely between subjects. Knowledge 
about this variation in a population is of interest in particular for the design of orthopaedic 
implants and interventions. The goal of this study is to investigate the local variability of bone 
density and microstructural parameters between subjects using a novel inter-subject image 
registration approach. Human proximal femora of 29 and T12 vertebrae of 20 individuals 
were scanned on a micro-CT system. A pre-defined iso-anatomic mesh template was morphed 
to each micro-CT scan. For each element bone volume fraction and other morphological 
parameters (Tb.Th, Tb.N, Tb.Sp, SMI, DA) were determined and assigned to the element. A 
coefficient of variation (CV) was calculated for each parameter at each element location of 
the 29 femora and 20 T12 vertebrae. Contour plots of the CV distribution revealed very 
detailed information about the inter-individual variation in bone density and morphology. It is 
also shown that analyzing large sub-volumes, as commonly done in previous studies, would 
miss much of this variation. Detailed quantitative information of bone morphological 
parameters for each sample in the femur and the T12 database and their inter-individual 
variability are available from the mesh templates as supplementary data 
(http://w3.bmt.tue.nl/nl/fe_database/). We expect that these results can help to optimize 
implants and orthopaedic procedures by taking local bone morphological parameter variations 
into account.   
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Introduction	

Bone geometry, density and microstructure can vary widely between subjects. Such 
differences can be related to genetic factors, lifestyle factors, and affections of the skeleton 
(e.g. osteoporosis). Knowledge about this variation in a population is of interest in particular 
for the design of orthopaedic implants and interventions. In a pre-clinical stage, such implants 
and interventions now are usually designed and tested using finite element (FE) computer 
models (Huiskes et al., 1992; Polikeit et al., 2003; Prendergast, 1997; Rohlmann et al., 1983; 
Villarraga et al., 2005; Weinans et al., 2000). In such models, bone geometry and density 
distribution are usually derived from a CT-scan of a representative bone (Dopico-González et 
al., 2010; Little et al., 2007; Radcliffe and Taylor, 2007; Reggiani et al., 2007). Empirical 
laws are then used to calculate the bone mechanical properties from bone density and/or other 
microstructural parameters such as bone fabric. For a thorough pre-clinical evaluation of 
implants and interventions, however, the models used should be able to represent the range in 
bone shape, density and microstructure that can be expected in a patient population (Dopico-
González et al., 2010; Weinans et al., 2000). Presently, however, no such detailed 3D 
information is available. 

Variations in bone shape have been described by whole-bone morphological parameters, such 
as bone cross-sectional area, moment of inertia, femoral neck angle etc. and, more recently, 
by using model-indexing methods for bones at several sites (Chintalapani et al., 2007; Querol 
et al., 2006; Rajamani et al., 2004; Zachow et al., 2005). With this latter technique, the bone 
geometry is represented by a number of parameters that each represents a specific feature. It 
has been demonstrated that even a limited set of parameters can accurately describe the 
complex external geometry of a bone (Grassi et al., 2011; Zachow et al., 2005). This 
information can then be used to create computer models to represent a range of bone 
geometries. In many cases, however, variation in bone size and shape can be (at least partly) 
compensated by designing different implant sizes and shapes. As such, variation in geometry 
and size that can be expected in a population is already accounted for. 

Little information, however, is available for the spatial variation in bone density that can be 
expected in a population. Whereas excellent data is available about areal bone density as 
measured for projected areas using DXA scanning, this information does not provide much 
insight in the actual 3D distribution of the bone density. Even less information is available 
about the spatial distribution of bone microstructural parameters. In earlier studies, variation 
in such parameters was quantified by measuring these from samples taken from the same 
anatomical location. To quantify these parameters, different methods were used, such as 
histological methods (Banse et al., 2002; Chappard et al., 1999; Ciarelli et al., 2000; Hordon 
et al., 2000; Müller et al., 1998), MRI (Link et al., 2003; Wehrli et al., 1998), CT (Carballido-
Gamio et al., 2013; Lang et al., 1998; Stiehl et al., 2007) and micro-CT (Banse et al., 2001; 
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Ciarelli et al., 2000; Hulme et al., 2007; Lai et al., 2005; Mueller et al., 2009; Nazarian et al., 
2007; Sode et al., 2010; Sran et al., 2007; Turunen et al., 2013) measurements. Such 
measurements, however, are averaged values for the specimen and their value depends on the 
method used, the homogeneity of the bone they were taken from, the size of the specimen, 
and their exact location. Because of all these issues, data of different studies is hard to 
compare. Moreover, since only limited locations were sampled, no data is available about the 
variation in spatial distribution of the parameters other than in terms of general anatomical 
locations.  

Recently, inter-subject image registration tools were developed that can be used to integrate 
3D CT images into a statistical atlas of bone density distribution (Carballido-Gamio et al., 
2013; Grassi et al., 2011). In a recent study, using such techniques in combination with CT 
scans of the femur of a large cohort of women, it was demonstrated that this approach can 
provide a detailed overview of the femoral bone density distribution and differences therein 
due to aging (Carballido-Gamio et al., 2013). In that study, however, the variability in the 
density distributions between subjects was not quantified. Moreover, results were limited to 
the density distribution and to the femur. 

In the present study, we aim at using a similar technique to quantify the inter-individual 
variation in bone density and bone microstructural parameters within a population. Since bone 
microstructural parameters cannot be measured from clinical CT scans, the registration 
technique used here takes micro-CT images as the basis for bone density and structural 
analysis (Hazrati Marangalou et al., 2013). Using a mesh-morphing approach, the bone is first 
subdivided in a large number of small sub-volumes that are positioned at well-defined 
anatomical locations within the bone as defined by a mesh-template (Grassi et al., 2011). 
Micro-CT based morphological analysis is then used to quantify bone density and 
microstructure for each location defined by the template. By using the same mesh template for 
different bones, a straightforward inter-individual comparison of parameter distributions 
becomes possible.  

Specific goal of this study was to apply this approach to a set of cadaver femora and vertebrae 
from an elderly population to provide very detailed quantitative information about the 
variability in bone density and microstructure between subjects. In order to compare this data 
with the literature, results were also quantified for larger sub-regions defined by anatomical 
planes or anatomical regions.  

Materials	and	methods	

Samples	

A total of 29 human cadaver femora were collected. The mean age of the donors was 
76.7±10.0 years (range 61-95 years), 13 donors were female and 16 donors were male. In 
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addition, 20 T12 vertebrae were collected from other donors. The mean age of these donors 
was 78.0±8.1 years (range 64-92 years); 10 donors were female and 10 donors were male. 
The dataset used for the femora was the same as used in chapter 4 but four femora were 
excluded here because the available proximal length was smaller than that of the others. In all 
cases, it was made sure that the donors had no known bone or metastatic disorders.  

Micro‐CT	Scanning	 	

The proximal portion of the femora were scanned in a HR-pQCT system (XtremeCT, Scanco 
Medical AG, Brüttisellen, Switzerland) as described earlier in chapter 4 (Hazrati Marangalou 
et al., 2013). In summary: the most proximal 90 mm of the bones was scanned using an 
isotropic voxel size of 82 µm. Images were processed using the standard settings 
recommended by the manufacturer. This included the application of a Laplace-Hamming 
filter (Laplace-epsilon=0.5, Hamming-cutoff frequency=0.4) and segmentation using the 
default threshold setting.  

The T12 vertebrae were also scanned in a micro-computed tomography system (micro-CT 80, 
Scanco Medical AG, Brüttisellen, Switzerland) using an isotropic voxel size of 37 µm. Image 
processing included the application of a modest Gauss filter (sigma=0.6, support=1 voxels) 
and segmentation using a global threshold of 11% of the maximum gray-value.   

Compartments of cortical and cancellous bone were identified using masks. A first mask 
comprising the whole vertebra/femur was made based on the periosteal contour. In order to 
separate the cortical shell, original images were filtered using a strong Gauss filter (sigma=5, 
support=5 voxels) and segmented using a threshold of 15% of the maximum gray-value, 
leaving only the cortical bone. This image was used to identify the cortical shell in the 
original mask. In addition, the most periosteal 1 mm region of the original mask was also 
identified as part of the (sub)cortical compartment. The remainder of the mask was considered 
the cancellous compartment (Hazrati Marangalou et al., 2012).  

Bone	morphology	analysis	

Two pre-defined mesh templates, one for the femur and one for the T12 vertebra, were 
developed earlier (Grassi et al., 2011). Both mesh templates were based on the average shape 
extracted from a CT database of a large number of bones. The mesh template contained 
85,184 tetrahedral elements with a typical size of 2 mm for the proximal femora and 51,119 
elements with a typical size of 1 mm for the T12 vertebrae excluding posterior processes.  

In the present study, these templates were morphed to each micro-CT scan by identifying a 
number of anatomical landmarks on the bone surface. For the femur a minimum of 8 
landmarks were used, for the vertebrae a minimum of 22 landmarks. After morphing, each 
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element within the mesh template is at a specific anatomical location which makes it possible 
to refer to a specific anatomical location by the element number.  

The homogenization procedure was described earlier as well in chapters 2 & 4 and is 
summarized here. Using an in-house algorithm, percentages of cortical and cancellous bone 
were determined for each element in the mesh. For each element that was at least partly 
within the cancellous bone, a spherical region around the element centroid with a radius of 2 
mm was defined. Bone microstructural parameters were analyzed using the image processing 
software (IPL V5.16, Scanco Medical AG, Brüttisellen, Switzerland) for the part of that 
spherical region within the cancellous compartment. Parameters investigated were: bone 
volume fraction (BV/TV), trabecular thickness (Tb.Th) trabecular number (Tb.N), trabecular 
spacing (Tb.Sp), structural model index (SMI) and degree of anisotropy (DA). Tb.Th, Tb.Sp 
and Tb.N were determined based on direct measurements using the distance transformation 
method rather than plate model assumptions. Measured morphological parameters (Tb.Th, 
Tb.N, Tb.Sp, SMI, DA) were then assigned to the elements. For elements that were in the 
cortical compartment a cortical volume fraction was defined as the volume of the bone voxels 
within the element boundaries over the total volume of the element. For elements that 
comprised both compartments, a mixture rule was used for the volume fraction whereas the 
morphology parameters of the cancellous compartment were used to identify the cancellous 
morphology. Figure 1 depicts the bone morphology analysis procedure. 

 

Figure 1. Bone morphology analysis procedure (taken from Hazrati Marangalou et al., 2013). 

Inter‐individual	variability	analysis	

A coefficient of variation (CV) was calculated for each parameter at each element location of 
the 29 femora and 20 T12 vertebrae. This coefficient of variation reflects the variation of a 
parameter value between subjects for the specific location represented by the element. The 
spatial distribution of the morphology parameter for the whole population then can be 
visualized by making contour plots of the mesh template in which the parameter average 
value or its CV is plotted as an element property.  
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The variability between subjects was further summarized by calculating the root-mean-square 
(RMS) average of the CV and expressed as a percentage (RMS-CV), similar to the measure 
used in reproducibility studies (Eq. 1). For the femur dataset, the RMS-CV was calculated for 
the whole proximal femur and five sub-regions including the femoral neck, femoral head, 
greater trochanter, Ward’s triangle and smaller trochanter regions. For the vertebrae, the 
RMS-CV was also calculated for the whole vertebrae, for the 8 octants separated by the 
sagittal, coronal and transverse planes and for the vertebrae central region defined as a 10 mm 
cube around the center of vertebra (Figure 2). 

        (1) 

 

 

Figure 2. Left: Proximal femur; this diagram shows the subdivision of the proximal femur 
conventionally used for DXA and CT scans: femoral head (FH), femoral neck (FN), Ward’s region 
(W), greater trochanter (GT) and smaller trochanter (ST). Right: T12 vertebra were divided into 8 
sub-regions by anatomical planes; S (Superior), I (Inferior), A (Anterior), P (Posterior), L (Left) and R 
(Right). In addition a central region was defined (not shown). 

Results		

Inter‐individual	variability	analysis	for	the	femur	

Contour plot of the average bone morphological parameters such as BV/TV, Tb.Th, Tb.N, 
Tb.Sp, DA and SMI and their coefficient of variation (CV) within the group of 29 individuals 
are shown in Figure 3.  

For BV/TV (Figure 3a) low variations (< 30%) were found in regions where bone volume 
fraction is high such as in the cortex and femoral head center while high inter-individual 
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variations (> 75%) were found for regions where bone volume fraction is generally low such 
as Ward’s triangle, the shaft and the greater trochanter. For DA (Figure 3b) high values were 
found in high density regions near the cortex while low values are found in the femoral neck 
and greater trochanter region. A high inter-individual variation of DA (CV> 30%) was found 
near the cortical regions while in most other regions the variation is rather modest (CV< 
20%). Contour plots of the SMI distribution (Figure 3c) show high values, implying rod-like 
structures, in the trochanter region and femoral neck. Low values, indicating plate-like 
structures, are found in the femoral head center. Due to the low, or even negative (indicating 
concave structures) average SMI values in the femoral head, the inter-individual variation in 
these regions is high. Contour plots of Tb.Th (Figure 3d) revealed thicker trabeculae in the 
femoral head center and thinner trabeculae in the femoral neck and Ward’s triangle. The 
highest inter-individual variation (CV> 70%) was found for regions with thinner trabeculae 
(e.g. Ward’s triangle) while throughout the femoral head the inter-individual variation is 
modest and rather constant CV (< 25%). Contour plots of Tb.Sp (Figure 3e) are the inverse of 
that of Tb.Th: with high values found in low density regions like Ward’s triangle and low 
values in the femoral head. Its inter-individual variation was low in the femoral head, but 
rather high in the trochanter and shaft region. The contour plots of Tb.N (Figure 3f) were very 
similar to that of Tb.Th. In particular the inter-individual variation of Tb.N and Tb.Th were 
very similar. The averaged bone morphological parameters for different anatomical locations 
are summarized in Table 1. 

The inter-individual variability of bone morphological parameters was further evaluated by 
the RMS-CV values for each parameter, for the whole femur as well as for different sub-
regions (Table 2). In general, the variability of DA is low whereas that of BV/TV is high. 
Except for the variability of SMI within the femoral head, the variability for all investigated 
bone morphological parameters followed the same trend for all sub-regions. The inter-
individual variation generally was lower in the femoral head than in other sub-regions. For 
most investigated morphological parameters, the highest inter-individual variation occurred in 
Ward’s triangle. The high variability found in the femoral head for SMI originates from the 
fact that close to-zero or negative average values occurred in this region.  
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Figure 3. Contour plot of average bone morphological parameters and their inter-individual variation 
distribution within 29 individuals; BV/TV (a), DA (b), SMI (c), Tb.Th (d), Tb.Sp (e) and Tb.N (f). 

Table 1. Averaged bone morphological parameters for the whole femur, femoral head and neck, Ward’s 
triangle, greater trochanter and smaller trochanter (n=29). 

 Whole femur Femoral head Femoral neck 
Ward’s 
triangle 

Greater 
trochanter 

Smaller 
trochanter 

BV/TV 
0.19±0.03 
(0.12-0.25) 

0.24±0.05 
(0.13-0.35) 

0.19±0.04 
(0.11-0.27) 

0.1±0.02 
(0.05-0.18) 

0.17±0.04 
(0.09-0.24) 

0.14±0.03 
(0.08-0.19) 

Tb.Th 
0.21±0.02 
(0.16-0.3) 

0.22±0.02 
(0.18-0.3) 

0.21±0.02 
(0.14-0.32) 

0.16±0.03 
(0.09-0.24) 

0.2±0.03 
(0.13-0.31) 

0.19±0.02 
(0.15-0.27) 

Tb.N 
1.31±0.18 
(0.91-1.65) 

1.5±0.2 
(1.13-1.93) 

1.27±0.23 
(0.84-1.85) 

0.88±0.23 
(0.39-1.32) 

1.33±0.23 
(0.83-1.65) 

1.09±0.16 
(0.71-1.35) 

Tb.Sp 
0.92±0.22 
(0.69-1.47) 

0.71±0.15 
(0.48-1.19) 

0.94±0.29 
(0.62-1.77) 

1.6±0.52 
(0.76-2.88) 

0.94±0.32 
(0.62-1.75) 

1.15±0.3 
(0.82-1.88) 

DA 
1.72±0.1 
(1.57-2) 

1.65±0.1 
(1.48-1.94) 

1.93±0.18 
(1.65-2.51) 

1.61±0.1 
(1.41-1.79) 

1.6±0.08 
(1.45-1.84) 

1.82±0.14 
(1.53-2.16) 

SMI 
1.89±0.32 
(1.32-2.4) 

1.49±0.5 
(0.57-2.37) 

1.85±0.29 
(1.41-2.43) 

2.51±0.21 
(1.94-2.87) 

2.23±0.31 
(1.59-2.72) 

2.19±0.26 
(1.65-2.57) 

 
Table 2. Root-mean-square average of the element coefficient of variation (RMS-CV) for all 
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investigated parameters (bold values indicate the maximum found for a parameter). 

  Whole femur Femoral head Femoral neck 
Ward's 
triangle 

Greater 
trochanter 

Smaller 
trochanter 

BV/TV 0.4996 0.4393 0.4887 0.6433 0.5800 0.6090 
Tb.Th 0.3298 0.2043 0.3198 0.6968 0.3314 0.4031 
Tb.N 0.3622 0.2302 0.3563 0.7375 0.3594 0.4393 
Tb.Sp 0.5294 0.4111 0.5103 0.5957 0.6284 0.5644 
DA 0.1931 0.1434 0.1954 0.2339 0.1828 0.2287 
SMI 8.7925 14.4530 0.5177 0.2333 0.4476 0.3801 

Inter‐individual	variability	analysis	for	T12	

Contour plots of the average bone morphological parameters and their inter-individual 
variability within the group of 20 individuals are shown in Figure 4 for the T12 vertebrae. For 
BV/TV (Figure 4a) low densities are found in the central region. The inter-individual 
variability in this region is high (typically up to 100%) but less than that of the higher density 
regions near the endplates and processes (CV<180%). For DA (Figure 4b) the highest values 
occur in the central-anterior regions, while lower values are found for the posterior regions 
where bone tends to be isotropic. The inter-individual variation was higher near the cortex 
(CV> 20%) and rather low (< 20%) in central regions. Contour plots of SMI (Figure 4c) 
revealed high SMI values in the central region, indicating a rod-like structure, while the lower 
SMI values are found in the peripheral region. Similar to BV/TV and DA, the inter-individual 
variation was lower in the central region. For SMI, the higher variability is found in the 
posterior region. Maximum Tb.Th is found near the cortex (Figure 4d) while thinner 
trabeculae are found in the region between the cortex and the central region. Trabeculae of 
intermediate thickness (around 0.12 mm in thickness) are located in the central-superior 
region. The inter-individual variability for trabecular thickness show a converse relationship 
with Tb.Th itself: wherever Tb.Th is low, its variability gets higher values and vice versa. The 
distribution found for Tb.Sp resembles that of SMI, with high values in the center and lower 
values in the periphery (Figure 4e). Its inter-individual variability was low in the center and 
higher in the posterior region. As with the femur, for Tb.N, a distribution (Figure 4f) similar 
to that of Tb.Th was found, with highest values found at the periphery, and lowest values in 
the region between the cortex and the central region. As with SMI and Tb.Th the higher inter-
individual variability is found in the posterior region. Averaged BV/TV and other 
morphological parameters were evaluated for the full cancellous region and for the eight sub 
regions (Table 3).  As can be seen, the amount of variation found when analyzing relatively 
large sub-regions, such as the octants analyzed here, is much smaller than the amount of 
variation found when using the 4 mm spherical regions of Figure 4. 
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Figure 4. Contour plots of average bone morphological parameters and their coefficient of variation 
distribution within 20 individuals for T12 vertebrae; BV/TV (a), DA (b), SMI (c), Tb.Th (d), Tb.Sp (e) 
and Tb.N (f). From left to right: transverse, coronal and sagittal section views.  

As for the femur, the inter-individual variability of bone morphological parameters was 
further evaluated by calculating RMS-CV values for each parameter, for the whole T12 
vertebrae and the different sub-regions (Table 4). For the whole vertebral body, the inter-
individual variability of DA (20%) is the lowest, whereas that of BV/TV is the highest 
(121%). The RMS-CV values for the different sub-regions, were similar to those of the whole 
bone, indicating that the distribution is rather homogeneous.  
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Table 4. Root-mean-square average of the element coefficient of variation (RMS-CV) for all 
investigated parameters within the whole vertebra (WT12), the vertebral center, and the eight octants, 
where S: Superior, I: inferior, P: posterior, A: anterior, L: left, R: right (bold values indicate the 
maximum found for a parameter). 

  WT12 Center IAL IAR IPL IPR  SAL  SAR  SPL SPR 

BV/TV 1.2170 1.0847 1.4847 1.0369 1.2485 1.0262 1.0274 1.1617 1.1904 1.3824 

Tb.Th 0.4852 0.4223 0.4957 0.5209 0.4707 0.4399 0.4671 0.4877 0.4915 0.4998 

Tb.N 0.4612 0.3951 0.4207 0.4307 0.4471 0.4216 0.4328 0.4474 0.4790 0.5029 

Tb.Sp 0.4343 0.3890 0.4139 0.4158 0.4060 0.3717 0.4215 0.4211 0.4555 0.4718 

DA 0.2011 0.2119 0.2095 0.2092 0.1831 0.1757 0.2162 0.2184 0.1993 0.2031 

SMI 0.4717 0.3701 0.4267 0.4476 0.4733 0.4608 0.4717 0.4741 0.4805 0.4829 

	

Discussion	

In this study, we used a novel approach to quantify the average distribution and the inter-
individual variation of bone density and other morphological parameters for a population. 
Two anatomical sites, the proximal femur and T12 vertebra were investigated. The present 
paper describes the results merely in qualitative terms, but detailed quantitative information is 
available from the mesh templates that are part of this publication as supplementary data 
(http://w3.bmt.tue.nl/nl/fe_database/). These templates represent averaged bone geometry (for 
the femur and T12) with the distribution and inter-individual variation of all parameters 
described in this publication mapped to the elements. Using a mesh-morphing tool, this 
information can also be mapped to other bone geometries. 

The inter-individual variation found in this study for the femur corresponds well to data 
obtained in earlier studies (Ascenzi et al., 2011; Bousson et al., 2006; Ciarelli et al., 2000; Cui 
et al., 2008). Cui et al. (2008) investigated regional variability using core samples extracted 
from different regions of the proximal femur (n=11, age: 60-79 years). We found similar 
values for all morphological parameters in the femoral head, neck and greater trochanter. 
However, in our study we found a lower coefficient of variation for morphological parameters 
within the different regions particularly in the femoral neck, even though our age-range and 
number of specimens were larger. This might be due to the fact that using the mesh morphing 
technique we are able to better select the same anatomical regions than is possible by using 
radiographs or other techniques.  

For the femur, we typically found a high inter-individual variation in Ward's triangle. This is 
partly due to the way we quantified the inter-individual variation by the coefficient of 
variation (CV), which implies that high values can result if the average value is very small. 
Thus for several morphological parameters that relate to the amount of bone (BV/TV, Tb.Th, 
Tb.N), high CV values are found in regions of low density, such as Ward's triangle. The high 
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variation in Ward's triangle, however, can also indicate that the location of this region differs 
between subjects. Depending on the goal of the study one could consider making Ward's 
triangle location an anatomical landmark. Doing so could reduce the inter-individual variation 
in the density in that region, at cost of having to identify an extra anatomical landmark, 
increased deformation of the mesh template and, possibly, increased distortion of elements. 

For the T12 vertebrae, the BV/TV measurements in this study are in agreement with previous 
studies (Banse et al., 2001; Hulme et al., 2007; Nepper-Rasmussen and Mosekilde, 1989) as 
well. Values found for BV/TV are in good agreement with those reported by Hulme, et al. 
(2007) for T9-L5 vertebrae. Our BV/TV values are some 30% less though than those reported 
by Banse, et al. (2001), but this difference likely relates to the differences in imaging and 
analysis techniques used. Nevertheless our finding of higher posterior than anterior side 
BV/TV was in agreement with their study. Also in agreement with other studies we found 
higher BV/TV values in the inferior anterior region than in the superior region, which implies 
that the inferior endplate is stronger and explains the preferential failure of superior endplates 
(Grant et al., 2002; Hulme et al., 2007).  

The mesh-morphing approach is an important factor for the accuracy of the results. This 
accuracy of the mesh-morphing is determined by the precision by which the anatomical 
landmarks are indicated and by the accuracy of the mesh morphing algorithm itself. 
Inaccuracies in the mesh morphing approach will result in an overestimation of the inter-
individual variation. With the homogenization technique used in the present study, however, 
morphological parameters are always measured over a 4 mm spherical region. Hence, a 
positioning error much less than that size will not affect the values too much. Using a similar 
mesh-morphing technique, a positioning error of 0.19 mm on average was found (Grassi et 
al., 2011), such that we do not expect this to lead to large errors. In the cortical bone, where 
homogenization was performed over the element volume which is typically 1 mm in size, 
errors can be larger. The largest inaccuracies are expected for elements at the 
cancellous/cortical interface for three reasons. First, even a small deviation of the element 
position can cause a drastic variation of its fraction located in the cortical and cancellous 
region. Second, the cancellous region for elements partly in the cortical bone can be much 
smaller than the 4 mm sphere, making these results unreliable. Third, since the mesh template 
does not have a separate element distribution for the cortical and cancellous regions, variation 
in cortical thickness will also results in high inter-individual variability for parameters 
measured near the endosteal contour. It would be possible to solve these issues by making a 
mesh template that separates the cortical and cancellous compartments, but since the cortical 
bone regions can be very thin, this would complicate the meshing procedure and possibly 
require the use of very small elements. Since all accuracy errors mentioned above will result 
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in an overestimation of the inter-individual variation, the results presented here can be seen as 
an upper-bound to this variability. 

A number of other points need to be discussed as well. First, the number of bones analyzed in 
this study is still rather limited: only 29 femora and 20 T12 vertebrae were available. 
Nevertheless, it represents an elderly population, which is the target group for orthopaedic 
interventions such as bone implants (e.g. hip and intervertebral disc) and intervention 
treatment (e.g. vertebroplasty). As a result of the limited size, however, it was not possible to 
subdivide it in age groups, such that we cannot compare our results directly to an earlier study 
that uses registration technique for the femur (Carballido-Gamio et al., 2013). Second, it is 
possible that the amount of inter-individual variation is dependent on the size of the sphere 
used for calculating the homogenized properties. In this study we used a 4 mm sphere based 
on the notion that, in order to define valid continuum level properties, measurements over a 
minimum length scale on the order of 4 mm are required. In an earlier study we demonstrated 
that the density and other parameters' distributions are not much dependent on the size of this 
sphere, although larger spheres will obviously 'blur' the distributions. However, since larger 
spheres will average over larger volumes, it is possible that the variation will be less.  

Our results indicate considerable variability in bone morphology between subjects for the 
neck and trochanter regions in femur dataset. Since hip implants typically are anchored in 
these regions, applying realistic variations to material properties in these regions is important 
to accurately evaluate implant behavior with FE models. For implants that are anchored 
primarily in the femoral head, e.g. resurfacing implants, accounting for such variations might 
be less essential. The results can also help to optimize implants and orthopaedic procedures 
like T12 augmentation processes such as kyphoplasty and vertebroplasty and identifying 
anchoring regions for implants or screws in which bone quality is generally good. In 
conclusion, using the current method we are able to measure bone morphological parameters 
locally, in a very detailed way and to quantify inter-individual variability in a large population 
with fair accuracy.  

Acknowledgments	
Funding from the European Union for the osteoporotic virtual physiological human project 
(VPHOP FP7-ICT2008-223865) is gratefully acknowledged. 

Conflict	of	interest	statement	

Bert van Rietbergen is a consultant for Scanco Medical AG. 

 

 

  



72 

 

 	



73 

 

	

	

Chapter	6	

 

 

 

 

Vertebral	Strength	Can	Be	Accurately	
Predicted	From	Bone	Microstructural	

Parameters	
 

 

 

 

 

 

 

The concepts of this chapter are based on: Javad Hazrati Marangalou, Felix Eckstein, Volker Kuhn, 
Keita Ito, Matteo Cataldi, Fulvia Taddei, Bert van Rietbergen. Vertebral Strength Can Be Accurately 
Predicted from Bone Microstructural Parameters. submitted. 



74 

 

Vertebral	Strength	Can	Be	Accurately	Predicted	From	Bone	Microstructural	
Parameters	

 

aJavad Hazrati Marangalou, bFelix Eckstein, cVolker Kuhn, aKeita Ito, dMatteo Cataldi, dFulvia 
Taddei, aBert van Rietbergen  

aOrthopaedic Biomechanics, Department of Biomedical Engineering, Eindhoven University of 
Technology, Eindhoven, The Netherlands 

bInstitute of Anatomy & Musculoskeletal Research, Paracelsus Private Medical University, Salzburg, 
Austria 

cMedizinische Universität Innsbruck, Insbruck, Austria 

dLaboratorio di Tecnologia Medica, Istituti Ortopedici Rizzoli, Bologna, Italy 

 

Abstract	

Whole vertebrae areal and volumetric BMD measurements are not ideal predictors of 
vertebral osteoporotic fractures. Recent studies have shown that sampling bone 
microstructural parameters in smaller regions may permit better predictions. In such studies, 
however, the sampling location is described only in general anatomical terms. Here, we 
introduce a technique that enables the quantification of bone volume fraction and 
microstructural parameters at precisely defined anatomical locations. Specific goals of this 
study were: to investigate at what anatomical location within the vertebrae local bone volume 
fraction best predicts vertebral-body strength, whether this prediction can be improved by 
adding microstructural parameters and to explore if this approach could better predict 
vertebral-body strength than whole bone volume fraction and finite element (FE) analyses.  

Eighteen T12 vertebrae were scanned in a micro-CT system and FE meshes were made using 
a mesh-morphing tool. For each element bone microstructural parameters were measured and 
correlated with vertebral compressive strength as measured experimentally. Whole bone 
volume fraction and FE-predicted vertebral strength were also compared to the experimental 
measurements. 

The results show that local volume fraction at the optimal location can explain up to 90% of 
the variation in vertebral-body strength. Adding local microstructural parameters can raise 
this to 98%. Whole bone volume fraction could explain only 64% and FE analyses 76% of the 
variation in bone strength. 
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A local assessment of volume fraction at the optimal location can substantially improve the 
prediction of bone strength. Local assessment of other microstructural parameters can further 
improve this prediction. 

Introduction	

Osteoporosis is characterized by low bone mass and micro-architectural deterioration of bone 
tissue and represents a major public health problem due to the high prevalence and 
complications associated with fragility fractures (Grigoryan et al., 2003; Legrand et al., 2000; 
Riggs and Melton Iii, 1995). It has been demonstrated that the clinical diagnostic standard 
approach based on site specific BMD measurements using dual energy X-ray absorptiometry 
(DXA) is not an optimal predictor of vertebral osteoporotic fractures, and more than 50% of 
these fractures occur in patients with a DXA T-score greater than the diagnostic criterion (-2.5 
SD). It has been stated that this poor performance could be related to the fact that DXA 
provides an areal density measure, and that it does not provide any information about the bone 
micro-architecture (Kanis, 2002; Lochmüller et al., 2003). Three-dimensional imaging 
techniques, such as CT enable the measurement of the volumetric density and, more recently, 
even some microstructural features of vertebrae in-vivo (Duan et al., 1999; Mulder et al., 
2012; Peel and Eastell, 1994; Seeman et al., 2001). Several studies have demonstrated, 
however, that the predictive value of QCT derived volumetric density for vertebral fractures 
generally is not much better than that of areal measures of density (Lang et al., 1999; 
Tabensky et al., 1996) and the same has been shown in experimental studies on vertebral 
strength (Lochmüller et al., 2003; Lochmüller et al., 2002). 

Such volumetric density measures generally comprise the whole vertebrae. It has been 
proposed that assessment of the weakest parts of the cancellous bone may lead to better 
prediction of fracture risk (Banse et al., 2001). Indeed, earlier studies demonstrated that 
sampling bone density and microstructural parameters in smaller regions can provide better 
predictions of vertebral strength (Gong et al., 2006; Parkinson et al., 2012; Stauber and 
Müller, 2006). The number of samples analyzed per vertebrae, however, was usually rather 
limited and, depending on the techniques used (experimental, computational), dictated by 
minimum size requirements for meaningful analysis of a bone sample. Further, the location of 
the samples was usually described only in terms of the anatomical planes, which makes it 
difficult to reproduce the exact anatomical location of the specimen, in particular for small 
samples. It is also unclear how sensitive the results are for small deviations from the sampling 
location. Although such studies could give general guidelines about the importance of 
different vertebral regions to predict vertebral strength, the results of these studies are hard to 
compare due to differences in experimental design, parameters investigated, techniques used 
and sampling locations. However, the fact that most of these studies demonstrated that 
predictions can be improved by focusing the analysis on a specific region, begs the question if 
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results can be further improved by finding an optimal location and size of the sampling region 
and if so, how these findings can be potentially translated to the clinic.  

In order to answer that question, we hereby introduce a computational technique that enables 
the quantification of bone volume fraction and microstructural parameters at any precisely 
defined anatomical location in the bone. The approach relies on a combination of two 
essential tools: The first is a morphing tool that can morph a 3D finite element (FE) mesh 
template to a CT-image of a bone after identification of a limited number of anatomical 
landmarks. After morphing, each element is positioned at a well defined anatomical location 
in the bone. The second is a tool to measure bone volume fraction and microstructural 
parameters at the location of each element, hence at each anatomical location. The combined 
approach thus makes it possible to directly compare bone volume fraction and microstructure 
between bones at any given location. By correlating local values measured at a specific 
anatomical position for a large number of bones with whole bone strength, it then becomes 
possible to find which anatomical location best predicts whole vertebral-body strength. Since 
any particular anatomical location can be easily identified with the help of the mesh template 
and morphing tool, also for bone in-vivo, such an approach could be used to improve bone 
strength predictions in patients, particularly in clinical studies. 

In the present study we explore this approach for thoracic (T12) vertebrae. The specific goals 
of the study were a) to investigate at what anatomical location within the vertebrae local bone 
volume fraction best predicts whole vertebral-body strength, b) to study whether the 
prediction can be further improved by measuring microstructural parameters and c) to explore 
if this approach could better predict bone strength than whole-bone volume fraction and non-
linear finite element (FE) analysis. 

Material	and	methods	

Material	

Eighteen vertebral segments comprising T11-L1 were obtained from an earlier study 
(Lochmüller et al., 2008). The donors were free of bone disease other than osteoporosis, as 
determined by histopathological examination of pelvic bone samples, and the vertebrae had 
no metastatic or other apparent disorder on radiography; they were stored in buffered formalin 
solution. Mean age was 78.0 ± 8.07 years (range 64-92 years); ten donors were female and 
eight donors were male. The donors had dedicated their body by testament to the Institute of 
Anatomy in Munich during life for the purpose of teaching and research. 

Imaging	and	mechanical	testing	

The central T12 vertebrae of each segment was scanned in a micro-computed tomography 
system (micro-CT 80, Scanco Medical AG, Brüttisellen, Switzerland) at a nominal isotropic 
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resolution of 37 µm using a 2048x2048 in plane image matrix. The scanner energy was 70 kV 
(114 µA). Images were filtered using a modest Gauss filter (sigma = 0.6, support = 1 voxels) 
and segmented using a global threshold of 11% of the maximum gray-value. Compartments 
of cortical and cancellous bone were identified using masks. A first mask comprising the 
whole vertebrae was made based on the periosteal contour. In order to separate the thin 
cortical shell, original images were filtered using a strong Gauss filter (sigma = 5, support = 5 
voxels) and segmented using a threshold of 15% of the maximum gray-value, leaving only the 
cortical bone. This image was used to identify the cortical shell in the original mask. In 
addition, the most periosteal 1 mm region of the original mask was identified as part of the 
(sub)cortical compartment. The remainder of the mask was considered the cancellous 
compartment.  

After imaging, the vertebral segments were tested to failure in an axial compressive loading 
configuration as a functional spinal unit (T11 to L1) with intact ligaments and intervertebral 
discs, but without posterior elements, using an uniaxial material testing machine (Zwick 1445, 
Ulm, Germany) and a 10 kN load cell. The strength was determined at a rate of 6.5 mm/s, by 
identifying the first peak that is followed by a drop of > 10% from the load–displacement 
curve. To ensure fracture, the segments were compressed to 25% of their original height 
(Lochmüller et al., 2003; Lochmüller et al., 2002; Lochmüller et al., 2008). 

Creation	of	vertebrae	meshes	

A mesh template for T12 vertebrae was created based on a mesh convergence study. The 
mesh template contained 51,119 second order tetrahedron elements with a typical size of 1 
mm. To morph this template to a CT scan of a vertebra, a total of 22 specific anatomical 
landmarks at the bone periosteal surface were identified. To do so, a triangularized description 
of the periosteal surface of each vertebra was created from the CT-scan using a marching 
cubes algorithm and converted to STL format (IPL V5.16, Scanco Medical AG). Using a 
dedicated morphing tool (Ansys, Inc., United States), the anatomical landmarks then were 
identified at the bone surface based on which the mesh template was automatically morphed 
to the CT scan. Using this procedure, it was ensured that each element of the mesh template 
corresponded to a specific anatomical location in all samples (Grassi et al., 2011).  

Bone	volume	fraction	and	microstructural	analysis	

Using an algorithm developed in-house, it was determined what fraction of the volume of 
each element in the mesh template was in the cancellous compartment and what fraction in 
the cortical compartment. If the element was at least partly in the cancellous bone 
compartment, a spherical region with a diameter of 4 mm was defined around the element 
centroid, for which the volume fraction and microstructural parameters were determined 
(Harrigan et al., 1988). Microstructural analyses for the part of this spherical region that was 
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within the cancellous bone compartment were performed using image processing software 
provided with the micro-CT system (IPL V5.16, Scanco Medical AG). The parameters 
included the calculation of bone volume fraction (BV/TV), trabecular thickness (Tb.Th) 
trabecular number (Tb.N), trabecular spacing (Tb.Sp), structural model index (SMI) and 
degree of anisotropy (DA). Tb.Th, Tb.Sp and Tb.N were determined based on direct 
measurement using a distance transformation method. The measured microstructural 
parameters were then assigned to the element located at the centroid of the sphere. Since the 
elements were around 1 mm in size, considerable overlap exists in the regions analyzed for 
neighboring elements. 

For elements that were at least partly in the (sub)cortical compartment, a cortical bone volume 
fraction was defined as the volume of cortical bone within the element divided by the element 
volume that was within the cortical compartment as defined earlier. For elements that 
comprised both the cancellous and cortical compartments, the final BV/TV was based on a 
rule of mixtures for the cortical and cancellous bone parts whereas the microstructural 
parameters were based on the cancellous bone only. 

Figure 1 depicts the mesh generation and bone microstructural analysis procedures. 

 

Figure 1. Mesh morphing and bone microstructural analysis procedure. 

In addition to the local volume fraction and microstructural measurements, the whole bone 
volume fraction was calculated from the micro-CT images as the total bone tissue volume 
divide by the total volume of the vertebrae. Further, the cancellous/cortical bone volume 
fraction was calculated as the total bone tissue volume divided by the total volume of the 
cancellous/cortical compartment. 

Finite	Element	analyses	

In a next step, the meshed vertebrae were used for FE analysis. Based on the element volume 
fraction measurements described earlier, isotropic material properties were defined for each 
element. Elastic-plastic-damage constitutive behavior (Charlebois et al., 2010) was prescribed 
to simulate failure and post-failure behavior of the vertebrae under compression loading. 
Nonlinear FE analyses were carried out using ANSYS (Ansys Inc., United States). The 
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boundary conditions applied were chosen to mimic the experimental setting. Nodes at the 
inferior endplate were fixed in all directions while a displacement in the axial direction was 
applied to nodes at superior endplate. A total compressive displacement of 3 mm was applied 
in 100 load increments, and for each step the total reaction force was calculated.  The force 
displacement curve peak was taken as the vertebral strength. 

Statistical	analysis	and	visualisation	

To investigate which parameter and which anatomical location best predict bone strength, 
values for the bone volume fraction and microstructural parameters were collected for each 
element in the mesh template. These 18 numbers then were correlated to the whole vertebral-
body strength values of the 18 vertebrae as measured in the experiment, to explore which 
element location and parameter correlates best to bone strength. Results were quantified by an 
element coefficient of determination (R2). Using the mesh template as the geometry, contour 
plots of this element coefficient of determination enabled visualization of the regions that best 
correlate to the measured whole bone strength. In a first analysis, only BV/TV was considered 
as a predictor for bone strength. In a second analysis, a multiple regression analysis was 
performed that combined all measured parameters for a specific element to predict bone 
strength. Note that, since we were looking for a single best location, we did not aim at 
combining different parameters obtained from multiple locations.  

To provide further insight in the average distribution of BV/TV and its local variation, the 
average value of each element parameter (i.e. when averaged over the 18 specimens) was 
calculated as well as its coefficient of variation (CV). To investigate if local value could better 
predict bone strength than whole bone volume fraction, the whole bone volume fraction and 
cancellous/cortical bone volume fraction of the 18 vertebrae were correlated to the whole 
bone strength values of the 18 vertebrae as well. Similarly, to investigate if local value could 
better predict bone strength than FE-analysis; the strength predicted from the non-linear FE-
analyses was correlated to the whole bone strength values of the 18 vertebrae. 

Fisher z transformation was used to test whether the correlations obtained for each method 
significantly differ from each other. 

Results		

The central regions of the vertebrae best predict the bone strength, with coefficients of 
determination in the range of 0.60 to 0.90 (Figure 2). To better visualize the regions that best 
predict bone strength, the contour plots were thresholded such that only element with a 
coefficient of determination that exceeded 0.75 or 0.90 were shown (Figure 2b and c). These 
plots confirmed that the central region is the best predictor for bone strength, and also 
revealed that the central location that was the best predictor (element #46205 in the mesh 
template) explained >90% of the variation in whole vertebral-body strength. Figure 2d-e 
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depicts the average BV/TV and its coefficient of variation within the population. By 
combining these plots with Fig. 2a, it can be seen that the best predictive region is a region 
with a rather consistent low bone volume fraction. 

When analyzing the predictive value of the individual microstructural parameters, it was 
found that Tb.N better correlated with vertebral strength than other microstructural parameters 
(max R2=0.88). For this parameter, the regions that best predicted strength were found mainly 
near the endplates (Figure 3a.) 

The other microstructural parameters, Tb.Th, Tb.Sp, SMI and DA correlated much less with 
vertebral strength (R2<0.83). DA was the poorest predictor of the microstructural parameters 
analyzed (R2<0.61). 

Results of the multi-linear regression analysis revealed that combining BV/TV with 
microstructural parameters measured at that element can improve the prediction (Table 1). 
The combination of BV/TV and Tb.N could increase the coefficient of determination to 0.92. 
In this case also, the central regions best predict vertebral strength (Figure 3b). The highest 
coefficient of determination (R2=0.98) was obtained when taking all six microstructural 
parameters into account. 

Table 1. Determination coefficient relating bone microstructural parameters and vertebral strength. 

Bone microstructural parameter 
Location 

(element no.)* 

Max. determination 
coefficient for 

measured vertebral 
strength 

Mean and SD 
parameter values for 
element with max. 
R-squared value 

BV/TV 46205 0.90 0.0658 ± 0.0498 
Tb.N 21102 0.88 1.2498 ± 0.3236 
Tb.Th 6550 0.81 0.1311 ± 0.0369 
Tb.Sp 21102 0.77 0.8688 ± 0.1777 
SMI 48012 0.83 2.0575 ± 0.9795 
DA 4041 0.61 1.7377 ± 0.4311 
α1BV/TV+α2Tb.N 21102 0.92 N/A 
α1BV/TV+α2Tb.N+α3Tb.Th 48274 0.92 N/A 
α1BV/TV+α2Tb.N+α3Tb.Th+α4Tb.Sp 47073 0.94 N/A 
α1BV/TV+α2Tb.N+α3Tb.Th+α4Tb.Sp+α5SMI 9683 0.95 N/A 
α1BV/TV+α2Tb.N+α3Tb.Th+α4Tb.Sp+α5SMI+α6DA 18336 0.98 N/A 

* refers to the location in the mesh template which is included as supplementary data. 
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Figure 2. (a) Contour plot of coefficient of determination between whole vertebral strength and 
BV/TV; elements with R-squared value (b) above 0.75 and (c) above 0.90; (d) Contour plots of 
average BV/TV and (e) its CV within the population (left: frontal section, right: sagittal section).  

 

Figure 3. Contour plots of coefficient of determination between whole vertebral strength and (a) Tb.N 
and (b) α1BV/TV + α2Tb.N (left: frontal section, right: sagittal section). 
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For the multi-linear regression model that combined all parameters, thresholding the 
coefficient of determination at 90% revealed a somewhat scattered plot of elements that 
exceeded that threshold, mainly in the central regions. When further increasing the threshold 
up to 98%, one element located at the superior-posterior region (element #18336 in the mesh 
template). Measuring these 6 microstructural parameters at this particular location thus could 
explain over 98% of the variation in vertebral strength (Figure 4).  

 

Figure 4. Different threshold levels were applied in order to identify the best predictive regions of 
whole vertebrae strength taking all microstructural parameters in multi-linear regression analysis. 

Non-linear FE analyses of the vertebrae revealed typical failure behavior (Figure 5). The 
simulated force displacement curves demonstrated that some of the samples show elastic-
perfectly plastic behavior at the apparent level whereas for others some softening occurs 
(Figure 5a). Closer analysis of the results demonstrated the presence of bands in which the 
failure concentrates, in agreement with results described by others (Charlebois et al., 2010; 
Imai et al., 2006; Kopperdahl et al., 1999) (Figure 5b).  

 

Figure 5. (a) Force-displacement curve obtained from whole vertebral compression FE analyses 
(n=18); (b) total mechanical strain and damage distribution in the vertebral body under compression 
test for a typical sample.  
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In contrast to the local measurement, whole bone, cancellous and cortical bone volume 
fractions could explain only 64%, 68% and 57% of the variation in measured bone strength 
respectively. Figure 6a-c depicts the correlation between these volume fractions and the 
vertebral strength values measured in the experiments. When correlating the FE-predicted and 
measured whole-bone strengths, a coefficient of determination R2=0.76 was found (Figure 
6d). 

Fisher z transformation tests revealed that the correlation values for the local BV/TV-based 
prediction (R2=0.90) and for the FE-based prediction (R2=0.76) are not significantly different 
(p-value=0.064). However, the correlation for the local BV/TV-based prediction was 
significantly better than that obtained for the whole-bone BV/TV-based prediction (R2=0.64; 
p-value=0.005).  

 

Figure 6. Vertebral strength predictions with (a) whole bone volume fraction, (b) cancellous bone 
volume fraction, (c) cortical bone volume fraction and (d) nonlinear FE analyses. 
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Discussion	

The results of this study demonstrate that accurate predictions of vertebral bone strengths can 
be made based on volume fraction and structural measurements at a specific anatomical 
location. Even when measuring local volume fraction only, predictions of whole bone 
strength were better than predictions based on whole bone density and at least as accurate as 
predictions from whole-bone nonlinear FE-analyses. 

A key methodological innovation is the use of a combination of morphing and local 
microstructure measurement tools. We demonstrated that in this way it is possible to measure 
volume fraction and microstructural parameters at well-defined anatomical positions within 
vertebrae. Since, after mesh morphing, each element is at a specific anatomical position, it 
becomes possible to specify the location by the element number. As long as the same mesh 
template is used, the same procedure can be applied to patient CT-data, thus making it 
possible to perform local measurement in-vivo with much lower acquisition time and 
radiation dose, and at the same anatomical locations as used in the present study. This 
technique can also warrant reproducible measurement at baseline and follow-up in a clinical 
study. 

The first goal of this study was to investigate at what anatomical location within the vertebrae 
local bone volume fraction best predicts whole bone strength. The coefficient of 
determination found (R2=0.90) was surprisingly high and higher than the predictive value of 
whole bone volume fraction or values found by others (Cheng et al., 1997b; Ebbesen et al., 
1999; Edmondston et al., 1994b; Hulme et al., 2007; Moro et al., 1995). The average bone 
volume fraction and the CV at this location (average BV/TV=0.07 and CV=0.80) were in the 
midrange, suggesting that this is not a very weak spot or a spot at which bone volume fraction 
undergoes drastic changes that would correlate with bone strength. Results of the FE-analysis 
revealed that also the local loading conditions during compression were in the mid-range 
while the model did not predict fracture for this element in most cases. This is in agreement 
with results of micro-FE analyses recently presented by others that also suggested that failure 
does not accumulate at the vertebral center but rather near the endplates (Fields et al., 2012). 
These combined results suggest that the particular location is a good predictor mainly because 
of the consistent correlation between BV/TV and bone strength, and not because it is the 
weakest link during fracture.  

A second goal was to investigate if the prediction can be further improved by measuring 
microstructural parameters. As expected, adding more parameters improved the prediction. 
Adding more parameters, however, also resulted in the selection of different anatomical 
regions. For instance, adding Tb.N and Tb.Th and Tb.Sp to BV/TV in multi-linear regression 
analysis results in a high determination coefficient within elements far from the vertebra 
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central region. Interestingly, these selected elements are mostly scattered at locations where 
the FE-model predicts high damage to occur (compare Figure 4 and Figure 5). This suggests 
that adding more microstructural parameters to the regression analysis leads to the 
identification of the weakest links, while BV/TV alone is not sensitive enough to do so and 
thus identifies a region where bone density varies most consistently with bone strength.  

A third goal was to investigate if this approach could better predict bone strength than whole 
bone volume fraction and non-linear whole-bone finite element analysis with volume fraction-
dependent local stiffness and strength assignment. Our results demonstrate that this is the 
case. Whole bone volume fraction and cancellous bone volume fraction could predict only 
64% and 68% of the variation in bone strength respectively, whereas local volume fraction 
could explain over 90%. Strength obtained from FE analyses predicted 76% of the variation in 
bone strength, which is also less than the local measures. The correlation between FE and 
experimental results found here is in accordance with previous studies (Buckley et al., 2007; 
Crawford et al., 2003; Dall'ara et al., 2010; Imai et al., 2006; Matsumoto et al., 2009); 
Dall'Ara et al. (2010) found a determination coefficient of 0.79 between FE-predicted 
vertebral strength and experimental values. It should be emphasized that the locations that we 
identified as the best predictor for vertebral strength represent the microstructure of the bone 
in a 4 mm spherical region around the element centroid. It is not possible to make these 
regions smaller, since that would violate the continuum assumption necessary to calculate 
meaningful bone volume fraction and microstructural parameters (Harrigan et al., 1988). 
Increasing the size of the sphere would be possible, but would obviously lead to a reduction of 
the effective resolution of the anatomical location determination. To investigate if the results 
are dependent on the size of the sphere, we did some sensitivity analyses in which we varied 
the sphere radius from 4 to 8 mm. It was found that the actual chosen size has a very small 
effect on the calculated bone volume fraction and other microstructural parameters. 

As mentioned earlier, the coefficient of determination found when correlating the local 
density at the vertebral centre and vertebral strength (R2=0.90) was surprisingly high. In order 
to further investigate the predictive value of this relationship, an additional analysis was done 
in which the 18 vertebrae used in this study were divided into two groups of 10 and 8 
vertebrae. The group of 10 vertebrae was used to find the best predictive region (element) in 
the same way as done earlier for the full data set. The coefficient of determination when 
correlating local density and vertebral strength for these 10 vertebrae (R2=0.97) was even 
higher than for the full data set, but the best predicting element (#46401) was very close to the 
one found earlier. The regression constants obtained from this analysis then was used to 
predict the strength of the other 8 vertebrae. In this case, the coefficient of determination was 
less (R2=0.77) and almost the same as that found for the FE-predictions.  
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Although we did not explicitly investigate the sensitivity of the approach used here for errors 
in the mesh morphing procedure, this error was addressed implicitly. Since the mesh 
morphing tool was used 18 times, for all vertebrae used in this study, large deviations from 
the intended anatomical position would lead to variance in the parameters obtained at that 
position that is unrelated to bone strength. If that variance is high, the location thus will likely 
not be a suitable predictor for bone strength. Conversely, it is possible that locations that are 
good predictors for bone strength are locations that are relatively insensitive to such errors in 
the positioning.  

There are several limitations of this study: We used micro-CT images to measure bone 
microstructural parameters in this study. From standard clinical CT scans, however, only bone 
density measurements can be made. Nevertheless, recent studies using high-resolution flat 
panel systems have demonstrated that at least some microstructural parameters can be 
measured in-vivo (Bredella et al., 2008; Cheung et al., 2009; Gupta et al., 2006; Mulder et al., 
2012; Walsh et al., 2010). In particular, these studies demonstrated that Tb.N can be measured 
rather adequate in-vivo. Interestingly, the combination of BV/TV and Tb.N was found to be 
one of the combinations that could considerably improve the prediction of vertebral strength, 
indicating that this could be a promising parameter to include.  

Second, our FE-model modeled bone as an isotropic material, even though the material model 
used could account for anisotropy by measuring a fabric tensor (Hazrati Marangalou et al., 
2012). We have chosen not to do so here to make the FE-results comparable with the 
nowadays clinical practice and to make sure that the FE-model contains the same information 
as the regression model based on volume fraction only. It is well possible though that 
including anisotropy could enhance the predictions of the FE-analysis (Pahr and Zysset, 
2009).  

Third, the specimens were stored in formalin before testing. It has been shown that this can 
affect the mechanical properties of the bone (Edmondston et al., 1994a; Wilke et al., 1996). 
As with the previous comment, we here assume that this error would be consistent for all 
vertebrae and thus not affect the correlation too much.  

In conclusion, the results suggest that the local density measurement techniques investigated 
here better predicts whole vertebral-body strength than current methods based on whole-bone 
density. Since its translation to a clinical situation is straightforward, we expect that it will 
better predict whole vertebral-body strength in patients as well. Clinical studies, however, will 
need to confirm whether these techniques will also lead to a better prediction of vertebral 
fractures than DXA or QCT derived measures. 
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The overall goal of the work described in this thesis was to enhance finite element models of 
bones by implementing information about the bone microstructure. Since the bone 
microstructure cannot be imaged for bone in-vivo, an explicit modeling of the bone 
microstructure as done with micro-finite element modeling was not possible, and continuum 
models need to be used. Information about the bone microstructure then can be implemented 
only by making these continuum-level material properties somehow dependent on bone 
microstructure as characterized by morphological parameters. At the start of this project, we 
thus asked ourselves a number of questions. First, what material model should we use, and 
what morphological parameter(s) should it account for? Second how do we get information 
about the bone microstructure if we can’t measure this for bone in-vivo? And third, are the 
results of such enhanced models really better than those of the isotropic models? 

To answer the first question we considered a few empirical relationships proposed in the 
literature. Although these relationships usually are validated relative to experimental work 
earlier, a comparative evaluation of different models would have required us to redo much of 
this experimental work. Apart from the fact that this would have involved a lot of additional 
work, we also realized that such experimental tests have many limitations. Whole bone 
experimental tests are usually restricted to bone surface strain measurements and the 
measurement of whole bone stiffness and strength. Based on these measurements, it is not 
possible to validate the stress or strain distribution within the cancellous bone region which is 
one of the important determinants for bone mechanical properties. More detailed information 
about the mechanical behavior of cancellous bone can be obtained from mechanical tests on 
cancellous bone core samples, but such tests are generally limited to uniaxial 
compression/tension tests which are prone to error in particular for porous materials such as 
cancellous bone. We therefore developed a novel computational approach to validate the 
empirical relationships that makes use of homogenized micro-FE results (chapter 2). Using 
this approach we could demonstrate that continuum models implementing the material model 
that we selected (Zysset and Curnier, 1995) would produce a stress distribution very similar to 
that of the homogenized micro-FE results. In this study we only investigated the linear-elastic 
response, but it would be possible as well to homogenize plastic/damage response from non-
linear micro-FE results. The development of such non-linear micro-FE analyses, however, is 
still an active field of research and, though such analyses now are possible (Fields et al., 
2012), they would be very expensive from a computational point of view. 

Whereas this approach of testing empirical relationships relative to homogenized micro-FE 
results likely is more accurate and sensitive than any comparison with experimental results, it 
also has some limitations. Since it uses results of micro-FE models as a reference, the 
accuracy of this approach is directly dependent on the accuracy of the micro-FE models. 
Although these have been well validated in many studies, factors such as image resolution and 
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the fact that bone tissue is usually modeled as homogeneous with a constant modulus can 
introduce errors.  

Having selected the material model, the microstructural property that should be measured was 
known: bone fabric. This brought us to the second question: how can we measure fabric if the 
resolution of in-vivo images is not good enough to resolve the trabecular architecture? 

We developed two approaches that could answer this question, as described in chapters 3 and 
4. With the first approach, we used the principle that, for load adapted bone, the bone fabric 
tensor and the stress tensor should be aligned, hence, the local fabric tensor can be estimated 
from the stress tensor. With the second approach, a database (DB) of high-resolution models 
is used in combination with a mesh morphing approach to map the fabric information from 
one of the database models to a patient image. It was demonstrated in chapters 3 and 4 that 
both approaches can produce fabric tensors that are close to the true fabric tensors. Whereas 
both approaches thus were successfully implemented and tested, the pros and cons of both 
approaches warrant some additional discussion.  

The major limitation of the DB approach was already discussed in chapter 3 and is the fact 
that a large DB is needed. Presently, only a limited number of bones is available, and only for 
2 sites: the femur and T12 vertebra. Extending the DB size will require high-resolution 
imaging and analysis of additional cadaver bones, which is time consuming. At present, 
scanning a single vertebra takes a few hours, whereas the homogenization procedure takes a 
few days. Although scanning and processing time likely can be considerably reduced in the 
near future by using faster micro-CT scanners and new computers, the amount of work 
involved still inhibits the development of large databases for many sites.  

A particular strong point of the DB approach is that it is a very versatile method that possibly 
can be enhanced in many different ways, of which we mention a few here. First, for the 
models investigated here, not only bone fabric was measured, but many other bone 
microstructural parameters (Tb.Th, Tb.Sp, SMI, etc.). To the best of our knowledge, no 
material laws exist at present that can use this information though. Since this information now 
is available, it might be interesting to develop material laws that can account for more than 
just bone density and fabric. This information could also be used to further enhance models 
that describe continuum-level fluid-structure interaction, e.g. for simulations of cement flow 
in bone in-vivo. These models usually require some bone microstructural parameters such as 
Tb.Sp, DA and etc. (Widmer and Ferguson, 2012).  To test such material and flow 
relationships, the techniques developed in chapter 2 could be a valuable tool. 

Second, in the present study, we selected the database bone by comparing the density 
distributions of the patient bone with the DB models. Many other criteria would have been 
reasonable as well. As already mentioned in chapter 3, it would be possible to also account for 
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bone size and shape parameters or to include other morphological parameters in the selection 
procedure. A very different approach, not mentioned before, however, could be to do this 
comparison not for the whole bone, but per location. E.g. it would be possible to take the 
fabric at position x from model i, and the fabric at position y from model j, because at location 
x the density best agrees with model i and at position y with model j. An advantage of this 
approach would be that by combining the information of different models, the DB effectively 
would be extended by a very large number of ‘mixed models’. Presently, however, we do not 
know if this approach would further enhance the results. 

Third, the present study still relies on the use of empirical relationships to derive bone elastic 
and strength properties, but the database approach, in theory, could also provide these 
mechanical properties directly. It would be possible, for example, to solve micro-FE problems 
for each element in the DB models. By defining a region of interest centered at each element, 
similar as done in this thesis to calculate morphological properties, it would be possible to 
calculate the full anisotropic bone elastic properties as well as the multi-axial yield and failure 
surfaces. By pre-calculating these for each element, these can be mapped directly to the 
patient bone. The amount of work involved for the pre-calculation of these properties, 
however, is tremendous.  

Fourth, it is possible to extend the DB by creating ‘virtual’ bone models. Such models can be 
obtained, e.g. from bone remodeling simulations, that simulate the effects of osteoporosis, 
drug treatment, physical activity etc. Some of such analyses were already performed as part of 
the VPHOP project. Although such analyses could lead to non-physiological bone density and 
microstructure distributions, this might not be a major problem for including these in the DB. 
DB models with an unrealistic density distribution will never be selected and, eventually 
could be removed from the DB. 

For the other approach, estimating fabric from the stress, the major limitation is that it 
assumes that bone is fully load adapted. From other work it is known that this is not the case 
(Christen et al., 2013). This is likely because bone also serves other functions, such as a 
reservoir for calcium. Another limitation is that the approach will only produce accurate 
results if the full loading history that it is remodeled to is applied to calculate the time-
averaged stress tensor. In practice, such loading histories are not known, although as also 
mentioned in chapter 3, they can be estimated from the density distribution (Campoli et al., 
2012). A final limitation is that this approach obviously is limited to estimating the fabric 
tensor; other morphological parameters cannot be estimated.  

But this approach also has some strong points. First, it does not require a DB to be developed, 
and thus might be the only possible tool for most sites. Second, it can also predict a fabric 
tensor for the cortical bone, which is not possible with the DB approach, since that would 
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require high resolution images that can resolve the haversian system and possibly also the 
canalicular network. The fabric tensor generated by the estimation approach can be 
considered as an 'effective' fabric tensor that might not accurately reflect the microscopic 
morphological features, but might well reflect the features relevant for the mechanical 
anisotropy.  

Using these approaches, we were also able to answer the third question (are the results of such 
enhanced models really better than those of isotropic models?). Generally speaking, results of 
models that implement anisotropic mechanical properties based on estimated or DB-derived 
fabric and density were in closer agreement to those of models based on measured fabric and 
density than the results of isotropic models that take only density into account. However, 
when looking at stress/strain distributions, differences were rather small, and by ‘tweaking’ 
constants, the isotropic models can produce force-displacement curves very close to those of 
anisotropic models. Nevertheless, as also suggested in chapter 3, the use of anisotropic 
models is worthwhile in case of modeling the mechanical behavior of implants, where loads 
are applied in a directions that differs considerably from the normal loading directions. In 
particular in this case local stress and strain concentrations might play an important role, and 
accounting for material anisotropy might be an important requirement for the calculation of 
these local conditions.  

Whereas we thus found answers to the questions originally posed when we started this work, 
the successful development of the bone database inspired us to address new questions. Further 
analysis of the DB entries of femurs and vertebrae revealed that, at some locations there is a 
large variation in local bone morphological parameters between individuals. The obvious 
question then is: what is the inter-individual variation between subjects and how do these 
depend on location (chapter 5)?  

A large variability in bone morphology between subjects was found for the neck and 
trochanter regions in femurs, and near the endplates of vertebrae. These regions are important 
anchoring sites for implants (e.g. hip implants and disc implants) and this variation thus might 
be an important determinant for the success rate of such implants. We therefore expect that 
the very detailed results presented here can help to optimize implants and orthopaedic 
procedures by identifying anchoring regions for implants or screws in which bone quality is 
generally good. The results obtained here also gave raise to further questions: what is the 
cause for these large local variations between subjects? Are these differences related to 
gender/ethnicity/age etc.? Addressing such questions, however, would require a considerable 
extension of the database and therefore could not be answered now. 

At many sites the differences in density and morphology between individuals was much larger 
than the difference in whole bone BMD. This finding made us ask a second additional 
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question: would it be possible to improve the prediction of bone strength if it is based on the 
measurement of bone density or morphology at a specific location, rather than on whole bone 
density as done with DXA. Results in chapter 6 demonstrated that this is indeed the case. 
Bone density measured at a specific location in the center of vertebrae can explain over 90% 
of the variation in vertebral strength. Interestingly, FE analyses revealed that these locations 
were not identified as the weakest spot, at least not for the compressive loading conditions 
applied here. It is possible though, that the application of more diverse and complex loading 
conditions would provide new information about the mechanical importance of these regions.  

Adding more morphological parameters could further enhance the prediction. The 
measurement of such additional morphological parameters is not possible in-vivo. However, it 
might be possible to use the same approach as we used in other studies: use a DB to derive 
these morphological parameters.  

In summary, in this research project, we were able to provide answers to several intriguing 
questions related to the diagnosis of bone strength. To do so, we introduced a new approach to 
validate morphology-elasticity relationships, alternative approaches to build patient specific 
anisotropic FE models, a new computational tool to quantify local bone morphological 
parameters at the element level and a new stochastic relationship to predict bone strength 
directly from bone morphological parameters. Apart from answering the questions that we 
posed, we expect that these tools can help to better explore bone tissue and to continue the 
journey started centuries ago to understand bone tissue.   
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Summary	
Continuum finite element (FE) analysis has become a standard computational tool for the 
analysis of bone mechanical behavior in orthopaedic biomechanics. Such models are used, 
e.g. for the pre-clinical evaluation of orthopaedic implants and treatments and for the 
evaluation of bone strength in osteoporotic patients. These models are usually based on 
clinical CT scans and thus can account for the patient-specific geometry and density 
distribution. In most models, however, the bone material properties are modeled in a rather 
simplified manner. First, the elastic and failure behavior is usually modeled as isotropic, even 
though it is known that the underlying microstructure can result in highly anisotropic material 
behavior, in particular for cancellous bone. Second, the failure behavior is often described as 
elastic-plastic only, which cannot well describe the damage accumulation, localization and 
softening behavior as is typically seen, e.g. in overloaded vertebrae. More enhanced material 
models to describe anisotropic and failure behavior of bone do exist, but their clinical 
application is limited by the fact that these require a reliable homogenization of the 
underlying bone microstructure, in particular its density and directionality ('fabric'). The latter, 
however, cannot be measured from clinical CT images.  

To make it possible to use such microstructure-enhanced material models for patient FE-
analysis, we here develop alternative approaches to obtain homogenized bone density and 
microstructural information, which can be used even when only clinical CT images are 
available. We further test if the use of non-linear continuum FE models that implement such 
microstructure-enhanced material models can improve the prediction of bone mechanical 
properties and strength compared to FE-models that use simpler material models and 
compared to statistical models that relate bone strength directly to density or microstructure 
measurements. 

The first question we addressed is how we can identify the accuracy of FE-models that 
implement different material behavior. In the past, experimental tests using strain gauges have 
been used to validate results of FE-analysis. However, such measurements are limited to the 
bone surface and thus cannot be used to validate the stress or strain distribution within the 
cancellous bone region. In a first study, we therefore introduce a novel computational 
approach that uses results of micro-FE models, which can represent the bone trabecular 
architecture in detail, as a reference. By comparing the homogenized micro-FE stress results 
to stress results obtained from continuum FE models that implement isotropic and anisotropic 
properties, it is possible to identify the errors related to the use of empirical relationships that 
translate bone density and microstructure to stiffness. First results demonstrated that the 
Zysset-Curnier fabric-elasticity relationship can well replicate the stress distribution and 



96 

 

whole bone stiffness as obtained from the homogenized micro-FE results, and that models 
implementing anisotropic properties can provide more accurate results than isotropic models.  

The second question we addressed is how we can obtain bone fabric information, which is 
needed for such anisotropic fabric-elasticity relationships, if we are not able to measure this 
from clinical CT scans. Two approaches were proposed and tested. The first approach is 
based on the notion that the bone micro-architecture is adapted to the continuum-level stress 
state. As a result of this adaptation, the principal directions of the fabric and stress tensors will 
align. We here explore this concept in the inverse way: to derive the fabric tensor from the 
stress tensor as obtained from continuum FE-analysis for physiological loading conditions. In 
this inverse analysis, the material properties in the FE-model are iteratively changed from 
isotropic to anisotropic, based on the predicted fabric tensor, until convergence is reached. 
The fabric thus estimated is compared to real fabric measurements obtained from micro-CT 
measurements for validation. We found that this approach generally leads to acceptable 
estimates of the fabric tensor orientation, although at some locations large deviations between 
the estimated and measured fabric tensor exist. Also, the degree of anisotropy was not 
predicted well. In spite of this, the stress calculation based on the model with estimated and 
measured fabric tensors compared very well, suggesting that such errors in fabric estimation 
do not affect the stress calculation too much. 

The second approach explores the concept of using a database of high-resolution bone models 
to derive the fabric information that is missing in clinical images. For this purpose, databases 
of human proximal femurs and T12 vertebrae were generated from micro-CT scans and 
continuum FE models were generated from the images using a pre-defined mesh template and 
an iso-anatomic mesh morphing procedure. With this procedure, each element within the 
mesh template is at a specific anatomical location which enabled us to identify density and 
microstructural properties at these anatomical locations for all samples. This makes it possible 
to map microstructural parameters that cannot be measured for patients from a best matching 
model in the database. By combining the patient-specific density information measured from 
the CT scan with fabric information from the database, the microstructure-enhanced 
anisotropic material models can be used for non-linear failure analysis of a patient's bone. We 
demonstrated that such models with database-derived fabric predict similar mechanical 
stresses, stiffness and strength as models based on the actually measured bone fabric. We 
therefore expect that this approach can lead to more accurate results in particular for cases 
where bone anisotropy plays an important role, such as in osteoporotic patients and around 
implants. 

Using the database and mapping approach described above it was also possible to create a 
map of the average subject density for each element in the mesh template, as well as of its 
variation between subjects. Similar maps could be made for all microstructural parameters. 
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These maps demonstrated that the variation at some location is high, whereas at other location 
always a very similar parameter value was found. This led us to the next question that we 
addressed: would it be possible to predict bone strength from bone density or other parameter 
measured locally at a very specific 'critical site' directly using a statistical model? To 
investigate this, we correlated bone density and structural parameters as determined for each 
element in the mesh template to whole bone strength data obtained from compression tests 
performed on the same bones. The results show that local volume fraction when measured at 
the optimal location can explain up to 90% of the variation in vertebral strength (n=18). 
Adding more morphological parameters in a multi-regression analysis between bone 
morphological parameters and vertebral strength can raise this value to 98%. These 
predictions were even better than those obtained from non-linear continuum FE-analysis. 
Although such local density/morphology based predictions will not provide nearly as much 
information as FE-analyses, they might be a viable alternative in case only bone strength 
predictions are required. 
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