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I invented nothing new. I simply assembled the discoveries of 

other men behind whom were centuries of work … 
 

 progress happens when all the factors that make for it are 

ready and then it is inevitable. 

Henry Ford 
 

 

  



 

 

 

  

  



Summary 
 

MIMO Digital Signal Processing for Optical Spatial Division 
Multiplexed Transmission Systems 
 

Over the past decades, optical communications has established itself as the 

indispensable network technology for societal IP-driven traffic, resulting in a 

dependence of our society on this network technology. This network is based on 

single mode fibers (SMFs) to transport all data. It enables the throughput demand 

to grow each year, the compounded annual growth rate (CAGR). The predicted 

CAGR is converging to 25-40%. To accommodate it, wavelength division 

multiplexing (WDM), polarization division multiplexing (PDM) enabled by high-

speed 2×2 multiple-input multiple-output (MIMO) digital signal processing (DSP), 

and higher order modulation formats exploiting both quadrature signal 

components, have been exploited. By employing all these dimensions 

simultaneously, laboratory transmission systems have achieved a throughput of 

beyond 100 Tbit s-1 using SMFs. It is shown that the theoretical throughput limit of 

SMF-based optical transmission systems corresponds to this bits s-1 order of 

magnitude. Considering the predicted traffic growth, it is estimated that the 

throughput demand surpasses the theoretical SMF throughput limit between the 

year 2020 and 2030. A straightforward method for increasing the transmission 

system’s throughput is by employing a number of SMFs in parallel, which scales 

the costs per bit linearly. However, it is mandatory that the single fiber throughput 

is to be substantially increased in a cost-effective manner. Spatial division 

multiplexing (SDM) is envisioned to do exactly that by exploiting multiple modes, 

multiple cores, or both, as transmission channels in an optical fiber. These SDM 

transmission cases extend the high-speed 2×2 MIMO DSP to higher computational 

complexities. Therefore, this thesis focuses on the analysis, design, and 

implementation of efficient DSP techniques, which optimize optical transmission 

performance and support fiber design, whilst minimizing computational complexity. 

 

Accordingly, the first part of this thesis describes the MIMO transmission system, 

and theoretical limits with respect to linear and non-linear tolerances. The MIMO 

transmission system description is started with the transmitter side, where the 

generation of two dimensional and four dimensional constellations is detailed. Then, 

the optical fiber medium is described, which allows for scaling the number of 

transmitted channels. To insert and extract these channels into and out of the 

fiber, mode multiplexers (MMUXs) are employed. For the optical component 

characterization, digital least-squares (LS) and minimum mean square error 

(MMSE) channel state information (CSI) estimation algorithms are used. The 

  



 

 

 

power difference between received channels is denoted as mode dependent loss 

(MDL). It is demonstrated that the LS and MMSE CSI estimation is similar for a 

large optical signal-to-noise ratio (OSNR) regime, which is important as both 

methods provide similar insight in the theoretical transmission system capacity. 

 

The second part of this thesis focuses on the receiver-side DSP, where the lion’s 
share of the signal processing is performed. First, conventional building blocks are 

described which are used in conventional SMF transmission systems, which are 

inphase/quadrature (IQ) imbalance compensation, group velocity dispersion (GVD) 

compensation, adaptive rate conversion, MIMO equalization, and carrier phase 

estimation (CPE). The MIMO equalizer is the heart of the receiver-side DSP. In 

conventional PDM transmission systems, the MIMO equalizer is a 2×2L MMSE 

time domain equalizer (TDE). Here, L denotes the number of transmission channel 

impulse response length samples. The TDE provides the starting point for 

investigating equalizer convergence properties, which quantify transmission system 

tracking capabilities. To minimize the convergence time, a varying adaptation gain 

MIMO equalizer is proposed. It is shown that the convergence time can be reduced 

by 50% with respect to conventional fixed adaptation gain MIMO equalization 

using the proposed equalizer. In addition, as laboratory setups use offline-processing 

using 64-bit floating point processors, a bit-width reduced TDE with 12 bit floating 

point operations is investigated as a first investigation step towards hardware 

implementation. It is shown that there is potential for low-complexity real-time 

implementation with smaller bit width floating point operations. Furthermore, it is 

shown that the computational complexity of the TDE scales linearly with the 

number of transmitted channels, and linearly with the impulse response length. 

Therefore, an MMSE frequency domain equalizer (FDE) MIMO equalizer is 

introduced with IQ-imbalance compensation. Again, convergence properties are 

investigated, and the varying adaptation gain is applied to reduce the convergence 

time by 30%. The convergence time gain difference with respect to the TDE is 

caused by the block updating properties of the FDE. Furthermore, it is shown that 

the computational complexity of the FDE scales linearly with the number of 

transmitted channels, and logarithmically with the impulse response length. 

 

After MIMO equalization, CPE is performed per independent transmitted channel. 

To minimize the CPE stage computational complexity, a joint CPE algorithm is 

proposed, which compensates all transmitted channels simultaneously. It is 

demonstrated that the proposed joint CPE scheme has a performance penalty of 

<0.5 dB OSNR for 28 GBaud 6×32 quadrature amplitude modulation (QAM) 

transmission at the 20% soft-descision forward error correcting (SD-FEC) limit 

with respect to the conventional 6 independent CPE blocks. For quadrature phase 

  



shift keying (QPSK), 8, and 16 QAM, the observed penalty was smaller. To further 

reduce the CPE stage computational complexity, a novel phase detector (PD) is 

introduced, which did not show any performance penalty with respect to 

conventional PDs. Finally, a time domain multiplexed SDM (TDM-SDM) receiver 

is proposed for research activities to experimentally verify the transmission 

performance of SDM transmission systems. This TDM-SDM receiver allows for the 

reception and offline processing of >1 mode per dual-polarization (DP) coherent 

receiver and corresponding 4-port analog-to-digital converter (ADC). 

 

The final part of this thesis focuses on the experimental verification of the proposed 

algorithms, and investigates coding schemes. First, a 41.7 km three mode fiber 

(3MF) is investigated, where the number 3 refers to the SMF throughput 

multiplier. The 3MF has been used to transmit the following two dimensional 

constellations: QPSK, 8, 16, 32 QAM. In addition, the 3MF has been used to 

quantify the performance of 3 four dimensional constellations: time shifted QPSK, 

32, and 128 set-partitioned (SP) QAM. Furthermore, space-time coding is 

proposed, which demonstrates that a 3MF can achieve a transmission performance 

better than theoretically possible in a SMF. This however, comes at the cost of 

additional receivers and computational complexity in the MIMO equalizer. Finally, 

the 3MF has been used to demonstrate a first investigation towards a 3MF 

network, where 3 independent locations are emulated, combined, and transmitted 

over the 3MF. This gives an OSNR penalty up to 2 dB with respect to 

conventional MIMO transmission. The second experimental fiber investigated is the 

0.95 km 19-cell hollow-core photonic bandgap fiber (HC-PBGF), which guides the 

transmitted signal predominantly in air (99%). Here, due to the experimental 

nature of the fiber, CSI is applied to investigate the polarization dependent loss 

(PDL). An average PDL of 1.1 dB was noticed over a wavelength range from 

1537.4 nm to 1562.23 nm. Here, 32 WDM channels have been used to demonstrate 

a gross aggregate throughput of 8.96 Tbit s-1, which denotes the highest 

capacity×distance product, and the longest transmission distance at the time of the 

experiment. Finally, a 1 km 7-core step-index fiber is investigated, where each core 

allows the co-propagation of 3 spatial modes. This fiber type is denoted as the few 

mode multicore fiber (FM-MCF). Accordingly, 21 SMF channels are guided into 

the FM-MCF, where 7×(6×6) FDE MIMO equalization is employed to equalize the 

5.1 Tbit s-1 carrier-1 spatial superchannels. Combined with 50 wavelength carriers 

on a 50 GHz grid, a gross aggregate throughput rate of 255 Tbit s-1 is 

demonstrated. This work demonstrates the MIMO computational complexity 

scaling when multimode transmission is combined with multicore transmission.  

 

This work was financially supported by the European Commission 7th framework 

project MODE-GAP (grant agreement 258033). 
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Chapter 1  
 

Introduction 
 

 ...a true creator is necessity, which is the 
mother of our invention. 

 Plato 

 

This chapter introduces currently employed optical transmission systems and gives 

a motivation of the contributed work to society based on a brief overview on the 

history of optical transmission systems and the current state-of-the art to highlight 

the necessity of the contributed work. Finally, the structure of this thesis is 

outlined and the original contributions of this work are summarized. 

1.1 Motivation of the work 

Since ancient times, people have required communication over long distances, 

which is necessary for defending their territory against invasion or wild animals. 

Such communication was implemented by lighting up wooden beacons, using smoke 

signals, and later the usage of semaphore lines. In fact, all these communication 

types can be considered optical communication systems. However, before reaching 

modern communication systems using fibre optics, first, the use of cables guiding 

electricity and electrical telegraphs were predominant. Especially since the 

transmitter and receiver side consisted of electrical components. Hence, the 

semaphore line acted as the precursor of the electrical telegraph line. From the 

early 1800s, communication systems became electrical where a single serial channel 

was transmitted over copper cables. In the electrical domain, many key 

developments for increasing the throughput have been exploited. First, time 

domain multiplexing (TDM) was introduced in the late 1800s, where several low 

speed serial channels are time slotted to fully occupy the available throughput a 

high speed serial channel offers, as shown in Fig. 1.1(a). TDM was mainly exploited 

in telephony. Then, the frequency domain multiplexing (FDM) technique was 

introduced in the early 1900s, which allowed multiple baseband signals to be 

converted to parallel frequency bands using independent electrical local oscillators 

(LOs), as shown in Fig. 1.1(b). An electrical oscillator signal is generally provided 

by a highly stable quartz crystal. FDM allows a larger portion of the bandwidth 
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the electrical cable offers to be better utilized. The attenuation of an electrical 

cable increases as the frequency increases, effectively resulting in a bandwidth 

limited channel. During the 1960s, the coaxial cable attenuation figure of 5-10 dB 

km-1 for employed transmission channels limited the potential transmission distance 

[1]. 

 

Due to two key developments in the optical domain, the 1960s mark the 

introduction of the optical transmission systems which now form the backbone of 

the worldwide communication network. One of these developments was the 

development of the laser in 1960 [2]. This achievement was quickly followed by the 

demonstration of the first Gallium Arsenide (GaAs) semiconductor laser in 1962 

[3], and was particularly important, as it was the first coherent optical frequency 

oscillator. Accordingly, this demonstration showed the optical equivalent of the 

electrical oscillator. The second key development was the fiber medium, which has 

a long history of achievements. A key moment was 1965, when C.K. Kao and G.A. 

Hockham posed the idea that the optical fiber attenuation could be reduced <20 dB 

km-1, the ocular attenuation figure, by reducing impurities [4]. At that time, the 

attenuation figure of optical fibers was >1000 dB km-1, which were used for medical 

applications [5]. Among other contributions, the proposal of using optical fibers for 

telecommunications resulted in C.K. Kao receiving the Nobel Prize in Physics in 

2009. In 1970, engineers at the Corning Glass Works (now Corning Inc.) developed 

the first single mode fiber (SMF) with an attenuation figure <20 dB km-1 [1]. The 

theoretical model of the SMF was first described by E. Snitzer in 1961 [6], which 

could minimize the attenuation figure. Over the following years, the SMF drawing, 

and purity were optimized to decrease the medium’s attenuation. Currently, 

commercial SMFs approach the fundamental attenuation figure of ~0.148 dB km-1 

at 1550 nm [7], where the measured attenuation is ~0.2 dB km-1. This attenuation 

was reached in 1978 [8]. The SMF attenuation curve ( )α λ  is depicted in Fig. 1.2, 

where the attenuation graphs represent standard single mode fibers (SSMFs), or 

G.652 fibers, according to the ITU-T G.652 standardization specification. The 

attenuation graphs in Fig. 1.2 are the result of the combined attenuation due to  

 
Fig. 1.1 Orthogonal dimensions for increasing the throughput, (a) time domain multiplexing, 

and (b) frequency domain multiplexing. 

  



1.1 Motivation of the work 

 

 

7 

 

Rayleigh  scattering,  Brillouin  scattering,  water peak  (OH-) absorption, and 

siliciumdioxide (SiO2) absorption [9, 10]. From Fig. 1.2 it can be observed that 

there is a large wavelength window optimum for transmission. Accordingly, the 

wavelength region is subdivided into transmission windows, further detailed in 

Table 1.1. As lasers are optical oscillators, they allow for the subdivision of the 

wavelength region for FDM in the optical domain, termed wavelength division 

multiplexing (WDM). WDM was first demonstrated in the laboratory in 1978 [11], 

and is currently standardized in the ITU G.694.1 standard to account for a channel 

spacing of 12.5, 25, 50, and 100 GHz [12]. As WDM is the optical equivalent of 

FDM, optical TDM (OTDM) was also proposed for optical transmission systems. 

However it was never widely adopted. Due to its implementation simplicity, WDM 

transmission became the standard for optical transmission systems. However, the 

transmission  distance  remained  short  before  optical-electrical-optical conversion  

 

Band Abbreviation Wavelength boundaries [nm] 

Original O 1260 1360 

Extended E 1360 1460 

Short S 1460 1530 

Conventional C 1530 1565 

Long L 1565 1625 

Ultra-long U 1625 1675 

Table 1.1 ITU standard wavelength bands [10]. 

 
Fig. 1.2 SSMF (ITU G652) attenuation graph [10]. 
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repeaters were required. Nevertheless, this transmission distance was substantially 

longer than copper based solutions could achieve. Coherent transmission and 

detection was proposed in the 1980s to extend the transmission distance [13]. 

However, the solution for increasing the transmission distance without requiring 

OEOC repeaters came with the invention of the low-noise erbium doped fiber 

amplifier (EDFA) by R.J. Mears et al. in 1986 [14], and the EDFA demonstration 

in 1987 by R.J. Mears et al. and E. Desurvire et al. [15]. This demonstration caused 

the development of coherent transmission to be halted as the EDFA allows low-

noise optical amplification of the transmitted signal in the wavelength region shown 

in Fig. 1.3, thereby matching the SSMF’s conventional transmission band. Fig. 1.3 

shows the first demonstration of the EDFA gain spectrum, before gain flattening 

filters (GFFs) were introduced. GFFs ensure similar amplification over the entire 

C-band, where the signal-to-noise ratio (SNR) varies over the C-band. The 

development of the EDFA is the reason the conventional band is designated as 

such. By changing the wavelength of the pump laser, the long band can be 

amplified instead of the conventional band. The working of the EDFA is further 

discussed in section 3.6.2. 

 

Since the EDFA made long-haul transmission possible, the limiting factor in 

transmission distance in the 1990s was group velocity dispersion (GVD), a linear 

transmission impairment. GVD causes transmitted pulses to widen as further 

detailed in section 3.6.3. To compensate the GVD in the optical domain, the 

 
Fig. 1.3 Amplification window of the first EDFA, corresponding with the conventional band 

[15]. 
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development of dispersion-shifted (DS) SMFs was a key research interest in the 

1990s. In addition, this decade marks the commercial exploitation of optical 

transmission networks, where the networks are subdivided into transmission 

distance categories, as denoted in Table 1.2 [16]. Combined with the rapid increase 

in internet communications, the SSMF based network have consequently become a 

backbone of the modern society. 

 

Initially, Physics research for understanding the materials and phenomena was the 

main aspect in optical transmission systems development. However, around the late 

1990s engineering became the predominant form of research as the conventional 

band was rapidly being occupied by WDM transmission channels. Consequently, 

the available bandwidth in SSMFs quickly became sparse. Therefore, the spectral 

efficiency (SE) [bits s-1 Hz-1] needed to increase. To achieve this, initially, the serial 

channel symbol rate increased. However, as the ITU specifications denote 

standardized channel spacings, the serial rate cannot increase indefinitely as two 

neighbouring channels start overlapping in the frequency domain. In the late 1990s, 

all transmission systems were direct-detection, i.e. the received power denotes the 

binary values being transmitted. To increase the SE, coherent receivers were 

reintroduced in 2004 [17], and were combined with powerful digital signal 

processing (DSP) techniques to compensate for linear transmission impairments. 

Coherent transmission exploits the amplitude and phase dimensions, and can 

therefore increase the SE over direct-detection transmission systems. This was a 

common transmission technique for radio communications, denoted as quadrature 

amplitude modulation (QAM), further detailed in section 2.5. However, the optical 

component structures are substantially different, which is further discussed in 

section 2.7. Soon after the reintroduction of coherent receivers, it was proposed to 

exploit the two linear polarization dimensions of the SSMF [18], which is denoted 

as polarization division multiplexing (PDM). The two modulated channels mixed 

during transmission, and were unravelled at the receiver side using 2×2 multiple-

input multiple-output (MIMO) equalization. Note that both polarization channels 

Network Transmission distance [km] Network structure 

Access <100 Tree 

Metro <300 Ring/Mesh 

Regional 300 – 1,000 Mesh 

Long-haul 1,000 – 3,000 Mesh 

Ultra long-haul > 3,000 Point-to-point 

Table 1.2 Networks with corresponding transmission distances and structures. 
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use the same frequency spectrum. Accordingly, the SE is doubled with respect to 

single polarization  transmission. In  2010, the  first  real-time ≥100 Gbit s-1 carrier-1   

employing 2 information channels using PDM was demonstrated using prototype 

equipment [19]. In this thesis, a channel denotes an independently transmitted 

signal. Henceforth, information theory and DSP became popular topics in optical 

transmission systems to maximize the throughput in SSMFs by compensating 

linear and nonlinear transmission impairments [19]. Currently, GVD compensation 

in coherent transmission systems is performed in the digital domain using DSP 

without a penalty with respect to dispersion shifted SMFs [19]. Therefore, DS 

SMFs are no longer commonly used in long-haul transmission systems. For clarity, 

all orthogonal dimensions available in optical transmission systems are shown in 

Fig. 1.4 [19]. By using WDM and direct-detection receivers, a throughput of 10 

 
Fig. 1.4 Optical transmission system orthogonal dimensions [19]. 

 
Fig. 1.5 Serial, WDM, PDM combined with WDM, and SDM with WDM transmission system 

capacity with respect to commercially operating products [19]. 
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Tbit s-1 was achieved, as shown in Fig. 1.5 [19].  

 

Using coherent transmission with higher order modulation formats and 

simultaneously exploiting the 2 available polarizations in an SSMF, a throughput of 

~100 Tbit s-1 was achieved [20]. Here, all possible orthogonal dimensions are 

exploited simultaneously, corresponding to a theoretical throughput limit of the 

SSMF. As shown in Fig. 1.4, to further increase the throughput of a single fiber 

only one option is left unexploited: space. Therefore, the optical transmission 

systems exploiting the spatial dimension are termed SDM [19]. Earlier SDM work 

using direct-detection referred used the terminology mode group diversity 

multiplexing (MGDM) due to the usage of multimode fibers (MMFs) [21, 22]. 

 

 Through the aforementioned technologies, the SSMF throughput has increased 

substantially for research systems over the recent decades, as shown in Fig. 1.5. 

However, since the mid-1980s, rapid growth in capacity demand has also been 

observed from the commercialization of optical telecommunication networks and IP 

driven traffic, where modern commercial products already exploit PDM and WDM 

transmission. From Fig. 1.5 it can be observed that the throughput in commercial 

products closely follows the throughput increase achieved in research systems. 

However, it was previously noted that ~100 Tbit s-1 was the theoretical limit of 

SSMFs [20], and it is expected that commercial products will reach the theoretical 

SSMF throughput limit. The growth in capacity demand is denoted as the 

compounded annual growth rate (CAGR), and is shown in Fig. 1.6 for the total 

 
Fig. 1.6 Exponentially decreasing CAGR for the total backbone traffic, converging to an 

estimated 25-40% per year [23]. 
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backbone traffic. The lion’s share of the data transfer (fixed access numbers shown 

in brackets) is contributed by real-time entertainment (40.78%), file sharing 

(20.16%), web browsing (15.15%), and social networking activities (6.95%), as 

shown in Fig. 1.7 [24]. Modern examples of these contributors are Netflix and 

Youtube (real-time entertainment), cloud storage applications and bittorrent traffic 

(file sharing), Facebook (social networking), and voice over IP (VoIP) using Skype 

and text messages through Whatsapp (communications). Among others, these 

contributions lead to a persistent exponential growth in Internet driven traffic. 

From Fig. 1.6, it can be observed that the CAGR is exponentially decreasing, and 

is predicted to converge to 25 to 40% in the future [23]. It was previously noted 

that the theoretical capacity limit of SSMFs is ~100 Tbit s-1, where all orthogonal 

dimensions are exploited. Note that the available bandwidth in an SSMF is limited 

to the transmission window of choice, where the EDFA amplification window is 

generally considered to be the determinative factor. However, considering the 

CAGR, this fundamental capacity limit is predicted to be surpassed by the 

capacity demand between the year 2020 and 2030. Independently of prediction 

philosophy, the impending capacity crunch is inevitable, which implies that 

network carriers are lighting up dark fibers at an exponentially increasing rate to 

support societal capacity demands [25]. This scaling method keeps the cost per bit 

equal. Combining this fact with the exponentially increasing capacity demand, 

results in an economical difficulty for future optical transmission links and 

networks. Therefore, a cost effective, and energy effective method for substantially 

increasing the capacity of a single fiber needs to be found [19]. 

 
Fig. 1.7 Peak period traffic in Europe for (a) fixed and (b) mobile access [24]. 

  



1.2 Wireless and optical MIMO transmission 

 

 

13 

 

With the demonstration of 100 Gbit s-1 carrier 

-1 PDM-based transmission systems 

employing SMFs [26], initial 2×2 MIMO algorithms have already been employed in 

optical telecommunication systems. In addition, in wireless communications, MIMO 

transmission systems are widely used in research and real-time transmission 

systems providing knowledge spanning nearly 2 decades. These two aspects are the 

deciding factors for suggesting MIMO transmission in the conventional band. Here, 

optical amplifiers can be developed based on conventional EDFA technology. In 

wireless communications, MIMO transmission was originally proposed by G.J. 

Foschini in 1996, and was denoted as Vertical-Bell Laboratories Layered Space-

Time (V-BLAST). The working of V-BLAST is further detailed in Chapter 2. As 

previously mentioned, in optical communications MIMO transmission is termed 

SDM. Here, SDM can exploit multiple modes, multiple cores, or a combination 

thereof, in a single fiber. Note that PDM is a form of SDM, where SDM in fibers is 

further discussed and detailed in Chapter 3. For the SDM paradigm to truly fulfil 

its promise, it is envisioned that the capacity of a single fiber increases by at least 

two orders of magnitude [27]. This is mandatory, to accommodate the CAGR. To 

employ the emerging SDM fibers, carriers are required to overhaul their entire 

network, including the installation of new SDM components. The installation of 

SDM fibers and components is therefore accompanied by high installation costs. 

Consequently, these SDM fibers need to have the capacity capabilities to provide 

enough transmission capacity for carriers to last many years without the 

requirement of installing a new generation of SDM fibers and components. At the 

moment, these SDM fibers, optical components, and DSP are being heavily 

investigated by the research community. This heavy investigation has led to several 

single fiber throughput records, as shown by the yellow squares in Fig. 1.5. 

Subsequently, these records were achieved by J. Sakaguchi et al. in 2011 using a 7-

core fiber resulting in 109 Tbit s-1 throughput [28]. This record was broken by the 

same group using a 19-core fiber early 2012 achieving 305 Tbit s-1 throughput [29]. 

Then, late 2012 two groups transmitted over 1 Pbit s-1 in a single fiber 

independently [30, 31]. This is still the current record. 

1.2 Wireless and optical MIMO transmission 

As previously mentioned, the field of wireless transmission provides nearly two 

decades of knowledge on key optimisations required to substantially increase 

transmission capacity. Therefore, an interesting starting point for using MIMO 

transmission in optical communication systems is the comparison between wireless 

and optical communications. This comparison is shown in Table 1.3, which an 

extended version of [32]. 
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First, the carrier frequency for wireless communications is between 0.8-6 GHz, 

generated by highly stable electrical oscillators. For optical communications, the 

carrier frequencies range from 185 to 196 THz, and are generated using lasers which 

tend to drift. Therefore, digital frequency and phase tracking is required, which is 

detailed in Chapter 7. Antennas act as transmitters and receivers in wireless 

communications, where thermal noise a key source of noise, other noise sources are 

electromagnetic interferers. The received power determines the system’s SNR. For 

optical communications, EDFAs add amplified spontaneous emission (ASE) noise, 

and since there can be multiple EDFAs in a transmission link, the ASE noise is 

distributed over the link. Furthermore, individual antennas can be added to 

increase the spatial diversity at the transmitter or receiver side, where the 

surroundings cause multipath propagation, resulting in a Rayleigh fading channel 

with an unknown delay spread. To maximize transmission throughput, orthogonal 

frequency division multiplexing (OFDM) is used, with a symbol rate of tens of 

MBauds. However, optical transmission systems work in the order of tens of 

GBauds. Here, the digital-to-analog converters (DACs) and analog-to-digital 

(ADCs) are limited in effective number of bits (ENOBs), adding substantial 

amounts of quantization noise and greatly limiting the signal generation quality. 

Therefore, single-carrier transmission is the predominant transmission format in  

 

 Wireless transmission Optical transmission 

Carrier frequency 0.8-6 GHz 185-196 THz 

Transmitters Antennas Optical modulators 

Receivers Antennas Photodetectors 

Noise source Thermal noise Distributed  ASE noise 

Spatial diversity 1, 2, 3, 4, 5, 6, … 1, 2, 6, 10, 12, 16, 20, 24, … (modes) 

1, 2, 3, 4, 5, 6, … (cores) 

Signal fading Multipath propagation Optical amplifier mode dependent 

gain, fiber mode dependent loss 

Distortion and 

interference 

Cochannel interference, 

electromagnetic interferers 

Nonlinear inter- and intrachannel 

Symbol rate tens of MBaud tens of GBaud 

Transmission format OFDM Single-carrier 

Medium Air, no control Optical fibers, designable medium 

Channel tracking Order of miliseconds Order of microseconds 

Receiver feedback Available (closed-loop) Not available (open-loop) 

Table 1.3 Key differences in optical and wireless transmission systems. 
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optical transmission systems [19], although OFDM is still regularly proposed [33, 

34]. The conversion from electrical signals to the optical domain is further detailed 

in Chapter 2. The spatial diversity in optical communications is achieved within 

the fiber medium, where multiple cores, or modes, can be employed as channels. 

Naturally, a linear combination of these two can be made in which the delay spread 

can be engineered. The coupling parameters in the fiber medium cause the channel 

fading to be dependent on the amplifier mode dependent gain, and fiber mode 

dependent loss (MDL). Furthermore, a fiber is a non-linear medium [35], unlike air 

for wireless communications, and further constraints the theoretical linear Shannon 

transmission capacity, as shown in Fig. 1.8 [36]. This constrained transmission 

capacity limit is often referred to as the non-linear Shannon limit [37]. The linear 

Shannon limit is detailed in Chapter 2, and the fiber medium characteristics are 

further addressed in Chapter 3. 

 

Channel tracking in wireless systems is generally in the order of miliseconds, which 

results in slow changing channels. The transmission distance depends on the 

application (such as satellite, WiFi, or mobile applications). Generally for short 

distance, receivers give feedback to the transmitter to optimize the transmission 

performance [38]. This transmission system type is considered a closed-loop system. 

In optical communications however, the channel changes in the order of 

microseconds. The latency of SSMF is ~4.9 µs km-1 at 1550nm, and for long-haul 

transmission (≥1000 km) it results in receiver feedback being out-dated for 

optimizing transmission performance. Due to this delay, coherent optical 

transmission systems are open-loop, i.e. the receiver does not provide channel 

information feedback to the transmitter. 

 
Fig. 1.8 Linear and non-linear capacity limits, where the fiber non-linearity influence scales 

with the transmission distance [36]. 
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Clearly, there are many key differences between the field of wireless and optical 

transmission systems. However, there are also similarities, providing interesting 

considerations for optimizing optical SDM transmission systems. Therefore, this 

thesis focuses on the following aspects: 

• The characterization and estimation of the optical transmission channel. 

• Digital signal processing building blocks, which focus on the unraveling of 

mixed transmission channel using MIMO equalizers. 

• The corresponding tracking capabilities of the transmitted channels. 

• Minimizing the DSP computational complexity. 

• Scaling to many-fold SSMF throughput. 

1.3 Thesis structure 

This thesis addresses the challenges of the optical transmission MIMO transmission 

system in the following 9 chapters, where each chapter (with exception of 

introduction and conclusion) addresses a particular part of the optical MIMO 

transmission system. 

 

Chapter 2 provides the linear band-width limited MIMO transmission system 

description, where first a simple 1×1 transmission system is detailed, and next is 

extended to an arbitrary linear MIMO transmission system. Using this system 

description, two transmission channel estimation algorithms are detailed, the least-

squares (LS) algorithm, and the minimum mean square error (MMSE) algorithm, 

which has been proposed for optical communication systems in [r25]. Note that 

references [r#] denote co-authored work. Accordingly, from a known channel, the 

transmission channel capacity can be computed. This allows for estimating the 

maximum theoretical throughput. To approach this theoretical limit as closely as 

possible, QAM based constellations are proposed, which can maximize the 

throughput depending on the SNR. Multiple symbols carrying these constellations 

form sequences, which are converted from the electrical domain to the optical 

domain using a Mach-Zehnder-Modulator (MZM) structure. Finally, digital filters 

are shown to optimize the optically transmitted symbol sequences. 

 

Chapter 3 details the optical fiber medium, which is particularly important as it 

provides the spatial diversity, and hence potential to perform MIMO transmission, 

in the optical domain. The focus of this chapter is the description of the linear 

transmission impairments, as they can be efficiently compensated by digital signal 

processing algorithms. In this thesis, spatial diversity in optical fibers is primarily 

achieved by exploiting the solutions of the wave equation, called modes, as 
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transmission channels. Here, a heavily simplified fiber model is assumed which 

results in the description of the linearly polarized (LP) modes. Alternatively, 

multiple cores can be used as separate transmission channels as well. From these 

modes, it is shown that propagation parameters and fiber splices impact the MIMO 

equalizer complexity heavily, and accordingly fiber designs are discussed. As 

multiple transmission channels mix during transmission, a fading channel is 

created, which reduces the potential throughput. Finally, the origin of attenuation 

and amplification, and GVD effects are detailed. 
 

Chapter 4 discusses the launch conditions for exploiting the spatial diversity the 

optical fiber offers. These components are the mode multiplexers (MMUXs), and 

four generations are detailed. First, the phase plate based MMUX, which excites 

individual modes, is discussed and performance tolerances are investigated [r17]. 

Then, the spot launcher is detailed, which ensures the mixing of all transmitted 

channels to exploit the spatial diversity, and to minimize the power differences 

between transmitted channels during transmission [r3]. Based on the same spot 

launching concept, a three dimensional waveguide (3DW) is proposed, which has 

the advantage of a substantial smaller footprint [r34], [r36]. Finally, details are 

given of the currently emerging in-fiber photonic lantern. 

 

Chapter 5 provides insight in the optical and digital receiver side front-end (FE), 

before MIMO equalization is performed. First the received mixed MIMO 

transmission signals are separated by the mode demultiplexer (MDMUX) and 

guided to dual-polarization (DP) coherent receiver FEs. The receivers are 

quadrature receivers and allow the reception of QAM constellations. 

Conventionally in a laboratory environment, for every received DP transmission 

channel, one DP coherent receiver and a 4-port oscilloscope is required. The 

proposed time domain multiplexed spatial division multiplexing (TDM-SDM) 

receiver allows for the reception of multiple DP transmission channels using only 

one DP coherent receiver and a 4-port oscilloscope [r13], [r37]. Each of these two 

optical FEs gives digitized received signals, where first FE compensation is 

performed. Then adaptive rate conversion is performed to achieve a 2-fold 

oversampling. Finally, the GVD is removed before going into the MIMO equalizer. 

 

Chapter 6 details the heart of the receiver side digital signal processing, the MIMO 

equalizer. The two most influential updating algorithms in optical transmission 

systems are detailed, the zero-forcing and MMSE updating algorithm, which 

correspond to the LS and MMSE channel estimation algorithms detailed in 

Chapter 2, respectively. Current state-of-the-art 100 Gbit s-1 SSMF transmission 
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systems use a time domain equalizer (TDE). MMSE equalization is based on the 

steepest gradient descent method for adaptive tracking of the transmission channel. 

To track the transmission channel, a convergence time, or learning time, is 

required. The downside of the TDE is that the computational complexity scales 

linearly. From this point, several contributions have been made to this scheme, 

such as segmented MIMO equalization, a varying adaptation gain [r27], and bit-

width reduction of floating point operations [r35]. All these extended schemes either 

reduce the computational complexity or improve the convergence properties. 

Additionally, a frequency domain equalizer (FDE) is proposed which allows for 

compensating imbalances within the QAM symbols [r11]. This equalizer scales 

logarithmically in computational complexity with impulse response length. The 

proposed varying adaptation gain is also applied to the FDE scheme. Other 

equalizers are briefly discussed, and are not considered for implementation due to 

their computational complexity and stability properties. Finally, the offline-

processing peer-to-peer distributed network implementation which supported the 

laboratory measurements is described. 

 

Chapter 7 discusses the carrier phase estimation (CPE) algorithms, comprising 

frequency offset estimation and phase offset estimation algorithms. Due to the 

heavy channel mixing effects during transmission, frequency offset estimation is 

limited to data-aided estimation, as blind estimation cannot guarantee similar 

accuracy. For phase estimation, two schemes are described, the nth order Viterbi-

Viterbi (V-V) scheme and the Costas loop. As the Costas loop theoretically 

outperforms the V-V scheme, the proposed joint CPE scheme is based on the 

Costas loop [r7], [r21]. Furthermore, a low complexity phase estimator is shown for 

decision directed phase estimation [r12]. 

 

Chapter 8 combines all previous chapters in an experimental setup, where the 

transmission performance of three experimental fibers is investigated. First, the 

transmission performance of a 41.7 km three mode fiber (3MF) is investigated for 

the transmission of 2D and 4D QAM symbols [r3], [r4]. Also, it is shown that the 

receiver side DSP allows for detailed investigation of the transmission channel. 

Furthermore, two transmission cases are considered. The first is where space-time 

coding is applied [r30], which allows for adding a new dimension in potential future 

flex-grid applications, and additionally shows that 3MFs can achieve an optical-to-

signal ratio (OSNR) tolerance better than SSMFs can offer in theory. Furthermore, 

the 3MF is used to investigate a multipoint-to-point link with respect to a point-to-

point link [r29]. The second experimental fiber investigated is the hollow-core 

photonic bandgap fiber [r32]. This fiber allows the propagation of modes mainly in 
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air, and hence reduced the fiber transmission latency. Finally, the last experimental 

fiber is investigated, the few-mode multicore fiber, which allows for combining 

multimode, multicore, and advanced modulations formats [r36]. 

 

Finally, in Chapter 9 conclusions are drawn from the contributions, and a future 

outlook is given for further work necessary for SDM systems to become a reality. 

1.4 Thesis contributions 

The author is solely responsible for the selection, offline-processing structure, and 

verification of all digital domain algorithms demonstrated in this thesis. These 

algorithms primarily aim to aid the optical component and fiber performance 

analysis, and optimize transmission performance. To this end, a MMSE based 

channel estimation information (CSI) algorithm was proposed for optical 

transmission systems. Conventional SSMF transmission systems employ a TDE, 

however as the computational complexity scales linearly with the number of 

transmitted MIMO channels and impulse response length, therefore an FDE with 

inphase/quadrature (IQ) imbalance compensation is proposed. Furthermore, to 

minimize the convergence time, a varying adaptation gain MIMO TDE and FDE 

were proposed. As all implemented algorithms were based on offline-processing, a 

first performance investigation step towards real-time implementation is made, 

where the performance of a bit-width reduced MIMO equalizer was demonstrated. 

Finally, in the digital domain, the usage of reduced complexity phase detectors 

(PDs) in the CPE algorithm is proposed, and combined this with a novel joint 

CPE scheme for optical MIMO transmission systems. For laboratory use, the 

digital domain offline-processing algorithms have been implemented on a 

distributed cloud platform to minimize computation time. The distributed cloud 

platform was implemented by Roel van Uden and Maikel van de Schans. Here, 

technical assistance with respect to the algorithms and performance analysis was 

provided by the author. 

 

All the proposed algorithms were demonstrated with the aid of a laboratory setup. 

The experimental work in chapter 8 was performed by the author, where the 

component selection, assembly, and transmission system characterization are 

contributions of the author himself. The spot launcher MMUX is built and aligned 

by dr. H. Chen and F.M. Huijskens. In addition, a novel TDM-SDM receiver is 

proposed, which allows the reception of multiple MIMO channels with a reduced 

number of receivers. This greatly reduces the required financial investment to 

verify the performance of the MIMO transmission system. Three experimental 
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fibers have been characterized using the experimental MIMO transmission system, 

a 3MF, a hollow-core photonic bandgap fiber (HC-PBGF), and a few mode 

multicore fiber (FM-MCF). Furthermore, higher order modulation formats in four 

dimensions, and space-time coding, is demonstrated for 3MF transmission. 

Moreover, using an experimental setup, the potential of a mesh network is 

investigated where three SSMFs are guided into the 3MF for MIMO transmission. 

The latter fiber, the FM-MCF, demonstrates potential scaling capabilities in optical 

SDM fibers, where multiple modes, multiple cores, and multi-level modulation 

formats can be employed to maximize the throughput. 

 

  



 

 

 

Chapter 2  
 

MIMO transmission system capacity 
 

 

 If I have seen further than others, it is by 
standing upon the shoulders of giants. 

 Isaac Newton 

 

From the previous chapter1 it is clear that the available bandwidth in currently 

employed single mode fibers is rapidly being exhausted, and hence there is an 

ongoing investigation into techniques to substantially increase the capacity of a 

single fiber. The most suitable band for low-loss optical transmission over optical 

fibers uses the conventional band (1530-1565 nm), as discussed in Chapter 1. This 

wavelength band is the operating window of the commonly available erbium doped 

fiber amplifier, therefore it is a practical choice to continue operating in this region. 

However, a technique to increase the capacity within a limited bandwidth needs to 

be found. The same bandwidth limitation challenge has arisen in the field of 

wireless transmission, and a viable option was found: MIMO transmission. 

 

This chapter firstly provides the basic description of a linear 1×1 transmission 

system, and the scaling towards the linear MIMO case is addressed. Corresponding 

to the MIMO case, the system capacity is determined. For the MIMO case, it is 

exceptionally important to understand the transmission medium, and this can be 

better understood by obtaining the CSI, i.e. the transmission coupling between the 

transmitters and receivers. A method for obtaining the CSI is proposed [r25], based 

on the MMSE receiver scheme. Note that transmission capacity is always limited 

by noise, which originates from active components such as amplifiers. To minimize 

the system capacity throughput difference, constellation symbols have to be chosen, 

where each constellation has its respective theoretical limits. Finally, this chapter 

investigates how these chosen constellations can be generated and optimized in the 

optical domain. 

1 This chapter incorporates results from the author’s contributions [r15] and [r25]. 
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2.1 Linear 1×1 channel model 

Every transmission system, whether it is wired or wireless, can be described by 

three main modules [39]; a transmitter source s, a link, and a receiver r, as depicted 

in Fig. 2.1. In the simplest case, there is only 1 transmitter source, and 1 receiver. 

Initially, the impact of noise is omitted for simplicity, which results in the 1×1 

transmission system description in the time domain as [40] 

 ( ) ( ) ( ) ( ) ( ) dr t h t s t h t sτ τ τ
+∞

−∞
= ⊗ = −∫   (2.1) 

where ( )s t  and ( )r t  represent the transmitted and received signal, respectively, 

and ( )h t
 
is the impulse response of the link. The convolution operation is denoted 

by ⊗ . The transmitted signal ( )s t  is assumed to be a sequence of uncorrelated 

zero-mean symbols with variance ( ) ( )2 2var[ ] ss t E s t σ= ={ }  and symbol time Tsym. 

Here, { }E   represents the expected value. Eq. (2.1) describes the transmission 

system in the time domain. However, in optical communication systems, binary 

information is transmitted and received by digital processors. Therefore, it is 

important to rewrite Eq. (2.1) in the (digital) sampled domain. Any time domain 

signal can be digitized without aliasing by sampling at, or above, two times the 

signal bandwidth B, which is the Nyquist sampling rate [41]. The discrete-time 

linear transformation of Eq. (2.1) therefore is [42] 

 ( ) ( ) ( )sr sr st st ,
u

r kT h kT uT s uT
+∞

=−∞
= −∑   (2.2) 

where stT  and srT  represent the sampling times of the transmitter and receiver, 

respectively. For clarity, let the simplified notation be 

 
[ ] ( )
[ ] ( )

st

sr

,

.

r k r kT

s u s uT

=

=
  (2.3) 

For further simplicity, the sampling times are assumed to be st sr sym 2/T T T= = . 

Hence, by substituting Eq. (2.3) in Eq. (2.2) yields 

 [ ] [ ] [ ].
u

r k h k u s u
+∞

=−∞
= −∑   (2.4) 

 

Fig. 2.1 Functional diagram of a general 1x1 transmission system without noise [39]. 
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Note that u ranges from −∞ to +∞ . As this is not a realistic case, a finite impulse  

response (FIR) channel is introduced which limits the range of u as 

 [ ] [ ] [ ].
U

u U

r k h k u s u
=−

= −∑   (2.5) 

The assumed FIR length L is 2U +1, which is particularly important for adaptive 

equalizers, further detailed in Chapter 6. Each discrete multiplication in Eq. (2.5) is 

called a tap. Fig. 2.2 illustrates Eq. (2.5) for the finite impulse response. Note that 

the aforementioned transmission system description does not take noise into 

account. In reality however, no transmission system is free from noise which is the 

primary limiting factor in transmission distance. In optical transmission systems, 

noise is generally modeled as additional white Gaussian noise (AWGN) in the 

linear transmission regime [43]. Thereby, due to the transmission link consisting of 

multiple fiber spans with corresponding erbium doped fiber amplifiers, the noise 

should be considered distributed noise. However, in a simplified model, generally 

the noise is added at the receiver side [36, 44]. Extending Eq. (2.5) to account for 

the impact of noise, gives 

 [ ] [ ] [ ] [ ],
U

u U

r k h k u s u n k
=−

= − +∑   (2.6) 

where [ ]n k represents the zero-mean AWGN with variance 2
nσ . Alternatively, Eq. 

(2.6) can be written in vector form for time instance k 

 [ ] [ ]= hs ,r k n k+  (2.7) 

where { }h[ ],..,h[ ], [ ]h ..,k U k k U= + −  and { }T
s[ ],.., s[ ], [ ]s ..,k U k s U= − + . Note 

that Eq. (2.7) provides a basis for the MIMO transmission model based on 

matrices, often found in the literature. The implications of scaling from a 1×1 

channel model to a MIMO transmission model is further detailed in the next 

section. 

  

 

Fig. 2.2 Tsym/2 system transmission model. 
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2.2 Linear MIMO channel model 

As WDM is widely applied in optical core transmission links based on single mode 

fibers, bandwidth is becoming scarce. Therefore, finding methods for increasing the 

available transmission system capacity is an area of on-going research. Fortunately, 

such scaling method exists and is widely being applied in wireless communications. 

Instead of adding more parallel transmission channels in terms of wavelengths, 

parallelization is performed in space, using the same carrier frequency [Hz]. Fig. 2.3 

illustrates the well-known V-BLAST architecture, where multiple transmitters 

exploit parallel spatial paths to multiple receivers [45]. First, for clarity, the 

transmission model from Eq. (2.7) is extended to single-input multiple-output 

(SIMO) where Nr receivers are employed as 

 R = Hs N,+   (2.8) 

where 

 

{ }
{ }
{ }

=

=

=

T
1

T
1

T
1

[ ], [ ], [ ]

[ ], [ ], [ ]

R r .., r .., r ,

N n .., n .., n ,

H h ,.., h ,.., h ,

rj N

j Nr

j Nr

k k k

k k k   (2.9) 

and j represents the jth receiver. Extending Eq. (2.8) to account for tN  

transmitters, requires restructuring both H  and s . Therefore, the generalized 

t rN N×  MIMO transmission system can be described by 

 R = HS N,+   (2.10) 

where the vector { }= T
1S s ...s ...s

ti N , and the transmission matrix 

 

 
 =  
 
 

11 1

1

h ... h

H ... h ... .

h ... h

t

r r t

N

ji

N N N

  (2.11) 

The matrix representation in Eq. (2.10) allows for a three dimensional 

multiplication (Nt, Nr, and impulse response length L) to be written in a two  

 

Fig. 2.3 V-BLAST architecture for increasing capacity within a fixed bandwidth. 
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dimensional matrix equation, where the size of H  is t r[ ]N N L× . The elements h ji  

of H  denote the transmission impulse response from transmitter i to receiver j. 

Note that the impulse response length L has to be equal for all elements of H . Note 

that Eq. (2.11) is not in tensor calculus. In order to unravel all parallel transmitted 

channels, t r sN N N≤ ≤  for Gaussian elimination to be performed, assuming that 

sufficient transmission diversity is achieved in the transmission channel such that 

trank( )=H .N  Note that sN  represents the spatial channel diversity, i.e. spatial 

mode channels further detailed in Chapter 3, and to minimize the outage 

probability, = =t r sN N N  is generally used [46]. 

2.3 Channel state information 

MIMO transmission has been recently introduced in the field of optical 

communications, and therefore many new optical components and sub-systems are 

currently being developed such as fibers, (de)multiplexers, filters, and amplifiers. 

As these recently introduced components are not mature and developed, it is 

important to verify their respective performances. Digital signal processing provides 

accurate characterization of these components through the acquisition of the 

channel state information. CSI represents the known transmission properties of H . 

Two main methods for obtaining the CSI are well known, namely LS [44], and 

MMSE estimation [r25]. The former relies on the transmission of a known training 

sequence S, and the latter can make use of either known transmitted sequences, or 

blind estimation. As mentioned before, many components and sub-systems are 

being developed. Therefore, known transmitted sequences are used for both the LS 

and MMSE method, as they provide a higher reliability. 

2.3.1 Least squares estimation 

The transmission matrix H can be estimated by the transmission of a known 

sequence TS  for a received signal R. The LS estimation method then optimizes [42] 

 { }LS Tmin
H

H H R HS .≈ = −   (2.12) 

Using the autocorrelation method, the LS solution is readily given as [47] 

 †H H 1
LS T T T T( )H RS S S RS ,−= =   (2.13) 

where 
†
 is the Moore–Penrose pseudo inverse, and in this particular case, the right 

inverse. From Eq. (2.13), it is implied that † H H 1
T T TT ( )S S S S −= , and Eq. (2.13) 

represents a correlation between the received signal and the known transmitted 

signal. The correlation method averages the result over a symbol sequence with 

length LF . Note that a large LF  can increase the accuracy, under the assumption  
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of a stable channel. The cross correlation of vector signals a and b is 

 ( )
1

ab
0

a b ,
J

j j
j

C
−

∗
+

=
= ∑ ii   (2.14) 

where i is the lag, and J is the correlation length. Autocorrelation is the case where 

a b= . At the receiver side, 2-fold oversampling is used for the received signal. 

Therefore, the known training sequence is also 2-fold oversampled. This is achieved 

by zero-padding, i.e. between two consecutive known training symbols one zero is 

added. Hence, the pseudo-inverse of the training sequence matrix †
TS  is the 

concatenation of tN  toeplitz matrices †
TS i  as 

 † † † †
T T1 T2 T[ ].S S ,S ,..,S

tN=   (2.15) 

The Toeplitz matrices TS i  are generated by [48] 

 
[ ] [ ] [ ]{ }
[ ] [ ] [ ]{ }L

s , s 1 , .. , s 1

s , s 1 , .. , s 1

,

,

i i i

i i i

k k k L

k k k F

+ + −

+ + −
  (2.16) 

representing the first row and column, respectively. LF  denotes the number of 

samples taken into account. The received matrix 

 

+ −   
   = =   
   + −   



   



1 1 1 L

Lr r r

[ ] [ 1]

[ ] [ 1]

r

R .

rN N N

r k r k F

r k r k F

  (2.17) 

The Toeplitz matrix multiplication performs a convolution between receiver j and 

transmitter i, as can be understood from section 2.2. Therefore, for large LF , Eq. 

(2.13) can be computed more efficiently in the frequency domain as proposed in 

[r25]. Let 

 
( ) { }

( ) ( ){ }
=

= −Ls [ ], s [ +1], .. , s [ + 1]

r r ,

s ,

i i

i i i i

f

f k k k F


†   (2.18) 

where {}⋅ denotes the discrete Fourier transformation (DFT), which uses a power 

of 2 size for efficient implementation. By performing an element-wise 

autocorrelation in the frequency domain and selecting the correct section of the 

outcome, the frequency domain methods yields the same results as the time domain 

equivalent in Eq. (2.13), where 

 ( ) { }1
LS, ( ) ( )h r s .ji i jf f f−=    (2.19) 

The main challenge for estimating LSH  in optical communications is that Eq. 

(2.13) does not account for the carrier frequency offsets between the transmitter 

and LO lasers. For accurate LS channel estimation, the carrier frequency offset 

must be first removed. This aspect is further detailed in Chapter 7. 
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2.3.2 Minimum mean square error estimation 

A second method for estimating the channel transmission matrix H is based upon 

MMSE estimation, and is proposed for optical transmission systems in [r25]. It 

exploits the MMSE MIMO equalizer’s weight WMMSE response (see Chapter 6). In 

the receiver DSP, carrier frequency offset is compensated by CPE algorithms (see 

Chapter 7). Therefore, this method does not require additional frequency offset 

compensation. MMSE estimation using the MIMO equalizer’s weight is particularly 

interesting for optical communications, as MMSE equalizers are widely employed. 

The corresponding estimated transmission matrix can then be denoted as 

 
MMSE MMSEH W .= †   (2.20) 

The main difference between MMSE and LS is that MMSE takes noise into 

account, and therefore MMSE LSH H≠ . However, both transmission matrices are 

approximations of the true transmission matrix H , and are not exact solutions. 

The MMSE method has been experimentally compared with the LS method [r25], 

as shown in Fig. 2.4 for an impulse response estimation of an 80 km quadrature 

phase shift keying (QPSK) 3MF transmission experiment [r19]. Here, the elements 

in the figure represent the elements of H , where the impulse response length L is 

shown on the horizontal axis of the elements. The maximum eigenvalue 

discrepancy between the two methods was only 0.3 dB over an OSNR region from 

13 to 19 dB. Therefore, it can be concluded that both methods perform similarly 

and provide good CSI insight. 

 

 

 
Fig. 2.4 Channel estimation comparison between the LS and MMSE method [r25]. 
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2.4 Transmission capacity 

As the transmission matrix H can be readily estimated, important information from 

H can be deduced about the transmission system. Most probably, the most 

important parameter are the eigenvalues, as they provide insight into the mutual 

information, and hence, the potential transmission system capacity [44]. In this 

section, the singular values of the transmission matrix H  are first computed, before 

the capacity equations are introduced. In communication research, the most 

commonly used method for computing eigenvalues of a matrix is the singular value 

decomposition (SVD) [49]. Therefore, let 

 HH = U§V   (2.21) 

and substitute in Eq. (2.10), which results in 

 HR = U§V S + N,   (2.22) 

where U  and HV  are unitary matrices of size [Nr×Nr] and [Nt×Nt], respectively. 

The columns of U  and V  are orthonormal vectors, which can be considered as 

basis vectors. Note that the Hermitian transpose of V  is unitary. §  is a diagonal 

matrix of size [Nr×Nt], where the singular values σm are on the diagonal entries, and 

are real-valued and positive, where t1 m N≤ ≤ . Now, to further simplify Eq. (2.22), 

assume transmission of [50] 

 HS V S,='   (2.23) 

and the reception of  

 HR U R.='   (2.24) 

By substituting Eq. (2.23) and Eq. (2.24) into Eq.(2.22), the transmission system is 

 HR §S U N.= +' '   (2.25) 

Note that by performing a unitary rotation of N, the AWGN properties remain 

unaffected. Therefore, for simplicity, introduce 

 HN U N,='   (2.26) 

 

 

Fig. 2.5 Transmission  relation of the rotation of S and R through the diagonal matrix §. 
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and substitute N'  in Eq. (2.25), to result in a new transmission system model 

 R §S N .= +' ' '   (2.27) 

This is a very elegant formula, graphically represented in Fig. 2.5, as it directly 

relates to Eq. (2.10) and clearly indicates the dominance of the singular values of 

the diagonal entries of §  for the transmission system performance. Therefore, the 

singular values provide greater insight into potential transmission system 

performance. For example, the rank of H  is immediately visible from the number 

of singular values of § , and hence, the number of addressable spatial channels for 

potential parallel information streams employing the same bandwidth is known. 

Thereby, the potential performance of each parallel stream is indicated. In the 

optimum case, the condition number of §  is 1, meaning that the transmission 

channel matrix H  is statistically well-conditioned. The condition numberκ of 

matrix H  is computed as [51] 

 ( )
max[ ( ) ]

min[ ( ) ]

H
H .

H

m

m

σ
κ

σ
=   (2.28) 

If H  is well-conditioned, a high transmission capacity can be realized. However, if 

the condition number is large, H  is ill-conditioned, resulting in a potentially low 

transmission capacity [52]. 

 

Thus far, the singular values have been used for channel state information 

purposes. As the main goal of MIMO transmission is to spatially increase the open-

loop transmission capacity, the eigenvalues of H  require to be computed. As 

introduced in Chapter 1, open-loop transmission is currently the only form of 

transmission in optical core networks, where the receiver does not provide feedback 

to the transmitter. Therefore, in optical transmission systems the term transmission 

capacity is used for the open-loop transmission capacity. The eigenvalues mλ can 

directly be obtained from the singular values as 2
m mλ σ= , readily allowing the 

MDL to be determined as [44] 

 
λ

λ

  
  = ⋅

  
  

10

max ( )
MDL( ) 10 log [dB]

min ( )

H
H .

H

m

m

  (2.29) 

Therefore, a large MDL indicates a lower potential transmission capacity. Note 

that the MDL does not correspond to a spatial mode (see Chapter 3), but to a 

transmitted spatial channel which during transmission becomes mixed with other 

spatial channels. The Shannon-Hartley theorem for capacity states that the 

transmission rate RT is equal to, or smaller than, the maximum transmission  
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capacity as [38, 44, 52] 

 ( ) -1
T 2 pol

1

log 1 SNR bits s,
tN

m
m

R C B λ
=

 ≤ = +  ∑   (2.30) 

where  

 2 2
polSNR /s nσ σ=   (2.31) 

is the common SNR in one channel (in optical transmission this is a single 

polarization) and B represents the used bandwidth. The transmission rate RT 

denotes the system throughput. Therefore, Eq. (2.30) provides an upper bound for 

throughput, where the total system transmission throughput rate is the summation 

of the independent channel rates as 

 
t

T
1

.
N

m
m

R R
=

= ∑  (2.32) 

With every transmission system, the initial transmission system design focuses on 

throughput. When the capacity C is smaller than the designed RT, the system is 

considered to be in outage [46]. Finally, an additional important parameter in 

optical transmission systems is the spectral efficiency SE, and is defined as 

 -1 -1
TSE . [bits s  Hz ]/R B=   (2.33) 

2.5 Maximizing throughput 

As has been well established in theory [39], system throughput is limited by the 

Shannon capacity, resulting in the aim by system designers to minimize the 

capacity, where the throughput difference is TC R− . In order to maximize the 

throughput, the transmitted signal consists of constellations. A constellation is a 

representation of a modulated signal pulse at the center symbol sampling instant in 

the complex plane. In this thesis, the employed transmitted signal constellations 

range from QPSK to higher order QAM symbol sequences. In the following 

subsections, the generation of these constellations is addressed. 

2.5.1  Generalized QAM transmitter 

A QAM symbol consists of two orthogonal components, the inphase IQAM(t) (real) 

and quadrature QQAM(t) (imaginary) component, where both occupy the same 

bandwidth. To this end, a transmitted QAM symbol sequence can be represented 

in the perfect case as 

 
( ) ( ) ( )

( ) ( ) ( ) ( )

0
QAM QAM QA

2

0

M

QAM Q 0AMcos 2 sin 2 ,

j f ts t jQ e

I f t

I t

tQ f t

t

t

π

π π

= +  
= −

  (2.34) 
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where f0 is the carrier onto the QAM signal is modulated. The orthogonality  

between the two components can easily be proven by 

 ( ) ( )01

0 0
0

cos 2 sin 2 d 0
/

,
f

f t f t tπ π =∫   (2.35) 

when ( )QAMI t  and ( )QAMQ t are constant. However, in reality the QAM 

transmitter is not perfect. Fig. 2.6(a) shows the generalized QAM transmitter 

scheme, where an incorrect phase offset between the two mixers is present. This 

effect is known as the image rejection ratio (IMRR) in [dB], which represents the 

ratio of the desired frequency to the image frequency [53]. The effect of IMRR is 

graphically represented in Fig. 2.6 (b) Fig. 2.6 (c) for carrier and baseband signal, 

respectively. A large negative IMRRdB corresponds to a well performing 

transmitter. Additionally, in the transmitter two amplifiers are inserted. The gains 

G1 and G2 are also unequal, and contribute to reducing the IMRR. Finally, low 

pass filters (LPFs) are inserted in each branch. For the experimental work further 

described in Chapter 8, the low pass filter 3 dB bandwidth was large enough to be 

considered flat in the signal bandwidth. The transmitter IMRR is defined as [54] 

 
( )
( )

2 2
1 2 1 2 err

dB 10 2 2
1 2 1 2 err

2 cos
IMRR =10log

2 cos
.

G G G G

G G G G

ϕ
ϕ

 + −
 

+ +  
 [dB] (2.36) 

This equation can be simplified when introducing the gain ratio R 1 2/G G G=  and 

R 1G G= −  and by studying two cases. First, assume that the phase offset is 0. In 

addition, assume that RG  is close to 1. Then the IMRR becomes 

 ( )
( )ERR

22 2
RR R

0 2 2
R R R

11 2
IMRR

41 2 1
.

GG G G

G G G
ϕ =

−+ −
= = ≈

+ + +
  (2.37) 

For the second case, assume that there is no gain difference, which results in 

 
( )
( )R

2
err err err2

1
err

1 cos
IMRR tan

1 cos 2 4
.G

ϕ ϕ ϕ
ϕ=

−  = = ≈ +  
  (2.38) 

 

Fig. 2.6 (a) QAM symbol transmitter scheme. Effects of IMRR for (b) the modulated carrier 

signal and (c) the baseband signal [53]. 
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As these two cases are independent, Eq. (2.36) can be approximated as the 

summation of the two separate cases as  

 
2 2

err
dB 10IMRR 10log

4
.

G ϕ +
≈  

 
  (2.39) 

2.5.2 Constellations 

In the experiments in Chapter 8 four standard two dimensional (2D) QAM 

constellations have been used; QPSK, 8, 16, and 32 QAM. The available laboratory 

equipment was limited to generating 32 QAM symbols, and hence constellations 

beyond 32 QAM have not been investigated. Each constellation carries log2(Nconst) 

bits, where Nconst represents the number of constellation points. Note that QPSK 

and 16 QAM are rectangular QAM constellations, and 8 and 32 QAM are non-

rectangular constellations. Rectangular constellations have the advantage of bits 

being modulated in either IQAM(t) or QQAM(t), whereas non-rectangular QAM 

constellations have a dependence on both dimensions. This is shown in Fig. 2.7, 

where the respective numbers decimally represent the bit sequence. Theoretically, 

arbitrary bit mappings can be chosen. However, for optimal performance, the 

square transmitted constellations are Gray coded, where the bit mapping is shown 

in Fig. 2.7 [55]. Note that the non-square constellations are not Gray coded. 

 

 Recently in optical transmission systems, based on the two dimensional QAM 

constellations, higher order constellations are considered to be employed. The main 

motivation for this is the readily available electronic capabilities and the available 

bandwidth which is being occupied by the transmission channels. Four dimensions 

are formed by using two consecutive 2 dimensional QAM constellations. A 

technique was introduced in the early 80’s by Ungerboeck to use symbols carrying a 

number of bits in redundant signal sets [56]. The transmitted signal sets were set-

Fig. 2.7 Transmitted QAM constellations in this work: (a) QPSK, (b) 8, (c) 16, and (d) 32 

QAM. The numbers decimally represent the bit allocations [55]. 
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partitioned (SP) to maximize the Euclidian distance. Note that, by performing set 

partitioning, the number of transmitted bits per symbol is reduced. Effectively, the  

same methodology can be applied in 4D constellations, where the 4 dimensional 

Euclidian distance between constellation points is increased. This method was first 

introduced in optical transmission systems in 1990 [57]. However, it wasn’t widely 

adopted. For approximately 20 years there was little interest in constellation 

coding. With optical transmission systems currently being aided by high speed 

digital signal processing electronics, there is a resurgence in the use of higher order 

modulation format coding [58, 59]. This represents the first four dimensional (4D) 

constellation transmission over a 3MF, further detailed in Chapter 8. The 

transmission of three 4D constellations has been investigated in this thesis, namely 

time-shifted (TS) QPSK (3 bits), 32-SP-QAM (5 bits), 128-SP-QAM (7 bits). TS-

QPSK is based on two QPSK symbols, and the latter two are based on two 16 

QAM symbols. In two 2D constellations ( )2 const2 log N⋅  bits can be transmitted, 

which is 4 and 8 bits for the QPSK and 16 QAM basis, respectively. TS-QPSK can 

easily be generated by adding one parity bit to 3 data bits which are being 

transmitted. The same methodology is applied to 128-SP-QAM, where 7 data bits 

and one parity bit are transmitted. A slightly more difficult constellation to 

generate is 32-SP-QAM. First, both the first and second 16 QAM constellations are 

SP once, as depicted in Fig. 2.8. This reduces the throughput to 6 bits per 4D 

symbol. Finally, the last bit is used as parity bit, similarly to previously mentioned 

4D constellations. This results in the transmission of 5 bits per four dimensions. 

Note that, by further increasing the dimensionality of the constellations, increased 

gains in SNR tolerances could potentially be achieved [56]. To investigate the 

theoretical performance limits of all the transmitted constellations, the bit error 

rate (BER) for each SNR is computed. Therefore, the 2D and 4D constellations are 

 

Fig. 2.8 Two-step set partitioning of the 16 QAM constellation on even or odd parity. 
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noise loaded per SNR value, and Monte-Carlo simulations are performed such that 

>10,000 errors are counted. For all constellations, a maximum-likelihood (ML) 

decoder is used to maximize the BER performance. The resulting BER curves for 

all constellations are depicted in Fig. 2.9, and are used for system characterization 

in Chapter 8. BER versus SNR characterization is the only true system 

performance measure available. However, for historical reasons, occasionally 

research groups and carriers prefer to use the quality factor, or Q-factor Q. The Q-

factor can be computed from the BER in linear units using [60] 
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exp /21
BER erfc

2 2 2
/

,
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Q π

− = ≈ 
 

  (2.40) 

where erfc represents the complementary error function as 

 ( ) 22
erfc d ,v

x

x e v
π

∞
−= ∫   (2.41) 

and the Q-factor in dB is ( )dB 1020logQ Q= . Note that an SNR penalty is the 

primary performance indicator of a system penalty and is defined on the horizontal 

axis for a set BER, and the Q-factor penalty is defined on the vertical axis for a set 

SNR, as depicted in Fig. 2.9. Clearly, for all transmitted constellations, SNR is the 

main limiting factor in transmission capacity and throughput [61]. SNR has been 

previously defined in Eq. (2.31), however, in optical transmission systems, the term 

OSNR is more commonly used. OSNR can be directly computed from SNR as [36] 

 
pol

pol
sym ref

OSNR SNR ,
2

N

T B
=   (2.42) 

where refB is 0.1 nm reference bandwidth (12.5 GHz at 1550 nm wavelength), and 

Npol is the number for transmitted polarizations. Note that in the denominator the 

symbol time is used, therefore OSNR is dependent on the serial data rate. In this  

work, Npol is always assumed to be 2, corresponding to DP transmission. The 0.1 

Fig. 2.9 BER and Q-factor versus SNRpol for all transmitted constellations in Chapter 8. 
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nm reference bandwidth is commonly chosen for measurement purposes [36]. In 

decibel, OSNR is a linear shift of SNRpol as 

 pol
dB 10 pol,dB

sym ref

OSNR 10log +SNR .
2

N

T B

 
=   

 
  (2.43) 

For further transmission performance characterization in the experiments discussed 

in Chapter 8, OSNRdB is used. 

2.6 Constellation sequences 

 The previous section described how constellations are formed with a number of 

bits. However, the transmitted signals consist of constellation sequences. For real 

data, these constellation sequences are continuous zero-mean uncorrelated bit 

sequences, as previously defined in section 2.1. However, in the laboratory, the 

length of these sequences is bound by the laboratory equipment memory. 

Therefore, constellation sequence lengths are generally of length 2n, and are 

cyclically repeated. In order to emulate multiple channels, delayed copies of one 

sequence are transmitted. This is a cheap methodology for emulating multiple 

transmitters. Therefore, it is key that the transmitted constellation sequences have 

very good autocorrelation features, i.e. no correlation is allowed with itself. As 

constellations are formed by multiple bit sequences, it is important to note that the 

used bit sequences should be independent and uncorrelated. For completeness, the 

three main sequence generators often used are explained [62], namely polyphase 

constant amplitude zero autocorrelation (CAZAC) sequences, binary pseudo 

random bit sequences (PRBSs), and non-binary De Bruijn sequences. The 

transmitted sequences in the experimental work in Chapter 8 are based on PRBSs, 

and the resulting autocorrelation of the full sequence length for the various 2D 

Fig. 2.10 Autocorrelation of the transmitted 215 length QPSK, 8, 16, and 32 QAM symbol 

sequences, based on independent PRBSs. 

  



36 

 

 

 

 

 

MIMO transmission system capacity 

 

constellations is shown in Fig. 2.10. The autocorrelation is defined in Eq. (2.14). 

Note that the correlation peaks are different in height, which is attributed to the 

average amplitude in the constellation. The maximum amplitude was set to 1 per 

dimension. Therefore, it can be concluded that for all QAM constellations truly 

uncorrelated sequences are transmitted. 

2.6.1 CAZAC sequence 

The CAZAC sequence was initially proposed by Frank and Zadoff [63], and 

improved by Chu [64]. Therefore, this polyphase sequence type is also known as the 

Frank-Zadoff-Chu sequence, and is used in long-term evolution (LTE) wireless 

networks. The CAZAC sequence is defined as [64] 

 [ ] ( )
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  (2.44) 

where i and NCAZAC are relatively prime, i.e. the greatest common divider is 1, and 

NCAZAC denotes the desired sequence length. The main benefit of using CAZAC 

sequences are the constant amplitude and autocorrelation properties. Therefore, 

this type of sequence is mainly interesting for phase shift keying (PSK) modulation 

formats. To this end, sequences with good autocorrelation features that do not 

necessarily have to satisfy constant amplitude are preferred. 

2.6.2 Pseudo random bit sequence 

 From the bit sequence generators, the most commonly used is the deterministic 

PRBS generator. Its popularity is mainly attributed to its simplicity in employing a 

linear feedback shift register (LFSR) of length n, to generate a 2n-1 cyclic pseudo 

random sequence. Constellations based up PRBSs have been used in this work. 

Currently known maximum length shift registers go beyond n=168 [65]. Using 

n=168 results in a sequence substantially longer than commonly used laboratory 

instruments memory can hold. Generally, a LFSR of length 15, 21, or 31 is used. 

Unless otherwise noted, the LFSR length used in this work is 15, and the employed  

 

Fig. 2.11 LFSR of length 15, which generates a 215-1 PRBS. 
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LFSR is shown in Fig. 2.11. The initial values in the shift register are the seed 

values, which cannot be all zeros as the exclusive-or will not generate 1’s. Note that 

using the same PRBS for constellation sequences carrying multiple bits results in 

loss of the autocorrelation properties [66]. However, as n increases, >1 PRBS 

solution exists for each value of n, where each solution uses a different LFSR. 

Consequently, the creation of multiple independent and uncorrelated bit sequences 

can be exploited to generate symbols with good autocorrelation features carrying 

multiple bits, as depicted for all transmitted constellation sequences in Fig. 2.10. 

2.6.3 De Bruijn sequence 

The last sequence type is the non-binary De Bruijn sequence, which is also a cyclic 

sequence. Unlike PRBSs however, De Bruijn sequences are not limited to binary 

solutions, but are formed by an alphabet (the constellation points), and a 

subsequence length. Unfortunately, they are more difficult to generate than PRBSs 

[67], as each constellation type with Nconst, requires new De Bruijn sequences to be 

generated. The main advantage of De Bruijn sequences is that they satisfy the 

occurrence of each subsequence in the total constellation sequence once. This is not 

true for PRBS, as the 0…0 subsequence is not visited. In terms of autocorrelation, 

both have good performance. 

2.7 Converting constellations to the optical domain 

Previous sections have focused on the linear theoretical limits and generation of 

constellation sequences. Thus far, the generation of constellation sequences is 

performed analytically in the digital domain. To convert the digital domain 

sequences to the optical domain, first the sequences are transformed to analog 

electrical sequences. This conversion is performed using a DAC. The DAC is a key 

component for increasing and optimizing the serial channel data rate and 

performance, shown in Fig. 1.5. Each DAC has a number of analog levels available, 

the quantization levels, which correspond to the number of precision bits. This is 

also true for the ADC. However, the ENOB is not equal to the number of precision 

bits and can be computed by generating sine wave patterns, where the number of 
cycles is relatively-prime to the number of points in the pattern [68]. Fig. 2.12 

depicts the record ENOB figures of commercially available ADCs up to 2008 [69], 

which experience a similar trend as DACs. From the figure can be observed that 

the ENOB decreases as the frequency increases. The performance is theoretically 

limited by the 50 ohms thermal noise, and to overcome this limit, the usage of 

photonic ADCs is proposed [70]. The ENOB figure of the commercial DAC used in 

this work, the Micram Vega DAC II, limited the constellation size to 32 QAM in 2 
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dimensions, as denoted in section 2.5. Due to a non-disclosure agreement with the 

manufacturer, this figure cannot be shown with respect to the output baud rate. 

 

After the digital domain sequence has been converted to the analog domain, there 

are three fundamental techniques for the implementation of an analog-to-optical 

converter [71]: direct modulation of a laser, laser external modulation, and external 

modulation through a Mach-Zehnder modulator (MZM). The latter technique is 

the most preferred method, as chirp-free constellation generation can be achieved 

[72], and is the technique used throughout this work. Note that this is also the 

most expensive analog-to-optical converter method. The MZM scheme is shown in 

Fig. 2.13(a), where in each arm a phase modulator is present. Without considering 

insertion loss and assuming a correct bias point, the transfer function from an 

analog electrical signal to optical signal is [72] 

 ( )1 2
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,j t j tt

e e
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ϕ ϕ= +



  (2.45) 

where for simplicity in( )t  and out( )t  represent the MZM input and output 

optical carrier independent of Cartesian coordinates, respectively, and the phase 

 
( )
π,

ϕ π= .
i

i
i

s t

V
 (2.46) 

Note that ( )s t  has been previously defined as the transmitted signal, and Vπ 

denotes the driving voltage required to achieve a π-phase shift in one arm. Typical 

Vπ  driving voltages range from 3 to 6 Volt. To achieve chirp-free constellation 

 
Fig. 2.12 Analog-to-digital converter ENOB scaling with frequency, limiting the signal 

generation performance [69]. 
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generation, the arms are driven in a push-pull configuration, this means that the 

transmitted signals are generated as 

 1 2( )= - ( )=s( )/2.s t s t t   (2.47) 

Inserting Eq. (2.46) and Eq. (2.47) in (2.45) gives 

 
( )out

in

( )
cos .

( ) 2

s tt

t Vπ

π 
=  

 




  (2.48) 

The field transfer function is shown in Fig. 2.13(b), where the bias Voltage is set at 

-Vπ/2. Operating the MZM with the bias Voltage at Vπ/2 results in a sign change 

of the modulated field with respect to the -Vπ/2 bias Voltage. The power transfer 

function between the input Pin and output Pout can be obtained by squaring the  

electrical field output of Eq. (2.48), resulting in 

 
( ) ( )out 2

in

( ) 1 1
cos + cos .

( ) 2 2 2

s t s tP t

P t V Vπ π

π π   
= =   

   
  (2.49)  

The power transfer function is illustrated in Fig. 2.13(b). Note that the MZM 

allows only one analog electrical input to be converted to the optical domain. 

Therefore, for generating QAM constellations, two MZMs are required. This 

element is often referred to as a double nested MZM or an IQ-modulator. The IQ-

modulator scheme is shown in Fig. 2.14. In the lower arm, an optical π/2 phase 

shift is introduced to generate the real and imaginary axis of the QAM 

constellation. The transfer function can be extended from Eq. (2.48) as 

 
( ) ( )QI in

out
( )

( ) cos + cos ,
2 2 2

s ts t t
t j

V Vπ π

ππ    =    
     


   (2.50) 

where Is  and Qs  represent the transmitted inphase and quadrature signal,  

 

 

Fig. 2.13 (a) Mach-Zehnder modulator scheme, (b) field and power transfer function of the 

Mach-Zehnder modulator [72]. 
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respectively. Note that Eq. (2.50) is directly related to Eq. (2.34), where 
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  (2.51) 

The IQ-modulator used in this work is implemented on a Lithium Niobate 

(LiNbO3) platform. IQ-modulators can also be implemented in Gallium Arsenide 

(GaAs) or Indium Phosphide (InP) [72]. 

2.8 Transmitter digital filters 

The goal of digital domain filters is to optimize the transmitted signal, and hence, 

improve the transmission system performance. This section first focuses on digital 

predistortion filters, followed by pulse shaping filters. 

2.8.1 Digital predistortion filters 

In Eq. (2.51) it was shown that IQAM and QQAM are related to Is  and Qs  through a 

Cosine function. Obviously, it is clear that the digital to optical transfer function is 

not linear. As the transfer function is known, a simple digital predistortion filter 

can be introduced to obtain a linear digital to optical transfer function. Therefore, 

let 
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2
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  (2.52) 

 

Fig. 2.14 IQ-modulator scheme consisting of two MZMs, where one is phase shifted by π/2. 
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when inserting Eq. (2.52) in Eq. (2.50), the linear transfer function 

 ( ) ( ){ }= +  in
out I Q

( )
( )

2

t
t s t j s t


   (2.53) 

is obtained. Hence, the desired analog signal to be transmitted is ( ) ( )I Qs t j s t+ 

. 

This conversion can be achieved by a single-tap amplitude filter. 
 
In addition, in the QAM constellation generation figure (Fig. 2.6), a low pass filter 

is inserted in the signal paths. The primary sources of the low pass filter are the 

DAC and electrical cable bandwidth limitations, which have to be taken into 

account. As bandwidth limitations are inevitable in practice, a signal amplitude 

change results in a non-zero rise and fall time. The amplitude difference between 

the current and next transmitted symbol is 

 [ ] [ ]1 .s s k s k∆ = − +   (2.54) 

Now, a simple single-tap digital filter can be applied through which s∆  can be 

altered, either in a linear or nonlinear fashion. Employing such digital filter can 

result in overshoot. However, when implemented correctly, the overshoot effect is 

smaller than the rise and fall time penalty. To indicate the filter performance, an 

experimental 28 GBaud 16 QAM consisting of two 4 pulse amplitude modulation 

(PAM) electrical driving signals with and without digital overshoot filter is shown 

in Fig. 2.15. This figure depicts an experimental 16 QAM constellation measured in 

a back-to-back (BTB) setup where (c) no filters are applied, and (d) both the 

overshoot and Arccosine filter are applied. 

2.8.2 Digital pulse shaping filters 

The previous two digital filters focused on optimizing the constellation by 

predistorting the sI and sQ signals. However, a second type of digital filter can be 

applied as well: the pulse shaping fiter. By performing digital pulse shaping, the 

intersymbol interference (ISI) can be minimized, and the signal frequency spectrum 

response can be altered [r15]. It is important to note that the maximum system 

capacity in Eq. (2.30) assumes a limited bandwidth B. When transmitting a signal 

Fig. 2.15 Experimental demonstration of the arccos and overshoot predistortion filters. 28 

GBaud 4 PAM electrical driving signal (a) without, and (b) with overshoot filter. 28 Gbaud 

16 QAM optical constellation (c) without, and (d) with arcos and overshoot filter. 
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without signal shaping, a wide bandwidth is used as shown in Fig. 2.16(a). Usually, 

this bandwidth is considered to be approximately 2B. The wide bandwidth can be 

reduced to B by employing a raised-cosine filter ( )rcH f . In the frequency domain, 

this filter is defined as [71] 

 ( )

R
sym

sym

sym sym R R R
rc

R s sym

1

1 1 1
1 cos

2 2 2 2

0 otherwise

,
s

T f
T

T T
H f f f

T T T

β

π β β β
β

− ≤

   − − += + − < ≤   

  




  (2.55) 

where R0 1β≤ ≤  is the roll-off factor. The simulated resulting spectrum for a BTB 

transmission is shown in Fig. 2.16(b) for R 0β = . For this case, the raised cosine 

filter is considered to be a Nyquist filter, which corresponds to a Sinc function in 

the time domain. Theoretically, this digital filter provides a minimized signal 

bandwidth B, and thus maximizes the SE. To implement a perfect Nyquist raised 

cosine filter, 2-fold signal oversampling is required. However, the required 

oversampling rate is often limited by availability of a high-speed DACs, resulting in 

roll-off factors being chosen which are larger than 0 at the cost of bandwidth. 

Furthermore, for completeness, a digital spectral pre-emphasis filter can be 

employed to compensate the analog bandwidth roll-off, as shown in Fig. 2.16(c). 

2.9 Summary 

This chapter has introduced the general linear transmission system, and has 

discussed the implications in scaling from a regular one transmitter and one 

receiver system to a MIMO transmission system. Through employing V-BLAST, it 

is shown that the system capacity can be increased, without requiring additional 

bandwidth. Channel state information has been introduced for estimating the 

MIMO transmission matrix, and is particularly important for understanding the 

coupling parameters and maximum capacity achievable by the MIMO transmission  

 

 

Fig. 2.16 Transmission spectrum (a) without digital pulse shaping filter, (b) with Nyquist 

filter, and (c) with Nyquist and spectral pre-emphasis filter. 
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system. As the capacity is the upper limit of the throughput, the QAM 

constellation format has been introduced, which exploits the inphase (real) and 

quadrature (imaginary) phase components. However, for low BER performance, the 

chosen QAM constellation is always limited by the signal-to-noise ratio 

performance of the transmission system. Therefore, depending on the transmission 

system’s signal-to-noise ratio, a suitable QAM constellation has to be chosen. 

Furthermore, the generation of the QAM constellation sequence by a number of 

independent bit sequences has been explained, and the electrical to the optical 

domain conversion has been detailed. Finally, digital filters are introduced for 

compensating for transmitter impairments and for optimizing the chosen 

transmission constellation. 

 

 
  

  



 

  



 

 
 
Chapter 3  
 

Scaling in the optical fiber medium 
 

 
 Study the past, if you would divine the future. 

 Confucius 

 

In the previous chapter, a linear transmission model was established for MIMO 

systems exploiting the spatial domain to increase the transmission system capacity 

for a fixed bandwidth. This chapter provides a detailed description to create and 

exploit the spatial dimension in optical fibers through recently introduced fiber 

types such as few-mode fibers, multi-mode fibers, multi-core fibers, and potential 

combinations between multi-mode and multi-core fibers. These SDM fibers are 

introduced in section 3.1. The key difference between SDM fibers and conventional 

SSMFs is that the latter only allows for the guidances of one spatial mode in a 

single core. Therefore, the primary focus of this chapter is to provide a fundamental 

basis for scaling and managing the digital signal processing equalizer computational 

complexity in Chapter 6, and experimental results obtained in Chapter 8. As the 

majority of the contributions is based on employing multiple modes as spatial 

transmission channels, first, the origin of a mode is described. To this end, section 

3.2 focuses on Maxwell’s equations, to obtain the transverse wave equation. The 

transverse wave equations allows for establishing the field modes, which are 

approximated by the LP mode basis in section 3.3. In section 3.4 the linear 

description of the fiber impulse response is obtained. Therefore, section 3.4 gives 

great insight in digital equalization requirements. Unfortunately, due to mode 

coupling in the fiber, and coupling at fiber splice points, the optical transmission 

channel becomes a fading channel. This is detailed in section 3.5. Finally, optical 

propagation effects are described in section 3.6. There are three primary 

propagation effects, namely attenuation, linear impairments such as GVD, and 

nonlinear impairments. Attenuation can be compensated by optical amplifiers, 

which add ASE noise, degrading the OSNR. GVD can be considered an all-pass 

filter, and can therefore be compensated by digital filters. Then, a brief description 

is outlined of the origin of nonlinear behaviour. The primary equalization task is to 

mitigate linear impairments, and therefore the transmission system is generally 

operated in a region where the nonlinear effects are small. Finally, scaling channels 

through multi-core transmission is detailed. 
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3.1 Spatial division multiplexing in optical fibers 

In Chapter 2 it was noted that the transmission system’s capacity can be increased 

through MIMO transmission, where all transmitted channels occupy the same 

bandwidth. However, the key requirement for MIMO transmission to work is 

spatial diversity, i.e. the condition number of the transmission matrix H  has to be 

low (near 1 to maximize transmission capacity). A key advantage of optical 

transmission systems is that transmission medium, the optical fiber itself, can be 

engineered to the designer’s liking for increasing the number of spatial transmission 

channels. The most obvious and simplest method of spatial diversity is by 

employing multiple SSMFs, as shown in Fig. 3.1(a). The main advantage of this 

approach is that all components are readily available, and accordingly, no research 

is required, and the capacity crunch can be alleviated. However, employing single 

mode fibers scales the cost per transmitted bit linearly. As Chapter 1 introduced, 

the capacity demand is increasing exponentially, and therefore linear scaling is not 

commercially viable in the long term. Key to reducing costs is the sharing of 

components in a transmission system. To this end, multiple solutions have been 

proposed over the last few years [25]: 

• Few-mode fibers (FMFs) [73-75].  

• Multimode fibers [76].  

• Multi-core fibers (MCFs) [30, 77]. 

• Coupled-core fibers (CCFs) [78].   

• Hollow-core photonic bandgap fibers [79-81]. 

(a) (b) (c)

(e) (f)(d)

core

cladding

coating

 

Fig. 3.1 Schematic representation of the suggested optical fiber types for SDM. (a) multiple 

single mode fibers. (b) few-mode fiber. (c) multimode fiber. (d) multicore fiber. (e) coupled-

core fiber. (f) photonic bandgap fiber. 

  



3.2 The wave equation 

 

 

47 

 

Currently, the best spatial multiplexing solution is unknown. Further research is 

required, and will not depend on the fiber medium only, but also on optical 

components such as (de)multiplexers, amplifiers, optical filters, and switches. There 

are two approaches for subdividing the above fiber types, namely multimode and 

multicore, where either the orthogonal fiber modes or orthogonal spatial cores are 

used as transmission channels. The former fiber type comprises the FMF, MMF, 

and HC-PBGF, and the latter fiber type comprises the remaining two fibers in Fig. 

3.1. Alternatively, a second approach to subdivide the above fibers is by separating 

them in the solid core and hollow core fiber types, where the latter type only 

consists of the HC-PBGF. 

 

Note that any linear combination of the aforementioned fibers can also be made. In 

Chapter 8, a 3MF is characterized [r3], HC-PBGF [r32], and the linear combination 

of a few mode and a multi core fiber; the FM-MCF [r36]. In this work, the primary 

focus is achieving SDM through mode multiplexing. Note that all aforementioned 

fiber types described are experimental fibers, and can be considered non-optimal for 

commercial application. They are to be further optimized for increased transmission 

performance in the future. Therefore, in the next sections, first the optical fiber 

wave equation is described, followed by the weakly guiding approximation to arrive 

at a basis describing the spatial mode equations [82]. This description is based on 

the conventional solid core fibers. Note that similar results can be obtained for the 

HC-PBGF. However, the theoretical analysis of the HC-PBGF is considered to be 

outside the scope of this thesis. 

3.2 The wave equation 

To explain the concept of employing guided orthogonal spatial optical eigenmodes, 

or fiber modes, as transmission channels the fundamental basis of light propagation 

is explained in this section. In short, an optical mode is a particular solution to the 

Maxwell equations, and in one spatial dimension is generally explained as a 

vibrating string in a two-dimensional plane. When solving the wave equation, the 

vibrations result in a set of harmonic oscillating standing waves. In fact, a similar 

analogy can be applied to optical modes. As propagating light in an optical fiber is 

an electromagnetic wave, the fundamental starting point to explaining the nature 
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Scaling in the optical fiber medium 

 

of fiber modes are Maxwell’s equations in the space-time domain, as [83] 

( ) ( )p, p,tt t= −∂∇ ×  , 

( ) ( )p, p,tt t= ∂∇ ×  , 

  ( ) 0p,t∇ = , 

   ( ) 0p,t∇ = . 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

The partial derivative with respect to time is denoted by ∂t, and ∇  is the three 

dimensional gradient operator. Accordingly, A∇ ×  and A∇  denote the curl and 

divergence of the three dimensional vector A, respectively. The vectors   [V m-1] 

and   [A m-1] represent the electric and magnetic field, respectively, and   [A s 

m-2] and   [V s m-2] describe the corresponding flux densities. All previously 

mentioned vectors are dependent on the three dimensional Cartesian position 

vector T[ , , ]p x y z= , as shown in Fig. 3.2, and time t. Note that the electric field 

( )t  defined in Eq. (2.45) is extended to the spatial domain in Eq.(3.1). Therefore, 

 ( ) ( ) ( ) 0

x

y

z

, .p p j tt t e ω
 
 
 
 

= =

 

 


 


 (3.5) 

Through Eq. (3.5) it is obvious that the angular frequency ωo can be converted to 

the carrier frequency fo, to relate Eq. (3.5) to Eq. (2.51), by 

 [ ]2 rad.fω π=   (3.6) 

For simplicity, assume that the optical fiber is a linear, time-invariant, isotropic, 

and inhomogeneous medium. In fact, optical fibers are not a linear transmission 

medium. However, for the computation of the spatial modes, the non-linear 

behaviour of the fiber can be neglected for simplicity. Assuming a time invariant 

system, the constitutive relation between the electric field and flux is given by [84]  

 ( ) ( ) ( ) ( )+ ,p p p pε=     (3.7) 

 

 

 

Fig. 3.2 Optical fiber description in Cartesian and Cylindrical coordinates, where the z-axis 

denotes the direction of propagation. 
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and the constitutive relation between the magnetic field and flux is 

 ( ) ( ) ( )0p p p .µ= +      (3.8) 

( )p  [A m-2] and ( )p  [V m-2] represent the induced electric and magnetic 

current density. 0µ  (= 4π × 10-7 V s A-1 m-1) denotes the permeability in vacuum. 

The absolute permittivity 

 ( ) ( )0 rp ,pε ε ε=  (3.9) 

where 0ε (= 8.854 × 10-12 A s V-1 m-1) and ( )r p,tε  denote the permittivity in free 

space and the relative permittivity in the optical fiber. Note that the propagation 

speed in vacuum ( ) 1 2
0 0 0

/
c ε µ −= [m s-1]. Now that the material parameters have 

been introduced, the optical fiber can be considered for further reducing the 

complexity of Maxwell’s equations. The above equations can be further simplified 

as optical fibers are source free regions, and hence 

 ( ) ( ) 0p p ,= =    (3.10) 

which is true for the purely linear transmission region, where fiber non-linear 

behavior is fully neglected. To obtain the wave equation, the first step is to convert 

the time-domain Maxwell equations of Eq. (3.1)-(3.4) to the frequency domain as 

 ( ) ( )p, p,jω ω ω= −∇ ×  , 

( ) ( )p, p,jω ω ω=∇ ×  , 

  ( ) 0p,ω∇ = , 

   ( ) 0p,ω∇ = . 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

Note that the only time dependence in the time-domain Maxwell equations is the 

multiplication by j te ω , and therefore a time derivate results in a multiplication by 

jω . By substituting Eq. (3.10) in the constitutive relations of Eq. (3.7) and Eq. 

(3.8), and transferring them to the frequency domain yields 

 ( ) ( ) ( ) ( ) ( )0 r= ,p, p, p, p, p,ε εω ω ω ω ωε=     (3.15) 

 ( ) ( )0p, p, .µω ω=    (3.16)  

From observing Eq. (3.15), it is clear that the permittivity is dependent of 

frequency, meaning that the optical fiber medium is dependent on frequency. Now, 

an important material parameter can be introduced, namely 

 ( ) ( ) 1 2
r, ,

/
p p ,n ω ε ω=      (3.17) 

which represents the refractive index of the optical fiber. Eq. (3.17) is particularly 

important, as it indicates that the refractive index can vary in the fiber over all 

three dimensions. Generally, in the transverse plane with respect to the direction in 

which light propagates, a circle symmetric refractive index profile is assumed. In 
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the longitudinal direction, ( )p,n ω  in theory is assumed to be constant in the z-

direction. However, for the experimental fibers presented in Chapter 8, this is not 

the case due to perturbations during the manufacturing process. Though, after 

optimization of the fiber drawing process, a close-to-constant refractive index 

profile over the length could be achieved. 

 

In this section, the main definitions have been established to obtain the wave 

equation from Maxwell’s equations, and understand the refractive index ( )p,n ω  

dependence. First, take the curl of Eq. (3.11), and substitute the constitutive 

relations in Eq. (3.12) and to obtain 
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  (3.18) 

The curl of the curl on the left hand side of Eq. (3.18) can be substituted using the 

curl identity equation by 

 ( ) ( ) ( )ω ω ω∇ × ∇ × = ∇ ∇ − ∇      

2p, p, p, .     (3.19) 

To simplify Eq. (3.19), the weakly guiding approximation (WGA) is introduced 

[82], and it states that the variations in ( )r ,pε ω  are very small and can be 

considered constant. The WGA was first used by A.W. Snyder and W.R. Young 

[85], and was later named as such by D. Gloge [82]. By using the WGA, the first 

term on the right hand side of Eq. (3.19) disappears, as is implied by Eq. (3.13) in 

combination with the constitutive relation in Eq. (3.15) [9, 83]. Therefore, the 

linear transmission regime wave equation for the electric field is 

 ( ) ( ) ( )2
0 0

2 2 0p, p, p, .nµ ε ωω ω ω∇ + =    (3.20) 

Effectively, the same method can be performed for the magnetic field, where the 

starting point is taking the curl of Eq. (3.12). Performing similar steps results in 

the wave equation for the magnetic field as 

 ( ) ( ) ( )2
0 0

2 2 0p, p, p, .nµ ε ωω ω ω∇ + =    (3.21) 

Note that Eq. (3.20) and Eq. (3.21) are the same, with exception of the field 

description. Therefore, the wave equations for both the electric and the magnetic 

fields are known and are ready to be solved. This is performed in the next section. 

For clarity, first introduce the constant 

 ( )1 2 1 1
0 0 0 0 02

/
,k cµ ε ωω πλ− −= = =  [m-1] (3.22) 
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to reduce the symbols used in Eq. (3.20) and Eq. (3.22), where 0k  denotes the 

free-space wave number, and 0λ  [m] the wavelength in vacuum. Note that 0c

denotes the propagation speed of light in vacuum. 

3.3 Linearly polarized modes 

The previous section has established the wave equations in the optical fiber. These 

provide the basis for the orthogonal eigenmodes, which can be employed as spatial 

transmission channels within the fiber core to construct a transmission matrix H . 

Note that the wave equations for the electrical and magnetic fields can be written 

in a general form as 

 ( ) ( ) ( )22 2
0 0ª p, p, ª p, ,k n ωω ω∇ + =   (3.23) 

where ª  can either be   or  . Thus far, the Cartesian basis is assumed. 

However, as optical fibers are cylindrical, it makes more sense to use the cylindrical 

coordinates. To this end, let the separation of variables be 

 ( ) ( ) ( ) ( ) ( ),pª ª , ,r z R r Z zϕ ϕ= Φ=   (3.24) 

which introduces three functions, depending on the radius r, the azimuth ϕ , and 

the direction of propagation z, respectively. In addition, assume that the optical 

fiber is symmetrical, and cylindrical, which simplifies the refractive index to be only 

dependent on the radius n(r,ω). This variable is called the refractive index profile 

(RIP) of the optical fiber. The first term on the left hand side of Eq. (3.23) 

contains a Laplacian operator, which can be rewritten in cylindrical coordinates as 

 
( )2 1 2 2 2

2 1 2 2 2

ª ª

ª.

r r z

r r z

r r r

r r

ϕ

ϕ

− −

− −

 ∇ ∂ ∂ + ∂ + ∂ 
 ∂ + ∂ + + ∂

=


= ∂ 


  (3.25) 

Substituting Eq. (3.25) in Eq. (3.23) yields three distinct ordinary differential 

equations (ODEs). The first ODE is dependent on the propagation direction z, and 

is defined as 

 ( )2 2 0,z Z zβ  = ∂ +   (3.26) 

which is a standard ODE, and results in the solution 

 ( ) 1 2 ,j z j zZ z C e C eβ β−= +   (3.27) 

where 1C and 2C  are constants. Note that the newly introduced variable β
represents the propagation constant. It was earlier assumed that the direction of 

propagation is in the positive z-direction, which implies that 1C  has to be 0. Now, 

we can rewrite Eq. (3.27) with respect to the propagation direction and time as 

 ( ) [ ]
2 ,j t zj tZ z e C e ω βω −=   (3.28) 
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which denotes the most basic plane wave in the z-direction. Eq. (3.28) is important 

for section 3.6, as propagation parameters are dependent on the longitudinal axis. 

The second ODE is defined in the azimuthal domain as 

 ( )2 2 0,ϕ ϕ ∂ + Φ = l   (3.29) 

where l is an integer 0≥ , as the field is periodic in the azimuthal domain, with a 

period of 2π . Accordingly, the two possible answers are readily given as [86] 

 ( ) ( )
( )

cos

sin
,

ϕ
ϕ

ϕ
Φ = 


l
l

  (3.30) 

for even and odd symmetry, respectively. From Eq. (3.30) can be observed that if l 
is larger than 0, two orthogonal π/l-shifted azimuthal degenerates exist. 

Alternatively, the azimuth can be described by e ϕjl . Now, the fields have been 

described in the propagating direction z, and the azimuthal direction φ. Therefore, 

the remaining ODE, which has to be solved, is defined in the radial direction as 

 { } ( )2 1 2 2 2 2 2
0 0( , ) .r rr k n r r R rω β− −∂ + ∂ + − − =l   (3.31) 

This solution cannot be solved analytically for any arbitrary refractive index. Note 

that two conventional fiber RIPs are step-index (SI), and graded-index (GI), as 

shown in Fig. 3.3. As the WGA is used, both RIPs will result in similar solutions. 

Eq. (3.31) can be analytically solved for the SI fiber, therefore, we continue with 

this fiber. The SI fiber corresponds to the conventional SSMF, where the RIP is 

homogeneous in the core, and cladding. Accordingly, let 

 co 0

cl 0

( )
( , ) ,

( )

n r r
n r

n r r

ω
ω

ω
≤

=  >
  (3.32) 

 
Fig. 3.3 Conventional refractive index profiles of optical fibers: (a) step-index, and (b) graded-

index. 
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where nco and ncl correspond to the core and cladding refractive index, respectively, 

and r0 represents the core radius. For completeness, the refractive index profile of a 

generalized GI fiber is [87] 

 

2
co GI 02
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2
cl 0

1 2( )
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) ,
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( ,

p
r

n r r
rn r

n r r

ω
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ω

     − ∆ ≤ =     

 >

  (3.33) 

where p represents the grade profile parameter, which is approximately 2 for GI 

fibers. The refractive index at 0r =  is denoted by nco, and [10] 

 
2 2
co cl

GI 2
co2

( ) ( )

( )
.

n n

n

ω ω
ω

−
∆ =   (3.34) 

Note that no refractive index profile wavelength dependence is assumed in Eq. 

(3.33) for simplicity. Fig. 3.3(b) gives a graphic representation of the GI fiber. 

Through manipulating p, n0, and r0, the modal propagation constants can be 

modified. Also note that Eq. (3.33) can be used to describe the SI fiber by using 

p = ∞ . Alternatively, a low refractive index trench can be added before the 

cladding region, to further confine the modal field distribution [88]. 

 

As the SI RIP can be solved analytically, Eq. (3.31) results in ordinary Bessel 

functions as [89] 
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  (3.35) 

where C3..6 are constants, J, Y, K, and I are types of Bessel functions, and the 

newly introduced variables [82] 

 
1 22 2 2

0 0 co( )
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,u r k n ω β = −    (3.36) 

 
1 22 2 2

0 0 cl( )
/

.w r k nβ ω = −    (3.37) 

In addition, let 

 ω ω = + = − 
1 22 2 2 2

0 0 co cl( ) ( )
/

V u w r k n n   (3.38) 

be the normalized frequency, which is used in optical communications to describe 

the modal guiding properties of a fiber. In addition, it is interesting to introduce 

 2 2 2 2
SI 1 ,b w V u V− −= = −   (3.39) 

which is the normalized propagation constant for the SI fiber. When →SI 0b  for a 

certain mode, it is no longer guided along the optical fiber.  
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The wave function in Eq. (3.35) can be simplified by assuming that the field cannot 

extend to infinity, and therefore when r → ∞  the field value has to go to 0. By 

taking this assumption into account, Eq. (3.35) reduces to 
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Therefore, the general form of the wave equation solution is 
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Boundary conditions imply that the two solutions per l need to be continuous at r0. 

Note that it particularly important to realize that Eq. (3.41) can either be the 

electric or magnetic field. As these two fields are related through Maxwell’s 
equations, the boundary conditions need to be applied on r0 for all solutions in Eq. 

(3.1)-(3.4). Therefore solving Eq. (3.41) on the boundary results in 
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( )co cl( ) ( )
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l -1 l-1

l l
  (3.42) 

which can even further be simplified under the WGA using co cl( ) ( )n nω ω= , which 

results in a pure TEM wave. Eq. (3.42) only holds true for certain combinations of 

the variables k0, r0, and n( ),r ω , and therefore the characteristic eigenvalue equation 

(3.42) results in a particular set of transverse field solutions. Note that the LP field 

solutions are either the electric or magnetic field. For a given l, there exists a finite 

number of solutions m (0,1,2,3,…). Hence, the LP modes are designated as LPml  

modes, and relate to the true field modes as 1HE ,m+l  and 1EH ,m+l . for 0≠l . The 

LPml  is formed by the 2HE m , 0HE m , and 0EH m . The modes 0HE m , and 0EH m  

are also often referred to as the transverse-electric (TE) ( 0z = ) and transverse-

magnetic (TM) ( 0z = ) modes, respectively. The LP denotation is the grouping 

result due to the similar propagation constants of the true field modes, and the EH 

and HE naming convention depends on the largest field in the z-direction. By 

relying on numerical results, the LP modes formed by the LP field modes are 

shown in Table 3.1 for the first 7 LP modes [90]. Fig. 3.4 depicts the normalized 

propagation constant with respect to the normalized frequency for the SI fiber. 

Note that the V number can be numerically computed for GI fibers too [91], which 

yields a different normalized propagation constant versus normalized frequency 

figure as shown in Fig. 3.4. 
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Spatial LP Mode Distributions Field modes 

Spatial paths 

(aggregate) 

LP01 

 

HE11 2 (2) 

LP11 

 
HE21,  

TE01,  

TM01 

4 (6) 

LP21 

 

EH11, 

HE31 
4 (10) 

LP02 

 

HE12 2 (12) 

LP31 

 

EH21,  

HE41 
4 (16) 

LP12 

 
HE22,  

TE02,  

TM02 

4 (20) 

LP41 

 

EH31,  

HE51 
4 (24) 

Table 3.1 First 7 LP modes formed by field modes, where red and blue correspond to the 

positive and negative phase, respectively. The number of spatial paths includes linear 

polarizations of the spatial LP modes. The aggregate spatial paths indicate that the higher 

LP modes require the lower LP modes to be guided. 
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As LP fields are assumed, each LP mode contains 2 polarization modes. The 2 

polarization modes in the LP transmission case can be proven using the Poynting-

vector [93] 

 ,∗= ×    (3.43) 

which denotes the directional energy flux density [V A m-2] of an electromagnetic 

field, and * is the complex conjugate. In other words, it quantifies both the energy 

density, and the direction of propagation. As Eq. (3.27) indicates that the wave 

propagation is in the z-direction. For the Poynting vector in the z-direction zS  to 

be larger than 0, two LP solutions exist, namely 

 
xz y

xz y

,

,

S

S

∗

∗

×=

= − ×

 

 
  (3.44) 

where all variables on the right hand side of the equations are assumed positive. 

Eq. (3.44) corresponds to the X-polarization and Y-polarization case, respectively. 

Therefore, Eq. (3.44) denotes two π-shifted degenerate solutions in the azimuthal 

direction with respect to each other. Furthermore, each respective LPml  mode has 

its own propagation constant mβl . Note that the LP modes are formed by EH and 

HE modes, which results in a marginal propagation difference between the true 

field modes. The overlap between the spatial LP modes can be computed using 

 

 

 
Fig. 3.4 Normalized propagation constant bSI corresponding to a normalized frequency V for 

a homogeneous SI fiber [92]. 
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the spatial mode overlap integral (MOI) in the transverse plane as [94] 
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  (3.45) 

where the subscripts 1 and 2 denote the input and output LP mode distributions, 

respectively. The result of Eq. (3.45) is 0 when 1( ),r ϕ  and 2 ( ),r ϕ  represent 

different spatial LP modes, which indicates spatial orthogonality. Therefore, in a 

perfect optical fiber, there is no coupling between modes. However, in practice 

there always is coupling to a certain extent, which can be caused by many sources, 

such as perturbations in the fiber, roughness at the core-cladding interface, 

refractive index profile variations, and fiber bending [95]. Due to the orthogonality 

principle in Eq.(3.45), the LP modes can therefore be employed as spatial 

transmission channels. Hence, the spatial diversity requirement can be satisfied, 

and a transmission matrix H with a potentially low condition number is 

theoretically possible. Therefore, the maximum number of transmittable channels 

(see Table 3.1) depends on the number of guided LP modes, which is dependent on 

the cut-off frequency VC. When only the fundamental LP01 mode is allowed to 

propagate, actually 2 polarizations co-propagate. As the VC increases, the LP01 and 

LP11 modes are allowed to co-propagate. Note that the LP11 mode consists of 2 

spatial LP11 modes, and each spatial mode consists of 2 polarizations. Therefore, a 

total number of 6 polarization modes can co-propagate. 

3.4 Fiber impulse response 

In the previous section it is noted that the spatial LP modes are dependent on the 

chosen refractive index profile n(r,ω). The primary focus for describing LP modes is 

based on the constant core refractive index nco and constant cladding refractive 

index ncl, which represents a SI fiber as shown in Fig. 3.3. To this end, the first 

generation 3MFs are based on the SI fiber principle, where the core size was 

increased with respect to a SSMF [96, 97]. In this work, 3 spatial LP modes were 

allowed to co-propagate, creating a 3MF. By adjusting the core size, the normalized 

cutoff frequency is engineered. The downside of using a SI fiber is that the 

propagation constants mβl  of the corresponding LPml  modes cannot be 

manipulated, which is undesired for a transmission system, as is further detailed in 

section 3.4.1. To this end, GI 3MFs were introduced [73]. 
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3.4.1  Differential mode delay 

It has been previously indicated that LPml  modes have corresponding propagation 

constants. From these propagation constants, the respective group velocities can be 

determined as 

 
( )1 d

vg
d

,
m

m

β ω
ω

− = l
l   (3.46) 

where vg ml  is in [m s-1]. Therefore, when transmitting a pulse in a particular set of 

LP modes, the arrival times after a transmission distance for the respective modes 

will be different. This time difference is known as the differential mode delay 

(DMD) between modes [98], and is defined as the distance divided by the group 

velocity. Note that DMD not only exists between LP modes, but also can exist 

between all spatial solutions within an LP mode. A particular case of DMD occurs 

between the two polarizations, which is denoted as polarization mode dispersion 

(PMD). This definition comes from SSMF transmission systems, where the only 

existing DMD is between polarizations. As polarizations are degenerate solutions 

with the same propagation constant for an LP mode, PMD is not inherent to the 

optical fiber but is caused by refractive index perturbations. For simplicity, assume 

a 2 mode optical fiber as schematically depicted in Fig. 3.5(a), where the modes 

can be any type of modes, i.e. LP modes, spatial LP solutions, or polarizations. As 

can be observed from the figure, the transmission system consists of a single 

 

Fig. 3.5 An example two mode transmission system, where the DMD is (a) uncompensated, 

and (b) compensated. 
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transmitter and a single receiver. Due to the propagation of the 2 modes in the 

optical fiber, 2 spatial paths exist. Because of the difference in the respective group 

velocities, there are two different pulse arrival times. Accordingly, the transmission 

system impulse response 
1 2

( ) 0 0 0 0[ ( ), , , ..., , , ( )]h t h t h tτ τ= , where 2 1τ τ> . This is an 

undesirable effect, as the impulse response has to be equalized by the MIMO 

equalizer. However, it was previously noted that a GI fiber can be engineered to 

alter the propagation effects. To this end, a second fiber can be engineered which 

has a DMD with the opposite sign, or negative DMD, of the first fiber. These two 

fibers are spliced together to form a single transmission link. 

3.4.2 Fiber splices 

The transmission system in Fig. 3.5(b) is showing an impulse response equal to the 

original transmitted pulse s(t), where for explanatory reasons both constructively 

interfere. Hence,
C

( ) ( )h t h tτ= . This transmission system is a DMD managed 

transmission system, and in this case it is assumed that the splicing point is 

perfect, i.e. no coupling between distinct modes occurs. Therefore the transmission 

matrix between the two modes splice 2= H I  in this example, where 2I  is the 2×2 

identity matrix. If the splice point is imperfect, splice 2H I≠ , mode coupling occurs 

in the splicing point. This effect causes Rician fading, further detailed in section 

3.5.2. The resulting transmission function h(t) will yield 3 pulses as 

 

21 22 C

11 12 C

11 22

21 12

mode 1

mode 2

crossterm mode 1 to 2

crossterm mode 2 to 1.

τ τ τ
τ τ τ

τ τ
τ τ

+ =
 + =
 +
 +

 

Obviously, fiber splices are of the utmost importance to keep the transmission 

system impulse response h(t) short. The coupling matrix between the LP modes at 

the fiber splice can be computed using the mode overlap integral in Eq. (3.45), 

where 1( ),r ϕ  represents the respective output LP mode distribution of fiber 1, 

and 2 ( ),r ϕ  represents the respective input LP mode distribution of fiber 2. 

Accordingly, 2×2 MOIs are to be computed. 
 

Since the RIPs of the two fibers are different to obtain a DMD compensated 

transmission system, the field modes per optical fiber are slightly different. 

Therefore, there is always crosstalk between the LP modes in a fiber splice. 

However, using the WGA, the mode coupling theoretically can be small when the 

core alignment between both fibers is correct, and the same radius is used. This is 

confirmed by laboratory experiments in Chapter 8, where the mode coupling was 

measured to be under -30 dB between the LP01 and LP11 modes. The measurement 

  



60 

 

 

 

 

 

Scaling in the optical fiber medium 

 

accuracy was limited by the LS channel state information algorithm precision (see 

section 2.3.1). Note that the two spatial LP11 modes are strongly coupled. In the 

example case, a simplified model of 2 LP modes is used. In the case of two exactly 

the same fibers, with perfect alignment, the coupling matrix in the splice can be 

approximated by the identity matrix. Here, splicing losses are neglected. 

 

Thereby, the example in Fig. 3.5(b) indicates that the two modes have a common 

group velocity for the combined two-span optical fiber. Previously, for explanatory 

reasons, it was assumed that these two modes have the exact same arrival time. In 

reality however, the two modes will not have the exact same arrival time, but have 

a statistical group delay spread with standard deviation τσ . This is the result of 

the EH and HE group velocity differences, and temporal fluctions [99, 100]. When 

transmitting over NSEC fiber sections, the standard deviation grows as ( ) τσ1 2
SEC

/
N  

which was experimentally confirmed for weak coupling mode fibers [101], such as 

the ones used in the experiments in Chapter 8. This corresponds to strong mode 

coupling fibers where the group delay spread scales with the square root of the 

number of fiber sections [102]. As the standard deviation grows with the square 

root of the transmission distance, the impulse response length of h(t) increases 

proportionally. As the number of transmitted spatial LP modes increases, DMD 

management becomes more challenging. At this moment, an area of research is the 

fiber designs for the transmission of 6 LP modes (10 spatial LP modes) and MMFs. 

3.5 Fading channels 

This section focuses on frequency selective fading effects that occur when 

performing SDM. Frequency selective fading, or simply denoted as fading, is the 

result of constructive and destructive interfering channels in multipath transmission 

systems. This effect is well known in wireless communications, and similar effects 

happen in optical MIMO transmission systems. First, flat fading is described, 

before frequency selective Rician fading is discussed. To overcome frequency 

selective fading and improve the transmission performance, coding techniques can 

exploit space and time diversity. This is experimentally demonstrated in Chapter 8 

for a 41.7 km 3MF transmission system. 

3.5.1 Flat fading 

Flat fading is the type of fading in SSMFs, where the transmitted channel has a 

constant gain and linear phase response over the full bandwidth of the transmitted 

signal. Hence the frequency response of the fiber medium is flat, and the 

transmission medium bandwidth is equal to the transmitted signal. 
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The primary reason SSMF transmission systems are not considered to be a fully 

flat fading channels, is due to the optical filters inserted in the fiber link. In the 

core network, these optical filters usually are implemented in the form of 

reconfigurable optical add-drop multiplexers (ROADMs). A single ROADM can be 

modeled as a Gaussian filter. Note that multiple ROADMs results in a frequency 

domain multiplication of the Gaussian filter, which reduces the pass bandwidth. 

3.5.2 Rician fading 

Within the context of optical MIMO systems, Rician fading is the primary fading 

type and can originate within an optical fiber through multipath interference [95]. 

As LP modes are formed by a set of field modes with very similar group velocities, 

and they are strongly coupled. Thus far, weak intra LP mode coupling is assumed. 

In this case mode coupling mainly occurs in fiber splices. However, the weak 

coupling approximation within the fiber is not necessarily true as the refractive 

index can be modified, and hence, the group velocities of the respective LP modes 

altered. This causes the LP modes to have similar group velocities, and become 

strongly coupled. These two cases lead to Rician fading. The experimental results 

in Chapter 8 are achieved by employing weak coupled LP modes. Therefore, the 

primary mode coupling points are considered to be originating from the fiber 

splices. 

 

Consider two NMODE fibers where the modes can either be polarizations, or spatial 

LP modes. These two fibers are spliced together. Using overlap integrals, the 

transmission matrix spliceH  in the splice can be computed. Using the WGA, it is 

safe to assume that the diagonal of spliceH  contains large numbers with respect to 

the off-diagonal elements. The off-diagonal elements can be considered to be 

interfering channels. This type of fading is considered to be Rician, and the 

probability distribution depends largely on the Rician K-factor [103] 

 R, 2
,

2

j
j

i

A
K

σ
=   (3.47) 

where jA  is the amplitude of element Hjj , and iσ  represents the variance of the 

multipath interference. The K-factor denotes the ratio of the diagonal of splice,H  to 

the crosstalk elements of splice,H  per row. As R, jK  increases, the transmission 

channel becomes more deterministic [52]. The various R, jK  are independent. Then, 

the probability density function (PDF) is given by 
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where x represents the possible jA  value, and J0 is a modified Bessel function. As 

>> 1R, jK , the Rician distribution can be approximated as the Gaussian PDF [104]. 

On the other hand, when 1R, jK → , the Rayleigh fading channel PDF is obtained. 

The interference results in either a received amplitude gain or reduction, and hence 

can be seen as a source of MDL [95]. 

3.6 Propagation effects 

By solving the Maxwell equations in section 3.3, it was determined that the field 

modes propagate as plane waves in the z-direction (Eq. (3.23)). To compute the 

optical modes, the induced electric current ( )p,ω  was assumed to be 0. 

However, in reality there is a source of induced electric field. This source consists of 

a linear and a nonlinear component. Therefore, let 

 ( ) ( ) ( )L NLp, p, p, .ω ω ω= +     (3.49) 

Optical fibers are not prone to induced magnetic fields, hence ( )p,ω  remains 

zero. Eq. (3.49) changes the wave equation obtained in Eq. (3.20) to 
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  (3.50) 

By taking the induced electric polarization into account, non-linear terms changing 

the refractive index of the fiber are introduced.  The mathematical steps to obtain 

the non-linear Schrödinger equation (NLSE) from Eq. (3.50) are omitted, as the 

presented work focuses on the transmission of spatial LP modes and the linear 

compensation using MIMO processing. In addition, the MIMO DSP primarily 

allows for optical performance monitoring of linear effects. Furthermore, the 

conducted experiments in Chapter 8 balanced the linear and nonlinear penalties 

through adjusting the modal and wavelength channel transmission power. [105] 

provides a more in-depth analysis for obtaining the NLSE, where the NLSE for a 

single polarization mode propagating along the optical fiber in the z-direction is 
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where mαl  denotes the attenuation of a certain LPml  mode in [dB km-1], ,mβl i  

represents the ith-order Taylor series expansion of mβl . Using this expansion, the 

second derivative and third derivate on the right hand side of Eq. (3.51) denote the 

GVD and GVD slope, respectively. The variable 1,mT t zβ= − l  represents the 

moving frame of reference, and the nonlinear parameter γ  in the Kerr non-  
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linearity contribution is defined as 

 0 nl

0 eff

,m
n

c A

ωγ =l  [W-1km-1] (3.52) 

where 0ω  is the carrier frequency, and has been defined in Eq. (3.5). nln  represents 

the nonlinear refractive index. The most significant Kerr non-linear processes in 

SMFs are self-phase modulation (SPM), cross-phase modulation (XPM), four-wave 

mixing (FWM), and cross-polarization mixing. Note that in SDM transmission 

systems, the spatial dimension is added. In SSMF transmission systems the Kerr 

non-linearity can be successfully compensated digitally by digital back-propagation 

(DBP) algorithms [106-108]. Although the OSNR gains are substantial, DBP comes 

at the cost of very high computational complexity and is currently not considered 

for real-time implementation. In addition, a key difficulty for the DBP algorithms 

to work is the required knowledge of all fiber parameters of every fiber span in the 

transmission link. As optical MIMO transmission systems employ experimental 

fibers, this poses surmountable difficulties. However, the unknown mode coupling 

between the consecutive fiber spans results in an unknown set of fiber parameters 

[109]. Hence, it is currently impossible to perform digital back-propagation in 

MIMO transmission systems. In Eq. (3.52) the effective area effA  of a particular 

LP mode is used. effA  can be computed from the electrical field distribution [105] 
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 [m2] (3.53) 

For the fundamental LP01 mode, the Gaussian distribution approximation is 

regularly used, which reduces Eq. (3.53) to 

 eff ,A wπ=  (3.54) 

where w has been defined in Eq. (3.37). By increasing the effA , the effects of the 

non-linear processes can be reduced. Currently, research focuses on the 

characterization of these non-linear processes [37, 110-112]. 

 

The nonlinear parameter for SSMFs at 1550 nm is approximately 1.3 W-1 km-1. To 

this end, large effective area fibers (LEAFs) are proposed [113], which intentionally 

increase the effective area and hence increase the nonlinear tolerances of the fiber, 

but still only guide the fundamental LP mode. On the other hand, the nonlinear 

coefficient for HC-PBGFs can go up to 640 W-1 km-1 [79]. It is higher than the γ  

for SSMFs, as the majority of the light is transported in air. Due to the increased 

core size, few-mode and multimode fibers also take advantage of the increased 

nonlinear parameter. However, for MIMO transmission, a higher transmission 
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power is inserted into the fiber due to the multiple spatial transmission channels. 

Therefore, the nonlinear interactions between co-propagating LP modes are to be 

considered. However, this effect is considered to be outside the scope of this thesis. 

3.6.1 Attenuation 

The optical fiber attenuation mαl  introduced in Eq. (3.51) results in an exponential 

power decrease with the transmitted length Z, and therefore is predictable. 

Assuming an input power Pin, the output power after transmission distance Z 

becomes [87] 

 ( )lα= −out inexp .mP P Z   (3.55) 

Generally in optics, the attenuation mαl  is denoted in [dB km-1] as 

 l lα α 
= − ≈ ⋅ 

 
out

dB dB
in

10
log10 4 343, ,. .m m

P

Z P
  (3.56) 

The attenuation depends on the transmitted frequency, as shown in Fig. 1.2 for a 

SSMF. Note that the attenuation per transmitted mode varies. The attenuation 

difference between polarization modes is denoted as polarization dependent loss 

(PDL). This definition originates from SSMF transmission systems, where the only 

attenuation difference occurs between polarizations. A more general term to use for 

MIMO transmission systems is MDL, where the modes can be any solutions to the 

wave equation. MDL has been introduced in section 2.4. The attenuation difference 

in combination with coupling between modes causes Rician fading, detailed in 

section 3.5. 

3.6.2 Amplification 

Attenuation compensation is achieved by amplification of the transmitted signal. 

Preferably, this is performed in the optical domain, as it avoids optical-electronic-

optical conversion (OEOC). To this end, one optical amplifier is concatenated with 

one fiber, creating an attenuation compensated fiber span. There are two optical 

amplifier types, EDFA and Raman amplification [114, 115]. In this section only the 

EDFA amplifier is discussed, as the first emerging demonstrations of multi-mode 

amplifiers are based on EDFA technology, while Raman amplification is also being 

proposed [116]. Accordingly, these are denoted as multimode EDFAs (MM-

EDFAs). The emerging MM-EDFAs further corroborate the experimental nature of 

the state-of-the-art few-mode and multi-mode fiber transmission systems. 

 

As introduced in Chapter 1, the conventional band (1530-1565 nm) is the preferred 

transmission wavelength band due to the operating region of the fiber-based low 
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noise EDFA [14, 117]. From Fig. 1.3 it can be observed that the gain spectrum in 

SMFs is not equal over the entire C-band, resulting in the use of one gain equalizer 

per EDFA. The gain peak in Fig. 1.3 can be drastically reduced by co-doping the 

core with aluminum [118]. To this end, it is important to understand the nature of 

amplification and noise addition originating from EDFAs. The working principle of 

an EDFA is shown in Fig. 3.6. By using a shorter wavelength (higher frequency) 

pump laser, usually 980 or 1480 nm for C-band amplification, the Erbium ground-

state ions are excited to a higher state. The higher state ions return to the ground 

state through population inversion, resulting in stimulated emission and amplified 

spontaneous emission (ASE). Stimulated emission results in amplification of the 

signal, and ASE results in the addition of noise. The Erbium doping is radially 

distributed in the optical fiber core, and the amplification corresponds to the modal 

overlap [119]. For SSMF transmission system the distribution of Erbium is uniform. 

The ASE noise results in a noise factor, and for a SSMF EDFA is [120] 

 in
EDFA sp

out EDFA EDFA

SNR 1 1
F = 2 1

SNR
( ) ,

G G
η= + +   (3.57) 

where SNR and OSNR have been defined in section 2.4, spη  represents the 

amplified spontaneous emission factor of the EDFA, and EDFAG is the amplifier 

gain. Accordingly, the OSNR penalty for the lower wavelength regime is higher due 

to the higher gain and subsequent gain equalization. The corresponding EDFA 

noise figure (NF) can directly be computed from Eq. (3.57) as 

 ( )10 EDFA in,dB out,dBNF 10 log F SNR SNR= ⋅ = − . (3.58) 

Assuming an unlimited gain and perfect spontaneous emission factor sp 1η = , the 

NF theoretical limit is 3 dB. Concatenating multiple attenuation compensated 

spans, and hence increasing the number of EDFAs, further decreases the OSNR 

(see section 2.4) figure. For a SMF transmission system, the transmission system  

 
  

 
Fig. 3.6 EDFA working principle, where a pump laser increases the Erbium energy level, 

resulting in stimulated and spontaneous emission [119]. 
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OSNR can be computed as 

 ( ) ( )dB out SPAN 10 SPANOSNR 10 log 58dBm NF,-P L Nα λ= − − +   (3.59) 

where outP  represents the output power, ( )α λ  the attenuation, SPANL  the span 

length, SPANN  the number of spans, and ( )10 0 ref58dBm 10 log .hf B≈ −  Note that 

refB  is defined in section 2.4 as the 0.1 nm reference bandwidth (12.5 GHz at 

f0=1550 nm wavelength), and h  denotes Planck’s constant. 

 

It was mentioned that the Erbium is uniformly radially distributed in the SMF 

core for SMF transmission. However, for multimode fibers this is not necessarily 

true. To balance the spatial gain, there are two methodologies 

• The Erbium is uniformly distributed, and a number of pump lasers are 

used to amplify all spatial LP modes. By adjusting the launch power and 

launch positions, the spatial LP mode gain difference can be optimized 

[121, 122]. 

• One pump laser is used to amplify all spatial LP modes, where the Erbium 

distribution is chosen to balance the modal gains. One distribution 

proposed is a ring structure [123, 124]. 

In addition to the wavelength dependent gain, MM-EDFAs inevitably have a 

spatial dependent gain. Similarly to the wavelength domain, where GFFs are 

applied, spatial GFFs can be employed in MM-EDFAs to minimize the modal gain 

mGl  difference. Consequently, multi-mode amplification causes MDL due to the 

gain difference per spatial LP mode, and has an independent NF per spatial LP 

mode per wavelength. Furthermore, the MM-EDFA input and output are sources 

of mode coupling, which occurs in the fiber splice points, as described in section 

3.4.2. Therefore, if a large optical DMD is present, it should preferably be 

compensated per fiber span. 

3.6.3 Group velocity dispersion 

GVD, in short dispersion, is the frequency dependent group velocity difference with 

a propagating mode. Remember, the group velocity is defined in Eq. (3.46) as 

( )1 d
vg

d
.

m
m

β ω
ω

− = l
l  

A frequency dependent ( )mβ ωl  results in a frequency arrival time difference at the 

receiving end, and hence pulse spreading. Consider a fiber of length fiberL , the 

arrival time of a pulse would be at fiber vg/ mLT = l . Note that the propagation 

constant is unknown. To approximate the propagation constant, a Taylor  
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expansion around 0ω is employed as 

 ( ) 0 1 2 32 3
0 0 0

( ) ( ) ( ) ( )( ) ( ) ( ) ...,m m m m mβ ω β β ω ω β ω ω β ω ω= + − + − + − +l l l l l   (3.60) 

where 

 
d

d

( ) ( )
.

i
i m
m i

β ω
β

ω
= l

l   (3.61) 

The first two terms on the right hand side of Eq. (3.60) do not cause pulse 

spreading [9], and the 3rd term and larger are generally considered to be small. 

Consequently, the primary pulse spreading contribution is caused by the second 

derivative of the propagation constant as 

 i 2f berd d

d d vg

( ) .m
m

LT
T Lω ω β ω

ω ω
 

∆ = ∆ = ∆ = ∆ 
 

l
l

  (3.62) 

Alternatively, an often preferred method in optical transmission systems is writing 

the pulse spreading in terms of wavelength as [9] 

 ( )fiberd

d vg
,

m

T D L
L λ ω λ

λ
 

∆ = ∆ = ∆ 
 l

  (3.63) 

where the dispersion parameter 

 ( ) ( ) ( ) ( )
2

0 -1 -1
M W2 2

d2
ps nm km

d
,

mc
D D D

β ωπω ω ω
λ ω

 = − = +  
l  (3.64) 

where ( )ωMD  and ( )ωWD  represent the wavelength dependent material and 

waveguide dispersion, respectively. The dispersion map of a SSMF is shown in Fig. 

3.7 [10], which consists of the two wavelength dependent dispersion contributors. 

Note that the dispersion map depends on the RIP of the optical fiber, and 

consequently changes when fibers are engineered to be multimode. From Eq. (3.63) 

 
Fig. 3.7 The wavelength dependent dispersion map of a SSMF [10]. 
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Scaling in the optical fiber medium 

 

can be observed that GVD is an all-pass filter, and hence, it does not degrade the 

transmitted signal. Accordingly, it is possible to compensate the GVD as discussed 

in section 5.6. Dispersion compensation can be performed in the optical domain 

using dispersion compensating fibers (DCFs), or in the digital domain using filters 

[125]. Digital compensation can be achieved without a penalty with respect to using 

DCFs, and is performed before MIMO equalization. The advantage of digital 

compensation over using DCFs is that an equalization filter can be easily adjusted. 

In addition, GVD estimation can be performed to monitor the optical performance. 

Frequency domain GVD estimation and compensation is detailed in section 5.6. 

Note that, spatial LP modes have different propagation constants in the multimode 

fiber, and hence, different dispersion mappings per LP mode. However, from 

experiments it is known that the GVD figures per mode are closely related. 

Accordingly, the bulk of the GVD is compensated using GVD compensation filters, 

as discussed in section 5.6. The residual dispersion is compensated by the MIMO 

equalizer, which is further detailed in Chapter 6. 

3.7 Scaling using multiple cores 

Thus far in this chapter, the propagation effects in a single core have been 

described. However, as noted in section 3.1, spatially orthogonal cores can also be 

exploited for SDM transmission. From Eq. (3.41) can be observed that the field 

distribution is partially outside the core to satisfy the boundary conditions. 

Therefore, the occurrence of core crosstalk is possible, and depends on the field 

distributions of the modes co-propagating in the cores. According to the modal field 

distribution, the inter-core crosstalk can be computed. As the modal field 

distribution is dependent on the RIP, detailed in section 3.3, low refractive index 

trenches are regularly applied to increase the confinement of the modal distribution 

within a core [88]. For multi-core fibers, two cases exist: common multi-core fibers, 

and coupled-core fibers. Here, coupled-core fibers are multi-core fibers, where the 

core-to-core pitch is small, resulting in fully coupled cores. In the coupled-core case, 

MIMO signal processing is mandatory to unravel the mixed transmission channels. 

In the common multi-core case, only MIMO signal processing per core is required. 

 

As experimentally demonstrated in section 8.3, linear combinations between 

multimode and multi-core can be made. In this case, inter-core and intra-core 

crosstalk can be observed. When the inter-core crosstalk is low, it can be neglected. 

Hence, the MIMO equalizer’s computational complexity is reduced with respect to 

the fully mixed transmission channel case. 
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3.8 Summary 

This chapter established the description of a MIMO transmission channel in an 

optical fiber medium, where multiple modes can co-propagate and be employed as 

spatial transmission channels. The modal basis considered is the LP mode basis, 

which consist of a set of true field modes. For a number of LP modes, where the 

azimuthal direction is considered a degree of freedom, two spatial LP modes exist. 

Within each spatial LP mode, two polarizations can co-propagate in the optical 

fiber medium. All these modes are solutions to the wave equation, obtained from 

Maxwell’s equations, and co-propagate at different group-velocities in the optical 

fiber medium. Due to the group velocity difference, DMD is introduced. In optical 

fibers however, the fiber medium can be engineered, and therefore, the DMDs can 

be compensated by negative DMD fibers. Due to the refractive index profiles of the 

optical fiber mediums, coupling between modes is introduced in the fiber splices. 

However, using the weakly guiding approximation, the amount of coupling can be 

considered to be small. The impact of Rician channel fading is discussed and 

deduced to be originating from mode coupling within the fiber and fiber splices 

resulting in MDL. 
 

As all LP modes co-propagate along the optical fiber, key propagation parameters 

are introduced through the non-linear Schrödinger equation: attenuation, GVD, 

and Kerr nonlinearities. Each mode is subject to its respective propagation 

parameters, resulting in different attenuation per mode which requires 

corresponding amplification for minimizing the impact of MDL. In addition, due to 

coupling, the GVD cannot be compensated, and residual dispersion needs to be 

mitigated by the MIMO equalizer. 

 
  

  



 



 

 
 
Chapter 4  
 

DSP aided optical mode multiplexer 

design and optimization 
 

 
 For every disciplined effort 

there is multiple reward. 

 Emanuel James Rohn 

 

In Chapter 2 and Chapter 3 the theoretical MIMO model and the LP mode model 

are detailed, respectively. However, to employ the LP modes as transmission 

channels, transmitters need to couple their modulated carriers into the optical 

fiber. The design of the required optical mode multiplexer and demultiplexer is 

critical to the launching and hence the propagation characteristics of the signals. 

This chapter2 first describes PDM, the multiplexing method of two polarization 

modes within the fundamental mode in section 4.1, which is well known in optical 

transmission systems. This multiplexing method is the fundamental type of SDM. 

Then, optical LP mode multiplexers are introduced, where CSI estimation 

techniques described in section 2.3 are critical to the design and alignment. Also, 

receiver side DSP is important in the processing of the received modes after the 

demultiplexer, which is further detailed in Chapter 6. In this chapter, first four 

generations of mode multiplexers are described in chronological order: binary phase 

plates, spot launchers, three-dimensional waveguides, and currently emerging 

photonic lanterns. For the first three MMUXs, the experimental performance is 

further detailed. Key MMUX performance properties are 

• Low coupler insertion loss (CIL). 

• Low mode dependent loss. 

• Polarization independence. 

• Supporting all telecom wavelength bands. 

• Small footprint. 

• Easy handling. 

• Potential for scaling to a high number of spatial channels. 

2 This chapter incorporates results from the author’s contributions [r3], [r17], [r26], [r34], 

and [r36]. 
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DSP aided optical mode multiplexer design and optimization 

 

4.1 SSMF dual polarization transmission 

The term SDM has recently been introduced in optical communications [19]. 

However, for almost a decade SDM is already a topic in coherent transmission 

systems [17, 18]. It was merely indicated by a different term, PDM. At that time, 

SSMFs offered enough bandwidth and were widely employed. Hence, there was a 

large commercial interest driving research. As only the fundamental LP mode is 

guided in a SSMF, only two linear solutions to the wave equation are valid: the X 

and Y-polarization of the LP01 mode, corresponding to the orthogonal x  and y  

linear alignment basis, respectively. The attractiveness of this methodology is that 

it is fully orthogonal with WDM, and therefore provides a freely available doubling 

of the available bandwidth in SSMFs. 

 

In Chapter 2 signals exploiting the amplitude and phase components were 

introduced. Combining the amplitude and phase dimensions with exploiting the 

two orthogonal polarizations, results in four available dimensions for data to be 

encoded. Multiplexing this signal into the two LP polarizations is achieved by a 

cube or fiber polarization beam splitter (PBS) [126]. Alternatively, instead of using 

two separate discrete components as IQ-modulators, an integrated dual IQ-

modulator can be used. Within the photonic integrated circuit (PIC), the 

polarization multiplexing is performed. In either case, the output is a DP vector 

signal, conventionally depicted as shown in Fig. 4.1. 

 

At the receiver side, the inversion of the MMUX is performed. Throughout 

transmission, the two polarizations will rotate and mix. Therefore, 2×2 MIMO 

signal processing is employed to unravel the two mixed polarizations. MIMO signal 

processing is further detailed in Chapter 6. 

 
Fig. 4.1 DP vector signal generated from X and Y polarization signals, representing the first 

SDM in optical transmission systems. Insets: experimental 28 GBaud QPSK optical eyes for 

single and dual polarization. 
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4.2 Binary phase plate characterization 

As the research community starts nearing the maximum bandwidth available in 

SSMFs, SDM seems to be the next logical step. Table 3.1 details the increase in 

available transmission channels when an increased number of LP modes are allowed 

to co-propagate in a multimode fiber. The contributed work focuses on a 3MF 

transmission system, allowing the co-propagation of two LP modes, or three spatial 

LP modes. Hence, a maximum of six polarization modes are available to carry 

modulated signals. By exploiting the amplitude and phase signal components, a 

total of twelve real-valued dimensions are available in the 3MF. 

4.2.1  Mode conversion 

As dual polarization SSMFs were the de facto standard for optical transmission 

systems, the logical step for increasing the throughput is converting the 

fundamental mode to the higher order spatial LP modes. Initially, the mode 

conversion was achieved by inverting the phase of certain spatial areas of the 

fundamental LP mode in free space using spatial light modulators (SLMs) [127, 

128]. Rapidly thereafter, as SLMs are polarization dependent, phase plates were 

introduced. Due to the phase shifting region, the term binary phase plates is 

regularly used, and was first proposed in [129]. Phase plates can be based on two 

different types of materials, either polymethyl methacrylate (PMMA) or quartz can 

be used. The mode conversion through phase plates is depicted in Fig. 4.2, where 

the red and blue areas represent a 0 and π phase shift, respectively. It has been 

experimentally confirmed that the PMMA-based phase plates achieve a higher 

extinction ratio between LP modes than the quartz-based phase plates. Note that 

the conversion from higher order LP modes to the fundamental LP mode can be 

achieved by using the same phase plate types. In section 3.3 it was determined that 

the LP modes are spatially orthogonal, which can be further confirmed by 

observing the LP mode phases in Fig. 4.2. By only changing the phase of the 

fundamental mode, however, the perfect higher order LP mode distribution is not 

achieved, but approximated, and the conversion efficiency can be computed by 

using the overlap integral from Eq. (3.45). From Fig. 4.3(a) it can be observed that 

the 3MF to SMF image ratio is 1, as the same lens is used for the 3MF and SMF. 

This is due to the similar core diameter of the respective fibers [73]. During the 

experiments [r26], a conversion loss from the fundamental LP01 mode to the LP11 

mode of approximately 2 dB was found. This is compensated by adjusting the 

respective launch powers. In addition, as shown in Fig. 4.3(a), the converted modes 

are spatially multiplexed into the 3MF by beam splitters, where each beam splitter 

adds 3 dB loss. 
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4.2.2 Mode crosstalk 

By using binary phase plates, the spatial LP modes are excited individually. Hence, 

the crosstalk between the modes in the (de)multiplexer is minimized. For a three 

spatial LP MMUX, where LP01, LP11a, and LP11b are employed, as depicted in Fig. 

4.3(a), the complex valued transmission matrix is 

 
LP01 2 4

MMUX
4 2 LP11

,

,

H 0
H ,

0 H

 
=  

 
  (4.1) 

where LP01H  is a 2×2 matrix (2 polarizations), ,0i u  a 0 valued i ×u matrix, and 

LP11H  a 4×4 matrix (2 polarizations in 2 spatial LP modes). As the crosstalk 

between LP modes can be neglected, the transmission matrix MMUXH  can be 

considered as two separate smaller matrices, resulting in a lower computational 

complexity signal processing requirement than when full mixing is used. This is 

further detailed in section 6.2.6. Effectively, the transmission can be seen as two 

separate transmission systems. This shows similarities with employing multiple 

cores as transmission channels (see section 3.1). However, in the case of cores, mode  

Fig. 4.2 LP01 mode conversion to higher order LP modes achieved by phase altering spatial 

areas of the fundamental LP01 mode. 

Fig. 4.3 (a) Phase plate based demultiplexer, where the few mode fiber carries 3 spatial 

modes. (b) Three impairment types of a phase plate, rotation, offset, and phase mismatch. 
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coupling is minimized by increasing the distance between cores. Through 

simulations, the binary phase plates are characterized, and tolerances are 

investigated [r17]. Here, three impairments on one phase plate are investigated 

through simulations as shown in Fig. 4.3(a): an azimuthal offset, transversal 

displacement, and an incorrect phase shifting region. Each of these impairments 

results in crosstalk and a received power difference in the form of MDL. The 

crosstalk deficit requires the MIMO equalizer to take all elements of MMUXH  into 

account, which increases the computational complexity. Fig. 4.4 depicts the MIMO 

equalizer’s response for a two LP mode transmission system [r26], where a crosstalk 

level better than 26 dB is observed between the two LP modes. Note that Fig. 4.4 

only depicts one spatial LP11 mode for simplicity. The LP modal arrival time 

difference corresponds to the DMD of the fiber. In this case, the DMD is a positive 

fiber characteristic, as it allows for the independent investigation of the MMUX 

and MDMUX. Due to the crosstalk, the 0  elements in Eq. (4.1) are no longer 0, 

and can no longer be neglected. The impairment contribution resulting in MDL 

leads to a channel and system SNR penalty, as shown in Fig. 4.5. For a ≤1 dB SNR 

system penalty, the azimuthal tolerance is approximately 30 degrees. The 

transverse offset is 0.18 of the e 
-2 mode distribution width, and the phase mismatch 

tolerance is 45 degrees. All these numbers are high, and therefore it can be 

concluded that the phase plates can be considered as a mode multiplexer with non-

stringent tolerances, as the DSP can unravel the mixed transmission channels. 

Nevertheless, the primary reasons for the binary phase plates to be superseded with 

an improved type of MMUX are fourfold: poor scalability to a higher number of 

transmitted modes due to losses, temporal alignment stability, bulkiness of the 

 
Fig. 4.4 Impulse response measurement using the phase plate MMUX and MDMUX and an 

11.8 km 3MF. Blue (horizontally striped) denotes crosstalk at the MMUX, and red 

(vertically striped) denotes crosstalk at the MDMUX. 
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setup, and only exploiting one spatial LP mode as a spatial path. From Fig. 4.3(a) 

it can be observed that beam splitters are inserted for adding additional modes. 

Each beam splitter has an inherent insertion loss of 3 dB, and hence is poor in 

scaling to a high number of modes. The highest insertion loss of the 3 spatial modes 

was approximately 9 dB. Consequently, by using the phase plates as MMUX and 

MDMUX, the combined insertion loss is around 18 dB. This loss is the equivalent 

of 90 km transmission, assuming a fiber attenuation of approximately 0.2 dB km-1. 

The phase plates were used for C-band transmission, as they may not support all 

telecom wavelength bands due to the phase shifting region. The broad wavelength 

range however, is untested. Secondly, the temporal instability leads to a walk-off, 

and thus an increase in crosstalk. From the results, it is clear that binary phase 

plate mode (de)multiplexers require regular alignment and tuning which for an 

experimental setup may be acceptable. Furthermore, the bulkiness renders this 

system a non-viable solution for integration in a future transmission system when 

scaling to a high number of spatial channels. Finally, as only a single spatial LP 

mode is excited per SSMF input, if that particular mode experiences degradation 

by attenuation, noise addition, or fiber perturbations, the received signal may be 

severely degraded. 

4.3 Spot launching 

A different launching approach to the binary phase plate mode multiplexer is 

performed by free-space spot launching, first reported by R. Ryf in [130]. It is 

important to realize that equal excitation of all modes maximizes the spatial 

diversity, and hence the condition number of MMUXH  is minimized [131]. 

Accordingly, a critical condition is that the characteristics of the spots launched 

into the fiber, are chosen such that they do not overlap. When MMUXH  is designed 

as a unitary rotation of the transmitted channels inserted in the fiber, the ultimate 

channel throughput remains unaffected as the eigenvalues of the transmission 

matrix are unchanged. The second generation mode multiplexer was employed in 

[r3] and [r13], and the combination of MDL and insertion loss was optimized by 

Fig. 4.5 Binary phase plate impairment tolerances for a two LP mode transmission system to 

(a) azimuthal rotation, (b) transversal offset, and (c) phase shifting region mismatch. 

  



4.3 Spot launching 

 

 

77 

 

fine-tuning the spot locations. DSP aided in finding the optimum through LS CSI 

estimation, as detailed in section 2.3. As the inserted channels fully couple into 

multiple modes, MDL represents the power of a transmitted channel instead of an 

actual physical polarization of a LP mode. Additionally, a second quality measure 

variable is introduced for MMUXs as [131] 

 
r

1

2

1r

1
CIL ,n

n

N

N
σ

−

=

 
=   

 
∑   (4.2) 

which is the coupler insertion loss, and where rN  represents the number of 

orthogonal LP modes. The variable nσ  has been previously introduced in Chapter 

2 as the singular values of the transmission matrix, obtained through singular value 

decomposition of the LS or MMSE estimated MMUXH . Low MDL is obviously 

desired, however, a low CIL is also advantageous as it indicates the quality of the 

coupler in terms of insertion losses. Hence, the optimum balance between the two 

needs to be found. 

 

To obtain the theoretical element values of the spot launcher MMUX transmission 

matrix MMUXH , the elements are computed by using the MOI, given in Eq. (3.45). 

The approximate LP modes in the fiber are known, detailed in Table 3.1. Hence, 

only the input field distributions need to be chosen. As the spot launcher is based 

on free-space optics, the inputs are SMFs. The fundamental LP01 free-space mode 

distribution from a SMF can be approximated by a Gaussian distribution spot 

[131], which leaves two degrees of freedom, namely the Gaussian beam width, and 

the spot center location. By altering these variables for a single spot and computing 

the overlap integral with the respective LP modes, one row in MMUXH  is 

determined. This process is repeated for all spots to fill the elements of MMUXH . 

Note that, to avoid rank deficiency, the spots are chosen such that they cannot 

overlap. To this end, [131] proposed to divide the azimuthal freedom in three 120 

degree regions, where each region represents a respective spot location as depicted 

Fig. 4.6 (a) Spot allocation for launching 3 spatial LP modes. (b) The experimental setup 

allowing the insertion of three DP signals in the few-mode fiber. (c) Three dimensional 

representation of the 3-facet mirror. 
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in Fig. 4.6(a). A proposed transmission matrix, where only modes are taken into 

account, is [132] 

 MMUX

2 2 2
1

0 3 3
6

2 1 1

H ,

 
 

= − 
 − −  

  (4.3) 

 which satisfies the unitary matrix condition, allocates the channels over the LP 

modes, and corresponds to the spot distribution shown in Fig. 4.6(a). Note that full 

rank is achieved, however, the second spot, corresponding to the second row in the 

transmission matrix MMUXH , only employs two LP modes. Therefore, the second 

signal channel is more vulnerable to modal impairments than the other two. Based 

on this idea, the spot launcher experimental setup is depicted Fig. 4.6(b), where 

three single mode DP fiber inputs are aligned to imping a single element 3 facet 

mirror. The 3 facet mirror is detailed in Fig. 4.6(c), where only the very tip of the 

element is used. This allows for combining the three inputs on the two transverse 

axes to align in the propagation direction in the fiber. By tuning the position of the 

SMF inputs, the spot location is changed, and by adjusting the position of the 

lenses ( 1 150mmf = , 2 2mmf = ) the spot sizes can be modified. The MMUX was 

optimized for power balance using the LS CSI estimation algorithm detailed in 

section 2.3, and the channel impulse response is shown in Fig. 4.7. When comparing 

Fig. 4.7 with Fig. 4.4, it can be observed that the transmitted channel powers are 

more evenly distributed over the receivers. Again, the difference in modal arrival 

time is the fiber DMD. The minimum insertion loss was 4 dB, whilst the optimized  

 

 
Fig. 4.7 Impulse response measurement using the spot launcher MMUX and MDMUX and a 

41.7 km 3MF. Blue (horizontal striped) denotes crosstalk at the MMUX, and red (vertical 

striped) denotes crosstalk at the MDMUX. 
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MDL was estimated to be 2 dB. The primary advantage the spot launcher has over 

the binary phase plates for usage in the laboratory is the temporal stability. In 

addition, the spot launcher is more tolerable with respect to modal attenuation 

differences and independent modal impairments. Furthermore, through avoiding 

phase shifting regions, spot launching supports all used telecom wavelength bands, 

and a substantially improved insertion loss is achieved in comparison to the phase 

plate MMUX. Instead of an insertion loss of 9 dB for the binary phase plates, the 

insertion loss for spot launching was approximately 4-4.5 dB at 1555 nm. 

Nevertheless, it is always preferred that this number is further reduced to maximize 

the transmission distance without requiring additional amplification. However, the 

free-space spot launch MMUX has two major drawbacks shared with the binary 

phase plates; the free-space spot launcher is bulky and therefore not very viable for 

future integrated SDM transponders. In addition, scaling spot launching to a higher 

number of spatial modes results in practical difficulties for a free-space mirror 

based setup. 

4.4 Three dimensional waveguide 

These reasons result in the proposal of the third generation MMUX, which is based 

on the same principle as the spot launcher. However, instead of using a free-space 

based spot coupler, a 3DW is employed [133, 134]. The designed 3DW depicted in 

Fig. 4.8(a) was used in [r34] and [r36]. From observing Fig. 4.8(b), it is clear that 

this MMUX is substantially more compact than any free-space MMUX can offer, 

 
Fig. 4.8 Three dimensional waveguide. (a) top-down perspective indicating size.  

(b) End facet, which is butt-coupled to the few mode fiber. 
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where the size of the 3DW is 5.3 mm × 25 mm. In fact, the compactness has been 

exploited to create 7 sets of 3 triangularly placed spots in a hexagonal arrangement, 

as depicted in Fig. 4.8(c), which matched the FM-MCF structure. Per core, the 

triangular arrangement matches the spot allocation positions determined previously 

in the spot launcher section. The experimental results of the FM-MCF 

measurement are detailed in Chapter 8. 

 

To this end, 21 SMF inputs are connected to the borosilicate glass substrate of the 

3DW on a 127 µm pitch v-groove. The connecting waveguides in the 3DW were 

inscribed by direct laser writing using a focused ultrafast femtosecond laser pulses. 

The inscription technique allows to control sub-surface refractive index 

modification, producing a three dimensional pattern of transparent waveguides, 

which are controlled with a precision up to 50 nm. The individual square 

waveguides have a cross-sectional effective area of 36 µm2. Again, LS CSI 

estimation is employed to compute the MDL, which is approximated at 1.5 to 2 

dB, and the 3DW loss on average is 1.1 dB across all 21 waveguides (excluding 

fibers) at 1550 nm. Taking FMF insertion loss into account, the loss over the 3DW 

is approximately 4 dB, which originates from the air-glass-air interfaces, and 

matching the fiber field modes. This insertion loss is similar to what was observed 

for the spot launcher. However, the compact nature of the 3DW allows a highly 

stable butt-coupled interface to a 3MF or FM-MCF. Note that borosilicate glass 

supports all key telecom wavelength bands ranging from visible light up to 2.2 µm. 

 

The key downside of this MMUX in regard to the spot launcher is the adjustability 

of the mode fields. A lens combination can increase of decrease the triangular spot 

mask image, but not alter the spot locations with respect to each other. Note that, 

to obtain virtually 0 dB MDL, the insertion loss is very high as is simulated in 

[131]. 

4.5 Photonic lantern 

This high insertion loss issue with respect to reducing MDL has led to the 

development of the fourth generation mode multiplexer: the adiabatically tapered 

photonic lantern. Initial results on the photonic lantern performance are currently 

emerging [132, 133, 135, 136]. Like the 3DW, the photonic lantern principle is 

based on the spot launcher, where certain areas of the 3MF are lit up to excite the 

LP modes. However, in the case of a photonic lantern, this is achieved through a 

tapering region instead of a discrete conversion step. The three SSMF input is 

depicted in Fig. 4.9(a). Initially, the SSMFs are placed at a large pitch and hence 

  



4.6 Scaling number of multiplexed channels 

 

 

81 

 

do not couple. This is generally achieved using SSMF capillaries. As the tapering 

region progresses, the SSMF pitch decreases and the SSMFs start coupling to the 

neighboring SSMFs. This continues to the point where they are fully coupled at the 

output, which is at the 3MF, as shown in Fig. 4.9(b). The primary advantage this 

MMUX offers is avoiding the glass-air and air-glass conversions. Hence, the bulk of 

the energy remains in the core of the fibers and losses are greatly reduced. Initial 

reports indicate an MDL <0.5 dB [137], and an insertion loss of 2.4 dB. This could 

be further reduced by optimizing the photonic lantern drawing process. 

4.6 Scaling number of multiplexed channels 

 The four generations of MMUXs provide solutions to guide multiple channels into 

multimode or multicore fibers. A performance comparison is given in Table 4.1. 

From Table 4.1, it is clear that the phase plate and spot launcher MMUXs are 

difficult to scale to a higher number of multiplexed channels, primarily because of 

the footprint size. In addition, due to individual mode excitation of the phase 

plates, the MDL is high. The remaining two MMUX solutions have the potential 

for integration, as the footprint is small, where the 3DW is more limited in scaling 

the number of inputs than the photonic lantern, as the inscribed waveguide sizes 

limit the number of inputs per multimode core. Alternatively, a photonic crystal 

fiber is proposed to be employed as 3DW [138]. Accordingly, it has been shown 

 

Fig. 4.9 Photonic lantern MMUX. (a) Input facet microscope image  

(courtesy of R. Amezcua Correa). (b) Schematic photonic lantern tapering. 

MMUX type Principle Insertion loss MDL Footprint size 

Phase plates 
Individual 

excitation 
High High Large 

Spot launcher Full mixing Medium Medium Large 

3DW Full mixing Medium Medium Small 

Photonic lantern Full mixing Low Low Small 

Table 4.1 MMUX characteristics. 
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that the 3DW has the potential for multicore SDM. The photonic lantern is the 

ultimate solution, as it has a small footprint, and does not require glass-air and air-

glass interfaces. Photonic lanterns are less limited to waveguide sizes, and therefore 

have the potential to be used for a larger multimode fiber with increased channels 

[139]. Also, they can be integrated into the fiber medium, as has been proposed in 

multi-element fibers [140]. 

4.7 Summary 

To create a MIMO transmission system in optical communications, an important 

component is the MMUX. Through LS channel state information estimation, 

digital signal processing is a key aid in characterizing the MMUX. The most 

notable figure to obtain using signal processing is the MDL, as it limits the 

ultimate transmission system capacity. 

 

Initially, free-space binary phase plates were proposed for optical multiplexing. In 

this particular setup each launched LP mode represents a DP transmission channel. 

Three binary phase plate impairment tolerances were investigated, where one phase 

plate was either moved by an offset, rotated, or the π-phase shifting region was 

impaired. For a ≤1 dB SNR system penalty, the azimuthal tolerance is 

approximately 30 degrees. The transverse offset is 0.18 of the e 

-2 mode distribution 

width, and the phase mismatch tolerance is 45 degrees. Additionally, if low 

crosstalk can be achieved between the LP modes, the computational complexity of 

MIMO equalization can be greatly reduced as the crosstalk components do not 

need to be considered. 

 

To improve the insertion loss and make the transmission system more robust, the 

free-space spot launcher MMUX was introduced. This second generation free-space 

MMUX distributes the transmission channel’s energy over spatial paths, the LP 

modes. The combined excitation of various LP modes with a single transmission 

channel is achieved by launching the transmission channel’s energy in a particular 

area in the 3MF. Doing this with multiple inputs, a unitary rotation transmission 

matrix can be achieved, which does not impact the ultimate transmission system 

throughput. 

 

As the free-space spot launcher uses a large footprint, the 3DW is introduced as 

third generation MMUX. It relies on the same principle as the spot launcher, where 

transmission channels are inserted in the 3MF at particular areas, hence exciting a 

set of LP modes simultaneously. However, this compactness can be greatly 
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exploited and accordingly, a FM-MCF 3DW was designed consisting of seven three-

spot launchers. 

 

The photonic lantern is the fourth generation optical MMUX, and is seen as the 

ultimate solution as it can achieve virtually MDL free transmission, and minimize 

insertion losses. The initial results of this type of MMUXs are currently emerging. 

  





 

 
 
Chapter 5  
 

MIMO receiver front-end 
 

 
 Adversity reveals genius, 

prosperity conceals it. 

 Horace 

 

Chapter 4 provided details on the optical MMUX and MDMUX, where the latter 

forms the input for this chapter3, the MIMO receiver front-end. The MIMO 

receiver FE is considered to be from the optical MDMUX output to the MIMO 

equalizer input. Hence, the output of the MIMO receiver FE addresses the 

processes prior to the input to MIMO Equalization, which is discussed in Chapter 

6. Accordingly, the optical quadrature receiver FE is described first in section 5.1, 

and the generalized quadrature receiver structure is given in 5.1.3. This structure 

relates to the QAM transmitter structure, detailed in 2.5.1. The optical quadrature 

receiver forms the basic element for the DP optical FE, and is shown in Fig. 5.1. In 

the same figure, the structure of this chapter is depicted. The DP optical FE is 

detailed in section 5.2, and in turn, provides the basic building block for the 

conventional MIMO receiver optical FE. However, it is clear that scaling the 

number of received DP channels in laboratory environments is costly, as one DP 

optical quadrature receiver and corresponding 4-port ADC is required for each 

transmitted DP signal. In this chapter, a novel optical front-end MIMO receiver 

scheme is proposed and further detailed in section 5.3. For further study, a 

complexity scaling analysis for increasing the number of received DP signals up to 

20 is outlined and discussed. In addition to the spatial domain, the time domain is 

exploited to acquire multiple data packets from DP signal inputs. This creates the 

time-domain multiplexed spatial division multiplexer (TDM-SDM) optical MIMO 

receiver. In the digital domain, the optically time domain multiplexed signals are 

parallelized to form the equivalent spatial domain receiver.  Then, each optical 

quadrature FE output signal is optimized by compensating quadrature mixing 

impairments. These impairments are described in section 5.4. Subsequently, 

adaptive rate control and skew alignment is performed by an interpolation filter for 

3 This chapter incorporates results from the author’s contributions [r5], [r7], [r13], and 

[r37]. 
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all received quadrature signals in the MIMO receiver. The final DSP processing 

block compensates the effects of group velocity dispersion. GVD is inherent to 

optical transmission systems, and its origin is described in section 3.6.3. GVD 

estimation and compensation is detailed in section 5.6, where the outputs form the 

input of the MIMO equalizer, further described in Chapter 6. 

5.1 Optical quadrature receiver 

In section 2.5, the generalized QAM symbol generation scheme is introduced. This 

scheme is converted to the optical domain as discussed in section 2.7, which 

employs Mach-Zehnder Modulators. When transmitting QAM symbols using a 

quadrature transmitter, at the receiver side a corresponding quadrature receiver is 

required. First, the optical mixer is described as it is essential to the operation of 

the optical quadrature receiver. In addition, the effects arising from the optical to 

analog conversion and the process taken to mitigate these effects are discussed in 

the following sections. 

5.1.1 Optical mixer 

The optical field to electrical current conversion is achieved by a photo detector 

(PHD), which is a key element in optical receivers. The most commonly used PHD 

type is a PIN PHD, consisting of three regions: positive doped, intrinsic, and 

negative doped. After conversion, an analog electrical signal is obtained which can 

be digitized by an ADC. Thereafter, the digitized signal can be processed using 

digital signal processing algorithms. To illustrate the coherent receiver reception 

principle, Fig. 5.2 shows a simple interferometer receiver structure using a balanced 

 

 

Fig. 5.1 Schematic overview of the MIMO receiver FE discussed in Chapter 5. 
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photodetector (BPHD) [72]. The interferometer is a 3 dB power splitter, operating 

as 180̊ phase shifter. The BPHD consists of two regular PHDs, functioning in 

mirrored operation using a positive and negative bias. Let the incoming signal be 

 ( ) ( ) [ ]{ }1 2
S S S NS SS exp ( ) ( )

/
u ,P j t tt t sω ϕ ϕ= + +   (5.1) 

which is an electric field, and the LO electric field is 

 ( ) ( ) ( ){ }LO LO
1 2

NL LOLO OLOexp ,
/

uP j tt tω ϕ ϕ= + +     (5.2) 

where PS and PLO represent the continuous wave powers of the incoming signal and 

LO, respectively. The angular frequencies and initial phases of the signal and LO 

are S S,ω ϕ  and LO LO,ω ϕ , respectively. The unit vectors Su and LOu  represent the 

electric field direction in the transverse plane of the signal and LO, respectively. 

Note that these signals therefore represent a single polarization. For optimum 

receiver sensitivity, these unit vectors are assumed to be equal. The type of receiver 

depicted in Fig. 5.2 is a heterodyne receiver, where the LO comes from a different 

laser source than the transmitter. Furthermore, the time dependent phase noises of 

the signal and LO are introduced as NS( )tϕ  and NLO( )tϕ , respectively. The 

electrical fields impinging the PHDs of the BPHD are  
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which results in the respective photocurrents 
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  (5.4) 

The currents sh,1I  and sh,2I are the shot-noise photocurrents from the PHDs, th,1I  

and th,2I  represent the thermal noise currents. For a sufficiently high LO input 

power, the shot-noise currents become dominant, and the thermal noise currents 

are neglected [72]. The variable RPHD represents the PHD responsitivity and equals 
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  (5.5) 

 
Fig. 5.2 Coherent reception principle, employing an interferometer and a BPHD. 
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where η  is the quantum efficiency, 19
en 1.6 10e −= ⋅ [C] represents the charge per 

electron and s/(2 )ω πh  is the energy per photon, where h  is Planck’s constant in 

[Js]. By substituting Eq. (5.1) and Eq. (5.2) in Eq. (5.4), the output current of the 

BPHD is computed as 

 
( ) ( )

[ ]
OUT 1 2

PD S LO N S LO sh

( )

2 ( )sin ( ) + ,u u

I t I t I t

R P P s t t t Iω ϕ ϕ

= −
= ∆ + ∆ + ∆ 

  (5.6) 

where S LOω ω ω∆ = − , S LOϕ ϕ ϕ∆ = − , N NS NLO( ) ( ) ( )t t tϕ ϕ ϕ∆ = − , and sh sh,1 sh,2I I I= − . 

Eq. (5.6) clearly shows that the input signal is multiplied by a sine function. Hence, 

one arm in the quadrature receiver is satisfied. Note that due to Eq. (5.6), the 

BPHD output current contains no DC-components. Also, balanced photodetectors 

have the advantage of removing the ASE-ASE noise beating [72]. If a regular PHD, 

or only one input of the BPHD is used, the DC term is not removed. Additionally, 

only using one arm comes at the expensive of receiver sensitivity and relative 

intensity noise (RIN) [141]. RIN is introduced through the amplitude noise 

contributions of the signal and LO. However, generally it is assumed that the LO 

power is substantially higher than the signal power, and therefore is the dominant 

contributor to RIN. The DC term can easily be removed in the digital domain, as 

further detailed in section 5.4. The variance of shI  is the summation of the 

variance of the two shot noise components as 

 ( ) ( ) ( )sh sh,1 sh,2var var var ,I I I= +   (5.7) 

and the phase change variance resulting from laser phase noise is 

 
[ ]

( )
effN

S LO

2var ( )

2 ,

tt

t

π νϕ

π ν ν

= ∆∆

= ∆ + ∆
  (5.8) 

where Sν∆  and LOν∆  represent the signal laser and LO laser linewidth, 

respectively. The laser linewidth becomes increasingly important as the number of 

constellation points increase [142]. This scheme represents an optical mixer using a 

BPHD, allowing to down convert the high-frequency carrier and one component of 

the quadrature receiver. 

5.1.2 Optical quadrature receiver 

In the previous section, the optical mixer was shown and the BPHD was 

introduced. A quadrature receiver is in essence structured very similarly, where the 

key difference is the mixer. From observing Fig. 2.6, a QAM symbol is generated 

using two separate mixers, representing the inphase and quadrature component, 

respectively. In section 2.7 the theoretical QAM generator model was converted to 

the optical domain. Naturally, when two branches are present in the transmitter, at 

least the same number is required at the receiver side. Accordingly, the 2×4 90̊ 
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hybrid is introduced as a quadrature mixer, and the quadrature receiver is depicted 

in Fig. 5.3. The electric field outputs of the 90 ̊ hybrid can be described as 
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  (5.9) 

Note that the signal and LO inputs are still considered to be single polarization and 

the denominator in Eq. (5.9) is 4  due to 4-way power splitting. Following the 

computational steps in section 5.1.1 for Eq. (5.9), the two solutions 
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  (5.10) 

and 
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Q 2 4
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( ) ( ) ( )

( )sin ( ) +u u

I t I t I t

R P P s t t t Iω ϕ ϕ

= −
= ∆ + ∆ + ∆ 

  (5.11) 

are obtained. These two equations correspond to the sine and cosine branches in 

the QAM symbol generator, depicted in Fig. 2.6, and hence indicate that the 

optical quadrature receiver allows for QAM symbol reception. 

5.1.3 Generalized quadrature receiver 

Clearly, an optical quadrature receiver allows for the reception of transmitted 

QAM symbols. However, for signal reception optimization, it is important to 

understand the generalized quadrature receiver, which is shown in Fig. 5.4 [53]. 

The incoming received signal is equally split into two branches, where each branch 

is mixed with the LO for frequency down conversion. The down conversion stage is 

considered to be flat fading and memoryless, and the terms correspond to the sine 

and cosine functions. This has previously been shown in Eq. (5.10) and Eq. (5.11) 

for the optical quadrature receiver. However, as can be observed from Fig. 5.4, 

 

Fig. 5.3 Optical quadrature receiver consisting of 2 BPHDs and one 90̊ hybrid. 
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these mixing functions may not be fully orthogonal. A phase error ERRϕ  is 

introduced in one path with respect to the other. This phase error results in loss of 

orthogonality, and hence, is the primary source of IQ-imbalance. This imbalance 

has been introduced in section 2.5 as the transmitter IMRR. Also, one baseband 

signal is amplified with respect to the other, and both are guided through a LPF, 

before being converted to the digital domain using an ADC. The amplification 

difference also results in an IQ-imbalance. The receiver side LO can therefore be 

described as [143] 

 
LO LO

LO LO 1 LO ERR

-
1 2

( ) cos( ) sin( )

+ ,

-

j t j t

s t t jG t

K e K eω ω

ω ω ϕ= +
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where the two newly introduced coefficients are 
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If IQ imbalance is present in the receiver, the complex valued received signal is 

 0 LO 0 LO( ) - ( )
1 2( ) ( ) + ( ) .j t j tr t K s t e K s t eω ω ω ω− ∗ −=   (5.15) 

For simplicity assume 0 LOω ω= . Then, it is clear that in the case of perfect IQ 

balance 2 0K =  and ERR 0ϕ = . In the digital domain, digital signal processing is 

employed, and section 5.4 provides further details on signal processing techniques 

to mitigate the IQ-imbalance. 

 

 

 

 

 

 
Fig. 5.4 Generalized quadrature receiver structure [53]. 
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5.2 Dual-polarization quadrature receiver 

Transmitting a dual polarization signal is well known from SMF transmission 

systems, and the optical MMUX for polarization multiplexing is detailed in section 

4.1. Therefore, the dual polarization quadrature receiver input is a single mode 

fiber. These dual polarization coherent receivers are widely available in an 

integrated package [144]. The primary advantage of employing integrated receivers 

is mainly due to footprint and the ease of integration to other sub-systems on a 

transponder. A coherent receiver employed for work in this thesis is shown in Fig. 

5.5(a) [144]. Note that the optical quadrature receiver in the previous section 

assumed single polarization signals, where the incoming signal and LO were 

assumed to be aligned. Consequently, for the reception of polarization multiplexed 

signals, first polarization demultiplexing has to be performed at the receiver side as 

shown in Fig. 5.5(b). This separates the principle LP mode states into two linear 

orthogonal components. Any arbitrary rotation of two orthogonal vectors is 

allowed. For simplicity, the X and Y components are assumed. The LP state of the 

received signal is random. Hence after separation, each orthogonal component 

contains a mix of the two polarization states. After polarization demultiplexing has 

been performed, two optical quadrature receivers are employed. Here, the signal 

and LO polarization states are matched to maxize efficiency. 

5.3 Time-domain multiplexed MIMO receiver 

From a theoretical point of view, the MIMO receiver has been schematically shown 

in Fig. 2.3. In this case, the MIMO receiver consists of rN  dual polarization 

coherent receivers, where each receiver is coupled to one single mode output of the 

MDMUX. As such, first the spatial LP modes are separated, before polarization 

modes. Note that each polarization mode carries mixed signal data from all 

transmitters and MIMO signal processing is required to unravel the transmitted 

Fig. 5.5 Heterodyne dual polarization coherent receiver [144]. (a) Used receiver in 

laboratory experiments. (b) Schematic representation. 
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channels. This is the straightforward and conventional method of scaling the 

number of received LP modes in a MIMO receiver. Hence, each transmitted spatial 

LP mode requires one dual polarization receiver and four corresponding ADCs. In 

laboratory environments, the ADCs are embedded in high-speed real-time 

oscilloscopes. Currently, as optical MIMO transmission systems are mainly 

experimental, offline digital signal processing of captured data is performed. 

Presently, the focus of the optical MIMO transmission systems in the laboratory is 

to show that these systems truly are the next generation optical transmission 

systems, and enable a migration strategy towards real-time products. Therefore, 

the work in this thesis employs offline DSP. However, as one coherent receiver and 

corresponding four port oscilloscope per transmitted LP mode is still required, 

when scaling the number of received spatial LP modes a very costly laboratory 

setup is required. This has resulted in few research groups in the world having the 

capability to work in the experimental optical spatial division multiplexing field. In 

addition, even for these select few research groups, the experimental systems must 

be cost-effective to be able to scale and investigate higher spatial channel 

transmission systems. This limitation results in only one research group being able 

to measure 6 spatial LP modes simultaneously [101], whereas the competing groups 

are limited to 3 spatial LP modes. As novel fibers continue to emerge [74], rapid 

progress is required to scale the number of fully mixed MIMO channels that can be 

received and analyzed. In response to these challenges, a TDM-SDM receiver is 

proposed and demonstrated with similar performance to the traditional method of 

scaling the number of ports for the reception of more modes [r13]. The TDM-SDM 

receiver as currently provisionally patented in [r37] is further discussed in the 

following subsections. 

5.3.1 The TDM-SDM scheme 

The proposed TDM-SDM scheme was originally intended for laboratory setups and 

exploits the space and time dimension, rather than only the spatial dimension for 

capturing modes. Key to understanding the working of the TDM-SDM scheme is 

that laboratory setups do not need to acquire data continuously due to the offline 

mode of processing. Instead, a capture is made of the incoming signal. This capture 

is time limited and is required to be long enough such that the BER can be 

accurately estimated. A rule of thumb is that >1000 errors have to be counted per 

channel. For very low BERs, this means an exceptionally long capture time. To 

keep transmission systems practically measurable, coherent transmission system 

research focuses on the upper bound performance of a transmission system. In 

addition, this upper bound provides a means for the various transmission systems 

to be comparable to a point of reference and to each other. This upper bound 
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performance limit is the forward error correcting (FEC) limit, which represents the 

BER threshold from which error correcting algorithms can achieve error-free 

transmission. Error-free transmission is generally seen as an output BER <10-16. 

The FEC limit depends on the amount of error correcting overhead used, and the 

type of error correction scheme employed [145]. Hence, two BERs are to be 

considered, pre-FEC and post-FEC. This work focuses on pre-FEC BERs, or un-

coded BERs, as error correction schemes are considered to be outside the scope of 

this thesis [146]. In this work, two error FEC limits are of interest: the 6.69% 

overhead hard-decision (HD) FEC limit [145], and the 20% overhead soft-decision 

(SD) FEC limit [147]. HD-FEC is based on interleaved blocks which are Reed-

Solomon (RS) encoded using RS(255,239), and the FEC-limit for post-FEC error-

free transmission corresponds to a BER of 3.8×10-3.[145] SD-FEC employs Low-

Density Parity-Check (LDPC) LDPC(9216,7936) as inner FEC and RS(992,956) as 

outer FEC [147]. The corresponding theoretical BER is 2.4×10-2 for post-FEC error-

free transmission. Understanding that laboratory systems require a capture 

window, Fig. 5.6 depicts the functional difference between the conventional and the 

TDM-SDM schemes. Conventionally, each spatial LP mode is received by one dual 

polarization coherent receiver and corresponding four port oscilloscope. The TDM-

SDM scheme only uses one dual polarization coherent receiver and corresponding 

four port oscilloscope, whilst being able to acquire multiple spatial LP modes. Note 

that, as the largest financial investment for a laboratory setup are real-time 

oscilloscopes, the primary contribution of the TDM-SDM scheme is the significant 

cost-effective scaling it provides with respect to the conventional MIMO receiver 

method. In [r33], the TDM-SDM was successfully demonstrated for a three spatial 

LP mode transmission system, whilst only using two dual polarization coherent 

receivers and corresponding four port oscilloscopes. Hence, two spatial LP modes 

are received by a single DP coherent receiver. This setup demonstrates that the 

TDM-SDM scheme can additionally incorporate the orthogonal spatial dimension  

 

 
Fig. 5.6 Schematic overview of the (a) conventional spatial multiplexing receiver, and (b) the 

TDM-SDM. 
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for further increasing the DP spatial LP modes. For this particular demonstration, 

the employed TDM-SDM receiver is as depicted in Fig. 5.7(a). For optical MIMO 

systems, it is mandatory that the received modes are time aligned at the MIMO 

DSP input. Note that, at the MDMUX output, the signals are also aligned in time. 

In between these two points, the timing alignment can be freely re-arranged. By 

using optical delay lines shown in Fig. 5.7(a), and digital domain time re-aligning, 

both conditions can be satisfied. By employing the following four steps, depicted in 

Fig. 5.7(b), the number of required four port oscilloscopes can be reduced. 

 

In step (1) each received input signal passes through a shutter or switch, where the 

(continuous) signal is allowed to pass at selected time slots. The shutters, or 

switches, open and close simultaneously to create a windowing function. A key 

requirement for candidate switches/shutters is to minimize the rise and fall times, 

as the capture window is in the order of µs. Micro-electromechanical systems 

(MEMS) and piezoelectric switches were initially considered. However, these cannot 

support the required high speed switching, which leaves only acoustic-optical 

modulator (AOM) and semiconductor optical amplifier (SOA) switches as potential 

solutions with a rise/fall time of <1 ns. The major drawback of SOA switches is the 

ASE noise addition. Hence in this work, low-insertion loss AOM switches are 

chosen. The AOMs are driven by a 27 MHz sinusoidal RF signal. Consequently, a 

27 MHz frequency offset is added to the signal. It is mandatory that all signals 

experience the same frequency offset for MIMO processing to work. In step (2) one 

 
Fig. 5.7 (a) Experimental TDM-SDM receiver for the reception of 3 spatial LP modes. 

(b) Schematic description of the data packet alignment in 4 steps. (c) Coherent receiver 2 

oscilloscope image [r33]. 
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input is delayed in time with respect to the other in the optical domain. An 

available fiber in the laboratory was a 2.45 km SMF, and is inserted in the third 

input path. The delay fiber latency is approximately 11 µs. This delay equals the 

AOM open time and defines the capture window. In the second input path, a 

variable optical attenuator (VOA) is inserted to equal the SMF power loss. Note 

that the minimum delay fiber length depends on the target BER for error counting, 

and the maximum length is limited by the memory size of the oscilloscope. In step 

(3) both the separately received mixed inputs are combined by a 3 dB combiner. 

The time slotted signal is amplified, and received by coherent receiver 2. 

Amplifying after the combiner reduces the number of EDFAs required, as otherwise 

one EDFA per input is needed. Alternatively, amplification can be performed in 

the 3MF domain before going into the MIMO receiver. Note that the EDFA has to 

compensate the delay fiber, the power combiner, and the shutter losses. The 

captured data of input signals 2 and 3 form the input of coherent receiver 2. The 

respective oscilloscope image is shown in Fig. 5.7(c). Finally, in step (4), the time 

slotted signal is coherently received and digitized by the ADCs of the 4-port 

oscilloscope. In the digital domain, the signal is serial to parallel (S/P) converted 

per input signal block to parallelize the incoming serial data blocks in one time slot. 

 

In Fig. 5.7(a), in the LO section, the previously described signal section is 

replicated. However, where LP modes are used as inputs in the signal section, one 

LO acts as source for all the inputs in the LO section. It is critical to match the LO 

phase such that all inputs beat with a similar LO phase, well within its coherence 

length. In the perfect case, all inputs have exactly the same LO phase. However, it 

is particularly difficult to achieve perfect phase matching when employing a 2.45 

km SMF. To this end, the 2.45 km SMF delays in the signal and LO section were 

measured to be within 2 meters of each other using channel state estimation, 

described in section 2.3. Note that the AOMs in the LO section are also driven by 

a 27 MHz sinusoidal RF signal, which shifts the LO frequency by 27 MHz. Hence, 

the frequency offset of the LO with respect to the signal is cancelled. 

5.3.2 Scaling the TDM-SDM MIMO receiver 

The previous section detailed the function of the TDM-SDM. However, as emerging 

fiber designs allow the co-propagation of an increased number of spatial channels 

[74], it is important to understand how the MIMO receiver can be further scaled to 

continue achieving record throughput MIMO transmission systems. Fig. 5.8 depicts 

the required number of switches (in this work AOMs) as a scaling function of the 

number of received DP inputs. Note that there is a limit in reducing the number of 

required switches when increasing the number of coherent receivers. Large 
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integrated switches exist, and may potentially offer a solution for future MIMO 

receiver laboratory systems, although these often have high insertion losses. 

5.4 Optical front-end impairment compensation 

When each real-valued analog received signal is digitized, a DC-offset may be 

present. For a QAM symbol, there are two real-valued signals, as shown in Fig. 

2.6(a). As defined in section 2.1, the transmitted signal s(t) is assumed to be zero-

mean, with a variance 2
sσ . Therefore, the mean value of a data block of s(t) can be 

taken and subtracted from the signal. Thus, the DC-offset is removed. 

 

However, after DC-offset removal, the IQ imbalance needs to be removed, as it 

results in a non-optimum IMRR. Performance degradation is caused by the offset 

angle between the inphase and quadrature components, and the gain imbalance 

between both branches. The angle offset mainly arises from incorrect optical path 

lengths in the 90 ̊ hybrid, and the gain imbalance mainly originates from the BPHD 

responsitivity differences. Consequently, FE impairment compensation is required 

in the digital domain for each quadrature receiver separately. Techniques for IMRR 

reduction are based on non-data-aided signal processing. Such algorithms are Gram 

Schmidt orthonormalization [148, 149], Löwden orthonormalization [150], and blind 

moment compensation [151]. 

5.4.1 Gram–Schmidt orthonormalization 

The first orthonormalization method described in this section is Gram-Schmidt 

orthonormalization. Contrary to the name, the orthonormalization method was 

earlier proposed by Laplace and Cauchy, but is credited to Jørgen Pedersen Gram  

 

 
Fig. 5.8 Required AOMs (switches/shutters) for receiving a certain number of modes. 
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and Erhard Schmidt [152]. First, let the transmitted signal be 

 QAM I Q,s s js= +   (5.16) 

where the dependence on time has been omitted for simplicity. Now, let the 

received signal be I Qr r jr= + , where 

 
I I ERR Q ERR

Q I ERR Q ERR

cos( ) sin( ),

sin( ) cos( ),

r s s

r s s

ϕ ϕ
ϕ ϕ

= +
= +

  (5.17) 

where ERRϕ is the angle mismatch, as depicted in Fig. 5.9 [148]. The angle ERRϕ
can be computed by performing the cross correlation of Ir  and Qr . The full cross 

correlation matrix is 

 
{ } { }

{ } { }
( )

( )

2
I I Q ERR

IQ
2 ERRI Q Q

1 sin 2

sin 2 1
C ,

E r E r r

E r r E r

ϕ
ϕ

    = =      
  (5.18) 

where unit variance on the diagonal of IQC  is assumed. Inevitably, the optimum 

accuracy Gram-Schmidt orthonormalization can achieve is tied to the crosstalk 

estimation accuracy. Note that both QAM components are assumed to be zero-

mean and independent. In the perfect case, IQ 2C I= , the 2×2 identity matrix. 

Since there are only 2 received signals per quadrature receiver, the Gram-Schmidt 

process is only a two-step process. Therefore, let the inphase component after 

Gram-Schmidt orthonormalization be 

 
I

I
I

.
r

g
r

=   (5.19) 

The second step of the Gram-Schmidt process obtains the remaining component as 

 ϕ= −Q Q ERR Isin(2 ) ,g r r   (5.20) 

 

Fig. 5.9 Gram-Schmidt (red short dashed) and Löwdin orthonormalization (grey long 

dashed) of the received signal r (solid green) [148]. 
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where the second term on the right hand side is the projection of Qr onto Ir . After 

normalization of Qg , the orthonormalized quadrature output is obtained using the 

Pythagorean theorem as 

 
ϕ

= Q
Q

ERRcos(2 )
.

g
g   (5.21) 

Therefore the Gram-Schmidt matrix multiplication can be described as 

 
 II

QQ ERR ERR

1 0

tan(2 ) sec(2 )
.

rg

rg ϕ ϕ
    

=     −    
  (5.22) 

5.4.2 Löwdin orthonormalization 

The Gram–Schmidt orthonormalization increases the quantization noise impact for 

the rotated branch [149, 153]. As higher order constellations are more prone to 

quantization noise distortions, Löwdin orthonormalization is introduced. Löwdin 

orthonormalization has been discovered by a Swedish chemist, Per-Olov Löwdin, to 

symmetrically orthogonalize hybrid electron orbitals [154]. Löwdin 

orthonormalization has the advantage that both the inphase and quadrature 

components are equally rotated as shown in Fig. 5.9, and thus the quantization 

impact is balanced between both branches. The optimal Löwdin transformation 

matrix is [150, 155] 

 
1 2
IQ ,/L C=   (5.23) 

and has the relation to the singular value decomposition as [51]  

 TL UV .=   (5.24) 

The rotation matrices U  and V  have been defined in section 2.4. The Löwdin 

transformation matrix L  is given as [155] 

 

ERR ERR

ERR ERR

ERR ERR

ERR ERR

cos( ) tan(2 )

cos(2 ) 2cos( )
,

tan(2 ) cos( )

2cos( ) cos(2 )

L

ϕ ϕ
ϕ ϕ
ϕ ϕ
ϕ ϕ

 − 
 =
 
− 

 

  (5.25) 

which results in the Löwdin matrix multiplication description  

 
 II

QQ

L .
r

r

  
=   

   

l
l

  (5.26) 

5.4.3 Blind moment estimation 

The previous two methods focused on estimating ERRϕ , and separately perform the 

normalization operation. Blind moment estimation however, focuses on optimizing 

the combination of gains and phase offset simultaneously. By combining these two 
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effects, the IMRR can be fully optimized. In Eq. (5.15) the mismatched baseband 

signal was given. If the LO carrier is assumed to be equal to the signal carrier, Eq. 

(5.15) is simplified to [151] 

 1 2( ) ( ) ( ),r t K s t K s t∗= +   (5.27) 

where the receiver FE image rejection ratio is [151] 

 

2
1

FE 2
2

IMRR ,
K

K
=   (5.28) 

and the corresponding FEIMRR  in dB is FE,dB 10 FEIMRR 10log (IMRR ).=  To 

approximate the original transmitted signal, 

 1 2( ) ( ) ( )s t w r t w r t∗= +

  (5.29) 

is introduced. The variables w1 and w2 are weight coefficients, which are multiplied 

by the received signal to approximate the received signal. Note that the goal of the 

weights is to suppress the complex conjugate term. Therefore, 1 2 2 1 0w K w K ∗+ =  

has to be satisfied. Alternatively, this equates to 

 1 1

2 2

.
w K

w K

∗
= −   (5.30) 

As only the complex conjugate term has to be suppressed, Eq. (5.29) can actually 

be simplified to 

 OPT( ) ( ) ( )s t r t w r t∗= +

  (5.31) 

where OPTw  represents the optimum weight coefficient for suppressing ( )r t∗  and 

is 

 2 2 1 2
OPT 2

1 1 1

.
w K K K

w
w K K

∗= = − = −   (5.32) 

Finally, by substituting Eq. (5.32) in Eq. (5.31) the estimated transmitted signal 

becomes 

 

2 2
1 21 2 2 2

12
1 11

( ) ( ) ( )= ( )= ( ).
K KK K K K

s t r t r t K s t s t
K KK

∗
∗

∗ ∗

 − 
 = − −      



  (5.33) 

Eq. (5.32) indicates that the optimum weight coefficient results in the suppression 

of the conjugate term. Therefore, it is important to estimate the required optimum 

weight coefficient from the incoming signal. By introducing the autocorrelation 

function (ACF) with lag 0 [151] 

 ( )2 22
ss 1 2 ,sC K Kσ= +   (5.34) 
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and the complementary autocorrelation function (CACF) 

 { }2 2
1 2( ) 2 ,s sE s t K Kγ σ= =   (5.35) 

the values K1 and K2 do not need to be estimated directly, but instead the 

optimum weight coefficient can be directly computed as [151] 

 

( )
OPT 1 222

ss ss

/
.s

s

w
C C

γ

γ
= −

+ −
  (5.36) 

In theory, this estimator cancels the conjugate term completely. Therefore, the 

IMRR is in theory infinite. However, in practice it is limited by the effect of sample 

estimates [151]. Theoretically, this method is the best performing algorithm in this 

section, and is widely used in wireless transmission systems. However, it was noted 

in [148] that the other two algorithms suffice for optical transmission systems, and 

therefore are interesting for implementation. Blind moment estimation has been 

chosen to be used in the experimental work demonstrated in Chapter 8, as in 

theory the best performance is achieved. During the experiments, an IMRR lower 

than -35 dB was noticed per quadrature receiver after compensation, which 

indicates a good balance between both quadrature components. 

5.5 Digital interpolation filters 

Interpolation filters are a particularly important filter type, and provide two-fold 

functionality. Firstly, they allow the compensation of the arrival time differences, 

or skew, between multiple real-valued inputs, and therefore align them in time. 

This particular type of functionality is achieved through resampling, where only the 

sampling time is altered, and the sampling frequency is kept constant. The second 

functionality of interpolation filters is an adaptive rate converter [156-158]. Here, 

the sampling rate is changed, and the output sampling rate is generally chosen as 

two times the transmission signal’s baud rate. The term which describes this two-

fold functionality as interpolation was first used by G. Ascheid et al. [159]. Two-

fold oversampling allows for the sym 2/T  (Nyquist rate) fractionally spaced MIMO 

equalizer implementation, which is further detailed in Chapter 6. To this end, in 

section 5.5.1 the interpolation filter design considerations are given. Note that a 

perfect sampling frequency results in perfect timing alignment between both the 

transmitter and receiver, and a sampling frequency offset results in a timing 

mismatch. In reality, it is impossible to obtain a perfect sampling frequency. 

Therefore, timing recovery is key, which minimizes the frequency offset, and is 

detailed in section 5.5.2. 
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5.5.1 Interpolation filter design 

As analog received signals are digitized, recall the digitized received signal from Eq. 

(2.3) and the transmission channel description in Eq. (2.5). This results in a 

received signal ( )s[ ]r k r kT= , where sT  is the receiver sampling rate. The primary 

task of the interpolation filter is to generate an interpolated signal ( )int[ ]y u y uT= , 

where intT  represents the interpolation sample time. Mathematically, classical 

interpolation filters can be described by Lagrange polynomials, which can be 

efficiently implemented in offline-processing systems using Neville’s method [160]. 

Such Lagrange polynomials use an even number of ordinates U for a polynomial of 

odd degree 1U − . Obviously, the simplest odd polynomial has a degree of one. 

This results in linear interpolation between two ordinates. The next polynomial 

order is a polynomial of order three, and offers cubic interpolation. The Lagrange 

coefficients for these two interpolation filters are given in [89] by M. Abramowitz 

and I.A. Stegun. Instead of using Lagrange polynomials, alternative polynomials 

can also be employed and do not necessarily have to satisfy the odd degree. In this 

case, the simplest interpolator is the piecewise-quadratic interpolator, and is of 

order two [161]. As ultimately these algorithms have to be implemented for a real-

time system, any of the aforementioned three interpolation filters can be described 

as [156] 

 ( ) ( ) ( )int s int int s .
k

y uT r kT h uT kT= −∑   (5.37) 

Therefore, a filter inth  can be designed and employed as interpolation filter. Note 

that the sample time after the interpolation filter can be adaptively controlled to 

optimize the receiver performance. To obtain the FIR filter design, Eq. (5.37) can 

be rewritten in the form 

 ( ) ( ) ( ) ( )
2

1

int int s int s .
I

u u u u
I

y uT y m T r m T h Tµ µ
=

= + = − +          ∑
i

i i   (5.38) 

where 

 int

s
u

uT
m

T

 
=  

 
  (5.39) 

is the starting ordinate index and     represents rounding down to the next 

integer. The variable 

 um k−i =   (5.40) 

is the interpolation filter index, and 
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0 1u u
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denotes the fractional interval. An alternative FIR filter, optimized for machine 

implementation, was proposed in 1988 by C.W. Farrow [162]. The Farrow FIR 

structure is depicted in Fig. 5.10, and is related to Eq. (5.38). It consists of a 

number of filter banks consisting of 4 taps each, where the Farrow coefficients are 

given in Table 5.1 and Table 5.2 for the cubic and piecewise-parabolic interpolator, 

respectively [161]. The linear interpolator is obtained by using the piecewise-

parabolic interpolator with 0ζ = . 

 

Unfortunately, when using interpolation filters, a degree of approximation is 

imminent. This results in degradation of the received signal. [161] notes that the 

best performing interpolation filter is the piecewise-quadratic interpolator for 

digital communication systems, which is confirmed to be true for optical 

transmission systems in [163]. For both these works ζ  is chosen as 0.5. Further 

performance improvement can be obtained by using  0.4 3ζ = . However, this 

increases the interpolation filter implementation complexity for real-time systems. 

 
Fig. 5.10 Farrow interpolation filter consisting of 4 filter banks,  

each comprising 4 taps. 

 F1 F2 F3 F4   F1 F2 F3 F4 

F∙1 0 -1/6 0 1/6  F∙1 0 ζ−  ζ  0 

F∙2 0 1 1/2 -1/2  F∙2 0 1ζ +  ζ−  0 

F∙3 1 -1/2 -1 1/2  F∙3 1 1ζ −  ζ−  0 

F∙4 0 -1/3 1/2 -1/6  F∙4 0 ζ−  ζ  0 

Table 5.1 Farrow coefficients for 

cubic interpolation. 

 

 

 Table 5.2  Farrow coefficients for 

piecewise-parabolic interpolation. 
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5.5.2 Timing recovery 

In any digital communications receiver timing recovery and synchronization is 

critical for optimal reception of the transmitted signal. As the transmitter sampling 

clock is different from the receiver sampling clock, a mismatch is inevitably present. 

Under the LTI assumption, the transmission channel ( )h t  remains the same 

during a data packet block. However, a clock mismatch results in ( )h t  linearly 

shifting in time, as shown in Fig. 5.11 for a simulated channel with a negative 

frequency offset, i.e. the LO frequency is lower than the transmitter frequency. 

From Fig. 5.11 can be observed that the impulse response shape of the channel 

remains very similar. In section 2.1 the impulse response was considered to be a 

FIR filter. However, in case of a linear time shift, the actual impulse response may 

shift outside the FIR filter region. In this case, the impulse response can no longer 

be digitally equalized. When ( )h t  remains within the equalizer FIR window, the 

linear time shift can be adaptively tracked. However, this impairment results in an 

increased error floor as tracking capabilities have to be traded for BER 

performance. These considerations are further detailed in Chapter 6. To this end, in 

optical single carrier transmission systems using SMFs, low-complexity timing 

recovery algorithms are usually implemented [164]. Well-known time domain time 

recovery algorithms are the early-late algorithm or and the Gardner algorithm [165, 

166]. A well-known frequency domain algorithm for timing estimation and recovery 

is the digital square timing recovery algorithm [167]. However, all these algorithms 

assume that a pulse shape is present and the original transmitter sampling clock 

can be recovered. In a single transmission channel, only ISI results in loss of the 

pulse shape. In a MIMO transmission channel however, both mode channel mixing 

and ISI can result in loss of a pulse shape. Especially in the case of full mixing, 

 
Fig. 5.11 LS estimated channel state information at 0T , … , 5T , where the interpolated 

sampling frequency has a negative offset (too low). 
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obtaining a pulse shape, or a strong frequency domain peak at the carrier becomes 

difficult. Therefore, these algorithms no longer work as intended, and can 

potentially degrade the receiver performance, rather than improve it. 

Unfortunately, the issue of timing and synchronization becomes increasingly 

important for unraveling the mixed transmitted channels as the number of channels 

increases due to an increased amount of weight taps in the MIMO equalizer. 

Fortunately, the transmission channel linearly shifts in time and therefore this 

known effect can be exploited. Where the transmitted channel contains training 

sequences, a benefit of using training sequences is that the transmission matrix H  

can be determined, as detailed in section 2.3. For minimizing the timing recovery 

complexity, only a single element of H  can be considered. An increased number of 

elements can be taken into account to increase the accuracy through averaging. 

However, this is at the detriment of computational complexity. Now, two cases can 

be made. Case 1: the training sequences are in the header and trailer of the data 

packets. Case 2: the training sequences are only in the header of the data packets. 

In the latter case, two consecutive packet headers can be considered, and in both 

cases, one or multiple elements of H  are estimated. For simplicity assume only 

element H11. In the perfect LTI transmission system case, ( ) ( )11 11 21H H ,T T=  

where T1 and T2 denote the time instances of two consecutive channel estimations. 

When a linear shift is present, the time shift shift measured 2T T T= −  can be estimated 

using the autocorrelation function between both transmission channel response 

estimations. From this, the correct sampling frequency correctf  can be determined 

from the current sampling rate currentf  as 

 shift
correct current

2 1

1 .
T

f f
T T

 
= + − 

  (5.42) 

In the experimental work in Chapter 8, this method was applied where T1 and T2 

represent the start and end of an oscilloscope capture, respectively, for optimum 

time synchronization performance. Using the transmission matrix for estimating the 

sampling offset is denoted as performance monitoring. Note that the electrical 

sampling mismatch originates from the difference between the transmitter and 

receiver electrical sampling frequency.  

 

In the transmission case where there are no training sequences present, but blind 

equalization is performed, the MIMO equalizer weight matrix W can be exploited. 

In section 2.3, it is established that there is a strong relation between the 

transmission matrix H and the weight matrix W. Therefore, the exact same 

aforementioned methodology based on training sequences can be applied. However, 

instead of H, the weight matrix W is used. Further details on the weight matrix W 

are given in Chapter 6. 
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5.6 Group velocity dispersion compensation 

GVD is inherent to optical fiber transmission, and its origin has been detailed in 

section 3.6.3. Additionally, in section 3.6.3 it was noted that GVD is an all-pass 

filter. Consequently, GVD compensation can be performed at the transmitter or 

receiver, and the transmitted signal is not degraded by GVD during transmission. 

However, when the GVD is not compensated, the impulse response becomes 

lengthy. Note that, in section 3.6.3 it was also noted that the GVD is slightly 

different for each transmitted LP mode. Therefore, due to mode mixing, residual 

GVD is inevitably present, even after removing the bulk of the GVD from one 

mode. This residual GVD is compensated in the MIMO equalizer. In the digital 

domain, GVD manifests itself as the linear transfer function all pass filter [168] 

 ( )
2 2

0
GVD

0

exp ,
jDf

H f
c

λ 
= − 

 
  (5.43) 

where D is the aggregate GVD after transmission in [ps nm-1], and is directly 

related to Eq. (3.64). In Eq. (5.43) the GVD is assumed to be the same for all 

transmitted channels. Since LP modes have similar group velocities, and therefore 

the respective GVD is similar, this is a decent approximation. As all transmission 

channels undergo the same GVD, GVD can be denoted as a common-mode channel 

impairment [169]. The GVD originates from the optical fiber refractive index profile 

design, and therefore it can be considered a static all pass filter [148]. 

Consequently, GVD can be equalized using a static equalizer. For completeness, 

first GVD estimation is described, before the final filter is detailed. 

5.6.1 GVD estimation 

As the GVD can be considered a common-mode impairment, GVD estimation can 

be applied to a single channel. After estimation, GVD compensation is performed 

on all DP received signals. Let the digitized complex-valued received signal [ ]r k   
 

be a DP signal, and the corresponding frequency domain transferred signal [ ]ir n , 

where i  represents the block number. A single block can be used for estimating D. 

However, for increasing accuracy, the average over multiple frequency domain 

blocks can be taken. As D can be considered static, a best search window can be 

generated. Accordingly, in the frequency domain the [ ]ir n  is element-wise 

multiplied by [168] 

 [ ]
2 2

0
2 2
s DFT 0

exp ,m
m

jD n
n

T N c

πλψ
 

= − 
 

  (5.44) 

where sT  is the sampling rate, and DFTN  the used DFT size to convert the 

received time domain signal [ ]r k  
to the frequency domain. The GVD D under test
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{ }min min min max, , 2 ,...,mD D D D D D D= + ∆ + ∆ , where the best search step size D∆  

is the resolution between the minimum and maximum GVD under investigation. 

The resulting signal is 

 [ ] [ ] [ ]= .mr n r n nψi,m i   (5.45) 

Subsequently, the ACF is computed in the frequency domain as 

 rr [ ] [ ] [ ], ,m
f

C r n r n∗Ω = + Ω∑,i i,m i,m   (5.46) 

where the shift parameter is Ω and the frequency domain samples are represented 

by f. The transmitted signal clock-tone is located at  

 CT DFT
s

1 ,
R

N
R

 
Ω = ± − 

 
  (5.47) 

where sR  is the symbol rate. From Eq. (5.46), two GVD cost functions can be 

defined as [168] 

 
CT

min rr[ ]= [ ], ,mJ m C
Ω≠Ω

Ω∑ ∑ ,i
i

  (5.48) 

and 

 max rr CT[ ]= [ ], .mJ m C Ω∑ ,i
i

  (5.49) 

Clearly, Eq. (5.49) is less computationally complex than Eq. (5.48). Therefore, 

maxJ  is used in the experiments in section 8.1 for estimating the joint GVD, and 

 
Fig. 5.12 maxJ  of the LP01 mode in a 3 spatial LP mode 41.7 km transmission system, 

described in section 8.1.1. The main peak corresponds to the estimated GVD. It is 

unknown where the other two originate from. This effect is also noticeable in SSMF 

transmission, but not in simulations. 
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can be used without any boundary conditions as the interpolation filter output is a 

two-fold oversampled signal. The resulting maxJ is shown in Fig. 5.12. The peak 

around 820 ps nm-1 corresponds to the predicted GVD. It is at this time unknown 

where the other two side peaks originate from. It is not an effect of 3MF 

transmission, as this effect is also observed in SSMF transmission. It is noteworthy 

that due to the GVD differences, the estimation algorithm may fail for long lengths 

of 3MF transmission. This was not noticed for the short transmission distance 

discussed in Chapter 8. An alternative algorithm for estimating D is based on time 

domain best search estimation [170]. However, the frequency domain method has a 

lower computational complexity, and is therefore preferred. 

5.6.2 GVD compensation 

The aggregate GVD has been estimated in the previous section. The resulting D is 

applied to all received quadrature inputs separately to compensate the filter 

function in Eq. (5.43). To this end, the compensation filter is 

 ( ) ( )
2 2

01
GVD GVD

0

=exp ,
jDf

W f H f
c

λ−  
=  

 
  (5.50) 

which results in ( ) ( )GVD GVD 1W f H f = , in the case of perfect GVD estimation. 

The filter length requirement increases with the square of the baud rate [171], 

which results in the proposal of implementing sub-band equalization to reduce 

power dissipation [172]. 

5.7 Summary 

This chapter provided details on the MIMO receiver front-end, which comprises the 

optical and digital domain. The optical domain of the MIMO receiver consists of a 

number of optical quadrature receivers, where one optical quadrature receiver is 

used per transmitted polarization signal. For a large experimental MIMO 

transmission system, this results in requiring an equal amount of optical quadrature 

receivers. To this end, the primary contribution in this chapter is the novel TDM-

SDM MIMO receiver. This TDM-SDM structure allows for receiving spatial 

channels in the time domain, and hence a reduced number of optical quadrature 

receivers and ADCs are required, which results in a cost-effective method of scaling 

the number of received channels. In the digital domain, the time domain channels 

are parallelized to form the equivalent spatial domain channels for further 

processing, which are also found in a SMF transmission system. First, DSP optical 

FE impairments per optical quadrature receiver are compensated, followed by 

adaptive rate interpolation. The adaptive rate interpolation filter allows for 

synchronizing the transmitter and receiver sampling rates. Finally, the GVD is 
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estimated and compensated by a frequency domain filter. The output of this filter 

provides the input of the MIMO equalizer, which is further detailed in the next 

chapter.
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In Chapter 5, subsequently, the received signals were IQ-balanced, two-fold 

oversampled, and the bulk of the GVD is removed. After FE compensation, these 

signals form the input of the MIMO equalizer as shown in Fig. 6.1. MIMO 

equalization is further detailed in this chapter4. Modern MIMO equalizers, such as 

the MMSE time domain equalizer commonly employed for optical single-mode 

transmission systems evolved from the zero-forcing equalizer (ZF) equalizer. 

Therefore, ZF equalization is the basis of all MIMO equalizers, and is described in 

section 6.1. Then, the minimum mean square error time domain equalizer is 

detailed in section 6.2. The update of the TDE weight matrix is based on the 

steepest gradient descent algorithm, where three updating algorithms are detailed 

in particular: the least mean squares algorithm, the decision-directed least squares 

algorithm, and the constant modulus algorithm. Additionally, the MMSE TDE 

boundary conditions for convergence are analyzed in section 6.2.2. This chapter 

addresses the reduction of computational complexity in a number of key 

algorithms; firstly, the computational complexity can be reduced for the TDE by 

using only active tap weights of the weight matrix, creating a segmented MIMO 

equalizer. Segmentation can be performed in either crosstalk elements, or time 

domain elements, as further discussed in section 6.2.6. Secondly, the proposed use 

of a varying adaptation gain is employed primarily to reduce the convergence time. 

At the cost of a minor added computational complexity, the convergence time was 

significantly reduced as detailed in section 6.2.7.  

 

To further address computational complexity reduction, an MMSE FDE is 

introduced in section 6.3, which performs block convolutions in the frequency 

domain. The updating algorithm and convergence properties are detailed in  

 

4 This chapter incorporates results from the author’s contributions [r11], [r25], [r27], and 

[r35]. 
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sections 6.3.1 and 6.3.2, respectively. Additionally, the varying adaptation gain is 

implemented for the FDE, to reduce the convergence time in section 6.3.3. The 

used offline-processing implementation is detailed, which employs a peer-to-peer 

distributed network of servers to analyse and reduce the processing time for use of 

the digital signal processing for experimental transmission tests in Chapter 8. 

However, for SDM transmission systems to become a reality, the potential for 

hardware-implemented scaling of SDM transmitted channels needs to be 

investigated. This is started with a discussion on advanced equalization schemes to 

improve the BER performance in section 6.6.1. Then, in section 6.6.2, the 

performance of using bit-width reduced floating point operations for MIMO 

equalization is investigated. This alleviates the stringent implementation 

constraints for real-time high-speed signal processing in future optical receivers 

with respect to the commonly used offline-processed 64 bit floating point 

operations. The implication of bit-width reduction on accuracy is studied in this 

section. Finally, the scaling of SSMF DSP receivers to accommodate SDM is 

discussed. 

 

 

 
Fig. 6.1 Schematic overview for a 3 spatial LP mode MIMO equalizer, where the FE 

compensation outputs form the inputs. Either after MIMO equalization CPE is performed [44], 

or the CPE stage gives feedback to the MIMO equalizer. 

  



6.1 Zero-forcing equalization 

 

 

111 

 

6.1 Zero-forcing equalization 

Although zero-forcing equalizers are not used in employed optical transmission 

systems, it was the earliest equalizer type in MIMO transmission [45]. Therefore, 

for historic reasons a brief description follows. The basis of the zero-forcing 

equalizer has been treated in section 2.3, where CSI estimation is used to 

approximate the transmission channel. Therefore, for this section, the CSI is 

assumed to be known through LS estimation, where training symbol based headers 

provide CSI. Fig. 6.2 shows the MIMO transmission packet structure, consisting of 

a header and payload data. Additionally, the header contains packet overhead. An 

LTI transmission is assumed, and thus H  is assumed to be constant during the 

packet transmission. Recall the MIMO transmission system from Eq. (2.10) as 

 .R = HS N+    

During transmission, the transmitted signals are mixed according to the 

transmission matrix H , and need to be unraveled at the receiver side. To unravel 

the mixed transmission channels, the received vector can be multiplied by a weight 

matrix zfW  as 

 ( )zf zf ,S W R = W HS N= +   (6.1) 

where S  is the approximated transmission vector. If H  is invertible, a zero-forcing 

equalizer matrix zfW  exists and can be employed, which is based on linear 

combinatorial nulling [45]. The weight matrix zfW  is chosen such that any ISI and 

MIMO transmission channel interference is cancelled. Hence, each transmitted 

signal can be considered independently, and the remaining transmitted signals are 

considered to be interferers. This constraint indicates that 

 rzf .W H = IN   (6.2) 

For nulling the interferers and ISI, a solution to Eq. (6.2) is the left Moore– 

 
 

 
Fig. 6.2 V-BLAST based MIMO transmission, where each transmitted packet consists of a 

header and payload. In the header, training sequences can be embedded. 
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Penrose pseudo inverse, which results in 

 ( )† 1H H
zf .W H = H H H

−
=   (6.3) 

Initially, Eq. (6.3) was the most common equation used in wireless communications 

[38, 45], however it is not necessarily the only solution possible. In acoustic 

systems, often the multiple-input/output inverse theorem (MINT) is used [173]. 

Both methods provide a solution with similar performance. Previously, the 

assumption was made that H  has to be invertible, and hence the pseudo inverse 

exists. Substituting Eq. (6.3) in Eq. (6.1) for a single received signal yields 

 †
zf .s s W n s H n= + = +   (6.4) 

Note that Eq. (6.4) is performed separately for all transmitted channels. From the 

same equation, it is clear that the noise vector is multiplied by the zero-forcing 

weight vector. This is the major drawback of using zero-forcing, particularly for 

transmission matrices with a high condition number, as denoted in Eq. (2.28). The 

output error after equalization of a single channel can be obtained as 

 †
zf .s s W n H nε = − = − = −   (6.5) 

Therefore, two cases during transmission can be considered. The first case is during 

header processing, where the transmission channel is estimated. The second case is 

payload processing. Here, no channel estimation is performed. However, it was 

highlighted in section 2.3.1 that the frequency offset between the transmitter laser 

and local oscillator needs to be estimated. Hence, the channel estimation needs to 

be performed over a window of possible frequency offsets from off,minf  to off,maxf   

 

 
Fig. 6.3 Channel estimation absolute value and MDL of a 3 spatial LP mode 80 km 

transmission for various frequency offsets. The reference frequency is chosen as the frequency 

which maximizes the summation of the absolute value of H  [r25]. 
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with a step size of offf∆ . The computational complexity increases linearly with the 

number of investigated frequency offsets. In section 2.3, it was indicated that 

frequency offset estimation can be performed by LS correlation [r25]. Fig. 6.3 

depicts the LS channel estimation absolute value, note that the tolerable frequency 

offset for channel estimation is < 1MHz,  when a correlation length of 213 is used. 

The frequency offset makes the zero-forcing equalizer particularly difficult to 

implement in optical transmission systems, as the transmission laser and LO 

frequencies vary in the range of 100 MHz on a sub-second time scale [170]. 

Therefore, a frequency offset window needs to be constantly investigated for correct 

channel estimation, resulting in an unnecessarily complex estimation block. 

6.2 Time domain MMSE equalization 

A more stable solution for optimizing the received output of the transmission 

channel is by employing a TDE, which is based on the MMSE. A weight matrix 

mmseW  is heuristically updated using a deterministic iterative procedure by means 

of the cost function J . In this section three cost function types are described: 

• Least mean squares algorithm. 

• Constant modulus algorithm. 

• Decision-directed LMS (DD-LMS) algorithm. 

which each are considered different algorithms. However, all are based on the 

steepest gradient descent (SGD) method. The SGD method is a one dimensional 

optimization algorithm for finding a local minimum of a cost function with a 

gradient descent. The cost function for the LMS algorithm is obtained through 

training symbols, and therefore LMS is considered to be a data-aided algorithm. 

The main advantage of LMS is that it converges to the global cost function 

minimum. The other two algorithms are not data-aided and hence are considered 

blind algorithms. CMA uses a constant modulus as basis for obtaining the cost 

function, and DD-LMS exploits the known transmitted constellation points to form 

a cost function. The downside of these two algorithms is that they converge to a 

local cost function minimum, which may not be the global minimum. However, the 

advantage is that no transmission channel training overhead is required. First, the 

MMSE performance is described, before updating algorithms are discussed. In 

theory, the optimum performance of all three MMSE algorithms discussed is equal. 

 

Similarly to performing zero-forcing, first the received signal from Eq. (2.10) is 

multiplied by the weight matrix mmseW  as [40] 

 ( )= +mmse mmseS W R = W HS N .   (6.6) 
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Note that using a weight matrix mmseW  fully decouples the respective outputs. 

Therefore, mmseW  in Eq. (6.6) can be seen as tN  row multiplications mmse,W i  of 

size [ ]r1 N L× . The multiplication structure for a single output is shown in Fig. 6.4, 

where a digital interleaver is used to separate the even and odd samples. This 

separation results in baud rate spaced multipliers, due to the 2-fold oversampled 

input obtained through adaptive rate conversion by interpolation, as described in 

section 5.5. Each multiplication internally consists of a butterfly structure as shown 

in Fig. 6.5. The outputs after multiplication are fed back through an error, which 

forms the basis of the cost function. The [ ]t 1N × error vector is 

 = − = − mmse ,e d S d W r   (6.7) 

where the vector d  is the [ ]t 1N × desired signal vector. Remember that a 

correlation matrix between the signal vectors x  and y  is defined as 

 { }H
xyC xy ,E=   (6.8) 

and the cost function is the trace of eeC , which can be readily obtained by  

 

 

 

 

 
Fig. 6.4 Multiple input single output = mmse.S W Ri i  implementation. 

 
Fig. 6.5 Butterfly structure for each multiplication in Fig. 6.4. 
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substituting Eq. (6.7) and Eq. (6.6) in Eq. (6.8), which results in [42] 

 

( ) { }( )
{ }( )

( )

Hmmse

H
mmse mmse

H H
dd dr mmse mmse rd rr mmse

tr

tr

tr

J W ee

(d W R)(d W R)

C C W W C WC W ,

E

E

=

= − −

= − − +

  (6.9) 

where e, r, and d still represent the error vector, received signal vector and the 

desired signal vector. Accordingly, the optimum weight matrix mmse,optW  is the 

matrix which minimizes the cost function, and can be described as [40] 

 ( ){ }mmse,opt mmsemin .
W

W J W=   (6.10) 

To find the mmseW  that minimizes ( )mmseJ W , introduce a new matrix A , which 

may be regarded as the square root of rrC  as [38, 103] 

 ( )HH H 1 2 1 2 1 2 1 2 H
rr rr rr rr rr rr

/ / / /C U U U U U U A A.= Λ = Λ Λ = Λ Λ =   (6.11) 

In this case, the introduction of A  is allowed as rrC  is symmetric and positive-

semidefinite. Then, Eq. (6.9) can be rewritten to obtain the minimum error, where 

for simplicity, the subscript mmse is omitted, as [38] 

    

( ) ( )
( )

( ) ( )

( )

( ) ( ) ( )

H H H
dd dr rd rr

11 H H H H H
dd dr rd

1 11 H 1 H
dd dr rd dr rd

11 H H H H H
dr rd

1 H1 H H 1 H 1
dd dr rd dr dr

tr

tr

tr

tr

J W C C W W C WC W

C C A AW WA A C WA AW

C C A A C C A A C

C A AW WA A C WA AW

C C A A C WA C A WA C A .

−−

− −− −

−−

−− − −

= − − +

 = − − +  
= − +

− − + 
 = − + − −  

  (6.12) 

As the first term on the right hand side of Eq. (6.12) is independent of the weight 

matrix mmseW , the optimum weight matrix is obtained when 

 H 1
mmse,opt dr 0W A C A .−− =   (6.13) 

Thus, the optimum weight matrix is 

 ( ) 11 H 1
mmse,opt dr dr rrW C A A C C ,

−− −= =   (6.14) 

which corresponds to the optimum Wiener solution. The MIMO transmission model 

detailed in section 2.2, the correlation matrices can be obtained as 

 
{ } ( ){ } { } { }HH H H H

dr

2 H

C dr S HS N SS H SN

H ,s

E E E E

σ

= = + = +

=
  (6.15) 
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and 

 

{ } ( ) ( ){ }
( ) ( ){ }
{ } { } { } { }

r

HH
rr

H H H

H H H H H H

2 H 2

C rr HS N HS N

HS N S H N

H SS H H SN NS H NN

H H I .s n N

E E

E

E E E E

σ σ

= = + +

= + +

= + + +

= +

  (6.16) 

Substituting Eq. (6.15) and Eq. (6.16) in Eq. (6.14) yields 

 ( )r

r

1
mmse,opt dr rr

12 H 2 H 2

12
H H

2

W C C

H H H I

H HH I .

s s n N

n
N

s

σ σ σ

σ
σ

−

−

−

=

= +

 
= + 

 

  (6.17) 

In the case where the SNR becomes infinite, Eq. (6.17) equals the zero-forcing 

solution obtained in Eq. (6.3). This can be observed by rewriting Eq. (6.17) using 

the binomial inverse theorem as [38] 

 

( )
( )

( ) ( )
( )

r

r

r

12 H 2 H 2
mmse,opt

12 H 2 2 H 2 2 H 2 H 2

2 2 H 2 2 H 2 2 H 2 H 2

12 H 2 H 2

12
H H

2

W H H H I

H H H H H H

H H H H H H H

I H H H

I H H H .

s s n N

s n s n s n n

s s n s n s n n

s N n n

n
N

s

σ σ σ

σ σ σ σ σ σ σ

σ σ σ σ σ σ σ σ

σ σ σ

σ
σ

−

−− − − − −

− − − − −

−− − −

−

= +

= − +

 = + − + 

= +

 
= + 

 

  (6.18) 

6.2.1 The steepest gradient descent method 

The SGD method is commonly used in digital equalizers because of its simplicity 

and is based on an extension of Cauchy's integral formula. Cauchy's integral 

formula tries to find the contour of steepest decent of an integral, in one dimension, 

to a simpler integral which can be analytically solved [174]. The optimum solution 

is given by the Wiener-Hopf equation [175], and in 1941 A. Kolgorov published the 

time-discrete equivalent of Wiener-Hopf equation [176]. This resulted in the 

development of many digital filters and adaptive algorithms, among which the SGD 

[177]. As previously introduced, an t rN N×  transmission system can be seen as tN  

single output systems with rN  receivers. To obtain the optimum MMSE weight 

matrix W , where for convenience the subscript mmse has been omitted, the  
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deterministic iterative SGD optimization algorithm is introduced as [42] 

 [ ]1
2

WW( ) W( ) J W( ) .k k k
µ

+ = − ∇   (6.19) 

Here, µ  is the adaptation gain, or step size, which is a real-valued positive 

constant. W∇  indicates the performance feedback in the form of the cost function 

gradient attributed to the change in the weight matrix, and k denotes the symbol 

sample index as only feedback can be provided on a symbol basis. Accordingly, the 

weight matrix is updated and optimized heuristically, and the time it takes to 

reach near optimum performance is the system convergence time. Clearly, the fixed 

adaptation gain in Eq. (6.19) has a large influence on the convergence time. By 

taking the derivative of Eq. (6.9), the cost function gradient reads [178] 

 [ ] [ ]dr rr2 ,WJ W( ) C ( ) W( )C ( )k k k k∇ = − −   (6.20) 

and the SGD optimization algorithm in Eq. (6.19) then follows as 

 [ ]rr dr1W( ) W( ) W( )C ( ) C ( ) .k k k k kµ+ = − −   (6.21) 

Note that the weight matrix in Eq. (6.21) is written in the complex domain, but 

can contain real-valued numbers only. In Fig. 6.5, complex numbers were assumed 

as complex-valued QAM constellations are transmitted. However, it is possible to 

equalize the inphase and quadrature component separately, as two independent 

real-valued outputs. The primary benefit of using two independent real-valued 

outputs in this equalization structure is the capability of compensating residual IQ-

imbalance and skew. However, in this particular case, the butterfly structure 

becomes more complex as four independent weights must be updated instead of 

two. The convolution stage remains the same in terms of computational 

complexity. Updating the real-valued or complex weight matrices can both be 

described by Eq. (6.21), and substituting the correlation matrices results in the 

updating algorithm as 

 [ ]

H H

H

H

1W( ) W( ) W( )r( )r ( ) d( )r ( )

W( ) W( )r( ) d( ) r ( )

W( ) e( )r ( ).

k k k k k k k

k k k k k

k k k

µ

µ

µ

 + = − − 
= − −

= +

  (6.22) 

6.2.2 SGD convergence and stability 

The heuristic steepest gradient descent update algorithm is given in Eq. (6.21). It is 

obvious that a convergence time is required before the optimum weight matrix is 

obtained. This has a clear relation to the adaptation gain µ , and in order to 

obtain boundary conditions for the adaptation gain value, introduce the weight  
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coefficient error W∆  as [42] 

 

[ ]

[ ]

rr dr

mmse,opt mmse,opt mmse,opt rr dr

rr

rr

1

1

W( ) W( ) W( )C ( ) C ( )

W ( ) W ( ) W ( )C ( ) C ( )

W( ) W( ) WC ( )

W( ) I C ( ) .

k k k k k

k k k k k

k k k

k k

µ

µ

µ
µ

+ = − −

= − − −  
∆ + = ∆ − ∆

= ∆ −

  (6.23) 

The recursion in Eq. (6.23) is stable if and only if the right hand term converges to 

0, and hence <rr 1I C ( )kµ− . Now, let H
rrC ( ) U¤Uk =  using singular value 

decomposition. The index k has been omitted as an LTI transmission system is 

assumed and therefore the optimum remains constant. Then, introduce the 

parameter 

 [ ]1v( ) v( ) I ¤ ,k k µ+ = −   (6.24) 

where  

 v( ) W( )U.k k= ∆   (6.25) 

Finally, the stability can be determined by inspecting one row of v , as each row is 

independent due to the diagonal matrices I  and ¤  as 

 ( )1 1( ) ( ) ,i i iv k v k µλ+ = −   (6.26) 

where iλ  is the thi  eigenvalue of rrC ( )k , and t1 i N≤ ≤ . Therefore, the 

convergence boundary condition is expressed as 

 

<
> <

<

1 1

1 1 1

2
0

,

,

.

i

i

i

µλ
µλ

µ
λ

−

− −

≤

  (6.27) 

From Eq. (6.27) it can be observed that the maximum eigenvalue results in the 

smallest boundary value, and therefore the maximum adaptation gain. If the 

chosen adaptation gain does not satisfy this condition, the resulting equalization is 

divergent. Additionally, the convergence time varies for each transmitted channel, 

and corresponds to the eigenvalue as can be observed in Eq. (6.26). An exponential 

envelope can be used to describe the convergence of the thi  channel as [179] 

 ( )1
iterations exp 1 .iµλ −= − −   (6.28) 

Fig. 6.6 shows the convergence characterization of a 3 spatial LP mode 80 km 

experimental transmission with various fixed adaptation gains. Note that there is a 

variation in both the convergence time and the minimum error. A large adaptation 

gain results in fast convergence with a high error floor, and a small adaptation gain 

results in slow convergence with a lower error floor. The minimum error is limited 

by the SNR, which provides a lower bound adaptation gain value which can be 
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experimentally obtained. Accordingly, the adaptation gain parameter is to be 

carefully considered. In addition, B. Widrow and E. Walach noted in [180] that the 

convergence time increases linearly with the transmitted number of channels. 

6.2.3 Least mean squares algorithm 

The LMS algorithm is based on the SGD algorithm, where the desired signal d  in 

Eq. (6.22) is a known transmitted sequence. This sequence is referred to as the 

training sequence, or learning sequence, and was first proposed in 1960 by B. 

Widrow and M.E. Hoff Jr. [179]. Accordingly, ( ) ( )d sk k=  and the training 

sequence is independent of the constellation type. Also, d  is independent of 

receiver side symbol estimation, unlike the DD-LMS algorithm described in the 

next section. The usage of a known training sequence ensures convergence to the 

global minimum, and hence the weight matrix W  can be initialized arbitrarily. A 

prudent choice is the 0  matrix of size t r[ ]N N L× , or in the case of real-valued 

outputs a 0  matrix of size t r2[ ]N N L× . Note that L denotes the digitized 2-fold 

oversampled impulse response length. 
 

In Chapter 5 it was noted that there is a frequency offset between the transmitter 

laser and local oscillator. However, the SGD updating algorithm only compensates 

linear mixing of channels without any frequency offset. Therefore, a CPE block is 

inserted in the feedback path of the updating algorithm, and Eq. (6.22) becomes 

 { } 1 H1 ,W( ) W( ) S ©( ) d( ) © ( )R ( )k k k k k kµ −+ = − −    (6.29) 

where T
1 texp(- exp©( ) [ ),..., ( )]Nk j jϕ ϕ= −  is the estimated carrier phase of the 

current symbol vector of size t 1[ ]N × , and   is the element-wise multiplication. 

The phases iϕ  are the output phases of the CPE stage described in Chapter 7. 

Hence, before estimating the symbol error, first the current phase is removed such 

that the MIMO equalizer only performs linear unraveling of the transmitted 

channels. The aforementioned formulae denoting the LMS algorithm are graphically 

shown in Fig. 6.7, for a single output. In the case of real-valued outputs, 

 
Fig. 6.6 Averaged error over time indicating convergence behavior for a 3 spatial LP mode 

optical transmission system (a) BTB, and (b) after 80 km. 
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corresponding inphase and quadrature outputs are combined to form one complex 

valued CPE input. CPE implementations are further detailed in Chapter 7. Note 

that Eq. (6.22) can be reduced in computational complexity using an alternative 

LMS algorithm, the sign LMS algorithm. Using this low-complexity updating 

algorithm, Eq. (6.22) is altered to 

 [ ] H1 csign csignW( ) W( ) e( ) R ( ) ,k k k kµ  + = +     (6.30) 

where csign  is the element-wise complex signum function formed by two real-

valued signum functions as 

 [ ] ( ) ( )csign sign signa a a .= ℜ + ℑ         (6.31) 

The computational complexity reduction advantage comes at the cost of an 

increased convergence time, which results in reduced tracking capabilities.  

6.2.4 Decision-directed least mean squares 

The DD-LMS algorithm is closely related to the LMS algorithm, where the main 

difference is that instead of a known transmitted sequence, either a known 

transmitted sequence or constellation is used, and hence these two cases can be 

distinguished. Prerequisite to DD-LMS equalization is a low symbol error rate, and 

hence, the weight matrix W  has to be initialized close to optimum performance. 

This results in the DD-LMS algorithm generally being used for optimizing the 

weight matrix W  during payload transmission, and the weight matrix is initialized 

by the LMS algorithm to find the global cost function minimum. 

 

As the received signal can have a high error rate, a FEC decoder can be used to 

minimize the errors. The output of the FEC decoder can be fed back as the desired 

 

Fig. 6.7 LMS weight updating algorithm including CPE to remove the frequency offset 

between the transmitter laser and LO. 
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signal d , shown in Fig. 6.8(a). However, FEC decoding is performed on a data 

block, resulting in the equalizer feedback heavily lagging behind on the actual 

transmission matrix, which results in performance degradation. Alternatively, a 

symbol can be directly estimated using a ML estimator. In this work, 2D and 4D 

symbols have been transmitted. Therefore, the ML estimator delay is substantially 

smaller than when using a FEC decoder. However, this comes at the costs of a 

higher error rate, introducing updating errors of the weight matrix. Fig. 6.8(b) 

depicts the ML estimator which replaces the FEC decoder in Fig. 6.8(a), where 

constN  constellation points are considered in parallel, and the constellation point 

minimizing the distance between ( )is k  with itself is chosen. Note that a high order 

constellation results in heavy parallelization requirements. 

6.2.5 Constant modulus algorithm 

The most commonly used blind convergence algorithm is the CMA, which has been 

originally proposed by D.N. Godard in 1980 [181]. It exploits, as the name 

indicates, the constant modulus of the transmitted constellation. CMA is primarily 

designed for phase shift keying signals. However, for square higher order 

constellations, it can also be used directly [182], or a multi-ring CMA can be 

employed. The primary advantage over LMS is that no training sequence overhead 

is required, and hence, a higher throughput can be achieved with the same data 

rate. Additionally, unlike the DD-LMS algorithm, CMA can converge blindly 

without a low bit error requirement. These two reasons have resulted in CMA 

being the predominant MIMO equalization scheme for SSMF transmission systems. 

The weight matrix update algorithm is [181] 

 H
CMA,1 ,W( ) W( ) e ( )R ( )pk k k kµ+ = +   (6.32) 

 

 

 
Fig. 6.8 DD-LMS feedback loop employing (a) a FEC decoder, or (b) 2D or 4D maximum 

likelihood symbols. 
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where 

 CMA, CMA2
,,

S( )
e ( ) S( )

S( )

p
p pp

k
k k

k
γ−

 = −  
   (6.33) 

and 

 
{ }
{ }

2

CMA .,

S( )

S( )

p

p p

E k

E k
γ =   (6.34) 

For the reception of QAM constellations in SSMF transmission systems, p is 

generally chosen to be 2. Clearly, from Eq. (6.33) a second advantage of CMA can 

be observed with respect to the LMS algorithm: the phase rotation independence. 

Hence, CPE is performed independently of MIMO equalization, alleviating 

implementation timing constraints with respect to LMS equalization. However, Eq. 

(6.33) also indicates the main difficulty of CMA, which is convergence. All outputs 

can converge to the same transmitted source, as independent outputs are not 

guaranteed. To this end, many blind source separation algorithms are proposed in 

acoustic and wireless transmission systems [183]. Thereby, the convergence is 

dependent on the initialization of the weight matrix W , and can converge to local 

optima instead of the global optimum. Theoretically, CMA can achieve the same 

BER performance as LMS. Due to the optical components currently emerging and 

in development, the LMS algorithm is the preferred methodology for transmission 

characterization in this work. 

6.2.6 Segmented MIMO equalization 

As the transmission matrix can be designed through optical MMUXs, and optical 

fibers, it is possible that not all MIMO equalizer elements are used. By only 

employing the interesting (non-zero) elements of W , results in the MIMO 

equalizer becoming a segmented MIMO equalizer. Two MIMO segmentation cases 

exist, namely crosstalk and time segmentation. 

 

For the first case, the crosstalk segmentation case, the transmission system matrix 

can be denoted as 

 

LP01 2 4 2 4 2 2

4 2 LP11 4 4 4 2

4 2 4 4 LP21 4 2

2 2 4 2 4 4 LP02

...

...

... ,

...

... ... ... ... ...

H 0 0 0

0 H 0 0

H 0 0 H 0

0 0 0 H

L L L

L L L

L L L

L L L

× × ×

× × ×

× × ×

× × ×

 
 
 
 =
 
 
  

  (6.35) 
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where LP01H  and LP02H  are the intra LP crosstalk transmission matrices of size 

2 2[ ]L × . LP11H  and LP21H  are the intra LP crosstalk transmission matrices of size 

4 4[ ]L × . These crosstalk matrices correspond to the spatial LP modes denoted in 

Table 3.1, where L denotes the optical fiber impulse response length. Instead of 

using LP modes in Eq. (6.35), it can also denote low-crosstalk multi-core 

transmission, where instead of the LP modes, intra core transmission matrices are 

placed on the diagonal entries of H . Although this transmission system minimizes 

MIMO equalizer computation complexity, the transmission system does not exploit 

the full spatial diversity the optical fiber offers. Therefore, this case is not preferred 

for future long haul transmission systems, as MDL degrades the system 

performance. 

 

Alternatively, to minimize the impact of MDL, full mixing is employed to exploit 

the spatial diversity. However, the fiber’s DMD does not necessarily need to be 

fully compensated (section 3.4). This results in a transmission matrix 

 
11 11

21 22 ,

h h ...

H h h ...

... ... ...

 
 =  
  

  (6.36) 

where the elements of H  are 1[ ]L ×  vectors. Due to the optical fiber’s DMD, only 

sections of the L length vectors are non-zero, as shown in Fig. 3.5, such that each 

element of H  can be defined as multiple short impulse responses as  

 a b,0,...,0, ,0,... ,, ,h h hij ij ij=      (6.37) 

 

Fig. 6.9 Conventional MIMO equalizer with time segmentation (grey areas) for reducing the 

computational complexity. 
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which corresponds to a time-segmented MIMO equalizer. The time-segmented 

equalizer has been experimentally compared to the traditional MIMO equalizer 

using a 30 km 3 spatial LP mode optical transmission system [r19], in unpublished 

work. Fig. 6.9 shows the 6×6L MIMO equalizer, where 135L = , and where the total 

number of complex multiplications, taps, equals 6 6 135 4860× × = . By time 

segmenting the MIMO equalizer (grey areas) as shown in Fig. 6.9, the total number 

of taps is reduced to 2 2 32× ×  + 2 4 64× ×  + 4 2 64× ×  + 4 4 32× ×  =1280 taps. 

Accordingly, the number of taps is reduced by 73.66 %. Fig. 6.10 shows the BER 

performance for the traditional MIMO equalizer and the time segmented equalizer. 

It can be observed from Fig. 6.10, that there is no OSNR penalty. Clearly, MIMO 

equalizer segmentation can be employed without performance loss with respect to 

the conventional MIMO equalizer, and reduce the MIMO equalizer’s computational 

complexity. However, for long-haul transmission systems full mixing and DMD 

compensation is mandatory to employ traditional MIMO equalizers, as discussed in 

section 3.4. 

6.2.7 Varying adaptation gain algorithm 

Section 6.2.2 focused on the convergence properties of adaptive MIMO equalizers, 

and it was noted that the key parameter for controlling the convergence properties 

is the adaptation gain parameter µ. Additionally, it was discussed that a large 

adaptation gain results in fast convergence, but a high error floor, and a small 

adaptation gain results in slow convergence, and a lower error floor. The error floor 

minimum is limited by the SNR. To this end, a look-up table (LUT) based varying 

adaptation gain (or step size) algorithm is proposed, and its performance 

experimentally demonstrated [r27]. Note that other MIMO equalization schemes 

can reduce the convergence time further, at a substantial higher computational 

complexity, which is further discussed in section 6.4. 

 

 
Fig. 6.10 BER performance comparison of the traditional MIMO equalizer with respect to the 

segmented MIMO equalizer. 
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The experimental transmission setup employs 3 spatial modes over 80 km 

transmission, where QPSK is and phase plate MMUXs are used. The experimental 

setup is detailed in [r19], as this experimental setup was not original work by the 

author. As 3 spatial modes are employed, the weight matrix W  is of size [ ]6 6L× . 

As previously noted, this matrix can be subdivided into 6 row vectors, denoted as

iW  of size 1 6[ ]L× , where i denotes the respective output. By subdividing W , 

each weight matrix iW  can use its respective adaptation gain iµ . Therefore, it is 

possible to adaptively change the adaptation gain independently per output, 

according to the needs whether it is tracking capabilities, or minimizing the BER 

performance. The per output basis adaptation scheme is shown in Fig. 6.11. At 

symbol instance k, a LUT based translation stage is used to map the averaged 

output error ( )av,ie k  to a corresponding adaptation gain iµ . The averaged error 

of output i is obtained using a 50 symbol averaging window as 

 ( )av
49

., ( )
k

i i
j k

e k e j
= −

= ∑   (6.38) 

The available adaptation gains in the LUT are logarithmically distributed as 
3 4 4 5 5

LUT 10 9 10 ... 10 9 10 ... 10[ , , , , , , ]µ − − − − −= ⋅ ⋅ , and the corresponding average error 

level thresholds are ( )1 2
LUT6 2

/
/Lµ . Due to the impulse response length of the 

fiber, L is chosen as 131. Note that, by increasing the number of entries in the 

LUT, it is possible to optimize the convergence rate further at the cost of 

additional complexity. Here, the maximum adaptation gain was limited to 10-3 to 

ensure stable convergence. 

 

The first and foremost comparison between the fixed adaptation gain and the 

varying adaptation gain is the optimal system BER performance, shown in Fig. 

6.12(a). Note that the markers are for identification only, captures were taken 

every 1 dB OSNR. Fig. 6.12(b) depicts the convergence for the X-Polarization of 

the LP01 mode for various fixed adaptation gains and the proposed varying 

 

 
Fig. 6.11 Varying adaptation gain SGD updating algorithm, employing error averaging and 

a look-up table. 
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adaptation gain algorithm for the BTB case for an OSNR of 11.4 dB. The fixed 

adaptation gain convergence time has been shown previously in Fig. 6.6. The 

convergence performance of the other channels is comparable to the LP01 X-

polarization mode. The convergence time of the proposed varying adaptation gain 

is similar to the fixed 10-3 adaptation gain case. However, the BER clearly 

outperforms the fixed adaptation gain case, as shown in Fig. 6.12(a). Additionally, 

it outperforms the convergence time of the adaptation gain with the best BER 

curve. A factor 4 (fixed 410µ −= ) to 10 (fixed 55 10µ −= ⋅ ) times faster convergence 

is achieved using the varying adaptation gain. The convergence time is denoted as 

the time for the average error to reach av1 05 (50 000),. ,ie⋅ . For completeness of the 

study, Fig. 6.12(c) shows the varying adaptation gain evolution over the first 

10,000 symbols. 
 

As shown in Fig. 6.12(a), the performance for the BTB case is very similar for 

various adaptation gains. However, the transmission system has an impact on the 

OSNR performance, as shown in Fig. 6.13(a). Fig. 6.13(b) depicts the convergence 

characterization for 80 km 3MF transmission for an OSNR of 13.3dB. Accordingly, 

it can be observed that a large adaptation gain results in an increased high error 

floor, resulting in degradation of the system performance. The varying adaptation 

gain allows for the switching to smaller adaptation gain values and hence minimizes 

the transmission BER. Similarly to BTB performance, the proposed varying 

adaptation gain outperforms the fixed adaptation gains in terms of convergence  

 

 

Fig. 6.12 BTB 3 mode QPSK transmission varying adaptation gain performance with 

respect to fixed adaptation gains. (a) BER performance. (b) Convergence time. (c) 

Adaptation gain over symbols. 
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time. Fig. 6.13(c) shows the evolution of the varying adaptation gain value for the 

first 10,000 symbols. The switching between adaptation gains is attributed to noise 

after averaging resulting in threshold crossing error values. This switching effect 

may be reduced when averaging over a larger number of symbols. However, this 

results in an increased decision time. 

6.3  MMSE frequency domain equalization 

In SMF transmission systems, the preferred choice is the time domain MMSE 

equalizer due to its straightforward implementation, where the computational 

complexity per output scales linearly with the number of transmitted channels and 

impulse response length. The computational complexity of the TDE is detailed in 

section 6.4. In SMF transmission, the number of transmitted channels is limited to 

2, and the impulse response length increases with the polarization mode delay. 

However, in the case of multiple LP mode transmission, impulse responses can 

become lengthy quickly due to mode propagation differences, and the number of 

transmitted channels increases 2≥ . To reduce the computational complexity 

requirements, the block LMS algorithm is introduced [42]. This algorithm is also 

known as the fast LMS algorithm, or the FDE. Unlike the name might suggest, this 

equalizer does not compensate the frequency spectrum directly, but relies on time 

domain error estimation consistent with the TDE. The FDE designation is based  

 

 

Fig. 6.13 Varying adaptation gain performance for 3 mode QPSK 80 km transmission 

with respect to fixed adaptation gains. (a) BER performance. (b) Convergence time.  

(c) Adaptation gain over symbols. 
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on performing the convolution and correlation operations in the digitized frequency 

domain as 

                        

[ ] [ ] [ ]
[ ] [ ]{ }(

[ ] [ ]{ })

1
DFT

DFT

,..., 1

,..., 1

c a bk k k

a nk a nk N

b nk b nk N

−

= ⊗

= + −

+ −

 



 (6.39) 

and  

 

[ ] [ ] [ ]{ }
[ ] [ ]{ }{
[ ] [ ]{ } }

1
DFT

DFT

corr

,..., 1

,..., 1 ,

c a , bk k k

a nk a nk N

b nk b nk N

−

∗ ∗

=

= + −

+ −

 

 

 (6.40) 

respectively. The convolution and correlation operations can be observed from Eq. 

(6.22). Here, W( )r( )k k  and He( )r ( )k k  correspond to the convolution and 

correlation operation, respectively, as they are performed for every consecutively 

received symbol. Accordingly, in the transmission system in Eq. (2.1), the 

convolution operation is used. In this section, first the algorithm is detailed, before 

convergence properties are discussed. Finally, the varying adaptation gain proposed 

in [r12] is also evaluated for the FDE. 

6.3.1 Updating algorithm 

As noted in section 6.2.7, the t r[ ]N N L×  MIMO equalizer can be split to tN  

r1[ ]N L×  MISO equalizers. Hence, in this section one output is considered, and the 

corresponding equalizer including updating algorithm is shown in Fig. 6.14. The 

received signals are two-fold oversampled by an adaptive rate interpolator. 

Therefore, first the received signals are interleaved in even and odd samples and 

 

Fig. 6.14 Frequency domain equalizer updating algorithm. 
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transferred to the frequency domain using an DFTN -point discrete Fourier 

transform. The interleaving step is necessary as the output is symbol spaced, and 

was first introduced to optical communications in [184], which in turn is based on 

[185]. The required DFTN  corresponds to the time domain filter length as 

 
( )2log

DFT 2 .
LN   =   (6.41) 

where     denotes rounding up to the next integer. DFTs provide a circular 

convolution, but are being employed to perform a linear convolution. Two methods 

exist for performing a linear convolution using DFTs, and are the overlap-save and 

overlap-add method. The former is the most common method, and the most 

efficient overlap is 50% [186]. If L is a power of 2, the resulting impulse response 

taken into account is exactly two times L, as can be noted from Eq. (6.41). In this 

work therefore, the 50% overlap-save method is chosen. Due to the 50% overlap, 

introduce the new parameter 

 ( )2log 1
DFT DFT2 = 2/ .

LM N−  =   (6.42) 

Then, the thn  block of the thj received input reads 

 
[ ] [ ] [ ]{
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∈
+ −
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   (6.43) 

and 

 
[ ] [ ] [ ]{

[ ] [ ]}
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∈
+ −
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DFT DFT DFT

o o
DFT DFT
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   (6.44) 

where e( )
jr  and o( )

jr  represent the even and odd input streams of the thj  

received signal. Remember that the sample allocation is baud rate spaced, and note 

that in this case the even and odd samples are split. To accommodate residual IQ 

imbalance and skew compensation, the inphase and quadrature components are 

also separated [r11]. This comes at the cost of computational complexity, however, 

it yields the best BER performance. The proposed MIMO equalizer works similarly 

as the TDE with separated real-valued inphase and quadrature components. The 

frequency domain inputs R [ ]j n  are multiplied by a frequency domain weight 

vector for the thi  output as 

 [ ] { }×= ∈ 

DFTDFT 1, ,( ) ( )
, ,W w 0 Mi j i jnM     (6.45) 
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where 

 [ ] [ ]{ }= − ∈  

DFT0 ,..., 1( ) ( ) ( )
, , ,w ,i j i j i jw w M    (6.46) 

and ( )  indicates even or odd. The multiplication then results in the frequency 

domain estimate of the transmitted signal thi  as 
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DFT DFT DFT

1
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DFT DFT
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=

=

∈
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∑
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   (6.47) 

where the summation is an element-wise summation, and the corresponding time 

domain output is the inverse Fourier transform of Eq. (6.47) as 

 [ ] [ ]{ }1
DFT DFT ,'s Si inM nM−= ∈    (6.48) 

where the first DFTM  samples are discarded due to the circular convolution 

operation. Hence, the time domain output consist of the last DFTM  elements as 

 [ ] [ ] [ ]{ }DFT DFTDFT DFT 1 DFT,...,' '
, ,s .i i M i NnM s nM s nM−= ∈   (6.49) 

Eq. (6.49) therefore is the equivalent of Eq. (6.6) for DFTM  consecutive symbols. 

Following the TDE steps, the error with length DFTM  then reads 

 [ ] [ ] [ ]DFT DFT DFT ,e d si i inM nM nM= − ∈   (6.50) 

where d  represents the desired signal block based on the LMS or DD-LMS 

algorithm. Alternatively, the CMA can be used for estimating the error as well. 

Subsequently, the error is transferred to the frequency domain as 

 [ ] [ ]{ }×= ∈
DFTDFT 1 DFT, ,E 0 ei M inM nM    (6.51) 

and the correlation with the received signal is performed as 

 [ ] [ ] [ ]{ }− ∗= ∈ 



1
DFT DFT DFT .( ) ( )

,©' E Rii j jnM nM nM    (6.52) 

Finally, the weight update is performed in the time domain as 

 [ ] [ ] [ ]µ= + ∈  

DFT DFT DFT( -1) ,( ) ( ) ( )
, , ,w w ©i j i j i jnM n M nM    (6.53) 

where  

    [ ] [ ] [ ]{ }×−= ∈  

DFTDFT
DFT DFT DFT 10 1,...,( ) ( ) ( )

, , , , ,© ©' ©' , 0 .Mi j i j i j MnM nM nM    (6.54) 

The time domain weights are transferred to the frequency domain using Eq. (6.45), 

which completes the updating algorithm loop. 
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6.3.2 FDE convergence 

From observing Eq. (6.51), it is clear that the FDE processes DFTM  consecutive 

symbols per block. Recalling the convergence properties from the SGD algorithm 

described in section 6.2.2 results in the time domain update algorithm 

 µ+ = + H
DFT1 ,W( ) W( ) e( )r ( )k k M k k   (6.55) 

which corresponds to Eq. (6.22) for updating DFTM  consecutive symbols. 

Performing the deriving steps according to section 6.2.2, results in the adaptation 

gain limit as 

 
DFT

2
0

iM
µ

λ
≤ ≤   (6.56) 

Similar to the TDE convergence stability equation in Eq. (6.27), from Eq. (6.56) 

can be observed that the largest eigenvalue results in the smallest boundary value, 

and therefore limits the adaptation gain. Accordingly, the FDE shows the same 

convergence performance as the TDE when the adaptation gain is bound by Eq. 

(6.56). However, the TDE has the potential to converge DFTM  times faster. In 

section 6.2.7 it was noted that larger adaptation gains increased the error floor. 

6.3.3 Varying adaption gain FDE 

The proposed varying adaptation gain described in section 6.2.7 has applied to the 

FDE in [r11], where the same experimental setup was used. Through OSNR 

characterization, the varying adaptation gain is compared with the fixed 

adaptation gain performance. Fig. 6.15 shows the BER of the best performing fixed 

adaptation gain and varying adaptation gain for the FDE. In addition, for 

comparison, the optimum adaptation gain TDE has been added. In terms of BER 

versus OSNR, both the TDE and FDE show the same optimal performance. 

However, when comparing the convergence performance for the varying adaptation 

gain of the TDE and FDE with respect to the fixed adaptation gain TDE and 

 

 
Fig. 6.15 QPSK optimum performance comparison between the TDE, FDE, and FDE with 

varying adaptation gain for 3 mode (a) BTB, and (b) 80 km transmission. 
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FDE, a difference is observed. Fig. 6.16 depicts the convergence for both the BTB 

case, as well as the 80 km transmission case. Again, the system convergence time is 

denoted as the time it takes for the MIMO equalizer to reach an average output 

error which is within a margin of 5% of the average output error after 50,000 

symbols. Note that the TDE with varying adaptation gain outperforms the FDE 

with varying adaptation gain as the adaptation gain maximum is limited to 
42 5 10. −⋅  for the FDE. This result is due to the more stringent maximum 

adaptation gain for stable convergence, and hence the observed performance 

complies with Eq. (6.56). Therefore, an increased convergence time reduction can 

be achieved by the TDE with respect to the FDE, as the maximum stable 

adaptation gain is DFT -foldM  higher. 

6.4 MIMO equalizer computational complexity 

MMSE equalizers are commonly employed in optical transmission systems, and 

therefore it is critical that the computational complexity of the TDE and FDE is 

investigated. The computational complexity of an equalizer is formed by the 

number of multiplications and additions, where a complex addition (CADD) is 

described as 

 
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1 2 1 1 2 2

1 2 1 2 ,

z z z j z z j z

z z j z j z

+ = ℜ + ℑ + ℜ + ℑ      
= ℜ + ℜ + ℑ + ℑ  

  (6.57) 

where 1 2,z z ∈ , which shows that a complex addition consists of two real 

additions (RADDs). A complex multiplication (CMUL) can be written by either 

      
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 2 1 2 1 2 1 2z z z z z z j z z z z= ℜ ℜ − ℑ ℑ + ℑ ℜ + ℜ ℑ           (6.58) 

or 

   
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }
1 2 1 2 1 2

1 1 2 2 1 2 1 2 ,

z z z z z z

j z z z z z z z z

= ℜ ℜ − ℑ ℑ  

+ ℜ + ℑ ℜ + ℑ − ℜ ℜ − ℑ ℑ      
 (6.59) 

 
Fig. 6.16 FDE convergence characteristics for various fixed adaptation gains and the varying 

adaptation gain for 3 mode (a) BTB, and (b) 80 km transmission. 
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where Eq. (6.58) uses 4 real multiplications (RMULs) and 2 RADDs [160]. Eq. 

(6.59) however, has only 3 RMULs and 5 RADDs. The number of operations for 

Eq. (6.59) is higher than Eq. (6.58), but as multiplications are more costly than 

additions [186], the computational complexity is lower. Nevertheless, the decisive 

factor is the latency of a real-time transmission system, and therefore Eq. (6.58) is 

preferred over Eq. (6.59). 

6.4.1 TDE computational complexity 

To establish the computational complexity of the TDE, two separate cases are 

analyzed. First, the computational complexity during the payload is investigated, 

where only a convolution between data and the weight matrix is performed. The 

second case is during headers, where additional correlation with the error is 

performed. Note that MMSE equalization can continue during payload transmission 

using the DD-LMS algorithm described in section 6.2.4. To compute the complexity 

of the TDE during payload is very straightforward, and the number of complex 

multiplications is t rN N L , and the number of complex additions is 

( ) ( )t r1 1N L N− − . Note that the number of received bits equals ( )2 constrlogN N . 

During payload processing, the computational complexity is 

 
( )

r

2 const

CMUL ,
log

N L

N
=   (6.60) 

 
( ) ( )

( )
r

2 const

1 1
CADD= .

log

N L

N

− −
  (6.61) 

During headers the complexity increases as the weight matrix is updated. The 

added complexity from channel estimation is 

 t t rCMUL ,N N N L= +   (6.62) 

 t t rCADD ,N N N L= +   (6.63) 

and originates from determining the error vector and adding the gradient. Hence, 

the total complexity during headers is 

 
( )
r

2 const

2 1
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+
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− − + +
  (6.65) 
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6.4.2 FDE computational complexity 

Eq. (6.41) denotes the relation between the impulse response length and the 

required DFT size DFTN , where DFTM  symbols are processed per block. Again, a 

distinction is made between payload processing and the header. The computational 

complexity of an (I)DFT is [186] 

 ( )DFT rad 2 DFTCMUL log ,N C N=   (6.66) 

 ( )DFT 2 DFTCADD log ,N N=   (6.67) 

where radC  is 0.5 for a radix-2 DFT, and 3/8 for a radix-4 DFT. Note that, when a 

radix-4 DFT is used, DFTN  has to be a power of 4. The FDE computational 

complexity to perform a convolution in the frequency domain when even and odd 

samples are separated requires r2N  DFTs (received signals), r t DFT2N N N  CMULs 

(frequency domain element-wise multiplications), tN  inverse discrete fourier 

transformations (IDFTs) (output), and ( )−r t DFT2 1N N N  CADDs (output 

summation). The number of transmitted bits processed in one block is 

( )DFT 2 constlogtM N N , and hence, the computational complexity per bit for payload 

processing is 

 
( ) ( )

( )
+ +

= r t DFT t r rad DFT 2 DFT

DFT t 2 const

2 2 log
CMUL ,

log

N N M N N C N N

M N N
  (6.68) 
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= t r DFT t r DFT 2 DFT
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2 1 2 log
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log

N N N N N N N

M N N
  (6.69) 

Similar to the TDE, during headers the computational complexity increases as the 

weights are updated. The added complexity consists of rN  DFTs (error feedback), 

t r2N N  IDFTs (weight update), t r2N N  DFTs (weight update), t r DFT2N N N

CMULs (perform correlation), and r DFT 2/N N  CMULs (adaptation gain). The 

complex additions are r DFT 2/N N , (error estimation) and t r DFT2N N N (weight 

update). Combined, the added computational complexity is 

    ( ) ( )= + + +t t r rad DFT 2 DFT t r DFT t DFTCMUL 4 log 2 ,N N N C N N N N N N M   (6.70) 

    ( ) ( )= + + +t t r DFT 2 DFT t r DFT t DFTCADD 4 log 2 ,N N N N N N N N N M   (6.71) 

which results in the total computational complexity per bit as 

( ) ( )
( )

t r t r rad DFT 2 DFT t r DFT t DFT

DFT t 2 const

2 +2 +4 log +4 +
CMUL= ,

log

N N N N C N N N N N N M

M N N
(6.72) 
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6.4.3  Computational complexity comparison 

From Fig. 6.17 can be observed that the most commonly used equalizer in SMF 

transmission systems, the TDE, is clearly not preferable for lengthy impulse 

responses. Fig. 6.17 assumes QPSK transmission with 2.5% known sequence 

overhead (header), while during the remainder of the packet the adaptive weights 

are not updated. Additionally, from the same figure it can be observed that the 

FDE logarithmic behavior in computational complexity provides a scalable solution 

for lengthy impulse responses. Hence, when the number of transmitted channels is 

increased, the computational complexity of the FDE remains limited. Note that L 

relates to the impulse response length as 

 
sym

impulse ,
2

LT
T =   (6.74) 

for a 2-fold oversampled input signal, i.e. for a 28 GBaud 1000 tap equalizer, the 

equalizer window spans 1000 35 71ps/2=17.85 ns.× . 

6.5 Offline-processing implementation 

It has been previously noted that the experimental results obtained in Chapter 8 

use offline-processing. The offline-processing C# code has been implemented on a 

distributed peer-to-peer server cluster, consisting of Intel Xeon quad-core CPUs. 

The distributed server cluster allows for simultaneously processing all transmitted 

channels, where each CPU core allows for processing one MIMO output. This setup 

was chosen as it minimizes the total processing time. The offline-processing setup is 

 
Fig. 6.17 Computational complexity of QPSK transmission with 2.5% training sequence 

overhead. 
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shown in Fig. 6.18, where one PC acts as client and receives the samples from the 

real-time oscilloscopes in step 1. Then, in step 2, the captured data is distributed to 

serv t 4/N N=     servers, where independently the FE impairments are 

compensated, adaptive rate conversion is performed, and chromatic dispersion is 

removed. Subsequently in step 3, the processed data is synchronized amongst the 

servers, to provide the MIMO equalizer inputs. The implemented MIMO equalizers 

are the TDE and FDE, as discussed in this chapter. Finally, after MIMO 

processing, the BER is computed and sent back to the client PC, step 4. 

 

To investigate the time characteristics of increasing the number of transmitted 

channels, a simulation setup is designed, where the packet length was 310,000 

symbols, corresponding to the delay SMF in the TDM-SDM receiver in section 5.3. 

Three MIMO transmission channel sizes have been investigated, where 

r t 6, 12, and 24,N N= =  which correspond to the co-propagation of 2, 4, and 7 LP 

modes, as denoted in Table 3.1. For each MIMO transmission channel two cases are 

studied, namely 25 and 199 taps. 25 taps corresponds to the taps order of 

magnitude used in SSMF transmission systems, and 199 taps have been chosen to 

correspond to an order of magnitude larger in computational complexity. The  

 

 

 
Fig. 6.18 Nserv offline-processing distributed peer-to-peer setup. 

 25 taps 199 taps Number of 

servers TDE FDE TDE FDE 

6 6×   9.4 sec 8.6 sec 12.3 sec 8.6 sec 2 

12 12×  14.8 sec 14.9 sec 19.7 sec 15.5 sec 3 

24 24×  24.7 sec 28.8 sec 40.3 sec 29.4 sec 6 

Table 6.1 distributed peer-to-peer offline-processing computation time. 
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processing time is averaged over 10 independent mixed channels, and is shown in 

Table 6.1. Note that, as tN  increases, for 25 taps, the FDE is slower than the 

TDE. This is primarily attributed to the DFT library used, and can potentially be 

further improved by implementing a custom library. When the number of taps 

increases, the performance is as expected. Additionally, the time difference for the 

FDE is small when increasing the number of taps, whereas the TDE processing 

time increase is substantial. Naturally, not only the total processing time is of 

interest, but also the time spent on performing the individual DSP blocks, which is 

shown for a 6 6×  MIMO transmission of length 310,000 symbols and 25 taps in 

Fig. 6.19. The processing speed is limited by the combined time spent on server 

synchronization and MIMO equalization. Note that the CPE is embedded in the 

MIMO equalization process. 

6.6  Towards hardware implementation 

For SDM transmission systems to become a reality, offline-processing does not 

suffice. However, offline-processing can assist in indicating the potential for scaling, 

and acts as a proof of concept to aid in future SDM implementations. First, 

advanced equalization schemes are briefly discussed which can improve the BER 

performance and convergence characteristics. Then, the performance of bit-width 

reduced floating point operations is investigated. This is mandatory, as offline-

processing employs 64-bit floating point operations, which is too high for hardware 

implementation. Finally, scaling the MIMO DSP is discussed for potential 

hardware implementation. 

6.6.1 Advanced equalization 

As the TDE and FDE MMSE equalizers are the general choice for MIMO 

equalization in optical transmission systems, it is important to note that more 

advanced equalizers exist which yield an improved BER performance or 

 
Fig. 6.19 Time per individual processing block for the 6×6 25 tap (a) TDE, and (b) FDE. 
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convergence properties. Note that the computational complexity of the TDE and 

FDE is linear and logarithmic, respectively. 
 

The most common algorithms for MIMO equalization in the fields of acoustics and 

wireless transmission are the recursive least squares (RLS) algorithm [177], and its 

frequency domain equivalent the fast RLS algorithm, which yield the Wiener-Hopf 

solution and can have an order of magnitude faster convergence than the LMS 

algorithm. However, the convergence iteration gain comes at the cost of a much 

higher computational complexity, as the RLS and fast RLS algorithms scale 

quadratically and linear in computational complexity [42], and are therefore not 

relevant for high speed processing. 
 

A second option is to reduce the filter length using infinite impulse response (IIR) 

filters, which results in a reduction in computational complexity. However, IIR 

filters require instantaneous feedback, which is difficult to implement in high speed 

receivers [170]. Another option are distributed feedback equalizers (DFE), which 

suffer from a similar issue, where in theory an improved BER can be achieved 

[187]. However, a feedback within a few symbols is required, and therefore DFE are 

not practical for high speed receiver side implementation. 

6.6.2 Bit-width reduced floating point operations 

It has been noted previously that results obtained in this thesis use offline 

processing. In offline-processing, there are virtually unlimited resources and time for 

processing, and high accuracy arithmetics is used. In modern computers, each value 

is represented by a 64 bit floating point unit (FPU) number, FPU-64. The FPU-64 

is formed according to the IEEE 754 standard by 1 sign bit, 11 exponent bits, and 

52 mantissa bits [188]. The decimal value D can be computed from its respective 

binary value as [189] 

 ( ) -bias

=1

= -1 1+ ,-
-
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M m
m

D b β β
 
 
 

∑   (6.75) 

where S is the value of the sign bit, m the binary value b index of the mantissa 

with length M, E the exponent value, and β  the radix. In this work, 2β = . Note 

that in Eq. (6.75), the exponent bias is 11 1 1β − −  for FPU-64, which represents the 

center value. The bias value is related to the exponent width available in the used 

FPU. However, in reality, implementing FPU-64 in real-time processing chips is 

difficult [190], as the energy required for computing an output bit is high, the DSP 

throughput is limited, and the chip footprint is large. Hence, real-time 

implementations often use fixed point arithmetics, while higher accuracy FPU  
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implementations are becoming more accessible in FPGAs and application-specific 

integrated circuits (ASICs). Nevertheless, FPU-64 is still too complex [191]. 

Therefore, the effect of using reduced bit width arithmetics in [r35] for potential 

future transmission systems is investigated. Additionally, it provides insight in the 

validity of the experimental work in combination with offline-processing. 

Accordingly, three bit-width reduced FPU standards, FPU-32, 16, and 12, have 

been chosen corresponding to the work in [191], and their respective structure is 

outlined in Table 6.2. These FPUs increase potential throughput for real-time 

systems, and reduce the energy requirements to perform multiplications and 

additions, at the cost of computational accuracy. 
 

For the FPU comparison, the experimental setup used is detailed in Chapter 8, 

where a 41.7 km 3 spatial LP mode transmission system is used. Full mixing is 

achieved using a spot launcher MMUXs. Fig. 6.20 shows the BER performance for 

41.7km 3 mode QPSK, 8, and 16 QAM transmission for the FPU-64, and the 

investigated bit-width reduced FPU-32, 16, and 12. 
 

In Fig. 6.20(a) the performance for QPSK is detailed. Two performance indicators 

are used, the HD-FEC and SD-FEC limits. With respect to FPU-64 performance, 

the penalties are 0.65, 0.75 and 1.1 dB for FPU-32, 16, and 12, respectively, at the 

HD-FEC limit. At the SD-FEC limit, the respective penalties are 0.1, 0.3 and 0.45 

dB for FPU-32, 16, and 12 with respect to FPU-64. Therefore, it is clear that the 

BER performance of all FPU types for low OSNR converges to the same value. 

This is attributed to the noise impact becoming substantially higher than the 

increased round-off error introduced by the FPU bit-width reduction. 

 

Similar behaviour is observed in Fig. 6.20(b) for 8 QAM transmission. However, 

the respective penalties at the HD-FEC limit have increased to 0.7, 2.7, and 4.1 dB 

for FPU-32, 16, and 12, with respect to the FPU-64 performance. The penalties at 

 Bit Width Sign S Exponent E Mantissa M Radix β  Bias 

FPU-64 64 1 11 52 2 1023 

FPU-32 32 1 8 23 2 255 

FPU-16 16 1 6 9 2 63 

FPU-12 12 1 6 5 2 63 

Table 6.2 The used FP representations consisting of a number of sign, exponent, and 

mantissa bits. For completeness, the radix has been added. 
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the SD-FEC limit are 0.2, 0.35 and 0.5 dB for FPU-32, 16, and 12 with respect to 

FPU-64 performance. Also, an increased error floor is observed for high OSNR, 

which is attributed to the decreased FPU accuracy, as it becomes the predominant 

source of (quantization) noise. 

 

Finally, the OSNR performance of 16 QAM transmission is shown in Fig. 6.20(c). 

Again, the penalty at the HD-FEC limit is increased, and is 3.8 dB for FPU-32 

with respect to FPU-64. Note that due to the increased error floor, FPU-16 and 

FPU-12 do not achieve HD-FEC performance. At the SD-FEC limit however, the 

OSNR penalties are 0.1, 0.8, and 0.9 dB for FPU-32, 16, and 12, with respect to 

FPU-64. Additionally, from Fig. 6.20(c) it can be observed that the exponent bit 

reduction has a larger impact than the mantissa bit reduction as the performance 

of FPU-16 and FPU-12 is similar. From these results it can be noted that similar 

OSNR performance to offline-processing using FPU-64 can be achieved with a 

lower number FPU, and therefore indicate the viability of SDM transmission. 

6.6.3 MIMO DSP scaling 

As the optical medium and components are scaling to accommodate a larger 

number of transmitted channels, this has an influence on the DSP. Note that for 

MIMO transmission, the heart of the DSP is the MIMO equalizer, which unravels 

 

 
Fig. 6.20  Bit-width reduced floating point BER performance of the TDE MIMO equalizer 

for 3 mode 41.7 km transmission using spot launching. (a) QPSK. (b) 8 QAM. (c) 16 QAM. 
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the mixed transmission channels. However, the MIMO equalizer is not the most 

power dissipating module in conventional ASICs. Fig. 6.21 depicts the typical 

power dissipation distribution of a conventional 100 Gbit s-1 carrier-1 DSP ASIC 

digital logic core in a line card [172]. From Fig. 6.21 it can be observed that the 

GVD compensation and SD-FEC modules contribute the lion’s share to the 

aggregate power dissipation of the ASIC. However, the computational complexity 

of these two modules scales linearly with the number of transmitted channels. The 

MIMO equalizer scales linearly with the number of transmitted channels, per 

received channel. Therefore, the number of matrix elements scales quadratically. In 

a conventional SMF transmission system, the number of elements is 2 2 4× = . For 

a 3MF, it is 6 6 36× = , and a six LP mode fiber 20 20 400× =  [74]. The latter case 

corresponds to a 100-fold increase in required computational complexity in the 

MIMO equalizer. Also note that the impulse response length is longer for SDM 

transmission systems than conventional SMF transmission systems due to multiple 

EH and HE modes co-propagating at marginally different group velocities within 

an LP mode, and similar to SMF propagation, the impulse response length grows 

with the square root of the transmission distance. However, when an FDE is 

employed, the computational complexity with respect to the impulse response 

length remains low, as shown in section 6.4.3. Consequently, the largest 

contribution to the increase of power dissipation for SDM transmission systems is 

the increase in number of matrix elements. Therefore, it is unlikely that the 

number of fully coupled transmission channels scales 2 orders of magnitude, as 

SDM proposes to achieve [27], as 6 LP mode transmission (10 DP channels) already 

results in a 100-fold increase in computational complexity. Although, as the ASIC 

fabrication process continues to advance to smaller transistor sizes, the number of 

fully mixed transmission channels can be increased beyond what is possible today. 

 

Fig. 6.21 Power dissipation of a conventional SMF-based 100 Gbit s-1 carrier-1 DSP ASIC 

digital logic core in a line card [172]. 
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6.7 Summary 

This chapter initially addresses the zero-forcing equalizer, which is the first MIMO 

equalizer used in wireless spatial multiplexing based on the V-BLAST algorithm. 

The ZF equalizer minimizes the interference between the transmitted channels, but 

does not take the addition of noise into account. This effect results in zero-forcing 

not being the predominant equalization method in communication systems, as the 

noise contribution can be heavily amplified. Instead, the most commonly used 

MIMO equalizer in currently employed SMF transmission systems is the MMSE 

TDE, which is based on the SGD algorithm. Accordingly, three SGD based 

algorithms are described for updating the weight matrix, namely LMS, DD-LMS, 

and CMA, and convergence properties are given. Based on these convergence 

properties, a varying adaptation gain is proposed, resulting in greatly improved 

convergence times, while still achieving the optimum BER performance at the cost 

of a small added computational complexity. Additionally, bit-width reduced 

equalization is investigated, as real-time systems cannot employ 64-bit floating 

point operations used in offline-processed experimental setups. Reducing the bit-

width of the floating point operations leads to reducing the computational 

complexity of the TDE. As the TDE scales linearly in computational complexity, 

further computational complexity reduction has to be achieved, which led to the 

introduction of the FDE. This MIMO equalizer is also based on the SGD 

algorithm. In the FDE, the convolution and correlation multiplications are 

performed in the frequency domain, which is more computationally efficient than 

the time domain. Furthermore, the convergence properties of the FDE are detailed, 

and the varying adaptation gain used for the TDE is also applied to the FDE. 

Moreover, the FDE is extended to account for residual IQ imbalance and skew, by 

separating the inphase and quadrature received inputs. This however, comes at the 

cost of computational complexity, but provides the best optimum performance 

possible. Subsequently, other MIMO equalizers are discussed which have improved 

BER or convergence characteristics. However, these alternative equalizers come at 

either a great increase in computational complexity, or are not suitable for high-

speed real-time processing due to practical limitations. Finally, the developed 

offline-processing peer-to-peer distributed network is described, which supports the 

experimental activities performed in Chapter 8, and the potential of scaling 

towards and increased number of mixed channels is discussed. 

  





 

 
 
Chapter 7  
 

Carrier phase estimation 
 
 Simplicity is the ultimate sophistication. 

 Leonardo da Vinci 

 

The CPE stage is the last key DSP block remaining in this thesis. As discussed in 

Chapter 6, the CPE DSP block is performed during LMS-based MIMO 

equalization, where feedback is provided to the MIMO equalizer. When the CMA is 

used for updating the weights of the MIMO equalizer, these two DSP blocks can be 

considered independent. This chapter5 focuses on two types of carrier phase 

estimation: frequency and phase estimation. Accordingly, first in section 7.1 data-

aided frequency offset estimation is discussed. This is based on LS channel 

estimation, as it has been previously detailed in section 6.1. Frequency offset 

estimation is usually employed when the frequency offset between the transmitter 

laser and LO is large with respect to the baud rate. If the frequency offset is small, 

phase estimation suffices. The two most commonly used phase estimation 

algorithms are detailed in section 7.2, where first in section 7.2.1 the Viterbi-

Viterbi algorithm is detailed. This is an often used method in SMF transmission 

laboratory experiments. Additionally, the Costas loop is described, which consists 

of a phase detector and a digital phase locked loop (DPLL). The 2nd order DPLL 

scheme is detailed in section 7.2.2, and subsequently, three corresponding phase 

detectors are described. First, in section 7.2.3, the most intuitive phase detector, 

the multi-dimensional distance phase detector is discussed. An argument-based 

distance phase detector is detailed in section 7.2.4 which reduces the computational 

complexity with respect to the multi-dimensional distance phase detector. Further 

reduction in computational complexity is achieved by the proposed 2×1D phase 

detector, discussed in section 7.2.5. Furthermore, as all transmitted channels share 

the same transmitter laser source, and all coherent receivers share the same LO, 

the laser frequency offset in MIMO transmission systems can be considered a 

common-mode impairment. This common-mode impairment can be exploited. First 

a master/slave scheme is introduced, which serves as a performance reference for 

the argument-based averaging scheme proposed in section 7.3. Both these joint 

CPE schemes are based on the Costas loop, and the Costas loop is the primary 

5 This chapter incorporates results from the author’s contributions [r7], [r12], and [r21]. 
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CPE scheme used in the experiments in Chapter 8, as it outperforms the V-V 

phase estimator. The lower performance bound of CPE algorithms is described by 

the Cramer-Rao bound (CRB), which is the lower bound of the estimator error 

variance of the deterministic transmission system parameters. As it is particularly 

difficult to analytically compute the CRB, often in transmission theory the 

modified CRB (MCRB) is used which was introduced by D' Andrea et. al in 1994 

and reads [192]  

 
3 2 2
0 sym

3 1
MCRB

SNR2
f

L Tπ
=   (7.1) 

and 

 
1 1

MCRB ,
2 SNRoL

ϕ =   (7.2) 

which denote the frequency and phase MCRB, respectively. Note that the 

frequency estimator is dependent of the symbol duration, and both MCRBs are 

dependent on Lo, which denotes the number of symbols taken into account. From 

observing Eq. (7.1) and Eq. (7.2) it is noticeable that the MCRB for frequency and 

phase scale cubed and linearly with Lo, respectively. Note that in offline-processing 

systems, there is no system delay, and hence achieves the best possible 

performance, which is not achievable in real-time systems. To estimate the 

frequency and phase information, two cases are considered. First, where the 

frequency offset is large and hence the main performance penalty contributor. The 

second case is where the frequency offset is small and hence the main performance 

penalty originates from phase noise. 

7.1 Frequency offset estimation 

To estimate, and remove, the large frequency offset between the transmitter laser 

and LO, two main methodologies exists: data-aided, and non-data-aided or blind 

estimation. For wireless transmission systems, the data-aided method achieves a 

performance very close to the MCRB, and works independently of channel mixing 

as it is based on correlation. Hence, this section focuses on data-aided frequency 

offset estimation, instead of blind frequency offset estimation techniques [165]. 

Wireless data-aided techniques greatly outperform bind estimation techniques, 

which was also noticed for optical transmission systems in [193]. For optimum 

performance, it is assumed that the frequency offset remains constant within the 

correlation window. If the frequency offset is small, phase estimation per symbol is 

preferred to track the frequency offset over time as it can provide a lower latency 

feedback. 
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In section 2.3.1 data-aided LS channel estimation has been performed, and it was 

noted that finding the frequency offset within a range of frequency offsets is a key 

difficulty. To investigate the correlation performance, and hence frequency offset, 

the transmitted channel vector of Eq. (2.16) is multiplied by ( )offset intexp 2j f kTπ− , 

where min offset maxf f f≤ ≤ . minf  and maxf  represent the minimum and maximum 

search frequency offset for estimation. The frequency offset estimation results of the 

41.7 km 3 spatial LP mode QPSK transmission experiment in section Chapter 8 is 

shown in Fig. 7.1, where a correlation length of 213 symbols has been used with a 

frequency step size of 5 MHz. The investigated received channel is the X-

polarization of the LP01 mode, and the peak height differences are caused by 

crosstalk differences. From the figure it can be observed that the frequency offset is 

approximately 25 MHz. The 6 correlation peaks represent the decorrelated 

polarization modes, as signal copies are used for all transmitted channels where no 

correlation exists within the MIMO equalizer window. 
 

  

 

Fig. 7.1 Data-aided frequency offset estimation in the LP01 X-polarization through 

correlation of a 41.7 km 3MF transmission system, where delayed copies are transmitted. 

The estimated frequency offset between the transmitter laser and LO is 25  MHz. 
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7.2 Phase offset estimation 

Clearly related to frequency offset estimation is phase offset estimation, and due to 

the high baud rate of the transmitted symbols, phase offset is capable of tracking 

the frequency offset between the transmitter laser and LO. In optical transmission 

systems, two main phase estimators are commonly employed: the nth order V-V 

estimator, and the Costas loop. The Costas loop consists of a phase detector, or 

Costas detector, and a DPLL. The DPLL scheme outperforms the V-V scheme, as 

it performs close to the MCRB [192]. However, to achieve this, only a small 

feedback delay is allowed in the feedback loop. Any delay in the feedback path 

reduces both the tracking performance, and the lock-in range. Therefore, both 

carrier phase offset estimators are considered in this section. 

7.2.1 nth order Viterbi-Viterbi phase estimator 

The nth order V-V phase estimator was originally introduced by A.J. Viterbi and 

A.M. Viterbi in 1983 [194] for phase shift keyed transmitted signals. The phase 

estimated output i can be denoted as [187] 
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where n equals Nconst and vvw  is the 2 +1vvL  FIR filter weight, which allows for a 

windowing function and can be optimized based on the SNR of the received signal. 

Note that the argument input ∈  is denoted as 
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When the received signal has a low OSNR (BER 310−≥ ), a long window is 

preferred to average the influence of the zero-mean Gaussian noise. On the 

contrary, when a large phase noise is present, a small window is preferred. Phase 

noise originates from linear noise sources, which are the transmitter and LO laser 

linewidths, and a non-linear source, such as SPM [195]. Inherently, by having to 

 
Fig. 7.2  V-V phase estimation algorithm for phase shift keyed transmitted signals. 
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take the future received signal into account for averaging, a delay is introduced. As 

the CPE is a part of the LMS-based equalizer, this introduced delay directly affects 

the MIMO equalizer too. For the CMA, the two DSP blocks operate independently. 

Eq. (7.3) is graphically shown in Fig. 7.2, where the most commonly used V-V 

phase estimator in optical transmission systems is the 4th order V-V phase 

estimator [196], as it relates to the transmission of QPSK symbols. 

7.2.2 Costas loop 

As previously mentioned, the Costas loop outperforms the V-V phase estimator 

[192], and performs close to the MCRB when no delays are introduced in the 

feedback loop [165]. Therefore, Costas loop based carrier recovery has been used in 

the experiments in Chapter 8. The Costas loop was first introduced by J.P. Costas 

in 1956 [197, 198], and consists of two components: a phase detector, and a phase 

locked loop feedback, as shown in Fig. 7.3. It is often implemented in copper-based 

and wireless transmission systems. The work by J.P. Costas in copper-based 

transmission was particularly important as it was the first to demonstrate that the 

offset carrier phase could be reliably removed from the received signal. The Costas 

loop including the digital phase locked loop and phase detector is shown in Fig. 7.3. 

Note that a first order phase locked loop can be used, but to avoid steady-state 

phase errors, generally a second order phase locked loop is employed [165]. In the 

figure, GPD, G1, G2, and GNCO represent the phase detector, first, second, and 

numerically controlled oscillator gains. It is also important to note that a DPLL 

based implementation has a lock-in range for reliable carrier recovery. 

Alternatively, in copper-based transmission systems, pilot-symbol assisted 

modulation is used to increase the lock-in range and reduce the error floor 

introduced by the Costas loop [165]. The same was effect noticed in optical 

transmission systems in [199]. 

 

 

 

Fig. 7.3 Costas loop consisting of a phase detector and a digital phase locked loop. 
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7.2.3 2D maximum-likelihood phase detector 

As the phase detector plays a crucial role in phase estimation, it is particularly 

important to use the correct reference symbol. The reference symbol can be 

obtained in a data-aided or non-data-aided fashion, which can be changed 

according to the active MIMO updating algorithm. In the data-aided mode, the 

reference symbols are part of the training sequence, and during the non-data-aided 

estimation the reference symbols are maximum likelihood symbols. The most 

straightforward implementation is shown in Fig. 7.4, where the two dimensional 

Euclidian distance serves as the maximum likelihood estimator. This 

implementation is related to Fig. 6.8(b), where also 2D maximum likelihood 

Euclidian distance estimation was performed for the desired signal of the DD-LMS 

algorithm. The chosen dimensionality can also be four, which corresponds to the 

transmitted symbol dimensionality discussed in section 2.5.2. However, this adds an 

additional symbol delay in the feedback loop. The subtraction of the received 

symbol argument from the maximum likelihood argument is limited to the range 

from -π toπ . The computational complexity of the two dimensional phase detector 

is const1+4N   RADDs and const2N  RMULs per received symbol, where constN  

represents the number of constellation points. 

7.2.4 Argument-based phase detector 

The second maximum likelihood phase detector is the argument-based phase 

detector, and is shown in Fig. 7.5. This particular phase detector is often used in 

optical transmission experiments such as in [200]. The computational complexity of 

the comparison stage is angles1 N+  RADDs and no RMULs. anglesN is 4, 8, 12, and 

 

Fig. 7.4 2D maximum likelihood phase detector. 
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28 for QPSK, 8, 16, and 32 QAM, respectively. Clearly, the computational 

complexity is lower than for the 2D phase detector, as a few constellation points 

have the same argument for higher order constellations. Therefore, a reduced 

number of Euclidian distance comparisons is required with respect to the multi-

dimensional phase detector. Additionally, the Euclidian distance computation is 

only one dimensional, and hence avoids using any multiplications in the Euclidian 

distance computation. The downside however, is that the amplitude is not taken 

into account. For higher order symbols this may result in incorrect decisions. 

7.2.5 2×1D phase detector 

Further computational complexity reduction is achieved by using the 2×1D phase 

detector, which has been proposed in [r12], and is shown in Fig. 7.6. The 

comparison values per dimension are 
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with real imagN N=  representing the number of real and imaginary real-valued 

comparison points, respectively. The corresponding computational complexity per 

modulation format is real1 2N+  RADDs, and no multiplications are used. This 

results in 4, 6, 8, and 12 RADDs for QPSK, 8, 16, and 32 QAM constellations. 

Hence, the proposed phase detector has a substantial lower computational 

complexity than the argument-based phase detector, and in addition, takes the 

amplitude into account. However, using these one dimensional points results in 4, 

 

Fig. 7.5  Argument-based phase estimator. 
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9, 16, and 36 possible constellation locations for QPSK, 8, 16, and 32 QAM, 

respectively. Clearly, the downside of the proposed 2×1D phase detector is that for 

non-square constellations (i.e. 8 and 32 QAM) solutions exists which are not part of 

the symbol space. When this occurs, the phase locked loop input argument is set to 

0. Hence, no carrier phase update is performed. For square constellations this 

method allows for taking the higher order symbol points into account and therefore 

being more accurate in determining the maximum likelihood symbol than the 

argument-based phase detector can. The computational complexity reduction of the 

proposed 2×1D phase detector exploits both one dimensional distance comparisons, 

as the argument-based phase detector does, and further reduces the number of 

comparisons with respect to the angular phase detector. 

7.3 Joint CPE 

As all transmitted channels share the same transmitter laser source, and same LO 

source, it is clear that the carrier offset is a common-mode impairment. Therefore, 

this can be exploited to further reduce the computational complexity, and has been 

reported on in [r7]. The most straightforward implementation of joint CPE is the 

master/slave (M/S) scheme, where the phase estimation of one master channel is 

used to compensate all transmitted (slave) channel offsets. It is recommended that 

the master channel chosen has the largest eigenvalue for optimal SNR performance. 

The M/S scheme was first proposed for optical communications in [169], and is 

shown in Fig. 7.7(a). This method achieves the lowest computational complexity 

possible, however, it is prone to performance degradation caused by phase 

mismatching between transmitted channels. The phase mismatching can originate 

 

Fig. 7.6 Proposed 2×1D phase detector. 
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at the transmitter or the receiver side. In the perfect case, there is no phase-

mismatching. An averaging method in the angular domain is proposed to minimize 

the phase-mismatching performance degradation is shown in Fig. 7.7(b). Here, 

either averaging over every channel takes place, or one statically chosen 

polarization per received mode is used, as two polarizations are generally phase-

matched in the integrated receivers. Note that the channel gain Gi can correspond 

to the eigenvalues of the transmission system, where norm 1 / iG G= ∑ . For 

simplicity in the presented case in Fig. 7.7(b), the gain for all odd channels is 1, 

and the gain for all even channels is 0. The computational complexity of the 

proposed averaging scheme is higher than the M/S scheme, but substantially lower 

than using one CPE block per received channel. 

 

The CPE performance for the 41.7 km 3 spatial LP mode transmission system 

described in Chapter 8 is investigated, where due to transmitter side channel 

decorrelation phase-mismatching is inevitable. The performance comparison is 

shown in Fig. 7.8 for QPSK, 8, 16, and 32 QAM transmission. The scheme where 

one DPLL is used per transmitted channel is denoted as the 6-DPLL scheme. Here, 

6 corresponds to the number of used polarization channels. Starting with the 

performance of QPSK transmission, depicted in Fig. 7.8(a), no penalty and 0.3 dB 

OSNR penalty is noticed at the HD-FEC limit for averaging and M/S, respectively. 

At the SD-FEC limit all schemes perform the same. The results of 6 × 8 QAM 

transmission are shown in Fig. 7.8(b). With respect to the 6-DPLL scheme, an 

OSNR penalty of 0.1 dB and 0.37 dB is observed at the 7% HD-FEC limit for 

averaging and M/S, respectively. Again, the averaging method is following the 

performance trend of the 6 DPLLs. Therefore, from Fig. 7.8(b) it can be observed 

that higher order constellations pose no issue for a single DPLL with averaging. 

Note that the M/S method has an increased penalty. Doubling the number of 

constellation points, and hence adding one additional bit per symbol, results in the 

 
Fig. 7.7 Joint CPE algorithms. (a) Master/slave scheme, where the phase output of one 

channel controls the phase of all channels. (b) The proposed averaging scheme, a linear 

transform of all received channels controls the phase of all channels. 
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16 QAM constellation, where the BER performance of the 3 methods is shown in 

Fig. 7.8(c). With respect to the 6-DPLL scheme, a 0.3 dB and 1.6 dB OSNR 

penalty is observed at the 7% HD-FEC limit for the averaging and M/S scheme, 

respectively. Clearly, in this case the averaging method is greatly outperforming the 

M/S scheme. This performance difference is attributed to small variations in the 

carrier phase offset between the channels, i.e. the common-mode impairment is 

similar, but not exactly the same for each transmitted polarization mode channel. 

At the 20% SD-FEC limit, no penalty is observed for either method. Note that the 

BER floor is slightly increased for both the averaging and M/S schemes with 

respect to the 6-DPLL setup. Finally, 32 QAM performance is shown in Fig. 7.8(d). 

As the performance of 32 QAM transmission does not reach the 7% HD-FEC limit, 

only the 20% SD-FEC limit can serve as a performance indicator. From Fig. 7.8(d) 

it can be observed that the OSNR penalty is 0.5 dB and 2.1 dB for averaging and 

M/S schemes, respectively. Again, averaging clearly outperforms the M/S 

performance, whilst significantly reducing the computational complexity with 

respect to the 6-DPLL setup. Similar to the 16 QAM OSNR performance, the BER 

floor is slightly increased for both the averaging and M/S schemes with respect to 

the 6-DPLL setup. 
 

In addition, it is interesting to quantify the proposed method’s tolerance to 

nonlinearities, which becomes more stringent for higher order modulation formats 

such as 16 and 32 QAM. As previously indicated, the best performance is achieved 

 

Fig. 7.8 41.7 km 3 spatial LP mode transmission performance of the two joint CPE schemes 

for (a) QPSK, (b) 8 QAM, (c) 16 QAM, and (d) 32 QAM. 
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by the 6-DPLL scheme. However, as Fig. 7.9 shows, the nonlinear performance of 

both the averaging method and M/S for 16 and 32 QAM transmission closely 

follows the 6-DPLL performance. With respect to the performance in the non-linear 

regime, it is possible to conclude that the M/S and particularly the averaging CPE 

scheme perform similar to the conventional 6-DPLL performance. 

 

The main difficulty of employing a joint CPE scheme is that all MIMO equalizer 

outputs must be synchronized, which results in an increase in timing constraints 

when designing the receiver DSP. Therefore, from an implementation point of view, 

the original multi-DPLL scheme with higher complexity remains attractive. 

7.4 Cycle slipping 

Over time, the CPE estimate exhibits small random fluctuations around a stable 

operating point [158], which consists of noise contributions and disturbances. Cycle 

slipping occurs when the estimate moves away from the stable operating point, into 

a neighbouring stable point. Accordingly, the CPE stage tracks the carrier phase in 

that stable point, which results in a continuous series of symbol errors, and hence 

causes outage. The highest probability of cycle slips occurring is when a burst of 

errors is received. Note that cycle slipping is a highly non-linear effect and very 

unpredictable, and the probability of occurrence is a few orders of magnitude 

smaller than the decision error probability [158]. Consequently, transmission in the 

low OSNR regime is more prone to cycle slipping [201]. 
 

Methods to prevent cycle slipping from occurring are inserting known sequences or 

differentially encoding symbols [202]. The former method allows for correcting the 

phase tracking estimate, which results in a maximum of one consecutive data  

 

 
Fig. 7.9 41.7 km 3 spatial LP mode nonlinear transmission performance of the two joint CPE 

schemes with respect to the conventional one DPLL per transmitted channel. 
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Carrier phase estimation 

 

packet being incorrectly received. This comes at the cost of transmission overhead. 

By differentially encoding symbols, information is encoded in the differential of two 

consecutive symbols, rather than encoding the symbol itself. Therefore, when cycle 

slipping occurs, the relative phase between two consecutive symbols remains 

correct. The primary issue with differentially encoding symbols is a substantial 

performance degradation for soft-decision error correcting with respect to 

conventional symbol encoding [203]. 

7.5 Summary 

This chapter details CPE algorithms which estimate and compensate the frequency 

offset between the transmitter laser and LO. Furthermore, these algorithms 

minimize the influence of phase variations over time. In section 7.1 frequency offset 

estimation has been performed using data-aided LS channel estimation, as it 

provides the best performance possible which is close to the MCRB. Non-data-

aided techniques have been mentioned, however, none can provide the accuracy LS 

estimation offers. Furthermore, in section 7.2 phase estimation algorithms have 

been discussed. The most commonly used phase estimators in optical transmission 

systems are the V-V algorithm, and the Costas loop. The Costas loop consists of a 

DPLL and a phase detector, where a low computational complexity 2×1D PD acts 

as PD.  

 

In addition, it was noted that the transmitter channels share the same laser source, 

and the LOs share the same laser source. Therefore, carrier phase offsets can be 

considered as a common-mode impairment. To this end, two joint CPE schemes 

have been employed, and compared to the conventional CPE scheme for a 41.7 km 

3 spatial mode transmission of QPSK, 8, 16, and 32 QAM symbols. The 

corresponding conventional scheme is denoted as the 6-DPLL scheme. The joint 

CPE schemes are the master/slave scheme, and the averaging of the phase detector 

outputs of multiple channels. Both joint CPE schemes employ only one DPLL. The 

master/slave scheme has the lowest complexity, and the worst performance. The 

Averaging scheme performs similarly (0.5 dB OSNR penalty for 32 QAM 

transmission at the SD-FEC limit) to the conventional 6-DPLL scheme, while 

being marginally higher in computational complexity that the master/slave scheme. 

Furthermore, it has been demonstrated that the proposed joint CPE Averaging 

scheme behaves similarly for nonlinear transmission impairments in comparison to 

the conventional 6-DPLL CPE scheme. 
 
 

  



 

 
 
Chapter 8  
 

Experimental transmission system 

results 
 
 No amount of experimentation can ever prove me 

right; a single experiment can prove me wrong. 

 Albert Einstein 

 

In the previous chapters, the theory behind MIMO transmission, the optical 

transmission medium, and the transmitter and receiver side DSP have been 

detailed. This chapter6 combines all the previous work in an experimental 

transmission setup, and verifies the operation of the implemented DSP algorithms 

in combination with the experimental optical subsystems, including optical mode 

multiplexers, fibers and demultiplexers. 

 

The first experimental fiber investigated is a 41.7 km solid-core GI 3MF, which is 

based on MMF refractive index profile designs, and for which the optical 

transmission system is detailed in section 8.1. For this particular fiber, the OSNR 

performance of conventional 2D constellations has been verified in section 8.1.1 by 

the transmission of QPSK, 8, 16, and 32 QAM at 28 GBaud. Additionally, 4D 

constellations have been transmitted in section 8.1.1, which has resulted in the first 

6×4D experimental constellation transmission. Note that the 6 denotes the number 

of mixed independent transmission channels, which correspond to the polarization 

spatial paths in the optical domain. The 4D constellations are TS-QPSK, 32-SP-

QAM, and 128-SP-QAM, which have been detailed in section 2.6. Furthermore, 

delay-diversity space-time coding (STC) has been applied to the 3MF transmission 

system in section 8.1.2. This is the first STC MIMO transmission in optical SDM 

communications. Instead of increasing the maximum throughput, STC increases 

OSNR tolerances and provides a tradeoff between transmission performance 

characteristics. This work indicates that 3MFs can achieve the same throughput as 

SSMFs with increased OSNR tolerances. Finally, a multipoint-to-point transmission 

system is investigated, where the 3MF’s inputs are decorrelated on laser coherence. 

6 This chapter incorporates results from the author’s contributions [r3], [r4], [r14], [r29], 

[r30], [r34], and [r36]. 
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This work verifies that a future multipoint-to-point system is possible, where in a 

single location three SSMF inputs from 3 locations can be combined to form a 

single 3MF transmission system. The second experimental fiber investigated is a 

0.95 km 19 cell HC-PBGF, which is not based on any commercially available fiber, 

and is detailed in section 8.2. The 0.95 km represents the longest HC-PBGF 

transmission distance reported on for a coherent transmission system. A 32 

wavelength carrier single mode transmission is demonstrated with 16 and 32 QAM 

constellation sequences, achieving a HC-PBGF record distance×bandwidth product 

of 8.5 Tbit·km. Finally, to combine both multimode and multi-core aspects of 

spatial division multiplexing, a 1 km SI 7-core FM-MCF is experimentally verified 

in section 8.3, where each core allows the co-propagation of 3 spatial LP modes. By 

employing 50 wavelength carriers, each modulated with a 24.3 GBaud 32 QAM 

signal, a gross throughput rate of 255 Tbit s-1 was achieved with a gross spectral 

efficiency of 102 bits s-1 Hz-1. 

8.1 Solid-core 3MF transmission 

In this section the experimental solid-core 3MF transmission work is described. 

First, the 3MF transmission setup is detailed, where 2D and 4D transmission 

constellations have been transmitted [r3]. Then, space-time coding is applied to 

conventional 2D transmission formats to indicate the potential transmission 

distance increase by employing 3MFs instead of SSMFs [r29]. Finally, a potential 

3MF aggregate network is investigated where three separated transmitter locations 

are used and received on one receiver site [r30]. 

8.1.1 41.7 km 3MF transmission setup 

The current generation 3MF experimental setups employ GI 3MFs which allow the 

co-propagation of three spatial LP modes, denoted as the LP01, LP11a, and LP11b 

mode [129, 204, 205]. By engineering the refractive index profile, the DMD of the 

3MF can be controlled, as discussed in section 3.4.1. The experimental setup used 

is depicted in Fig. 8.1. At the transmitter side, a 1555.75 nm transmitter external 

cavity laser (ECL) with linewidth < 100kHz  is used. The output is guided through 

an IQ-modulator, where the laser light is modulated by a 28 GBaud signal. The IQ-

modulator is driven by two DACs, which represent the in-phase (real) and 

quadrature (imaginary) components of the transmitted 2D constellation. The 

transmitted 2D constellations under investigation are QPSK (2 bits symbol-1), 8 

QAM (3 bits symbol-1), and 16 QAM (4 bits symbol-1), and the 4D constellations 

are TS-QPSK (1.5 bits symbol-1), 32-SP-QAM (2.5 bits symbol-1), and 128-SP- 

 

  



8.1 Solid-core 3MF transmission 

 

 

159 

 

QAM (3.5 bits symbol-1). Two consecutive 2D constellations in time are chosen to 

form a 4D constellation. Hence, when converting the bits per symbol to 2D 

constellation time-slots, the bits per symbol rate of the 4D formats is reduced by 

50%. All transmitted constellations have been described in section 2.5.2. The 

transmitted sequences are formed in the digital domain by a number of fully 

uncorrelated PRBSs, each of length 215, which avoids any correlation within the 215 

symbol sequence as described in section 2.6.2. The output of the IQ-modulator is 

split, and one arm is delayed by 44 ns (1233 symbols) for polarization 

decorrelation. After recombining the two arms, the DP signal is noise loaded to 

characterize the optical OSNR system performance. To achieve 3 DP multiplexed 

mode channels, the noise loaded signal is split into three equal outputs. Two arms 

are delayed for mode decorrelation by 132 ns (3714 symbols) and 294 ns (8233 

symbols), respectively. The signal along each arm is separately amplified before 

going into the MMUX. The launch power was 8.5 dBm for QPSK, 8, and 16 QAM, 

and 7.5 dBm for 32 QAM. The optimum launch power is shown in Fig. 7.9 for 16 

and 32 QAM. As a MMUX, the single prism spot launcher described in  section 4.3 

 

 

Fig. 8.1 41.7 km 3MF experimental setup. Inset: spot launcher camera image. 

 3MF 1 3MF 2 Unit 
Length 29.9 11.8 km 

DMD +2.00 +1.82 ns 

GVD LP01 19.8 19.9 ps nm-1 km-1 

GVD LP11 20 20.1 ps nm-1 km-1 

Aeff LP01 95 96 μm2 

Aeff LP11 95 95 μm2 

Table 8.1 3MF span properties. 
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is used, which results in the equal excitation of the three LP modes, guaranteeing 

full mixing. For all inputs, the MMUX insertion losses are approximately 4.5 dB. 

The transmission link consists of two 3MF spans with respective lengths of 29.9 

and 11.8 km, where the 3MF span characteristics are detailed in Table 8.1. At the 

receiver side, a reciprocal setup of the MMUX comprising a single prism splits the 

3MF output into 3 separate fully mixed DP outputs. The insertion loss of the 

MDUMX is approximately equal to the MMUX with 4.5 dB for each respective 

output. At the receiver side, the three MDMUX outputs are received using the 

TDM-SDM receiver described in section 5.3. This receiver acts as 12 (3 spatial LP 

modes × 2 polarizations × 2 real-valued QAM constellation axes) ADCs. The 

captured data is then post-processed offline, which follows the structure of this 

work. In the digital domain, first the optical FE impairments are compensated. 

Then, adaptive rate conversion is applied, and the GVD is removed. To unravel the 

channels a low computational complexity 6×6L MIMO FDE with an DFT size of 

256 is used, which corresponds to an equalization window of 4.52 ns, and is larger 

than the combined 3MF residual DMD. The weight matrix W of the FDE is 

heuristically updated using the LMS algorithm during convergence and DD-LMS 

during data transmission, and is shown in Fig. 8.2 after convergence. From Fig. 8.2 

can be observed that the DMD of the combined fiber span is 3.82 ns, which  

 

 

Fig. 8.2 6×6L weight matrix W  after 41.7 km 3MF transmission. Top left sub matrix 

represents the LP01W  of size [2×2L], and the bottom right sub matrix represents LP11W  of 

size [4×4L]. The remaining sub matrices represent intermodal crosstalk. 

  



8.1 Solid-core 3MF transmission 

 

 

161 

 

corresponds to the two peaks in each weight matrix element. This indicates the 

advantage of employing DSP to accurately characterize the optical transmission 

system under test. 

 

Since the 4D constellation consists of the concatenation of two 2D constellations, as 

discussed in section 2.5, the weight updating algorithms are the exactly the same 

for all formats. In section 6.2, it was shown that the 6×6L MIMO equalizer can be 

rewritten as six independent 1×6L equalizers, without affecting the equalizer’s 
complexity. The benefit of coding 4D symbols in time is that only one output is 

used per 4D-symbol, which reduces the timing alignment complexity between 

MIMO outputs with respect to coding a 4D-symbol onto two separate outputs. To 

compensate the frequency offset between the transmitter laser and LO, one Costas 

loop per transmitted channel is used and the carrier offset tracking over time for all 

transmitted channels is shown in Fig. 8.3. This figure corroborates the assumptions 

made in section 7.3, where joint CPE was proposed. After this stage, the received 

constellations are demapped, and the BER is measured. The presented BER in this 

section is averaged over 2 captures, where each capture represents 310,000 2D 

symbols. The first 25,000 symbols are used for convergence, which results in system 

BER averaging over 3.42 million 2D symbols, or 1.71 (3.41/2) million 4D 

constellations symbols.  

 

The measurement results for both single mode BTB and 41.7 km 3MF transmission 

are shown in Fig. 8.4, where the performance of the 2D and 4D constellations is 

shown in Fig. 8.4(a) and Fig. 8.4(b), respectively. For clarity, the 6×6 few-mode 

BTB results have been omitted in Fig. 8.4 as the OSNR penalty between 6×6 BTB 

and 41.7 km few-mode fiber transmission was measured to be under 0.2 dB for 16  

 

 

Fig. 8.3 Costas loop phase response over time for 41.7 km 3MF transmission of all 6 

received channels. 
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QAM. Here, the HD-FEC limit crossing point is considered to be the primary 

performance indicator. Accordingly, Table 8.2 denotes the HD-FEC limit OSNR 

crossing value of all the transmitted constellations for the theoretical limit in the 

second column. The measured BTB OSNR penalty with respect to the theoretical 

crossing point is shown in the third column of Table 8.2, where the actual crossing 

 OSNR value is denoted in brackets. To complete the table, in the fourth column, 

the OSNR penalty after 41.7 km few-mode fiber transmission is denoted. Again, in 

between brackets the measured OSNR crossing point is given. From the trends  

 

Fig. 8.4 Experimental 41.7 km 3MF transmission performance of (a) 2D constellations, and 

(b) 4D constellations. 

Constellation 
Theory OSNR at 

HD-FEC-limit [dB] 
BTB penalty 
w.r.t theory 

6×6 Transmission penalty 
w.r.t theory 

TS-QPSK 9.9 1.9 (11.8) 2.1 (12) 

QPSK 12.1 1.9 (14) 2.5 (14.6) 

32-SP-QAM 14 2.7 (16.7) 3.3 (17.3) 

8 QAM 16.2 2.9 (19.1) 3.5 (19.7) 

128-SP-QAM 17 1.8 (18.8) 2.5 (19.5) 

16 QAM 18.7 3.9 (22.6) 5.3 (24) 

Table 8.2  BTB and 6×6 MIMO transmission OSNR penalties with respect to the 

theoretical limit. In brackets are the OSNR values for BTB and the 6×6 transmission case 

at the HD-FEC limit. 

  



8.1 Solid-core 3MF transmission 

 

 

163 

 

shown in Fig. 8.4(a) and Fig. 8.4(b) and outlined in Table 8.2, it is clear that the 

OSNR penalty substantially increases for the 2D formats when scaling to a higher 

number of constellation points. However, for the 4D formats, the OSNR penalty 

marginally increases. Note that the performance with respect to theory for 32-SP-

QAM is not as good as the performance of 128-SP-QAM. This issue may be caused 

by the carrier recovery algorithm, which requires more constellation points to 

perform optimally. This was also noted in [58], where a similar performance 

difference was observed in SSMF transmission. Through this, it can be concluded 

that the optimum 4D constellations are TS-QPSK and 128-SP-QAM. From Fig. 8.4 

and Table 8.2, another interesting observation can be made, even though the 

theoretical limit for 128-SP-QAM is higher than 8 QAM. After transmission, 128-

SP-QAM ( 128 6 3 5 588Gb s. −× × =  gross throughput rate) outperforms 8 QAM  

( 128 6 3 504Gb s−× × = gross throughput rate), whilst carrying an additional 0.5 bit 

symbol-1. Finally, from Fig. 8.4 it can be observed that the 4D constellation BER 

curves after transmission follow the BTB curves closer than the respective 2D 

constellations. 

 

From the 41.7 km transmission case, it is established that the improved OSNR 

margin provides a case for 4D constellations to be employed in FMF transmission 

systems, where the dimensionality could be increased further in the future. As 

previously noted, a similar OSNR margin improvement was observed for SSMF 

transmission systems [58], but is more pronounced in 3MF transmission systems. 

Accordingly, these tolerances indicate that 4D constellations potentially allow more 

energy efficient data transmission than their respective 2D counterparts [59]. 

8.1.2 Space-time diversity 

In section 8.1.1, it was shown that the 3MF offers a linear increase in transmission 

throughput. However, the 3MF transmission system can also be used to improve 

the transmission quality of DP transmission through exploiting STCs [187], as 

proposed in [r30]. This is the first time STC has been performed for an optical 

SDM transmission system, which allows for making a trade-off between throughput 

and performance, potentially managed by software, hence adding an extra 

dimension to future flex-grid transmission systems. For STC transmission systems, 

there are three main contenders: space-time trellis codes (STTCs) [206], orthogonal 

STCs [207], and delay diversity. The latter two are linear space-time block codes 

(STBCs) and have a lower implementation complexity than trellis codes. Although 

the STTCs offer improved performance over the linear variants, for high data rate 

optical transmission systems complexity is a key factor [208]. Therefore, the two 

linear STBCs are of primary interest, where the orthogonal STBCs are linear codes 
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from which the data is formed as unitary transmission matrices. The most well-

known orthogonal STBCs are Alamouti and Tarokh codes [207, 208]. However, 

these only exist for certain numbers of transmitters. To this end, we use the 

simplest STBCs, purely exploiting the space and delay diversity, where delayed 

signal copies are transmitted over a number of transmitters in certain time slots. 

This corresponds to the experimental setup detailed in section 8.1.1. Fig. 8.5 

depicts four possible cases of the proposed STC scheme, delay-diversity STBCs, 

where (a) 6, (b) 3, (c) 2, or (d) 1 channel are transmitted. As SSMFs allows two 

polarizations to co-propagate, case (c) provides the best performance comparison. 

Note that the block lengths in Fig. 8.5 must be larger than the MIMO equalizer 

length to fully exploit the space and delay diversity without data correlation. To 

investigate the performance improvement 3MFs can offer for conventional 2D 

constellation transmission, the same experimental setup as described in section 

8.1.1 is employed. Hence, the transmitter side delays reflect the block time slots in 

Fig. 8.5. At the receiver side, regular MIMO equalization is performed. Demapping 

the constellations is performed after MIMO equalization, where respective outputs 

are delayed and averaged to obtain the received symbol values. 

 

To this end, Fig. 8.6 shows the performance results of the STC 3MF transmission 

experiment for (a) QPSK, (b) 8, (c) 16, and (d) 32 QAM. As the primary 

performance indicator, the 7% HD-FEC limit is used. For 41.7 km 3MF QPSK 

transmission, as shown in Fig. 8.6(a), for threefold throughput increase there is a 

0.55 dB OSNR penalty at the HD-FEC limit with respect to SMF BTB 

performance. Note that the baud rate is kept constant. When applying STBC on 

two copies for a single channel, the 3MF transmission already outperforms the 

theoretical SMF performance. However, by doing so, the 3MF transmission 

throughput is reduced to 1.5× the SMF throughput. When using a three channel  

 

 
Fig. 8.5 STC block coding where the block notation (i,j) denotes the i th transmission channel 

of the j th time slot for (a) V-BLAST, (b) 3 channels, (c) 2 channels, and (d) 1 channel. The 

gray blocks represent data blocks in the past. 
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Fig. 8.6 STC with respect to BTB SMF transmission for (a) QPSK, (b) 8 QAM, (c) 16 

QAM, and (d) 32 QAM. For the same throughput, 3MFs offer a higher OSNR tolerance 

than SSMFs theoretically can offer. 
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STBC, the STC 3MF throughput equals SMF throughput, and the corresponding 

OSNR gain is approximately 3.2 dB. As for QPSK, the same STBCs can be applied 

to the 8 QAM 41.7 km 3MF transmission system, and the corresponding 

performance is shown in Fig. 8.6(b). For threefold throughput increase there is a 

0.55 dB OSNR penalty with respect to SMF BTB performance. A performance gain 

of 2.7 dB and 4.1 dB is observed when comparing the 3MF throughput of 1.5× and 

1× SMF throughput to SMF BTB, respectively. Hence, STC can be used to exceed 

SMF transmission performance. Furthermore, the performance of 16 QAM 41.7 km 

3MF transmission is investigated, and the corresponding performance is shown in 

Fig. 8.6(c). The 3× SMF throughput OSNR penalty with respect to SMF BTB is 

1.5 dB. When applying STBCs, and hence reducing the 3MF transmission system 

throughput to SMF throughput, an OSNR gain of 4.9 dB OSNR is observed. 

Finally, the 32 QAM 41.7 km 3MF transmission performance is shown in Fig. 

8.6(d). Here, for successful 3MF transmission at 3× SMF throughput, SD-FEC is 

required. Full system throughput does not reach the HD-FEC threshold. However, 

when STBC transmission is applied, a 6.8 dB OSNR performance gain is observed 

at the HD-FEC limit with respect to the SMF BTB performance. 

 

For clarity, the OSNR gains at the HD-FEC limit with respect to SMF BTB have 

been summarized in Table 8.3. Naturally, such enormous OSNR gains come at a 

cost: DSP complexity and coherent receivers with corresponding ADCs. Instead of 

using a single DP coherent receiver, now three DP coherent receivers are required. 

Additionally, for future long-haul transmission, MM-EDFAs are needed. Therefore, 

high financial investments are required for such transmission systems, which makes 

STC more interesting for potential flex-grid SDM applications rather than merely 

for OSNR performance gains. Nevertheless, STCs provide a case for potential SDM 

flex-grid applications in the future. 

 

 

Constellation 

type 

HD-FEC limit OSNR gain, with DP capacity multiplier [dB] 

3 × 1.5 × 1 × 0.5 × 

QPSK -0.6 +0.3 +3.2 n/a 

8 QAM -0.5 +2.7 +4.1 n/a 

16 QAM -1.5 +2.9 +4.9 n/a 

32 QAM n/a n/a +6.8 +10.1 

Table 8.3 OSNR gains for various 2D constellations and capacities. 
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8.1.3  Multipoint-to-point 3MF aggregate network 

Thus far in section 8.1 a point-to-point transmission system has been described. 

However, when considering a MIMO transmission network, multiple SMF 

transmitters at various locations can be routed to one single point where they are 

combined to form a point-to-point SDM transmission system, which is interesting 

for potential network upgrading scenarios [209]. At the receiver side, all mixed 

channels have to be unravelled simultaneously, and therefore only a single point is 

considered. This results in a multipoint-to-point network, as shown in Fig. 8.7. 

Again, the experimental setup described in section 8.1.1 is used, where the 

transmitter side decorrelation delays have been changed. The LP01 mode remains 

the reference mode, and 10 and 25 km SMFs have been inserted in the LP11a and 

LP11b delay paths, respectively. These delays have been chosen on fiber availability 

in the laboratory and ensure loss of laser coherence, as the employed 100 kHz 

linewidth ECL coherence length is approximately 1 km. Data-aided LS frequency 

offset and channel estimation described in section 2.3.1 was used to confirm that all 

transmitted channels are fully decorrelated signal copies in the MIMO equalizer 

window. Fig. 8.9 shows the phase response over time of the independently 

operating Costas loops, detailed in section 7.2.2, indicating phase independence 

between the transmitted sources. The 41.7 km 3MF multipoint-to-point system 

transmission performance is shown for QPSK, 8, 16, and 32 QAM in Fig. 8.8 with 

respect to the conventional 41.7 km point-to-point 3MF performance described in  

 

 

 

 

 

 

Fig. 8.7 Multipoint-to-point network, where 3 SMFs are combined to one 3MF 

transmission system using a MMUX. 
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section 8.1.1. Due to the laser coherence loss, an OSNR penalty is expected. For 

QPSK transmission, virtually no OSNR penalty is noticed, whereas an increased 

error floor for 8 QAM transmission is observed at high OSNR. As the number of 

constellation points increases, the error floor increase becomes more pronounced. 

Note that in the experimental setup the same laser source is used, whereas in a real  

 multipoint-to-point network case independent ECLs are used, in which a further 

increased performance penalty is expected due to the larger differences in carrier 

frequencies. 
 

   

 

Fig. 8.8 Multipoint-to-point transmission performance, with respect to point-to-point 

transmission. 

 

Fig. 8.9 Multipoint-to-point transmission system Costas loop phase response over time for 

41.7 km 3MF transmission of all 6 received channels. 
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8.2 Hollow-core photonic bandgap fiber 

The HC-PBGF is the second experimental multimode fiber investigated, and is 

reported on in [r32]. Unlike the solid-core 3MF, which is based on solid-core 

designs, the HC-PBGF is not based on any commercially available solid-core fiber. 

The key interests to study the HC-PBGF for optical transmission systems are 

• An ultra-high nonlinear coefficient, 3 orders of magnitude higher than 

SSMFs [79]. 

• A group velocity close to speed of light in vacuum. The low-latency 

property is particularly interesting for gaining a competitive advantage for 

financial services, where every picosecond counts. 

• An optimum attenuation figure below the fundamental limit of fused silica  

( ~ -10 148dB km. [210]), with < -10 1dB km.  at the 2 µm wavelength 

region [211, 212]. The work in [r32] is focused at 1550 nm transmission, 

which corresponds to the operating wavelength of conventional 

components. 

Similar to the solid-core based 3MF, DSP can aid in quantitatively investigating 

the transmission performance of this experimental HC-PBGF. In this particular 

case, a dual-polarization channel is transmitted over the multimode HC-PBGF, 

where the DSP allows for characterizing the PDL. In addition, the fiber’s impulse 

response is obtained through LS CSI estimation. The HC-PBGF investigated is a 

0.95 km 19 cell HC-PBGF, of which a scanning electron microscope (SEM) image is 

depicted in the inset of Fig. 8.10(a). The core structure has a diameter of 28.5 µm, 

and has a micro-structured cladding designed for wavelength operation around 1.5 

µm. The average inter hole spacing is around 5 µm, and the relative hole size is 

approximately 0.97. The 0.95 km transmission distance represents the longest HC-

PBGF coherent transmission experiment, where the main limitation of the 

transmission distance is twofold; the fiber drawing capabilities and corresponding 

manufacturing costs of the HC-PBGF. The HC-PBGF is formed by a hexagonal 

structure, periodically arranged in the cladding, to create a photonic bandgap. 

Currently, as the HC-PBGFs are still very experimental, the attenuation figures 

are not close to the theoretical limit with low-loss records of approximately 3 dB 

km-1 at 1550 nm, and are being improved. The 19 cell HC-PBGF impulse response, 

attenuation, and relative diameter deviation, measured over the entire length, are 

shown in Fig. 8.10(b), (c), and (d), respectvely. From Fig. 8.10(c) it can be 

observed that the minimum loss of 8 dB km-1 is at approximately 1.51 µm. The 

average attenuation in the C-band is 9 dB km-1. This figure can be improved in the 

future through controlling the scattering surface modes [213], and the development 

of larger core designs. 
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The experimental single-mode transmission setup for HC-PBGF transmission 

verification is shown in Fig. 8.10(a). To cover a large portion of the C-Band, 32 

ECLs are placed on a 100 GHz ITU-grid ranging from 1537.4 nm to 1562.23 nm are 

used as loading channels. A separate ECL, which replaces each of the 32 lasers 

individually, is used as the channel under test (ChUT). The ChUT laser output is 

split into two equal tributaries, where one is used as coherent receiver LO. The 

other acts as the transmitter laser, and is guided through a Lithium Niobate IQ-

modulator, where it is modulated by a 28 GBaud signal. The signal generator is the 

same as described in section 8.1.1, where the IQ-modulator is driven by two DACs, 

which represent the in-phase (real) and quadrature (imaginary) component of the  

 

 

Fig. 8.10 (a) Experimental setup of the 0.95 km 19 cell HC-PBGF, inset HC-PBGF SEM 

image. (b) Weight matrix impulse response. (c) Measured transmission loss. (d) Measured 

relative diameter deviation. 
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transmitted constellations, respectively. The gray coded constellations used are 16 

and 32 QAM, and are detailed in section 2.5.2. The transmitted constellation 

sequences are formed in the digital domain by a number of fully uncorrelated 

PRBSs, each of length 215. This minimizes any sequence correlations within the 215
 

symbol sequence. The output of the IQ-modulator is split into two equal outputs. 

One arm is delayed by 44 ns (1233 symbols) with respect to the other for 

decorrelation the two polarization channels. After recombining the two arms, a DP 

signal is obtained. This DP signal is particularly important to measure the PDL of 

the HC-PBGF. The corresponding spectral efficiency is 4.48 (2 4 28/56⋅ ⋅ ) and 5.6  

( 2 5 28/56⋅ ⋅ ) bit s-1 Hz-1 for 16 and 32 QAM, respectively. The signals are then 

guided through a wavelength selective switch (WSS), where the even and odd 

wavelengths are decorrelated by 364 ns (10215 symbols). The decorrelated output 

is then launched into the 0.95 km 19 cell HC-PBGF by a collimator (col) and 2 

lenses with focal lengths 1 150mmf =  and 2 2 7 mm.f = . At the receiver side, a 

reciprocal setup of the transmitter launcher is used. Then, one DP coherent 

receiver is employed. A 4-port 40 GS s-1 real-time oscilloscope is used as 4 

synchronized ADCs. In the digital domain, first the optical FE is compensated 

before up sampling to 56 GS s-1 is performed. A 2×2 MIMO FDE with a DFT size 

of 128 is used. This equalizer length corresponds to a 9.1 ns equalization window. 

To minimize the convergence time, the varying adaptation gain algorithm described 

in section 6.3.1 was used. As the computational complexity of the FDE scales 

logarithmically with the impulse response length, the computational complexity 

scaling is minimized. This allows for low-complexity DSP to enable longer 

transmission over novel HC-PBGFs. The FDE weights are heuristically adapted 

using the LMS algorithm during initial training sequences, and DD-LMS during 

payload transmission. Although the transmitter laser and LO are coming from the 

same laser source, a Costas loop is still required per transmitted channel to 

compensate for the phase difference. After the CPE stage, the gray-coded 

constellations are demapped, and the BER is estimated. The BER is estimated over 

2×560,000 symbols per polarization, which results in averaging over 4.48 and 5.6 

million bits for 16 and 32 QAM, respectively. 

 

Fig. 8.11(a) shows the single channel BTB and 0.95 km 19c HC-PBGF transmission 

performance of 16 and 32 QAM. At the SD-FEC limit, for 16 QAM there is no 

penalty between BTB and after transmission. However, when considering the HD-

FEC limit, a 0.5 dB OSNR penalty can be observed. As the 32 QAM is a denser 

constellation, the OSNR requirements are more stringent. At the SD-FEC limit, a 

1.5 dB OSNR penalty is noticed after transmission with respect to BTB  
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performance. When enabling all transmission channels simulatenously, Fig. 8.11(b) 

shows the successful demonstration of the 100 GHz ITU-grid 32-channel 

experiment for both 16 and 32 QAM. In this experiment, the aim is to maximize 

the throughput of the fiber. Obviously, reducing the number of constellation points 

will improve the BER performance, and hence reduces the required FEC overhead. 

The 32 channel system BER performance for both 16 and 32 QAM is 

approximately an order of magnitude higher than the single channel performance, 

which is depicted in Fig. 8.11(a). 

 

In addition to the 32 channel BER performance, the PDL is investigated for all 

transmitted wavelength channels. To estimate the PDL, LS channel estimation 

described in section 2.3.1 is used. This results in two eigenvalues representing each 

polarization channel per wavelength carrier, which is depicted in dB in Fig. 8.11(c) 

and Fig. 8.11(d) for 16 and 32 QAM, respectively. The difference between the two 

eigenvalues is the HC-PBGF’s PDL. Ultimately, a low PDL fiber is desired for 

longer distance transmission. It is clear that the PDL is approximately equal over 

the entire transmitted wavelength band, and averages at approximately 1.1 dB. 

The origin of PDL is attributed to small-scale asymmetries over the length of the 

fiber. However, fiber models indicate that it is not intrinsic to the fiber. Through 

fabrication improvements, it should be possible to minimize these effects. 

  

 
Fig. 8.11 Experimental 16 and 32 QAM transmission results for (a) single channel BTB and 

0.95 km HC-PBGF transmission. (b) 32 channel experimental results for 16 and 32 QAM. (c) 

Eigenvalue decomposition of 16 QAM, and (d) 32 QAM. 
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8.3 Few-mode multicore fiber 

To demonstrate the scalability of SDM, the final transmission experiment is a 1 km 

hole-assisted SI 7-core FM-MCF transmission system, which has been reported on 

in [r36] and [r14]. Each core supports the co-propagation of 3 spatial LP modes, 

and hence the fiber supports an aggregate of 21 conventional SSMF transmission 

channels. Instead of scaling solely with modes, which requires 42 42 1764L L× =  

MIMO equalizer elements, the multi-core approach allows for a ( )7 6 6 252L L× × =  

element equalizer. The benefit of using the multi-core is very clear, as the number 

of required MIMO elements is reduced by a factor of 7. However, as previously 

discussed, the MIMO equalizer size is not the only deciding factor for choosing the 

optimum between scaling in modes and cores. Optical components and fiber non-

linearities are also to be considered. In this experiment, the mode multiplexer 

described in section 4.4 is employed, and clearly indicates the advantages of a 

compact multiplexer for simultaneously transmitted channel scaling over a single 

fiber. The FM-MCF cross-section is shown in Fig. 8.12(a), and receiver side camera 

images are shown in Fig. 8.12(b) and Fig. 8.12(c). In a conventional single-mode  

 

 
Fig. 8.12 (a) 7-core hole-assisted SI FM-MCF SEM image. (b) Receiver side FM-MCF 

output camera image with all cores lit up (bottom: individual LP01 and LP11 excitation of the 

center core). (c) Receiver side FM-MCF output camera image with individual cores lit. (d) 

Simulated inter-core crosstalk levels with respect to air hole-to-pitch ratio from [214]. (e) 

Equalizer weight impulse response, indicating uniformity among the 7 cores. 
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multi-core fiber, modal crosstalk composes of only inter-core crosstalk. However, 

when designing the FM-MCF, both intra-core (between spatial LP modes) and 

inter-core crosstalk is to be considered. Intra-core crosstalk is well understood from 

conventional single core 3MFs as described in section 8.1. Strong coupling between 

spatial LP modes is inevitable due to imperfections, splices, and proposed few-mode 

components (e.g. couplers, few-mode amplifiers) along the transmission link. 

Currently, intra-core crosstalk can be largely mitigated by MIMO equalization as 

described in Chapter 6. To this end, the FM-MCF design and fabrication focuses 

on minimizing inter-core crosstalk, to reduce the MIMO equalizer computational 

complexity. An obvious method to reduce inter-core crosstalk is to fabricate a fiber 

with a large core pitch, at the detriment of spatial information density. With 

respect to conventional trench-assisted structures, the hole-assisted structure 

adopted for the FM-MCF has the potential benefit of improved mode-confinement 

and minimizes inter-core crosstalk, which is optimized by tuning the air-hole 

diameter d and air-hole pitch Λ, as simulated in [214] and shown in Fig. 8.12(d) for 

a core pitch of 40 µm. In effect, this fiber design allows for a type of segmented 

MIMO equalizer, which has been discussed in section 6.2.6. Accordingly, a novel 1 

km hole-assisted SI 7-core FM-MCF within a coating and cladding diameter of 372 

µm and 192 µm, respectively, was successfully fabricated. 

 

The individual 3 spatial mode cores have a 13.1 µm diameter, and were placed at a  

core pitch of 40 µm, arranged on a hexagonal lattice, as shown in Fig. 8.12(a). The 

air-holes, with 8 2.d =  µm diameter, were placed 13 3.Λ =  µm apart, creating an 

air-hole-to-pitch ratio of 0.62, which corresponds to an inter-core crosstalk of -80 

dB km-1. The LP01 and LP11 mode Aeff are 112 and 166 µm2, respectively, and have 

a DMD of 4.6 ps m-1. Indicating uniformity among the cores, the DMD shown in 

Fig. 8.12(e) is estimated by LS channel estimation described in section 2.3. The 

large DMD is inherent to the step-index cores, as discussed in section 3.4, and can 

be reduced by employing graded-index cores. 

 

The experimental setup to demonstrate the FM-MCF’s throughput capabilities is 

depicted in Fig. 8.13. 50 ECLs act as loading channels, and are placed on a 50 GHz 

ITU-grid ranging from 1542.14 to 1561.81 nm. To verify the transmission 

performance, each of the loading channels is individually replaced by the ChUT 

ECL (linewidth <100kHz ). The ChUT laser output is split into two equal 

tributaries, where the second output acts as LO. To minimize the impact of the 

transmitter and receiver laser coherence, a 10 km single mode fiber is inserted in 

the LO path. This is sufficient as the ECL with <100kHz
 

linewidth has a 
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coherence length of approximately 1 km. Similar to the previous section, 50 signal 

carriers were guided through a Lithium Niobate (LiNbO3) IQ-modulator, which was  

driven by two DACs, representing the in-phase and quadrature components, to 

generate a 24.3 GBaud 16 or 32 QAM signal. The symbol sequences are generated 

by independent PRBSs as described in section 2.6. The IQ modulator output is 

passively split, where one arm is delayed, before being recombined by a PBS, 

introducing a 44 ns delay (1070 symbols) between the orthogonal polarizations. The 

DP signal is routed through a WSS, which acts as 100 GHz interleaver to 

decorrelate the even and odd carrier channels by 293 ns (7120 symbols). The 

wavelength combined output is split into two tributaries, one represents the core 

under test (CoUT), and the other the loading cores. The delay between the CoUT 

and loading cores is 551 ns (13389 symbols), where the loading core output is split 

18-fold. Finally, the CoUT signal is split threefold, where two inputs are delayed by 

75 (1822 symbols) and 185 ns (4495 symbols), respectively. All signal delays are 

chosen to achieve fully decorrelated signal copies across the polarizations, 

neighboring wavelengths, cores, and spatial LP mode channels within the MIMO 

equalizer window at the receiver (5.27 ns, 128 symbols). The CoUT is varied 

consecutively over all few-mode cores during the performance investigation. The 

observed optimum launch power of all 21 inputs was 10 dBm for both 

constellations. The 3DW MMUX described in section 4.4 is butt-coupled to the 

FM-MCF, where all 7 cores and corresponding spatial LP modes are simultaneously  

 

 
Fig. 8.13 Experimental 1 km SI 7-core FM-MCF performance verification setup. 
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excited. The corresponding SE transmitted over the FM-MCF is 81.65  

( 7 3 2 4 24.3/56× × × × ) and 102.06 (7 3 2 5 24.3/56× × × × ) bit s-1 Hz-1 for 16 and 32 

QAM, respectively. These SE figures can be further increased by performing 

Nyquist pulse shaping, as described in section 2.8. However, the downside of this 

method is that the carriers are no longer placed on a 50 GHz ITU grid, and hence 

support of conventional SSMF transmission links is lost. A 1550 nm camera image 

at the receiver side is shown in Fig. 8.12(b), where the saturated power 

demonstrates the light confinement achieved by the FM-MCF cores. In Fig. 

8.12(c), each core is separately lit. The inset in Fig. 8.12(b) shows selective 

excitation of the LP01 and LP11 modes of the center core (core 4). At the receiver 

side, a second 3DW acts as demultiplexer. Here, the respective CoUT spatial LP 

mode outputs are selected and received by the TDM-SDM receiver, which is also 

an original contribution, and has been detailed in section 5.3. Successively, in the 

digital domain, FE impairments, MIMO equalization, and CPE is performed. To 

unravel the mixed polarization channels, the MIMO FDE with varying adaptation 

gain is used, with a 128-point DFT size, as it has a lower computational complexity 

than the conventional TDE and minimizes the convergence time for lengthy 

impulse responses. The FDE versus TDE computational complexity comparison is 

detailed in section 6.4.3. The system BER per core is averaged over all transmitted 

channels, each of length 11 µs (267.000 symbols), resulting in BER averaging over 

6.408 and 8.01 million bits for 16 and 32 QAM, respectively. 

 

With all 50 modulated carriers in all 7 cores enabled simultaneously, Fig. 8.14(a) 

demonstrates the successful 24.3 GBaud 16 QAM transmission over 1 km hole-

assisted FM-MCF, where all transmitted channels are well below the 7% HD-FEC. 

This results in a gross transmission throughput of 4.08 Tbit s-1 carrier-1, and a gross 

aggregate transmission throughput of 204.12 Tbit s-1. Subtracting a 2.5% training 

sequence, 20% SD-FEC, and 5% framing overhead results in a net data rate of 3.2 

Tbit s-1 carrier-1, and an aggregate rate of 160 Tbit s-1. Additionally, LS channel 

estimation has been performed on all carrier channels per core to estimated the 

MDL, which is shown in Fig. 8.14(b). The average MDL for 16 QAM transmission 

is 3.9 dB, and the MDL differences are attributed to slight misalignments between 

the cores and MMUX, and wavelength dependent mode field excitation, during the 

experiment. 

 

The same measurement is repeated for 32 QAM transmission, shown in Fig. 

8.14(c), where the gross transmission throughput is 5.1 Tbit s-1 carrier-1, and a gross 

aggregate transmission throughput of 255 Tbit s-1. After subtracting the  
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Fig. 8.14 Experimental 16 QAM 50 channel (a) BER and (b) observed MDL transmission 

performance. Experimental 32 QAM 50 channel (a) BER and (b)  observed MDL 

transmission performance. 
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transmission overhead, a net data rate of 4 Tbit s-1 carrier-1, and an aggregate net 

rate of 200 Tbit s-1 is obtained. Again, LS channel estimation has been performed 

on all carrier channels per core to estimated the MDL figures, which is shown in 

Fig. 8.14(d), and the average MDL is estimated to be 4.4 dB. This result indicates 

that the MDL is stable over a longer period of time due to the two measurements, 

and stable over a large wavelength range. The observed average MDL is within the 

range of previously reported work for single core few-mode transmission [131], 

further demonstrating that multicore and multimode SDM can successfully be 

combined to enable ultra-high density transmission capacity. 

8.4 Summary 

This chapter combines the sub-systems and algorithms presented in the preceding 

chapters in an experimental transmission setup, where the transmission 

performance of three novel fiber types has been investigated. Each of these 

measurements pave the road to further developing these novel optical fiber types 

and subsystems, to augment, or replace the SSMF in future optical transmission 

systems. 

 

The first experimental fiber investigated is the GI solid-core 3MF, which is based 

on SSMF designs, and allows the co-propagation of 3 spatial LP modes. 

Accordingly, the potential throughput of this fiber is three times what a SSMF can 

offer. This has been verified for 2D and 4D constellations, where it was proposed to 

encode the 4D constellations in two consecutive 2D time slots of one transmission 

channel to minimize receiver implementation timing synchronization constraints. 

This is the first experimental work of > 2D  constellations in 3MFs. Additionally, 

the usage of the 3MF accompanied with space-time coding is proposed, based on 

spatial and delay diversity to achieve better noise tolerance than SSMFs 

theoretically can offer. This however, comes at the cost of computational 

complexity and coherent receivers. Nevertheless it indicates that space-time coding 

can be used for future SDM flex-grid applications. Finally, multipoint-to-point 3MF 

transmission has been investigated, where three separated sources are combined at 

the 3MF input. This results in an increased error-floor with respect to point-to-

point transmission, as the transmission channels are noise and frequency 

decorrelated. However, it provides a network upgrade scenario for commercial 

applications. 

 

The second investigated fiber is not based on any commercially available fiber for 

optical transmission systems, and is the experimental 0.95 km 19 cell HC-PBGF. 
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The successful transmission of 32 wavelength carriers spaced on a 100 GHz grid 

and modulated with 28 GBaud 16 and 32 QAM was demonstrated. This result 

represents the longest coherent transmission distance over HC-PBGF and the 

highest distance×bandwidth product of 8.5 Tbit·km at the moment. The main 

distance limitation for HC-PBGF transmission is the complexity, skill, and 

financial investment required to manufacture this highly experimental fiber. 

 

Finally, the last experimental fiber investigated is the 1 km SI 7-core FM-MCF, 

where each core allows the co-propagation of 3 spatial LP modes. Therefore, this 

fiber provides the same number of transmission channels as 21 SSMFs, indicating 

potential for SDM integration into a future transponder. By employing 50 

wavelength carriers, each modulated with a 24.3 GBaud 16 or 32 QAM signal, a 

gross throughput rate of 204.12 and 255 Tbit s-1 was achieved, respectively, with a 

SE of 81.6 and 102 bits s-1 Hz-1, respectively. Per core, LS channel estimation 

indicated an average MDL of approxmiately 4.15 dB, which is similar to previous 

experimental work using 3MFs. This experimental work demonstrates the state-of-

the-art optical communication systems to increase capacity within a single fiber 

exploiting most available domains: multimode, multicore, WDM, and modulation 

formats.

 
 

  





 

 
 
Chapter 9  
 

Conclusions and future outlook 
 
 The science of today is the technology of tomorrow. 

 Edward Teller 

 

9.1 Conclusions 

Through the ever increasing societal capacity demand, SSMFs in long-haul 

transmission systems are nearing their theoretical bandwidth limit, which is 

constrained by the SSMF’s linear and non-linear transmission characteristics. 

Accordingly, an impending capacity crunch is inevitable. A method needs to be 

exploited to increase the transmission capacity of a single fiber by increasing the 

spectral efficiency. This method has to be financially more interesting than scaling 

through employing more SSMFs. SDM is envisioned as the next step in optical 

transmission systems, by exploiting the spatial domain. In this work, one of the key 

enablers of SDM transmission systems, digital signal processing is investigated with 

respect to computational complexity, convergence properties, and scaling the 

transmitted channels. Other key enablers of SDM transmission systems are novel 

optical fibers, optical MMUXs, and optical amplifiers. As the author had no access 

to currently emerging SDM amplifiers, the key enablers for SDM have been 

investigated and applied to a short haul transmission system. The main 

contributions are: 

• MMUX design and performance investigation, where the performance of these 

multiplexers has been enabled by LS estimation, and the proposed MMSE CSI 

estimation algorithm. The OSNR tolerances to an impaired phase-plate based 

MMUX are investigated. Furthermore, a FM-MCF 3DW MMUX has been 

designed to demonstrate the viability of scaling the number of transmitted 

channels through combining multimode with multicore transmission in a single 

fiber, which has a direct impact on MIMO equalization. 

• Proposal and verification of low-complexity MIMO algorithms. To minimize the 

convergence time, a varying adaptation gain has been applied to the 

conventional time domain MIMO equalizer. To make a first step towards real-

time implementation the offline-processing floating point precision has been 

reduced from 64 to 12 bits. A FDE has been proposed which allows for the 
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compensation of IQ-imbalance. Again, to minimize the convergence time, a 

varying adaptation gain has been applied. 

• The proposal and verification of low-complexity CPE algorithms. Here, the laser 

frequency offset common-mode impairment has been exploited in a joint CPE 

stage to compensate all transmission channels simultaneously. Furthermore, the 

usage of a low-complexity phase detector has been proposed. 

• The experimental demonstration of using higher order constellations for SDM 

transmission systems, where the transmission performance of four dimensional 

constellations has been investigated. It has been shown that four dimensional 

constellations provide additional throuput values, with respect to conventional 

two dimensional constellations. 

• An SDM coding scheme is proposed based on space-time coding, where multiple 

spatial channels carry the same information in separate time slots. It is 

experimentally shown that the 3MF can outperform the theoretical SSMF’s 
transmission performance, at the cost of additional receivers and amplifiers. 

• An experimental setup has been constructed, and a distributed offline-processing 

code implementation has been developed to experimentally demonstrate the 

above algorithms. Furthermore, this experimental setup is used to characterize 

three novel fiber types: the 3MF, the HC-PBGF, and the FM-MCF. 

9.1.1 Mode multiplexers 

The first generation MMUXs, the phase plate based solution (section 4.2), was 

based on individual mode excitation. This work focused on the transmission of 3 

spatial LP modes. Due to the individual excitation nature of the multiplexer, LP 

modes could be processed independently. Accordingly, 2 independent MIMO 

equalizers could be used of size 2×2 and 4×4 to process the LP01 and LP11 

(consisting of the LP11a and LP11b mode) modes, respectively. Three worst-case 

crosstalk scenarios have been investigated, which result in filling the entire 

transmission matrix, impairing the performance of the phase-plate based MMUX. 

These scenarios were a rotational misalignment, a lateral offset, and a mismatch in 

the phase shifting region. A 1 dB SNR penalty was used as performance 

benchmark. The independent tolerances were 25 degrees rotation mismatch, 0.15 

normalized e-2 mode radius, and a 45 degree mismatch in the phase shifting region. 

Accordingly, it is found that the phase plate based MMUX is very tolerant to 

optimization impairments. 

 

However, using the phase plate MMUX, a single channel does not exploit the 

spatial diversity available. This results in the transmission system being susceptible 

to MDL, i.e. the difference in power between transmitted channels arriving at the 
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receiver. Note that the insertion loss of the phase plate MMUX was approximately 

8-9 dB. To minimize the effects of MDL and insertion loss, the second generation 

MMUX was introduced: the spot launcher. Again, this MMUX was demonstrated 

for a 3MF transmission system and was characterized using LS channel estimation. 

This multiplexer provides a unitary rotation in the transmission matrix, allowing 

for exploiting the spatial diversity and minimizing the impact of MDL. The mixing 

of the transmission channels results in the usage of a 6×6 MIMO equalizer. The 

insertion loss of the spot launcher was approximately 4.5 dB, and the MDL was 2 

dB. The MDL was characterized using LS CSI estimation and MMSE CSI 

estimation. For an OSNR regime of 13-19 dB (low OSNR), it was observed that 

the MDL estimation difference between LS and MMSE CSI estimation was under 

0.3 dB, indicating that both methods provide good insight in the transmission 

channel. It was discussed in section 6.2.1 that the maximum discrepancy between 

the CSI estimation algorithms occurs when the OSNR performance is low. Note 

that the spot launcher used bulk optics and has been used in the experimental 

demonstration of the 3MF. 

 

As a third generation MMUX, the 3DW was proposed. It is based on the same 

principle as the spot launcher, but minimizes the footprint, allowing for integration 

into future transponders. This MMUX was designed for the 7-core FM-MCF, 

demonstrated in section 8.3, where 3 spatial channels per core were launched into 

the fiber. Consequently, a total of 21 SMF inputs were guided into one FM-MCF. 

The MMUX size was 5.3×25 mm, and the insertion loss was similar to the spot 

launcher, approximately 4.5 dB. The estimated MDL was also similar to the 

performance of the spot launcher, namely 2 dB. Due to the multimode and 

multicore nature of the launching and fiber, 7 independent MIMO equalizers of size 

6×6L were used. Here L corresponds to the impulse response length of the fiber. 

 

Currently, the fourth generation MMUX, the photonic lantern, is seen as the 

ultimate solution as it provides a low insertion loss and allows for fully exploiting 

the spatial diversity. Photonic lanterns are full in-fiber solutions, and hence no 

glass-air-glass conversion is required. This solution is scalable to a higher number of 

modes, multiple cores, or a combination of the two, as shown for the three 

dimensional waveguide. 
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9.1.2 MIMO digital signal processing 

A key enabler for optical MIMO transmission systems, and a significant part of this 

work, is performed in the digital domain. Here, the main motivation is 

computational complexity considerations, and tracking capabilities. A lower 

computational complexity reduces the required energy per bit for processing, and 

hence the costs per transmitted bit.  

 

In conventional SMF transmission systems, which exploit polarization division 

multiplexing, a 2×2 time domain MIMO equalizer is used. This provided a starting 

point for scaling to multimode transmission, where the focus lied on a 3MF 

transmission system using a 6×6 time domain equalizer. Initially, the computational 

complexity of a DMD uncompensated transmission system was reduced by only 

using the MIMO weights corresponding to the arrival times of the respective 

modes. To increase the MIMO equalizer’s channel tracking capabilities, a varying 

adaptation gain was proposed for the TDE. It was experimentally demonstrated 

that the varying adaptation gain is capable of reducing the convergence time by 

50% for the 3MF transmission system. Note that all DSP was performed using 

offline-processing in computers. Computers use 64 bit floating point accuracy, 

which is impossible for real-time processing using FPGAs and ASICs. Therefore, 

the effect of bit-width reduction was investigated as a first step towards a potential 

real-time implementation. The maximum bit-width in modern FPGAs is 16 bits. It 

was shown that even when using 12 bit floating point processing, <1 dB OSNR 

penalty was observed at the 20% SD-FEC limit for QPSK, 8, and 16 QAM. 

 

The computational complexity of the TDE scales linearly with the number of 

transmitted channels, and linearly with the impulse response length. To further 

reduce the computational complexity in the MIMO equalizer, a low-complexity 

FDE was proposed, which allows for compensating residual IQ-imbalance. The 

computational complexity of this equalizer scales linearly with the number of 

transmitted channels, and logarithmically with the impulse response length. 

Therefore, it provides a case for equalizing lengthy impulse responses. Similarly to 

the TDE, the varying adaptation gain was applied and shown to reduce the 

convergence time by 30%. This improvement is lower than what was observed for 

the TDE, as the stable convergence properties of the FDE are more constrained. 
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9.1.3 CPE digital signal processing 

As the FDE substantially lowers the computational complexity in the MIMO 

equalizer with respect to the traditional TDE, other DSP blocks become interesting 

for lowering the computational complexity too. A key building block is the CPE 

stage, where the frequency offset between the transmitter and receiver laser is 

compensated. In MIMO transmission systems, the respective lasers are shared 

amongst all transmitted channels, which results in a common-mode impairment. A 

joint CPE scheme based on the Costas loop is proposed, exploiting the common-

mode impairment to minimize the computational complexity. In the proposed 

scheme, the number of digital phase locked loops is reduced by t 1N − , and the 

number of phase detectors by t 2/N . The maximum observed OSNR penalty was 

0.5 dB for 32 QAM transmission at the 20% FEC limit. 

 

Furthermore, a low-complexity 2×1 dimension phase estimator is proposed, which 

separates the inphase and quadrature components, before independently processing 

them. A key benefit besides lowering the computational complexity is the potential 

for parallel processing in real-time processors. No OSNR penalty was observed for 

constellations up to 32 QAM, with respect to conventional phase estimators. 

9.1.4 Higher order modulation formats and coding 

After MIMO equalization, residual channel interference is inevitable. To minimize 

the performance impact caused by this effect, the first experimental demonstration 

of higher order constellations beyond 2 dimensions in an SDM transmission system 

was achieved, where two consecutive 2D time slots were occupied by a single 4D 

symbol. It is shown that the 4D symbols are more robust against residual channel 

interference than conventional 2D symbols. In addition, it is shown that the four 

dimensional 128-SP-QAM constellation outperforms the two dimensional 8 QAM 

constellation at the hard-decision FEC limit, whilst carrying an additional 0.5 bit 

per symbol more. 

 

Finally, in the digital domain, a space-time coding scheme based on exploiting the 

spatial and delay diversity was proposed. Accordingly, it is shown that 3MFs offer 

a better OSNR performance than theoretically possible in SMFs. However, this 

comes at the cost of additional receivers and energy consumption. With respect to 

SMF BTB, the OSNR improvements are 3.2, 4.1, 4.9, and 6.8 dB for QPSK, 8, 16, 

and 32 QAM at the 7% hard-decision FEC limit. 
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9.1.5 Experimental fiber characterization and DSP validation 

To validate the DSP algorithms, and characterize novel fibers for SDM, three 

experimental fibers were investigated. This performance investigation is enabled by 

the introduction of a novel TDM-SDM receiver, which allows for the reception of 

˃1 DP spatial LP mode using 1 coherent DP receiver and corresponding 4-port 

analog-to-digital converter. It is experimentally shown that the transmission 

performance is similar to conventional MIMO receivers. The transmission 

performance of the first experimental fiber is investigated using the TDM-SDM 

receiver, which is the solid-core GI 3MF, which has been predominantly used to 

validate all proposed DSP algorithms described in the previous sections. 

 

The second experimental fiber investigated is a 0.95 km 19-cell HC-PBGF. Here, 

due to the experimental nature of the fiber, CSI is applied to investigate the PDL, 

where an average PDL of 1.1 dB was noticed over a wavelength range from 1537.4 

nm to 1562.23 nm. Note that the PDL is not intrinsic to the HC-PBGF, and is 

attributed to small perturbations in the fiber, and channel estimation accuracy. To 

obtain a more accurate estimation, longer HC-PBGF transmission is required. This 

may be reduced in the future. A 32 WDM channel experiment has been performed 

to demonstrate a gross aggregate throughput of 8.96 Tbit s-1. This result represents 

the highest capacity×distance product in HC-PBGFs, and the longest transmission 

distance over HC-PBGFs, at the time of the experiment. 

 

Finally, the transmission performance of a 1 km 7-core step-index fiber is 

investigated, where each core allows the co-propagation of 3 spatial modes. Per 

core, the proposed TDM-SDM receiver was used. The used fiber is denoted as the 

few mode multicore fiber. Accordingly, 21 SMF channels are guided into the FM-

MCF, where 7×(6×6L) FDE MIMO equalization is employed to equalize the 32 

QAM modulated 5.1 Tbit s-1 carrier-1 spatial superchannels. Combined with 50 

wavelength carriers on a 50 GHz grid, a gross aggregate throughput rate of 255 

Tbit s-1 is demonstrated. The corresponding gross SE is 102 bits s-1 Hz-1. This work 

demonstrates the MIMO computational complexity scaling for multimode 

transmission in combination with multicore transmission. Accordingly, state-of-the-

art optical transmission technology has been presented through combining 

multimode, multicore, and higher order modulation formats. 
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9.2 Future outlook 

In the past four years, a substantial effort has been made towards demonstrating 

the first experimental SDM transmission systems in laboratory environments by 

the optical transmission community. However, for long-haul SDM systems to 

become commercially viable, considerable steps still have to be made. At this 

moment, it is difficult to determine what the optimum SDM solution is. This choice 

is currently unknown to everyone, as more knowledge needs to be gained with 

respect to fiber designs and corresponding DMD mappings, multimode and 

multicore erbium-doped fiber amplifier designs, and nonlinear propagation effects. 

9.2.1 Multimode or multicore for capacity scaling 

The 3MF transmission case presented in section 8.1 does not provide a large 

multiple of SSMF throughput, when considering a CAGR of 40%, it would extend 

the impending capacity crunch by approximately 3 years, before carriers need to re-

upgrade their network again. To really make a substantial impact for a single fiber 

throughput, at least > 50 times SSMF throughput needs to be provided. Assuming 

a 50-fold increase and a CAGR of 40% per year, this would still only extend the 

capacity demand by 11 years, before the installed network needs to be upgraded 

again. In a more optimistic prediction, assuming a 50-fold increase and a CAGR of 

25% per year would extend the capacity crunch by approximately 18 years. 

Therefore, as the MODE-GAP project indicates, preferably a 100-fold increase over 

SSMF transmission is desired. This many-fold transmission throughput can be 

achieved either by multimode, multicore, or a combination thereof, as 

demonstrated for 21-fold increase already in section 8.3. 

 

In single-core multimode transmission, currently the aim is conventional 50 µm 

core size MMF [137]. Such MMFs allow the co-propagation of > 150  spatial LP 

modes. The downside of exploiting the spatial LP modes in this case is that 

300 300L≥ ×  MIMO equalization is required. This corresponds to a 22,500 increase 

in L-size matrix elements with respect to 2 2L× SSMF transmission, whilst only 

increasing the throughput by 150-fold. In addition, it was noted in Chapter 6 that 

the convergence time linearly increases with the number of transmitted channels. 

Furthermore, using conventional multimode fibers the DMD needs to be managed 

to minimize the impulse response length. Alternatively, low DMD MMFs can be 

employed. However, these low DMD fibers have more stringent non-linear 

tolerances than their high DMD counterparts. It is currently unknown how the 

non-linear effects scale with increasing core size and increasing number of 

transmitted channels. 
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Alternatively, to limit the MIMO equalizer’s size, multicore transmission is of large 

interest, where the number of cores increases. Furthermore, SMF ribbons are 

proposed to further minimize fiber manufacturing costs and coupling [215], with a 

shared multicore amplifier. Accordingly, instead of using a 300 300L×  MIMO 

equalizer as used in the previous example, 150 2 2( )L× ×  equalizers can be 

employed. Finally, scaling using multiple cores does not increase the convergence 

time with respect to SSMF transmission systems. Note that currently fiber bending 

effects are under investigation for both multimode and multicore fibers, which may 

limit the scaling in number of modes and cores in a single fiber. Clearly, an 

optimum of all factors has to be found in the future. 

9.2.2 Hollow-core photonic bandgap fibers 

HC-PBGFs provide key advantages over solid-core fibers: 

• Three orders of magnitude more tolerant to non-linearities. 

• Lower latency. 

• Lower intrinsic attenuation figure. 

Note that the three orders of magnitude non-linear tolerance advantage does not 

provide three orders of magnitude capacity. In reality, the increase in capacity is 

small. In addition, the lower attenuation figure is achieved at 2 µm, where the 

theoretical Rayleigh scattering is lower than it is at 1550 nm. This implies that all 

conventional optical components need to be converted to the 2 µm regime, which is 

a major drawback for commercialization. Clearly, the attenuation figure 

demonstrated at this time needs to become substantially lower, for the HC-PBGFs 

to make an impact on telecommunication applications. However, if the attenuation 

figure is to be decreased, it will become interesting in the future. Besides telecom 

applications, HC-PBGFs are already interesting for sensing, ultra-high power, and 

ultra-low latency applications [216]. 

9.2.3 Optical components 

Clearly, besides SDM fibers, other key optical components are required to be 

further developed for future SDM transmission systems. Among these components 

are MMUXs, where spliced in-fiber solutions are the next step as they provide 

minimum insertion loss as glass-air-glass interfaces are avoided and low MDL. 

Additionally, in-fiber solutions support all telecom wavelength bands, and can be 

manufactured with a small footprint. The second key optical component is the gain 

equalized multimode and/or multicore optical amplifiers, which provide low MDL, 

and amplify multiple transmission channels with a shared pump source. 

Furthermore, the NF should be similar for all amplified modes. One key advantage 
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MMF transmission has over multicore fiber transmission is the pump amplification 

efficiency [217], and hence a lower energy consumption. This is due to the 

overlapping modal areas within the core. Finally, optical spatial filters are 

necessary for the adding and dropping of spatial superchannels. 

9.2.4 Transmission formats and equalization 

The first and foremost comparison in optical transmission formats is the choice for 

OFDM or single-carrier transmission. At this point in time, the optical 

transmission channel can be considered flat-fading or Rician fading, and therefore 

the fading type is MDL. Accordingly, there is no need for using OFDM, which also 

puts a higher constraint on the DAC’s ENOB and laser linewidths than single-

carrier transmission. However, as research is migrating towards MMFs, OFDM 

may become interesting in the future, as MMFs have strong multi-path 

propagation behavior [34, 102]. 

 

In the digital domain, higher-order constellation coding schemes are currently 

becoming more predominant as they can provide substantial OSNR gains at the 

cost of additional computational complexity. Accordingly, the nonlinear tolerances 

are increased, and potentially fewer amplifiers are required for the same 

transmission distance. Especially SDM transmission systems can provide a strong 

basis for higher-order constellation transmission schemes due to their spatial 

diversity. Among these higher-order constellations are direct bit mappings, as 

shown in section 8.1, and Trellis Coded Modulation (TCM). In addition, a key 

reason for coding schemes being so interesting is that the upgrading for carriers is 

relatively cheap as only transponder cards need to be replaced. 

 

Furthermore, this work has shown a logarithmic computational complexity scaling 

with impulse response length using the MIMO FDE, which provides a robust 

implementation for long impulse response compensation. However, it was noted 

that convergence, and hence channel tracking capabilities, become slower when the 

impulse response becomes longer, and as the number of simultaneous transmission 

channels increases. Therefore, convergence time becomes a limiting factor when 

increasing the mixed transmission channels. For a TDE this constraint is lower 

with respect to the FDE, allowing higher channel tracking capabilities. However, 

the TDE computational complexity scales linearly with the impulse response. This 

is an undesirable computational complexity scaling. With respect to convergence 

time, it was noted that using the RLS (or fast RLS) scheme, a lower convergence 

time can be obtained. However, this MIMO equalization scheme scales particularly 

poor with the impulse response length in computational complexity. This clearly is 
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an area of research where further investigation is required for maximizing channel 

tracking capabilities whilst minimizing the computational complexity. Furthermore, 

in this work, the updating algorithm was data-aided to convergence to the global 

minimum, resulting in the optimum BER performance. For future systems, it is 

preferred that convergence is achieved using blind updating algorithms. This allows 

for minimizing the required training sequence overhead, and hence increases the 

throughput of the transmission system. 
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3DW Three dimensional waveguide 

3MF Three mode fiber 
 

ACF Autocorrelation function   

ADC Analog-to-digital converter   

AOM Acoustic-optical modulator   

ASE Amplified spontaneous emission 

AWGN Additive white Gaussian noise 
 

BER Bit error rate 

BPHD Balanced photo detector 

BTB Back-to-back 
 

CACF Complex autocorrelation function 

CAGR Compounded annual growth rate 

CAZAC Constant amplitude zero autocorrelation 

ChUT Channel under test 

CIL Coupler insertion loss 

CMA Constant modulus algorithm 

CPE Carrier phase estimation 

CRB Cramer-Rao bound 

CSI Channel stat information 

CoUT Core under test 
 

DAC Digital-to-analog converter 

DBP Digital back-propagation 

DCF Dispersion compensating fiber 

DD-LMS Decision-directed least mean squares 

DFT Discrete fourier transformation 

DMD Differential mode delay 

DP Dual-polarization 

DPLL Digital phase locked loop 

DS Dispersion-shifted 

DSP Digital signal processing 
 

ECL External cavity laser 

EDFA Erbium doped fiber amplifier 
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ENOB Effective number of bits 
 

FDE Frequency domain equalizer 

FDM Frequency domain multiplexing 

FE Front-end 

FEC Forward error correcting 

FIR Finite impulse response 

FM-MCF Few mode multicore fiber 

FMF Few mode fiber 

FWM Four-wave mixing 
 

GFF Gain flattening filter 

GI Graded-index 

GVD Group velocity dispersion 
 

HC-PBGF Hollow-core photonic bandgap fiber 
 

IDFT Inverse discrete Fourier transformation 

IMRR Image rejection ratio 

ISI Inter symbol interference 

ITU International Telecommunication Union 

IQ Inphase-quadrature 
 

LDPC Low-density parity-check 

LEAF Large effective area fiber 

LFSR Linear feedback shift register 

LMS Least mean squares 

LO Local oscillator 

LP Linearly polarized 

LPF Low pass filter 

LS Least squares 

LTE Long term evolution 

LTI Linear time invariant 

LUT Look-up table 
 

MCF Multi-core fiber 

MCRB Modified Cramer-Rao bound 

MDL Mode dependent loss 

MDMUX Mode demultiplexer 

MEMS Micro-electromechanical systems 

MIMO Multiple-input multiple-output 
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NLSE Non-linear Schrödinger equation 
 

ODE Ordinairy differential equation 

OEOC Optical-electrical-optical converter 

OFDM Orthogonal frequency domain multiplexing 

OSNR Optical signal to noise ratio 

OTDM Optical time domain multiplexing 
 

PAM Pulse amplitude modulation 

PBS Polarization beam splitter 

PDF Probability density function 

PD Phase detector 

PDL Polarization depent loss 

PHD Photo detector 

PMD Polarization mode dispersion 

PRBS Pseudo-random bit sequence 

PSK Phase-shift keying 
 

QAM Quadrature amplitude modulation 

QPSK Quadrature phase-shift keying 
 

RIN Relative intensity noise 

RIP Refractive index profile 

RLS Recursive least squares 

RS Reed-Solomon 
 

SD Soft-decision 

SDM Spatial division multiplexing 

SE Spectral efficiency 

SEM Scanning electron microscope 

SGD Steepest gradient descent 

SI Step-index 
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SPM Self-phase modulation 

STBC Space time block code 

STC Space time code 

STTC Space-time trellis code 
 

TCM Trellis coded modulation 

TDE Time domain equalizer 

TDM Time domain multiplexing 

TE Transverse-electric 

TEM Transverse electromagnetic 

TM Transverse-magnetic 

TS Time-shifted 
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WSS Wavelength selective switch 
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Symbol Description 

0i j×  0 matrix of size i×j 

α   Fiber attenuation 

β  Propagation constant 
0( )β  Zero-order propagation constant 
1( )β  Group velocity 
2( )β  Group velocity dispersion 
3( )β  Group velocity dispersion slope 

Rβ  Roll-off factor 

ε  Absolute permittivity 

0ε  Permittivity in vacuum 

rε  Relative permittivity 

ϕ   Phase 

γ   Kerr non-linearity contribution 

sγ  Complementary autocorrelation function in front-end 

compensation 

η   Quantum efficiency 

spη  Amplified spontaneous emission factor 

( )κ   Matrix condition number 

0λ  Wavelength 

iλ  Matrix eigenvalue 

µ  Adaptation gain 

0µ  Permeability in vacuum 

uµ  Interpolation fractional interval 

ν∆  Laser linewidth 

θ   Polarization rotation angle 

p  Cartesian coordinates 
2
nσ   Noise variance 
2
sσ  Signal variance 

τσ  Standard deviation impulse response 

Σ  
Diagonal singular value decomposition matrix 

ω  
Angular frequency 

Ω  Shift parameter 

ζ  Farrow coefficient 

Φ  Estimated carrier phase 
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Symbol Description 

ψ   
Inverse group velocity dispersion filter 

effA
 

Effective area 

B Bandwidth 

  Magnetic flux density 

Bref Reference bandwidth 

b  Normalized propagation constant 

C Capacity 

IQC  Correlation between inphase and quadrature 

0c  Speed of light 

[ ]d k  Desired signal 

  Electric flux density 

D  Dispersion 

MD  Material dispersion 

WD  Waveguide dispersion 

   Electric field 

ene  Electron charge 

[ ]e k  Error signal 

G Gain 

Ig  Inphase component Gram-Schmidt orthonormalization 

Qg  Quadrature component Gram-Schmidt orthonormalization 

f Frequency 

f0 Carrier frequency 

EDFAF  EDFA noise factor 

  Magnetic field 

h  Planck’s constant 

( )h t  Channel impulse response 

h  Channel impulse response vector 

H  Channel impulse response matrix 

LSH  LS channel estimation matrix 

MMSEH
 

MMSE channel estimation matrix 

MMUXH  Mode multiplexer channel matrix 

GVDH  GVD filter function 

  Induced electric current density 

( )I t
 

Current 

shI
 

Shot noise current 

Ii j×  Identity matrix of size i×j 

J
 

Cost function 

maxJ  Cost function maximum 
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Symbol Description 

minJ
 

Cost function minimum 

J  Multidimensional cost function 


 

Induced magnetic current density 

k Sample instance 

0k  Wave number in vacuum 

RK  Rician K-factor 

L Impulse response length 

L  Löwdin orthonormalization matrix 

fiberL  Fiber length 

SPANL  Fiber span length 

um  Interpolation interval 

( )n t  Noise 

N  Noise vector 

( )p,n ω  Refractive index profile 

co( )n ω  
Refractive index of the fiber core 

cl( )n ω  
Refractive index of the fiber cladding 

CAZACN  
CAZAC sequence length 

constN
 

Number of constellation points 

POLN  
Number of polarizations 

rN
 

Number of receivers 

sN
 

Spatial diversity 

SECN  
Number of fiber sections 

tN
 

Number of transmitters 

( )P t  Power 

Q Q-factor 

( )r t  Received signal 

R  Received signal vector 

0r  Core radius 

RPHD 
Photo detector responsitivity 

RT 
Total throughput 

s∆  Driving voltage difference between two consecutive symbols 

  Poynting vector 

( )s t  Transmitted sequence 

s  Transmitted sequence vector 

S  Transmitted sequence vector multiple transmitters 

TS  Known transmitted sequence 

T∆  Pulse spreading 

intT  Interpolated time 
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Symbol Description 

shiftT  Desired time shift 

srT  Receiver sample time 

stT  Transmitter sample time 

symT  Symbol time 

V  Normalized frequency 

Vπ  Modulator driving voltage for π  phase swing 

vg  Group velocity 

W  
Weight matrix 

mmseW
 

MMSE weight matrix 

zfW
 

Zero-forcing weight matrix 

( )y t  
Interpolated received signal 
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{ }∗
  Complex conjugate 
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  Moore–Penrose pseudo inverse 

{ }H
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  Element-wise multiplication 

    Round up to the nearest integer 

    Round down to the nearest integer 

∇  Gradient operator 

 ∂ Partial derivative 

arg( )  Argument of complex number 

csign( )
 

Complex signum function 

diag( )
 

Diagonalization 

{ }E   Expected value 

erfc( )
 

Complex error function 

exp( )
 

Exponent 

{ }
 

Discrete Fourier transform 

{ }1−


 
Inverse discrete Fourier transform 
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Imaginairy component of complex number 

log( )
 

Logarithm 

{ }max   Maximum value 

{ }min   Minimum value 

( )ℜ 

 
Real component of complex number 

{ }rank   Matrix rank 

sign( )
 

Signum function 
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Matrix trace 

{ }var   Variance 
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