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The Price of Payment Delay

K. van der Vliet, M.J. Reindorp, J.C. Fransoo

School of Industrial Engineering, Eindhoven University of Technology, Netherlands

Abstract

Reverse factoring –a financial arrangement where a corporation facilitates early
payment of its trade credit obligations to suppliers– is increasingly popular in
industry. Many firms use the scheme to induce their suppliers to grant them
more lenient payment terms. By means of a periodic review base stock model
that includes alternative sources of financing, we explore the following question:
what extensions of payment terms allow the supplier to benefit from reverse
factoring? We obtain solutions by means of simulation optimization. We find
that an extension of payment terms induces a non-linear financing cost for the
supplier, beyond the opportunity cost of carrying additional receivables. Fur-
thermore, we find that the size of the payment term extension that a supplier
can accommodate depends on demand uncertainty and the cost structure of
the supplier. Overall, our results show that the financial implications of an
extension of payment terms needs careful assessment in stochastic settings.

Keywords: Supply chain management, Supply chain finance, Reverse
factoring, Payment delays, Simulation

1. Introduction

Trade credit is a short-term loan between firms that is linked both in terms
of timing and value to the exchange of goods between them (Ferris, 1981). It is
regarded as a common component of physical and service related transactions
in the supply chain (Seifert et al., 2013). Recent estimates suggest that around
80-90% of the world trade is facilitated on trade credit (Williams, 2008). In the
manufacturing sector, accounts receivable make up 20-25% of the total assets
of firms (Mian & Smith, 1992; Fewings, 1992). The role of trade credit in our
economy is extensive, and it has consequently been the topic of investigation of
many studies (see Seifert et al., 2013, for an extensive review). These studies
link the provision of trade credit to information asymmetry, transaction costs,
hedging, moral hazard, quality assurance, and many other motives and market
phenomena.
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Regardless of the motive, the provision of trade credit is considered to be
an investment on the microeconomic level. Its terms should therefore account
for risk and opportunity cost of tying up capital in an asset, i.e., the receivable.
Conventionally, financial management practices regard the provider’s cost of
capital as the basis for the opportunity cost (see, e.g., Brealey et al., 2011),
but recent developments challenge this perspective. Indeed, the revelation
of information on the risk of a specific asset can be the basis for improved
financing offers, which reflect the risk of the asset concerned as opposed to
that of the firm in general. Pfohl & Gomm (2009) illustrate the concept of
inter-company financing transactions, which they term ‘Supply Chain Finance’
(SCF). The term SCF is also increasingly used by banks to denote to a range
of payables financing or early payment services (Casterman, 2013). Reverse
factoring is the prime example of such a service; it has received considerable
recent interest from the business and research community (Tanrisever et al.,
2012; Wuttke et al., 2013). Reverse factoring is essentially a development of
conventional ‘factoring’ arrangements. In the latter, a firm independently sells
one or more of its receivables to a financier - the factor - against a premium. In
reverse factoring, the firm’s client is also involved: the client makes an explicit
payment guarantee to the factor (Klapper, 2006). This guarantee entails that
the factor can offer the transaction with financing cost as low as when the
client itself would apply for funds. Tanrisever et al. (2012) explain how reverse
factoring entails a mitigation of information asymmetries in the capital market
and thus allows for reduction of deadweight costs of borrowing. Investment
grade firms, due to their credit worthiness and transparency, may therefore use
reverse factoring to substantially improve the cost of credit for their suppliers.

The introduction of industry standards for reverse factoring and related
services suggests that this a growing market for both intermediaries of credit
and technology (Casterman, 2013). According to Hurtrez & Salvadori (2010),
recent technological advances allow the service to be offered efficiently, and
challenging economic conditions have accelerated adoption. Specifically, the
crisis of 2008 increased the spread of short-term capital costs between large
corporations and their SME suppliers; in some cases, the latter even saw their
access to short-term capital cut. A study initiated by the Bank of England
concludes that reverse factoring offers significant opportunities to rejuvenate
lending to SME firms (Association of Corporate Treasurers, 2010). Nonethe-
less, many buyers also see reverse factoring as a means to reduce their own
working capital costs: by offering competitively priced early payment options,
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they induce their suppliers to offer longer payment terms1. From a survey
among executives, Seifert & Seifert (2011) find that buyers managed to reduce
net working capital by 13% on average through reverse factoring. While litera-
ture suggests that payment terms can be reconfigured in a collaborative spirit,
the approach of some buyers appears to neglect this perspective. For instance,
Milne (2009) reports that a large corporation introduced reverse factoring as
a ‘sweetener’ to an unpopular decision to move its payment terms to suppli-
ers from 45 to 90 days. Wuttke et al. (2013) cites an executive of a major
chemical firm: “We would say to our supplier, we will extend payment terms
anyway. It is up to you to take our SCF2 offer or leave it.” These findings, to-
gether with Aberdeen’s survey findings that 17% of its respondents experienced
‘pressure’ from trading partners to adopt supply chain finance, suggests that
some members in these arrangements may doubt the chosen (re)configuration
of contractual terms (Pezza, 2011).

Adjusting payment terms in the supply chain on the basis of a change in
financing rates presumes an ability to assess the overall impact on financing
costs for individual firms. Several studies make this assessment by considering
the cost of capital and the (expected) funding tied up in receivables and/or
payables (Randall & Farris, 2009; Hofmann & Kotzab, 2010). These studies
posit that the configuration of trade credit can be made independently from
operations. Others show, however, that lot-size or inventory decisions inter-
act with the receipt and/or provision of trade credit (Gupta & Wang, 2009;
Protopappa-Sieke & Seifert, 2010; Song & Tong, 2011). Following this latter
group, we explore here the trade-off between the benefit of reverse factoring,
i.e., cheaper financing rates, and the cost of extending payment terms. We ex-
amine this trade-off in a stochastic inventory setting. Beginning with a discrete
time infinite horizon base stock inventory model of a supplier firm, we incorpo-
rate financial dimensions in the state description. Initially, we assume that the
firm has only access to conventional short-term financing sources; subsequently,
we extend this with the option to sell receivables through reverse factoring. In
accordance with different scenarios for the opportunity cost of carrying receiv-
ables compared to the cost of factoring, we consider two discounting3 policies

1Despite agreeing to longer contractual payment terms, the supplier can use reverse
factoring to obtain early payment cheaply. The trade-off between ‘longer’ and ‘cheaper’
forms the core this study.

2Practitioners often use the general term Supply Chain Finance (SCF) to refer to reverse
factoring in particular.

3We use the term ‘discounting’ to denote the activity of selling receivables. This term,
commonly used in practice, is derived from the use of discount factors as a way to determine
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for reverse factoring: manual or automatic discounting. Manual discounting
is used when the opportunity cost of receivables is lower than the factoring
cost, while auto discounting is used when the opportunity cost is equal to or
higher than the factoring cost. In all cases our objective is the minimization
of average cost per period, defined as the the sum of inventory and financing
costs.

Within the operations management literature, our work contributes first
of all to the relatively young research line in the area of supply chain finance
(Pfohl & Gomm, 2009; Randall & Farris, 2009; Wuttke et al., 2013). In par-
ticular, we complement the work of Tanrisever et al. (2012) by examining the
conditions under which reverse factoring is economically viable in a multi-
period setting. We find that manual and auto discounting are to be treated as
different type of systems with different accompanying trade-offs. While auto
discounting allows for making a trade-off independent of inventory operations,
manual discounting involves a more complex trade-off which is conditioned on
demand uncertainty and the supplier firm’s cost structure. These parameters
affect the discounting cost, but they also impact the expected amount of re-
ceivables that needs to be carried; the overall impact on the payment term
decision may consequently be difficult to predict. Furthermore, we show that
the ability to extend payment terms in an economically justified fashion with
manual discounting may be restricted to settings where the opportunity cost of
holding receivables is low. In an extensive numerical study, we find a maximum
opportunity cost of 0.5% per year for most of our settings. This corresponds
to the short-term borrowing cost of investment-grade firms, which are unlikely
to be the supplier in a reverse factoring arrangement.

We contribute also to an emerging research area that considers interactions
between inventory and financing in multi-period stochastic setting (Maddah
et al., 2004; Gupta & Wang, 2009; Babich, 2010; Protopappa-Sieke & Seifert,
2010; Song & Tong, 2011; Luo & Shang, 2013). Our experiments suggest that
that the optimal cash retention level to finance a base stock operation increases
asymptotically in the payment term. The value of cash retention is therefore
decreasing in the payment term. Viewing a payment term as lead time, this
finding conforms with the intuition of Goldberg et al. (2012), that when the
lead time is very large, the system is subject to so much randomness between
an occurrence of an event and its manifestation that ‘being smarter’ provides
almost no benefit.

The remainder of this research article is structured as follows. In section 2

the present value of future - possibly risky - cash flows.
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we discuss our research questions and the literature relevant to our problem. In
section 3, we describe the models we implement in our simulations. In section
4, we discuss the design of our experiments. In section 5, we present the results
from the experiments. In section 6, we summarize our findings and draw final
conclusions.

2. Research Questions and Literature

The cost of trade credit is conventionally determined as the expected value
of outstanding receivables, multiplied first by the number of days outstanding
and then by firm’s weighted average cost of capital (Brealey et al., 2011). This
approach implies that the cost of a payment term extension is independent
of variability in the demand for the firm’s goods. We investigate the limita-
tions of this convention, by modelling the firm’s financial flows in a stochastic
inventory setting. We hypothesise that variability in demand will influence
the amount of financing necessitated by a extension of payment terms. It is
well known from stochastic inventory theory that longer replenishment lead
times require higher levels of safety stock, in order to hedge against interven-
ing demand uncertainty (Zipkin, 2000). Viewing a payment term as lead time,
we expect that a firm’s financial position is exposed to more variability when
extending payment terms. Additional delay in payment entails the possibil-
ity of incurring more cash outlays and receipts between the moment of selling
goods and collecting payment. As cash flow uncertainty is associated with the
need to borrow money and/or hold more cash (Opler et al., 1999), we expect
that financing cost increases as function of the payment term, regardless of the
opportunity cost of receivables. We thus formulate a first research question:

(RQ 1) What impact does extending payment terms have on the cost of
managing a stochastic inventory operation?

The presumption that the financing needed to support physical flows is a
linear function of payment terms suggests that differences in the cost of short-
term credit can be exploited in a rather straightforward fashion. Firms would
benefit as long as the multiplier of the initial payment term is no greater than
the inverse of the multiplier of the initial financing rate. If the initial financing
rate were halved, for instance, the initial payment term could be doubled. Sev-
eral studies illustrate the potential savings from adjusting payment terms in
accordance with this view (Randall & Farris, 2009; Hofmann & Kotzab, 2010;
Wuttke et al., 2013). In contrast, by considering explicitly the effect that de-
mand uncertainty has on financial flows in a single period model, Tanrisever
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et al. (2012) find that this inverse-proportional relationship will generally un-
derestimate the cost of an extension of payment terms. We explore this finding
in a multi-period setting, where firms conduct transactions in an ongoing man-
ner. Moreover, we incorporate facets from the practical application of reverse
factoring. Specifically, firms in our model have two ways accessing their receiv-
ables: manual or auto discounting. In manual discounting4 a firm can choose
the moment to discount its receivables; in auto discounting the discounting is
effected as soon as the receivable is available. The very existence of manual
discounting suggests that some firms may assess the opportunity cost rate of
receivables as equal to or lower than the available discount rate. Buzacott &
Zhang (2004) shows that in a multi-period production setting it is not always
optimal to borrow up to the loan limit. Bank overdrafts work on the same
principle: firms borrow money only when they need it, and are charged in-
terest only on the amount they borrow. If opportunity cost would be higher
than the discount rate, however, firms should choose auto discounting. These
considerations lead to our second research question:

(RQ 2) What payment term extension would allow a supplier to benefit
from reverse factoring? Specifically, what is the maximum payment term ex-
tension when the receivables holding cost is:

(a) zero?

(b) equal to cost of factoring?

(c) positive but lower than the cost of factoring?

Looking further to relevant literature, we note first the relation of our study
to the growing body of research the interface of operations and finance. Work
in this area generally aims to identify conditions under which a tighter integra-
tion of the two disciplines creates value or allows improved risk management
(Birge et al., 2007). Imperfections in capital markets are often assumed, since
an interaction between investment and financing decisions is only then possi-
ble (Modigliani & Miller, 1958). Here we proceed on the basis that there is
information asymmetry between financial intermediaries and firms; the miti-
gation of this asymmetry by reverse factoring gives rise to the option to exploit

4That reverse factoring in principle allows suppliers to use manual discounting is of-
ten not explicit in the marketing literature of finance providers. Our conversations with
practitioners confirm that manual discounting is also always available. The Trade Facilita-
tion Implementation Guide of the UNECE states that a supplier can discount an invoice
or wait until the end of the agreed payment term: http://tfig.unece.org/contents/

reverse-factoring.htm.
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cheaper credit. Specifically, the payment guarantee from the buyer to the fac-
tor entails that the supplier can discount receivables at a cheaper rate than
would otherwise be possible.

Three other research topics are particularly relevant to our study: inventory
incorporating payment schemes, trade credit policy, and cash management.
For inventory theorists, even in deterministic settings, payment schemes under-
mine the conventional assumption that funding needs are related to the average
physical inventory level. Beranek (1967) was one of the first to address this
issue and studied the implications of alternative payment practices on the eco-
nomic lot size decision. Haley & Higgins (1973); Goyal (1985); Rachamadugu
(1989) further enrich this stream. Kim & Chung (1990) proposes a model to
combine the lot-size decision and the discount offered to customers for paying
early. Schiff & Lieber (1974) use control theory to study the relationship be-
tween inventory and accounts receivable policy. More recently, scholars have
explored the significance of payment schemes by means of stochastic inventory
models. For instance, Maddah et al. (2004) investigate the effect of receiving
trade credit in a periodic review (s, S) inventory model. Gupta & Wang (2009)
show that a base-stock inventory policy continues to be optimal when a sup-
plier gives trade credit, but requires adaptation of the base stock parameter.
Protopappa-Sieke & Seifert (2010) develop a model to determine the optimal
order quantity under working capital restrictions and payment delays. Song
& Tong (2011) provide a new accounting framework that allows for evaluating
key financial metrics under various inventory policies and payment schemes in
serial supply chains. Luo & Shang (2013)) illustrate the value of cash pooling
in multi-divisional supply chains.

Most research on trade credit itself is to be found in the economics lit-
erature. Given the existence of financial intermediaries, scholars have been
interested to explain the role of trade credit (see Seifert et al., 2013, for an
extensive review of this literature). In addition to this economic perspective,
there is normative literature that explores the optimal credit policy to cus-
tomers. Most of these studies consider the trade-off between lost sales when
the policy is too tight and credit losses when policy is too easy. As one of the
first, Davis (1966) presents the decision to grant credit as a trade-off between
the marginal revenue and cost. Bierman & Hausman (1970) and Mehta (1970)
formulate the credit decision respectively in a (finite) multi-period and an in-
finite horizon framework. Fewings (1992) obtains closed-form solution for the
value of granting credit and an upper bound on the acceptable default risk.
Another series illustrates the nuances of correctly evaluating a credit policy
(Oh, 1976; Atkins & Kim, 1977; Dyl, 1977; Walia, 1977; Kim & Atkins, 1978;
Weston & Tuan, 1980). Nonetheless, this literature invariably assumes that
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inventory policy and/or procurement does not interfere with the trade credit
decision.

Cash management is concerned with how firms (should) manage their cash.
The economics literature identifies four capital market frictions as possible mo-
tives for holding cash (Bates et al., 2009): (1) transaction costs, (2) precaution
to adverse shocks and/or costly access to capital markets, (3) taxes, and (4)
agency problems. Many models for optimal cash management exist, of which
the ones by Baumol (1952) and Miller & Orr (1966) are considered to be sem-
inal. Both models propose cash control policies to balance liquidity with the
foregone opportunity of holding cash. While the interaction between cash flow
uncertainty and cash management has been studied already, the interaction
between a stochastic inventory control, cash management, and trade credit
combined is still relatively unexplored terrain. The work of (Song & Tong,
2011) is to our best knowledge the only work in this area. Similarly to us, they
assume a cash retention policy based on a single parameter.

3. Models

We consider a periodic review inventory model of a firm selling to a credit-
worthy buyer that offers reverse factoring. Periods are indexed by the variable
t. At the end of each period, the supplier firm will receive a stochastic demand
Dt ≥ 0 from the buyer. In order to have its products ready before demand
is revealed, the supplier orders stock at start of each period. We assume that
inventory is controlled by a base stock policy of I units. The supplier buys
stock at price c per unit and sells it at price p > c per unit. The ordered items
are delivered immediately prior to the end of the period and the supplier pays
for them upon delivery. Once demand is revealed, if it cannot be fully met
from inventory, the unmet portion is back-ordered until the next period. Each
backlogged unit entails a penalty cost b. For each unsold unit, the supplier
incurs a storage cost h < b. The supplier grants the buyer a payment term of
k ∈ N+ periods. The payment term starts to count from the moment that a
demanded unit is met from inventory. Once revenue from prior demands are
collected and costs are paid, the supplier may at the end of each period release
cash to shareholders. The cash management policy releases any cash above a
threshold level T ≥ 0.

In the initial version of our the model, the supplier meets periodic expenses
with cash retained from previous periods or by borrowing from a bank. Bor-
rowing only occurs to the extent that cash is insufficent. We assume unlimited
borrowing capacity. The model can impose a credit limit, but this forces much
of our focus to lie on default events instead of purely on the change in fi-
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nancing needs that results from a payment period extension. In every period
the supplier receives the money from the sales realised k periods ago. The
supplier’s total payment periodic payment is Pt, which includes a fixed cost
f and variable expenses for the replenishment of its stock, inventory (holding
and shortage) costs, and interest for debt outstanding during the period t.
The annual interest charge for bank borrowing is β% per monetary unit per
period. As cash retained in the firm could have been invested elsewhere by
the owner, an opportunity cost of α% per period is assessed on each monetary
unit retained. While in a perfect capital market α = β, we assume that capital
market frictions may entail α < β or α > β (Myers & Majluf, 1984). Further-
more, analogous to the opportunity cost of cash, an opportunity cost of η% per
year is assessed on each monetary unit of accounts receivable that result from
the payment term. We assume η < α as the risk of investing in an account
receivable is lower than the risk of investing in the firm itself. Indeed, while
settlement of the account receivable is due after a known delay, the timing of
cash dividends from the firm depends on demand and realised profits, and is
consequently uncertain.

Figure 1: The sequence of events within a single period.

The system state at the start of period t is St = (xt,mt, rt). The scalar xt
represents the inventory position and the scalarmt represents the cash position.
A tangible cash balance or a bank overdraft is represented by mt > 0 or
mt < 0 respectively. The k-dimensional vector rt with components rt,i for i =
1, 2, . . . , k represents the outstanding accounts receivable, i.e., the payments to
be collected at the end of periods t, t+ 1, . . . , t+ k− 1. The vector St conveys
all information needed to implement the ordering and cash retention policies
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in period t: how many units needed to reach base stock, the associated cash
payment and the amount of cash that will be received.

Figure 1 summarises the sequence of events in a period. At the start of
period St is observed (1) and the order is placed (2). At the end of the period,
cash is collected from the oldest accounts receivable and the position of others
is decremented (3). Money is borrowed if needed (4), the units ordered are
received (5) and the cash payment is made (6). If policy allows, cash is be
released from the firm (7). Finally, demand is received and met to the extent
that inventory allows. This creates a new account receivable (9).

Since the initial version of our model includes only a conventional source
of short-term financing, bank borrowing, we henceforth refer to this as the
‘conventional financing’ model (CF). The mathematical formulation of this
model is given in Section 3.1 below. In Section 3.2 we describe extensions to
CF that model the application of reverse factoring. These extensions represent,
respectively, the ‘manual discounting’ model (MD), where discounting occurs
as soon cash deficits arise (Section 3.2.1), and the ‘auto discounting’ model
(AD), where discounting is always applied as soon as possible (Section 3.2.2).

3.1. Conventional financing model (CF)

The transition equations for inventory, cash, and receivables are as follows:

xt+1 = I −Dt (1)

rt+1,i =

{
((−xt)+ + I ∨Dt)p i = k
rt,i+1 i = 1, . . . , k − 1

(2)

mt+1 =

{
T mt + rt,1 − Pt ≥ T
mt + rt,1 − Pt mt + rt,1 − Pt < T

(3)

where

Pt(I, xt,mt) = f + (I − xt)c+ h(xt)
+ + b(−xt)+ + β(−mt)

+,

(a)+ = max{0, a},
and a ∨ b = min{a, b}.

For a specific joint base stock and cash management policy Z = (I, T ), we
define GCF (Z) to be the long-run average cost per period.

GCF (Z) = lim
t→∞

1

t

∞∑
t=1

h(xt)
+ + b(−xt)+ + β(Pt(I, xt,mt)−mt − rt,1)+

+ α((mt + rt,1 − Pt(I, xt,mt)) ∨ T )+ + η

i=k∑
i=1

rt,i. (4)
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This includes direct costs for inventory and borrowing and opportunity costs
assessed on cash management and receivables. We wish to find the policy
Z∗ = (I∗, T ∗) that minimises GCF (Z).

Note that the cash management cost is linked to uncertainty in the match
between incoming and outgoing cash flows. If demand were constant, the firm
would always be able to match these flows and would not need to borrow money
and/or retain cash. Furthermore, note that there is an interaction between the
base stock level I and the cash retention level T . The replenishment cost in
period t depends on I and Dt−1, the demand of the preceding period. The
cash available to meet the replenishment cost depends on T and the size of
the met demand in period t − k. Even when the payment term is only one
period a deficit can arise, since backlogged demand is included in the immediate
replenishment cost but revenue is delayed.

3.2. Reverse factoring model extensions

Reverse factoring allows a firm to advance receipt of cash from receivables
through discounting. The scalar 0 < γ < 1 is the discount rate applicable when
advancing cash from a receivable that is due in one period . Following the
discussion above we set γ < β, so reverse factoring is preferred over borrowing
cash for one period. The static k-dimensional vector γ with components γj
represents the rates applicable for discounting receivables that are otherwise
due j periods from the beginning of current period . We set γ1 = 0 since
the receivable rt,1 is due anyway at the end of period t. For j > 1 we set
γj = γj−1+γ. The discount factor 1−γj is applied to the receivable amount at
the moment the receivable is discounted. As the discount percentage increases
in the time remaining until a receivable is due, the firm discounts receivables in
order of increasing maturity, i.e., the younger ones first. If the firm discounts
all receivables but still needs more cash, conventional borrowing is used. The
sequence of events with reverse factoring is the same as in Figure 1, except that
at (4) the firm discounts receivables as needed and available, before resorting
to borrowing.

Next we discuss the further model extensions that accommodate the two
ways of applying reverse factoring: manual discounting or auto discounting.

3.2.1. Manual discounting (MD)

We assume that receivables can be partially discounted, in order close ex-
actly the cash deficit that may arise in a period. In practice the factor may
require that the full value of a receivable must be discounted, which would
reduce the value of reverse factoring mechanism. With manual discounting,
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the transition equations for receivables (2) and cash (3) are changed as follows.

rt+1,i =

{
((−xt)+ + I ∨Dt)p i = k

(1− ϕt,i)rt,i+1 otherwise
(5)

where

ϕt,i =
(1− γn)rt,i+1 ∨ (Pt −mt −

∑n=i
n=1(1− γn)rt,n)+

(1− γn)rt,i+1

is the fraction of rt,i+1 that needs to be discounted to meet the cash need.

mt+1 =



T mt + rt,1 − Pt > T

mt + rt,1 − Pt 0 ≤ mt + rt,1 − Pt ≤ T

0 mt +
∑n=k

n=1(1− γn)rt,n − Pt ≥ 0

mt +
∑n=k

n=1(1− γn)rt,n − Pt otherwise.
(6)

The there are four possible outcomes for the cash position that are captured
by the respective cases in (6):

(a) After paying Pt and without discounting any receivables, the firm’s
cash position exceeds T . Excess cash is released to shareholders and the cash
position returns to T .

(b) After paying Pt and without discounting any receivables, the firm’s
cash position is non-negative, but less then or equal to T . No cash is released
to shareholders.

(c) The firm must discount some receivables to meet Pt. Receivables are
discounted so that the cash position is equal to zero. No cash is released to
shareholders.

(d) Even after discounting all receivables, the firm has insufficient cash to
meet Pt. Borrowing occurs, so the cash position is negative. No cash is released
to shareholders.

Again we wish to find the policy Z∗ = (I∗, T ∗) that minimises the long
run average cost per period, but the new objective function GMD(Z) includes
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factoring as well as conventional borrowing:

GMD(Z) = lim
t→∞

1

t

∞∑
t=1

h(xt)
+ + b(−xt)+ + β(Pt(I, xt,mt)−mt − rt,1)+

+ α((mt + rt,1 − Pt(I, xt,mt)) ∨ T )+ +
k∑

i=1

(γiϕt,i + η(1− ϕt,i))rt,i. (7)

3.2.2. Auto discounting (AD)

In this setting the supplier discounts the full value of any receivable as soon
as it is possible to do so. Due to sequence of events (Figure 1), holding costs
for receivables are still incurred for one period. With auto discounting, the
transition equations for receivables(2) and cash (3) are changed as follows.

rt+1,i =

{
((−xt)+ + I ∨Dt)p i = k
0 i = i, .., k − 1

(8)

mt+1 =

{
T mt + (1− γk)rt,k − Pt > T
mt + (1− γk)rt,k − Pt otherwise.

(9)

We aim to find the policy Z∗ = (I∗, T ∗) that minimises the long run average
cost per period, as defined by the objective function GAD(Z):

GAD(Z) = lim
t→∞

1

t

∞∑
t=1

h(xt)
+ + b(−xt)+ + β(Pt(I, xt,mt)−mt − γkrt,k)++

α((mt + γkrt,k − Pt(I, xt,mt)) ∨ T )+ + (η + γk)rt,k. (10)

4. Algorithm and Experimental Design

The objective function of a base stock policy in a pure inventory setting is
convex (Porteus, 2002), but the inclusion of cash and receivables in the state
description of our model precludes a comparable analytic insight. Besides
the increased size of the state space, the interaction between the base stock
parameter and cash retention parameter complicates analysis. In an initial
exploration of the solution space by means of simulation, we find the objective
function to exhibit convexity in both decision variables for all system configu-
rations (CF, MD and AD) and a range of parameter values. Specifically, in all
cases we find a unique policy Z∗ that yields globally minimal average cost, and
no policy that yields a local extreme point. Based on this insight, we utilize
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a 3-stage algorithm in our subsequent simulation experiments, in order to find
the globally optimal policy efficiently. In this section we describe first this
algorithm; see also Algorithm 1. Afterwards we describe in detail the design
of our experiments. The results of the experiments are given in Section 5.

4.1. Solution Algorithm

In its first two stages, the algorithm determines a truncated search in-
terval, [Il, Iu] × [Tl, Tu], through iterative gradient estimations in each policy
dimension. In the third stage, stochastic approximation is used to find the
optimal policy. Stochastic approximation is an iterative scheme that attempts
to find a zero of the gradient of the objective function. It has been widely
studied since the pioneering works of Robbins & Monro (1951) and Kiefer &
Wolfowitz (1952) (Fu, 2006; Broadie et al., 2009). We use a multidimensional
version of the Kiefer-Wolfowitz algorithm, which was first introduced by Blum
(1954). As algorithms of this type are prone to poor finite-time performance,
we make two improvements to reach faster convergence, following the propos-
als of Broadie et al. (2009). First, we use different tuning sequences in each
dimension, in order to adapt better to the different convexity characteristics
of each. Second, to avoid long oscillatory periods, we check in each iteration
whether the next policy would be located within the truncated search inter-
val; if it goes outside, the tuning sequence is amended to ensure that the next
policy policy lies again within the search interval.

4.2. Experimental design and parameter settings

We answer our research questions by means of four sets of simulation exper-
iments: Experiment 1 and Experiment 2(a) - Experiment 2(c), corresponding
to the numbering of the research questions in Section 2. In each experiment,
we explore 3×3 basic settings: all combinations of three possible levels for the
expected net profit margin, ω = (µD(p− c)−f)/µDp, and three possible levels
for operating leverage, ψ = f/(µDc + f). Operating leverage is a measure of
the relationship between fixed cost and total cost for a firm (Brealey et al.,
2011). The specific values of p, c and f that underlie the nine basic settings
are shown in Table 1.

In all experiments we take demand to be log-normally distributed with
mean µD = 10 and coefficient of variation c.v. = µD/σD equal to either 0.25 or
0.50. Full detail of demand and cost parameters for each experiment appears
in Table 2. In all experiments, one period corresponds to one week. Table 2
shows annual financing rates, which are converted to weekly rates under the
assumption of simple interest.
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Algorithm 1 Stochastic approximation algorithm for determination of Z∗

Step 0: Choose algorithm parameters

• initial step sizes ak0 for k = 1, 2; default values a10 = 1, a20 = 2;

• initial policy Z0 = (I0, T0); default value Z0 = (µD, 0);

• stopping condition υ; default value υ = 1× 10−6;

Step 1: Localise [Il, Iu], the search interval for the base stock parameter
Set Zn = (µD + na10, 0) for n ∈ N+. Evalute iteratively the gradient estimation
G̃′(n) = (G̃(Zn+1) − G̃(Zn))/a10. In each iteration, increase the number of replications
dynamically until the confidence interval of the estimation, [G̃LB , G̃UB ], indicates a sta-
tistically significant direction, i.e., G̃′LB(n) > 0 or G̃′UB(n) < 0. If G̃′UB(n) < 0, then
{n} ← {n+ 1}; if G̃′LB(n) > 0, store values as indicated below and move to step 2.

• initial policy for step 2: {Z0} ← {Zn};
• base stock search interval for step 3: [Il, Iu] = [In − a10, In + a10].

Step 2: Localise [Tl, Tu], the search interval for the cash retention parameter
Starting at policy Z0, evaluate iteratively the gradient G̃′(n) with Zn = (I0, 0 +na20) until
G̃′LB(n) > 0 or G̃′UB(n) < 0. If G̃′UB(n) < 0, then {n} ← {n + 1}; if G̃′LB(n) > 0 store
values as indicated below and move to step 3.

• the initial policy for step 3: {Z0} ← {Zn};
• the cash retention search interval [Tl, Tu] = [Tn − a20, Tn + a20].

Step 3: Determine the joint optimal policy: Z∗

• Set {ak0} ← {0.1ak0}, {τk} ← {0.1ak0}, and {λk} ← {0} for k = 1, 2.

• Evaluate G̃′ = (G̃(I0 + a10, T0)− G̃(Z0))/a10 and set {θ1} ← {1/|G̃′1|}.
• Evaluate G̃′ = (G̃(I0, T0 + a20)− G̃(Z0))/a20 and set {θ2} ← {1/|G̃′2|}.

Use the following recursion to calculate Zn+1:

Zn+1 = Zn −

(
a1n
G̃(Zn + c1n)− G̃(Zn)

c1n
, a2n

G̃(Zn + c2n)− G̃(Zn)

c2n

)
,

where

• cn with ckn = τk/n
1
4 for k = 1, 2 is the sequence of finite difference widths,

• an with akn = θk/(n+ λk) for k = 1, 2 is the sequence of step sizes.

In each iteration, check:

• if |G̃(Zn+1)− G̃(Zn)| < υ, return Zn+1 and terminate search;

• if In+1 < Il or In+1 > Iu, adapt λ1 such that Il ≤ In+1 ≤ Iu;

• if Tn+1 < Tl or Tn+1 > Tu, adapt λ2 such that Tl ≤ Tn+1 ≤ Tu.
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ψ\ω 0.1 0.2 0.3

0 10, 9, 0 10, 8, 0 10, 7, 0

0.3 10, 6.3, 27 10, 5.6, 24 10, 4.9, 21

0.6 10, 3.6, 54 10, 3.2, 48 10, 2.8, 42

Table 1: Values of unit selling price p, unit cost c, and total fixed cost f underlying the
experimental settings of net profit margin ω and operating leverage ψ.

Experiment 1 2(a) 2(b) 2(c)

Scenario CFη=0% CFη=0% vs. MDη=0% CFη=8% vs. ADη=γ% CFη>0% vs. MDη>0%

µD 10 10 10 10

c.v. 0.25, 0.5 0.25, 0.5 0.25, 0.5 0.25

h 0.02 0.02 0.02 0.02

b 0.1,0.2,0.4 0.2 0.2 0.2

α 4%,8%,12% 8% 8% 8%

β 8% 8% 8% 8%

η 0% 0% 8% 0.5%,1%,2%,4%

k 1-10 n.a. n.a. n.a.

k0 n.a. 2,4 2,4 2,4

ke n.a. 2-12,4-14 2-12,4-14 2-12,4-14

Table 2: Demand and cost parameter settings.
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The next paragraphs describe explicitly our four experiments. Although
we determine the optimal policy Z∗ for every experimental instance, we are
generally most interested to compare policies or the performance of the sys-
tem across different payment terms. Consequently, in order to facilitate the
presentation, we use Z∗(k) = (I∗(k), T ∗(k)) to denote the optimal policy for
payment term k, and we rewrite the objective functions as G(.)(k), supressing
the immediate dependence on Z∗.

Experiment 1: The impact of payment terms with conventional financing
and no opportunity cost of holding receivables. Here we explore how payment
terms impact total financing cost for the supplier firm when the opportunity
cost of receivables is neglected, i.e., η = 0%. In addition to the experimental
settings shown in Table 1, we test the sensitivity of our findings to changes
in other factors: the relative magnitude of inventory backlog cost b to inven-
tory holding cost h, and the relative magnitude of cash opportunity cost α to
conventional financing cost β.

Experiment 2(a): Maximum payment term extension with no opportunity
cost of holding receivables. We explore the trade-off between cheaper credit
and extended payment terms in reverse factoring when there is no opportunity
cost of holding a receivable, i.e., η = 0%. For each initial payment term k0, we
determine Z∗(k0) when only conventional financing at rate β is used. Then,
with reverse factoring at rate γ ≤ β also available, we determine the maximum
extended payment term ke ≥ k0 such that GMD(ke) ≤ GCF (k0).

Experiment 2(b): Maximum payment term extension with greatest oppor-
tunity cost of holding receivables. We set the opportunity cost of holding re-
ceivables equal to the cost of factoring, η = γ, but otherwise explore the same
trade-off as in Experiment 2(a). Accordingly, we seek the maximum extended
payment term ke ≥ k0 for which GAD(ke) ≤ GCF (k0).

Experiment 2(c): Maximum payment term extension with intermediate op-
portunity cost of holding receivables. Again we explore the same basic trade-off
as in Experiment 2(a), but now the opportunity cost of holding receivables is
less than reverse factoring rate, 0 < η < γ. We determine the maximum
extended payment term ke ≥ k0 such that GMD(ke) ≤ GCF (k0).

In all experiments we let the system start with zero cash, zero inventory,
and zero receivables. We begin to assess performance after a warm-up of 500
periods, which is determined based on Welch’s procedure (Welch, 1983; Law
& Kelton, 2000). We calculate 95% confidence intervals from 30 independent
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replications, each with total run-length of 20,000 periods (including warmup).
Relative relative error is approximately 0.5% (Law & Kelton, 2000). After
some initial global calibration, we were able to locate the optimal policy and
cost for each setting on a ordinary personal computer within two or three
minutes.

5. Numerical results

Here we present and discuss the results from each experiment. Section 5.1
covers Experiment 1, the impact of a payment term extension on the firm’s
financing cost, and the accompanying sensitivity analysis for changes in inven-
tory and cash management cost parameters. Sections 5.2 - 5.4 cover respec-
tively Experiments 2(a) - 2(c), the trade-off between payment term extension
and reverse factoring for the three different scenarios of opportunity cost of
holding receivables.

5.1. The impact of payment terms with conventional financing and no oppor-
tunity cost of holding receivables.

In all configurations of this experiment, we observe the following general
relationship between financing cost and payment term:

The optimal financing cost GCF (k) increases asymptotically in the
payment term k.

Figure 2a illustrates this finding. While the optimal cash retention level T ∗(k)
increases asymptotically, the optimal base stock level I∗(k) decreases slightly
or remains constant. Changes in the base stock level occur because a backlog
event delays the receipt of cash, which may entail a financing need. The
relative impact of this is greater when the payment term is short, as the base
stock then tends to be higher. Despite changes in the base stock level, changes
in inventory cost appear statistically insignificant across the different payment
term settings. The increase in cost from a payment term extension can thus be
entirely attributed to greater variability in cashflow. As there is no opportunity
cost for holding receivables in this experiment (η = 0), we conclude that a
payment term extension entails greater financial costs than such opportunity
costs alone.

The apparent concavity of the objective function implies that the rela-
tive cost of extending payment terms decreases with the pre-existing payment
term. This makes intuitive sense. In a system with arbitrarily long payment
terms, the incoming and outgoing cashflows become essentially independent.
Additional delay in cash receipts resulting from a payment term extension
should have negligible impact. The optimal cash retention level thus increases
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asymptotically. Being ‘smarter’ with cash provides little benefit when payment
terms are very long. This same argument has already been used to explain the
asymptotic optimality of constant-order policies for lost sales inventory models
with large lead times (Goldberg et al., 2012).

Since we set α = β in this experiment, the cash retention level is the result
of a trade-off that minimises the amount of capital needed for running the base
stock operation. According to conventional finance literature, capital market
frictions form the main motivation to retain and/or optimise cash (Myers &
Majluf, 1984; Bates et al., 2009). Frictions can cause α 6= β. In the last part
of this section we therefore present a sensitivity study on the impact of these
frictions.

(a) GCF (k) with fixed parameters c.v. =
0.25, ω = 0.2, ψ = 0.3

(b) T ∗(k) with c.v. = 0.25, ω = 0.2, and
varing levels of operating leverage ψ.

Figure 2: The impact of trade credit on system cost and cash retention

Turning to the basic parameters that define our experimental scenarios,
we examine their effect on the relative cost of a payment term extension.
Specifically, if GCF (k) is the cost of an initial payment term k, then ∆G(k) ≡
(GCF (k + 1)−GCF (k))/GCF (k) is the relative cost of extending the payment
term by one week. The results of Experiment 1 then support the following
assertion:

The firm’s relative cost of a payment term extension ∆G(k) is in-
creasing in the coefficient of variation for demand, but decreasing in
the initial payment term k, the net profit margin ω, and the operating
leverage ψ.

Sample paths show that a higher demand uncertainty causes higher uncer-
tainty in the incoming and outgoing cash flows, exacerbating the impact of
the payment term extension. The cash deficits or excesses accumulated will
each tend to be greater in magnitude. A lower net profit margin or a lower
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operating leverage also increases the firm’s sensitivity to an extension of pay-
ment terms. The effect of a higher net profit margin is intuitively reasonable,
since it provides a greater buffer against the potential deficits that arise from a
mismatch between incoming and outgoing cash flows. The effect of operating
leverage is less obvious, since fixed cost are often considered to be burdensome.
Firms with high operating leverage are even considered to more risky by in-
vestors (Brealey et al., 2011). While we indeed find that a higher operating
leverage may imply a higher absolute cost, higher operating leverage makes
the firm less sensitive to payment term extension. This appears to result from
the relative stability of the outgoing cash flows for firm with higher operat-
ing leverage. Moreover, the optimal cash retention level decreases with the
operating leverage. Figure 2b illustrates this. Firms that rely more heavily
on external purchases need to keep more cash to competitively sustain their
payment term to customers than firms that rely more on internal production
with fixed costs. While having a variable cost structure may seem attractive
as a means to handle with lower demand realisations in a seasonal setting, it
has negative implications for the ability to match incoming and outgoing cash
flows when demand patterns are more stationary.

Sensitivity Study for Other Parameters

As the cost of a payment term extension is the basis of exploration in our
subsequent experiments, we explore the sensitivity of our results to changes in
the relative magnitude of inventory costs, h and b, and the relative magnitude
of financing costs, α and β. These studies support the following assertion:

The relative cost of a payment term extension is increasing in the
ratio h/b and in the ratio α/β.

Changes in the inventory or financing cost ratios have a significant effect on
the optimal base stock and cash retention level, but a minor effect on the the
increase in financing cost that results from a payment term extension. Figure
3 provides illustration. Figure 3a shows the impact of varying the inventory
cost ratio. As the value h/b increases, the sensitivity of costs to an increase
in payment terms also increases. An increase in h/b entails a decrease in
the optimal base stock level, which increases the probability of backlog. As
explained earlier, backlog increases the probability of incurring a cash deficit,
as it simultaneously delays cash receipts while additional cash is needed for
stock replenishment. Figure 3b shows the impact of varying the financing cost
ratio. As the value α/β increases, the relative cost of a payment term extension
also increases. An increase in α/β means that the cost of holding cash becomes
relatively expensive in comparison to borrowing, which limits the ability to use
retained cash as a protection against cashflow uncertainty. If α/β is large, the

20



firm may completely stop holding cash, i.e., T ∗ = 0 becomes the optimal cash
retention threshold.

(a) Percentage cost increase from a pay-
ment term extension of 1 week for base
case h/b = 1/10 (left axis) and incremen-
tal change for h/b = 1/5 and h/b = 1/20
(right axis)

(b) Percentage cost increase from a pay-
ment term extension of 1 week for base
case α/β = 1/1 (left axis) and incremen-
tal change for α/β = 1/2 and α/β = 3/2
(right axis)

Figure 3: Cost sensitivity to a payment term extension of 1 week for varying levels of
inventory cost ratio h/b and financing cost ratio α/β. Fixed parameters c.v. = 0.5, ω =
0.1, and ψ = 0.5.

5.2. Maximum payment term extension with no opportunity cost of holding
receivables.

Building on the insights provided by Experiment 1, we explore the maxi-
mum payment term extension that allows a firm to benefit from reverse factor-
ing when the opportunity cost of holding receivables is negligible. Although the
payment term extension increases the total value of outstanding receivables,
the firm only considers the direct cost of financing its inventory operation. We
define ke, the maximum payment term extension with reverse factoring, to be
the longest payment term such that the firm no greater financing cost as it did
with conventional financing and no payment term extension:

ke ≡ max k

subject to GMD(k)−GCF (k0) ≤ 0. (11)

This experiment supports the following assertion:

When the opportunity cost of holding receivables is negligible and the
firm uses manual discounting, the maximum payment term extension
ke for a given reverse factoring rate γ is decreasing in the coefficient
of variation for demand, but increasing in the initial payment term
k0, the net profit margin ω, and the operating leverage ψ.
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The significance of our main experimental parameters for the maximum pay-
ment term extension with reverse factoring appears consistent with their sig-
nificance for the relative cost of a payment term extension in the conventional
financing setting. Where previously we saw greater relative costs for an ex-
tension, here we see a smaller maximum possible extension. Figure 4 shows,
for different values of initial payment term and demand uncertainty, the set of
(γ, ke) values for which the financing cost with reverse factoring and manual
discounting case is equivalent to the initial cost with conventional financing.
With reverse factoring and manual discounting, borrowing activity is gener-
ally reduced to negligible levels: factoring substitutes for borrowing. In some
cases, most particularly when the experimental setting allows only a minimal
payment term extension, borrowing may still occur. The optimal cash reten-
tion level may be positive in manual discounting (T ∗ > 0), but in contrast to
the case with conventional financing, it decreases with the extended payment
term. As payment terms get longer the firm acquires enough receivables to
finance operations without borrowing or retaining cash.

(a) k0 = 2 (b) k0 = 4

Figure 4: Trade-off between factoring rate γ and maximum extended payment term ke with
manual discounting. Fixed parameters η = 0, ω = 0.2, ψ = 0; c.v. = 0.25 or 0.50.

5.3. Maximum payment term extension with greatest opportunity cost of hold-
ing receivables.

Here we explore the maximum payment term extension that allows a firm to
benefit from reverse factoring when the opportunity cost of holding receivables
η is taken to be equal to γ, the cost of discounting them. The definition of
maximum payment term extension ke in this experiment is analogous to (11),
but with GAD(.) in place of GMD(.). When η = γ, the supplier is indifferent
between manual and auto discounting. Although a greater opportunity cost of
holding receivables is in principle possible, the choice for auto discounting is
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constant at this point and beyond. The experiments here support the following
assertion.

With reverse factoring and auto discounting, the maximum extended
payment term ke for a given reverse factoring rate γ is not affected
by the coefficient of variation for demand, net profit margin, or op-
erating leverage.

Figure 5 shows, for different values of initial payment term and demand uncer-
tainty, the set of (γ, ke) values for which the financing cost with reverse factor-
ing and auto discounting case is equivalent to the initial cost with conventional
financing. Note that the maximum payment term extension and the reverse
factoring rate are inverse-proportionally related. Since the firm discounts all
of its receivables in every period, periodic expenses can almost always be met.
Borrowing activity is negligible in this setting, even when operating leverage
and demand uncertainty are both high. When the factoring rate is equal to
(or less than) the opportunity cost of holding a receivable, a decision-maker
can evaluate a proposed reverse factoring arrangement independently of the
stochastic and economic aspects of inventory operations.

(a) k0 = 2 (b) k0 = 4

Figure 5: Trade-off between factoring rate γ and maximum extended payment term ke with
auto discounting. Fixed parameters η = γ, ω = 0.2, ψ = 0; c.v. = 0.25 or 0.50.

5.4. Maximum payment term extension with intermediate opportunity cost of
holding receivables.

When the cost of receivables is higher than zero but below the cost of
discounting, the cost of additional capital tied in receivables and the cost of
additional capital required to fund cash deficits need to be accounted for in the
trade-off. We wish to determine the maximum payment term extension that
allows a supplier to benefit from reverse factoring. In this case the simulation
results support the following assertion:
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There exists an opportunity cost ηmax < γ such that no economically
viable payment term extension is possible when ηmax < η < γ. When
0 < η < ηmax, the maximum extended payment term ke for reverse
factoring is decreasing in η. The maximum extended payment term
ke is decreasing in the net profit margin ω and operating leverage ψ.

The maximum extended payment term appears to be highly sensitive to the
opportunity cost of receivables. In this setting, the firm pays a dual premium
for extended payment terms: the cost of carrying additional receivables and
the cost of additional cashflow uncertainty. The possibility to extend payment
terms and still realize a lower expected cost appears limited to settings where
the opportunity cost of receivables is low. Table 3 shows the values of ηmax that
result from our basic experimental settings. In many cases, the opportunity
cost of holding receivables must be below 0.5% if the firm is to extend payment
terms and realize a reduction in financing cost. The presumption that a firm
assesses it opportunity cost of holding receivables at a rate equal to or higher
than the reverse factoring rate can therefore be deceiving in terms of value
creation.

ψ\ω 0.1 0.2 0.3
0 1% 0.5% 0.5%
0.3 1% 0.5% 0.5%
0.6 1% 0.5% 0.5%

(a) k0 = 2, c.v. = 0.25

ψ\ω 0.1 0.2 0.3
0 4% 1% 0.5%
0.3 2% 0.5% 0.5%
0.6 2% 0.5% 0.5%

(b) k0 = 4, c.v. = 0.25

Table 3: Maximum opportunity cost of holding receivables ηmax such that a payment term
extension ke > k0 is possible.

In contrast to the case of η = 0 examined in Experiment 2(a), the maximum
extended payment term for reverse factoring appears here to be decreasing in
net profit margin and operating leverage. Figure 6 illustrates this. While
a lower net profit margin or lower operating leverage make an extension of
payment terms more costly in terms of cash flow variability, this same vari-
ability leads the firm to discount a greater proportion of its receivables; the
average amount of outstanding receivables and the corresponding opportunity
cost is thus ultimately lower. The latter effect tends to dominate when the
opportunity cost of holding receivables increases towards ηmax, so lower net
profit margin and lower operating leverage then both facilitate longer payment
terms. As η → 0 the cost of cashflow variablity becomes more important, and
direction of significance for net profit margin and operating leverage tends to
reverse. This contrast shows that a good estimation of the opportunity cost of
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holding receivables is essential if managers are to evaluate any payment term
extension proposed in a reverse factoring arrangement.

(a) Different levels of ω; ψ = 0 fixed. (b) Different levels of ψ; ω = 0.1 fixed.

Figure 6: Trade-off between γ and ke with manual discounting. Fixed parameters η =
0.05, k0 = 4, and c.v. = 0.25.

6. Conclusions

The market for approved receivables financing and early payment services
has grown significantly over the last years (Casterman, 2013). In addition,
banks and technology providers continue to invest in transactions to facili-
tate competitively priced credit between supply chain members (Hurtrez &
Salvadori, 2010).

Despite growing business interest for supply chain finance, little is yet scien-
tifically known about the optimal management and benefits of such innovative
financing arrangements. Our study focuses on reverse factoring, an arrange-
ment that promises improvement of working capital financing for investment-
grade buyers and their suppliers. The buyer facilitates cheaper short term fi-
nancing for the supplier, and the latter in return may be asked to grant longer
payment terms. We couple a periodic review, infinite horizon base stock inven-
tory model with financing by either conventional or reverse factoring, which
allows us to explore the effect of a payment term extension.

The classical paradigm in literature holds that the cost of extending trade
credit is related to the foregone opportunity and risk of carrying a receivable.
We show first that even without considering such opportunity cost, a pay-
ment term extension will generally entail a higher cost to the supplier. Costs
increase because more financing is necessary to cope with more variable cash-
flows. Introducing reverse factoring, we identify settings that allow a decision
maker to make a payment term decision independently of inventory, and other
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settings where the maximum viable payment term extension depends on de-
mand uncertainty, net profit margin, and operating leverage. We show that
these significance of these parameters for financing costs may be complex and
interrelated. Correspondingly, a decision about a payment term extension may
be challenging.

Based on the data of a large provider of supply chain finance services,
Klapper et al. (2012) finds that creditworthy buyers receive contracts with the
longest maturities from their smallest, least creditworthy suppliers. While it is
known that large buyers may use their strong bargaining position in extending
trade credit terms with their suppliers (Wilson & Summers, 2002), this finding
can also be seen as an indication of how emerging services impacts the trade
credit landscape. Features of reverse factoring suggest that the facilitation of
trade credit has become easier: financing rates are low and receivables can
be discounted any time during the trade credit period. Our results suggest,
however, that making payment term decisions based on the expected work-
ing capital changes will not account for the dynamics of stochastic inventory
operations and their interaction with financing requirements.

References

Association of Corporate Treasurers (2010). Supply chain finance: report of
the supply chain finance working group. Technical Report. Retrieved from
http://www.treasurers.org/scf.

Atkins, J. C., & Kim, Y. H. (1977). Comment and correction: opportunity
cost in the evaluation of investment in accounts receivable. Financial Man-
agement , 6 , 71–74.

Babich, V. (2010). Independence of capacity ordering and financial subsidies
to risky suppliers. Manufacturing & Service Operations Management , 12 ,
583–607.

Bates, T., Kahle, K., & Stulz, R. (2009). Why do us firms hold so much more
cash than they used to? The Journal of Finance, 64 , 1985–2021.

Baumol, W. (1952). The transactions demand for cash: An inventory theoretic
approach. The Quarterly Journal of Economics , 66 , 545–556.

Beranek, W. (1967). Financial implications of lot-size inventory models. Man-
agement Science, 13 , 401–408.

26



Bierman, H., & Hausman, W. H. (1970). The credit granting decision. Man-
agement Science, 16 , 519–532.

Birge, J., Kouvelis, P., & Seppi, D. (2007). Call for papers–special issue of
management science: Interfaces of operations and finance. Management
Science, 53 , 355–355.

Blum, J. R. (1954). Multidimensional stochastic approximation methods. The
Annals of Mathematical Statistics , 25 , 737–744.

Brealey, R., Myers, S., & Allen, F. (2011). Principles of corporate finance.
(10th ed.). New York: McGraw-Hill/Irwin.

Broadie, M., Cicek, D. M., & Zeevi, A. (2009). An adaptive multidimensional
version of the kiefer-wolfowitz stochastic approximation algorithm. In Win-
ter Simulation Conference WSC ’09 (pp. 601–612).

Buzacott, J., & Zhang, R. (2004). Inventory management with asset-based
financing. Management Science, 50 , 1274–1292.

Casterman, A. (2013). A new start for Supply Chain Finance. Technical
Report SWIFT. Retrieved from http://www.swift.com.

Davis, P. M. (1966). Marginal analysis of credit sales. The Accounting Review ,
41 , 121–126.

Dyl, E. A. (1977). Another look at the evaluation of investment in accounts
receivable. Financial Management , 6 , 67–70.

Ferris, J. S. (1981). A transactions theory of trade credit use. The Quarterly
Journal of Economics , 96 , 243–270.

Fewings, D. R. (1992). Trade credit as a markovian decision process with an
infinite planning horizon. Quarterly Journal of Business and Economics ,
31 , 51–79.

Fu, M. C. (2006). Chapter 19 gradient estimation. In S. G. Henderson, & B. L.
Nelson (Eds.), Simulation (pp. 575–616). Amsterdam: Elsevier volume 13
of Handbooks in Operations Research and Management Science.

Goldberg, D. A., Katz-Rogozhnikov, D. A., Lu, Y., Sharma, M., & Squillante,
M. S. (2012). Asymptotic optimality of constant-order policies for lost sales
inventory models with large lead times. arXiv , 1211.4063 .

27



Goyal, S. (1985). Economic order quantity under conditions of permissible
delay in payments. Journal of the Operational Research Society , 36 , 335–
338.

Gupta, D., & Wang, L. (2009). A stochastic inventory model with trade credit.
Manufacturing & Service Operations Management , 11 , 4–18.

Haley, C., & Higgins, R. (1973). Inventory policy and trade credit financing.
Management Science, 20 , 464–471.

Hofmann, E., & Kotzab, H. (2010). A supply-chain-oriented approach of work-
ing capital management. Journal of Business Logistics , 31 , 305–330.

Hurtrez, N., & Salvadori, M. (2010). McKinsey on Payments: Supply chain
finance: from myth to reality . Technical Report McKinsey. Retrieved from
http://www.mckinsey.com.

Kiefer, J., & Wolfowitz, J. (1952). Stochastic estimation of the maximum of a
regression function. The Annals of Mathematical Statistics , 23 , 462–466.

Kim, Y., & Chung, K. (1990). An integrated evaluation of investment in
inventory and credit: a cash flow approach. Journal of Business Finance &
Accounting , 17 , 381–389.

Kim, Y. H., & Atkins, J. C. (1978). Evaluating investments in accounts re-
ceivable: a wealth maximizing framework. The Journal of Finance, 33 ,
403–412.

Klapper, L. (2006). The role of factoring for financing small and medium
enterprises. Journal of Banking & Finance, 30 , 3111–3130.

Klapper, L., Laeven, L., & Rajan, R. (2012). Trade credit contracts. Review
of Financial Studies , 25 , 838–867.

Law, A., & Kelton, W. (2000). Simulation modeling and analysis . (3rd ed.).
New York: McGraw-Hill.

Luo, W., & Shang, K. (2013). Joint inventory and cash management for multi-
divisional supply chains. Fuqua School of Business, Duke University, working
paper.

Maddah, B., Jaber, M., & Abboud, N. (2004). Periodic review (s, s) inven-
tory model with permissible delay in payments. Journal of the operational
research society , 55 , 147–159.

28



Mehta, D. (1970). Optimal credit policy selection: A dynamic approach. Jour-
nal of Financial and Quantitative Analysis , 5 , 421–444.

Mian, S., & Smith, C. (1992). Accounts receivable management policy: theory
and evidence. The Journal of Finance, 47 , 169–200.

Miller, M., & Orr, D. (1966). A model of the demand for money by firms. The
Quarterly Journal of Economics , 80 , 413–435.

Milne, R. (2009). Financial sweetener for suppliers. Financial Times , 22
October . Retrieved from www.ft.com.

Modigliani, F., & Miller, M. H. (1958). The cost of capital, corporation finance
and the theory of investment. The American economic review , 48 , 261–297.

Myers, S., & Majluf, N. (1984). Corporate financing and investment decisions
when firms have information that investors do not have. Journal of financial
economics , 13 , 187–221.

Oh, J. S. (1976). Opportunity cost in the evaluation of investment in accounts
receivable. Financial Management , 5 , 32–36.

Opler, T., Pinkowitz, L., Stulz, R., & Williamson, R. (1999). The determi-
nants and implications of corporate cash holdings. Journal of Financial
Economics , 52 , 3–46.

Pezza, S. (2011). Supply Chain Finance: Gaining control in the face
of uncertainty . Technical Report Aberdeen Group. Retrieved from
http://www.aberdeen.com.

Pfohl, H., & Gomm, M. (2009). Supply chain finance: optimizing financial
flows in supply chains. Logistics research, 1 , 149–161.

Porteus, E. L. (2002). Foundations of stochastic inventory theory . Stanford:
Stanford University Press.

Protopappa-Sieke, M., & Seifert, R. (2010). Interrelating operational and fi-
nancial performance measurements in inventory control. European Journal
of Operational Research, 204 , 439–448.

Rachamadugu, R. (1989). Effect of delayed payments (trade credit) on order
quantities. Journal of the Operational Research Society , 40 , 805–813.

29



Randall, W. S., & Farris, M. T. (2009). Supply chain financing: using cash-
to-cash variables to strengthen the supply chain. International Journal of
Physical Distribution & Logistics Management , 39 , 669–689.

Robbins, H., & Monro, S. (1951). A stochastic approximation method. The
Annals of Mathematical Statistics , 22 , 400–407.

Schiff, M., & Lieber, Z. (1974). A model for the integration of credit and
inventory management. The Journal of Finance, 29 , 133–140.

Seifert, D., Seifert, R. W., & Protopappa-Sieke, M. (2013). A review of trade
credit literature: Opportunities for research in operations. European Journal
of Operational Research, Article in press .

Seifert, R. W., & Seifert, D. (2011). Financing the chain. International com-
merce review , 10 , 32–44.

Song, J., & Tong, J. (2011). Payment schemes, financing costs, and inventory
management. Fuqua School of Business, Duke University, working paper.

Tanrisever, F., Cetinay, H., Reindorp, M., & Fransoo, J. (2012). The value
of reverse factoring in multi-stage supply chains. Available at SSRN:
http://ssrn.com/abstract=2183991.

Walia, T. S. (1977). Explicit and implicit cost of changes in the level of accounts
receivable and the credit policy decision of the firm. Financial Management ,
6 , 75–78.

Welch, P. D. (1983). Chapter 6 the statistical analysis of simulation. In S. S.
Lavenberg (Ed.), The Computer Performance Modeling Handbook (pp. 268–
328). New York: Academic Press volume 4 of Notes and Reports in Computer
Science and Applied Mathematics .

Weston, J. F., & Tuan, P. D. (1980). Comment on analysis of credit policy
changes. Financial Management , 9 , 59–63.

Williams, F. (2008). World bank urged to lift trade credit finance. Financial
Times , 11 November . Retrieved from www.ft.com.

Wilson, N., & Summers, B. (2002). Trade credit terms offered by small firms:
survey evidence and empirical analysis. Journal of Business Finance &
Accounting , 29 , 317–351.

30



Wuttke, D. A., Blome, C., Foerstl, K., & Henke, M. (2013). Managing the
innovation adoption of supply chain finance –empirical evidence from six
european case studies. Journal of Business Logistics , 34 , 148–166.

Zipkin, P. H. (2000). Foundations of inventory management volume 2. New
York: McGraw-Hill.

31



Working Papers Beta 2009 - 2013 
 
 
 
nr.  Year  Title                                                                Author(s) 

440 
 
 
439 
 
 
438 
 
 
 
437 
 
 
 
 
 
436 
 
 
 
435 
 
 
 
434 
 
 
433 
 
 
432 
 
 
 
431 
 
 
430 
 
 
 

2013 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
 
 

The Price of Payment Delay 
 
 
On Characterization of the Core of Lane Covering 
Games via Dual Solutions 
 
Destocking, the Bullwhip Effect, and the Credit 
Crisis: Empirical Modeling of Supply Chain 
Dynamics 
 
Methodological support for business process 
Redesign in healthcare: a systematic literature 
review 
 
 
 
Dynamics and equilibria under incremental 
Horizontal differentiation on the Salop circle 
 
 
Analyzing Conformance to Clinical Protocols 
Involving Advanced Synchronizations 
 
 
Models for Ambulance Planning on the Strategic 
and the Tactical Level 
 
Mode Allocation and Scheduling of Inland 
Container Transportation: A Case-Study in the 
Netherlands 
 
Socially responsible transportation and lot sizing: 
Insights from multiobjective optimization 
 
 
Inventory routing for dynamic waste collection 
 
 
Simulation and Logistics Optimization of an 
Integrated Emergency Post 
 
 

K. van der Vliet, M.J. Reindorp, 
J.C. Fransoo 
 
Behzad Hezarkhani, Marco Slikker, 
Tom van Woensel 
 
Maximiliano Udenio, Jan C. Fransoo, 
Robert Peels 
 
 
Rob J.B. Vanwersch, Khurram 
Shahzad, Irene Vanderfeesten, Kris 
Vanhaecht, Paul Grefen, Liliane 
Pintelon, Jan Mendling, Geofridus G. 
Van Merode, Hajo A. Reijers 
 
B. Vermeulen, J.A. La Poutré, 
A.G. de Kok 
 
 
Hui Yan, Pieter Van Gorp, Uzay 
Kaymak, Xudong Lu, Richard Vdovjak, 
Hendriks H.M. Korsten, Huilong Duan 
 
J. Theresia van Essen, Johann L. 
Hurink, Stefan Nickel, Melanie Reuter 
 
 
Stefano Fazi, Tom Van Woensel, 
Jan C. Fransoo 
 
Yann Bouchery, Asma Ghaffari, 
Zied Jemai, Jan Fransoo 
 
 
Martijn Mes, Marco Schutten, 
Arturo Pérez Rivera 
 
N.J. Borgman, M.R.K. Mes, 
I.M.H. Vliegen, E.W. Hans 
 
 



429 
 
 
 
428 
 
 
 
427 
 
 
426 
 
 
 
425 
 
 
 
424 
 
 
 
423 
 
 
 
422 
 
 
 
421 
 
 
420 
 
 
419 
 
 
418 
 
 
417 
 

2013 
 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 
 
2013 
 

Last Time Buy and Repair Decisions for Spare 
Parts 
 
 
A Review of Recent Research on Green Road 
Freight Transportation 
 
 
Typology of Repair Shops for Maintenance 
Spare Parts 
 
A value network development model and 
Implications for innovation and production network 
management 
 
Single Vehicle Routing with Stochastic Demands: 
Approximate Dynamic Programming 
 
 
Influence of Spillback Effect on Dynamic Shortest 
Path Problems with Travel-Time-Dependent 
Network Disruptions 
 
Dynamic Shortest Path Problem with Travel-Time-
Dependent Stochastic Disruptions: Hybrid 
Approximate Dynamic Programming Algorithms 
with a Clustering Approach 
 
System-oriented inventory models for spare 
parts 
 
Lost Sales Inventory Models with Batch Ordering 
And Handling Costs 
 
 
Response speed and the bullwhip 
 
 
Anticipatory Routing of Police Helicopters 
 
 
Supply Chain Finance: research challenges 
ahead 
 
Improving the Performance of Sorter Systems 
By Scheduling Inbound Containers 

S. Behfard, M.C. van der Heijden, 
A. Al Hanbali, W.H.M. Zijm 
 
 
Emrah Demir, Tolga Bektas, Gilbert 
Laporte 
 
 
M.A. Driessen, V.C.S. Wiers, 
G.J. van Houtum, W.D. Rustenburg 
 
 
B. Vermeulen, A.G. de Kok 
 
 
C. Zhang, N.P. Dellaert, L. Zhao, 
T. Van Woensel, D. Sever 
 
 
Derya Sever, Nico Dellaert,  
Tom Van Woensel, Ton de Kok 
 
 
Derya Sever, Lei Zhao, Nico Dellaert, 
Tom Van Woensel, Ton de Kok 
 
 
R.J.I. Basten, G.J. van Houtum 
 
 
T. Van Woensel, N. Erkip, A. Curseu, 
J.C. Fransoo 
 
 
Maximiliano Udenio, Jan C. Fransoo, 
Eleni Vatamidou, Nico Dellaert 
 
Rick van Urk, Martijn R.K. Mes, 
Erwin W. Hans 
 
Kasper van der Vliet, Matthew J. 
Reindorp, Jan C. Fransoo 
 
S.W.A. Haneyah, J.M.J. Schutten, 
K. Fikse 



 
416 
 
 
415 
 
 
414 
 
 
 
413 
 
 
 
412 
 
 
411 
 
 
 
410 
 
 
 
 
409 
 
 
 
408 
 
 
 
407 
 
 
 
406 
 
 
405 
 
404 

 
2013 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
 
 
2013 
 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
 
2013 
 
 
2013 
 
2013 

 
Regional logistics land allocation policies: 
Stimulating spatial concentration of logistics 
firms 
The development of measures of process 
harmonization  
 
BASE/X. Business Agility through Cross- 
Organizational Service Engineering 
 
 
The Time-Dependent Vehicle Routing Problem 
with Soft Time Windows and Stochastic Travel 
Times 
 
Clearing the Sky - Understanding SLA 
Elements in Cloud Computing 
 
Approximations for the waiting time distribution 
In an M/G/c priority queue 
 
 
To co-locate or not? Location decisions and 
logistics concentration areas 
 
 
 
The Time-Dependent Pollution-Routing Problem 
 
 
 
Scheduling the scheduling task: A time 
Management perspective on scheduling 
 
 
Clustering Clinical Departments for Wards to 
Achieve a Prespecified Blocking Probability 
 
 
MyPHRMachines: Personal Health Desktops 
in the Cloud 
 
Maximising the Value of Supply Chain Finance 
 
Reaching 50 million nanostores: retail  
distribution in emerging megacities 

 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar,  
Jan C. Fransoo 
Heidi L. Romero, Remco M. Dijkman, 
Paul W.P.J. Grefen, Arjan van Weele 
 
Paul Grefen, Egon Lüftenegger, 
Eric van der Linden, Caren Weisleder 
 
 
Duygu Tas, Nico Dellaert, Tom van 
Woensel, Ton de Kok 
 
 
Marco Comuzzi, Guus Jacobs, 
Paul Grefen 
 
A. Al Hanbali, E.M. Alvarez, 
M.C. van der van der Heijden 
 
Frank P. van den Heuvel, Karel H. van 
Donselaar, Rob A.C.M. Broekmeulen, 
Jan C. Fransoo, Peter W. de Langen 
 
 
Anna Franceschetti, Dorothée 
Honhon,Tom van Woensel, Tolga 
Bektas, GilbertLaporte. 
 
 
 
J.A. Larco, V. Wiers, J. Fransoo 
 
 
J. Theresia van Essen, Mark van 
Houdenhoven, Johann L. Hurink 
 
 
 
Pieter Van Gorp, Marco Comuzzi 
 
Kasper van der Vliet, Matthew J. 
Reindorp, Jan C. Fransoo 
 
Edgar E. Blanco, Jan C. Fransoo 



 
 
403 
 
 
 
402 
 
 
 
401 
 
 
 
 
400 
 
 
 
399 
 
 
 
 
398 
 
 
397 
 
 
 
396 
 
 
 
 
395 
 
 
 
394 
 
 
393 
 

 
 
2013 
 
 
 
2012 
 
 
 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 

 
A Vehicle Routing Problem with Flexible Time 
Windows 
 
 
 
The Service Dominant Business Model: A  
Service Focused Conceptualization 
 
 
Relationship between freight accessibility and  
Logistics employment in US counties 
 
 
 
A Condition-Based Maintenance Policy for Multi-
Component Systems with a High Maintenance 
Setup Cost 
 
A flexible iterative improvement heuristic to 
Support creation of feasible shift rosters in 
Self-rostering 
 
Scheduled Service Network Design with 
Synchronization and Transshipment Constraints 
For Intermodal Container Transportation Networks 
 
Destocking, the bullwhip effect, and the credit 
Crisis: empirical modeling of supply chain 
Dynamics 
 
Vehicle routing with restricted loading  
capacities 
 
 
 
Service differentiation through selective 
lateral transshipments 
 
 
A Generalized Simulation Model of an  
Integrated Emergency Post 
 
Business Process Technology and the Cloud: 
Defining a Business Process Cloud Platform 
 

 
Duygu Tas, Ola Jabali, Tom van 
Woensel 
 
 
 
Egon Lüftenegger, Marco Comuzzi, 
Paul Grefen, Caren Weisleder 
 
 
Frank P. van den Heuvel, Liliana 
Rivera,Karel H. van Donselaar, Ad de 
Jong,Yossi Sheffi, Peter W. de Langen, 
Jan C.Fransoo 
 
 
Qiushi Zhu, Hao Peng, Geert-Jan van 
Houtum 
 
 
E. van der Veen, J.L. Hurink,  
J.M.J. Schutten, S.T. Uijland 
 
 
K. Sharypova, T.G. Crainic, T. van 
Woensel, J.C. Fransoo 
 
 
Maximiliano Udenio, Jan C. Fransoo, 
Robert Peels 
 
 
J.  Gromicho, J.J. van Hoorn, A.L. Kok 
J.M.J. Schutten 
 
 
 
E.M. Alvarez, M.C. van der Heijden, 
I.M.H. Vliegen, W.H.M. Zijm 
 
 
Martijn Mes, Manon Bruens 
 
 
Vasil Stoitsev, Paul Grefen 
 



 
 
392 
 
 
 
 
391 
 
 
 
390 
 
 
 
389 
 
 
388 
 
 
 
387 
 
 
 
 
386 
 
 
 
 
385 
 
384 
 
 
 
383 
 
 
 
382 
 
 

 
 
2012 
 
 
 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
 
2012 
 
 
 
 
2012 
 
 
 
 
2012 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 

 
Vehicle Routing with Soft Time Windows and 
Stochastic Travel Times: A Column Generation 
And Branch-and-Price Solution Approach 
 
 
Improve OR-Schedule to Reduce Number of 
Required Beds 
 
How does development lead time affect 
performance over the ramp-up lifecycle? 
 
 
Evidence from the consumer electronics 
industry 
 
 
The Impact of Product Complexity on Ramp- 
Up Performance 
 
 
Co-location synergies: specialized versus diverse 
logistics concentration areas 
 
 
 
Proximity matters: Synergies through co-location 
of logistics establishments 
 
 
 
Spatial concentration and location dynamics in 
logistics:the case of a Dutch province  
 
FNet: An Index for Advanced Business Process 
Querying 
 
 
Defining Various Pathway Terms 
 
 
 
The Service Dominant Strategy Canvas: 
Defining and Visualizing a Service Dominant 
Strategy through the Traditional Strategic Lens 
 

 
 
D. Tas, M. Gendreau, N. Dellaert, 
T. van Woensel, A.G. de Kok 
 
 
J.T. v. Essen, J.M. Bosch, E.W. Hans, 
M. v. Houdenhoven, J.L. Hurink 
 
Andres Pufall, Jan C. Fransoo, Ad de 
Jong 
 
 
Andreas Pufall, Jan C. Fransoo, Ad de 
Jong, Ton de Kok 
 
 
Frank P.v.d. Heuvel, Peter W.de 
Langen, 
Karel H. v. Donselaar, Jan C. Fransoo 
 
Frank P.v.d. Heuvel, Peter W.de 
Langen, 
Karel H. v.Donselaar, Jan C. Fransoo 
 
 
Frank P. v.d.Heuvel, Peter W.de 
Langen, 
Karel H.v. Donselaar, Jan C. Fransoo 
 
 
 
Zhiqiang Yan, Remco Dijkman, Paul 
Grefen 
 
W.R. Dalinghaus, P.M.E. Van Gorp 
 
 
Egon Lüftenegger, Paul Grefen, 
Caren Weisleder 
 
 
Stefano Fazi, Tom van Woensel, 
Jan C. Fransoo 
 
 



 
381 
 
 
380 
 
 
 
379 
 
 
 
378 
 
 
377 
 
 
375 
 
 
374 
 
 
373 
 
 
372 
 
 
371 
 
 
370 
 
 
369 
 
 
368 
 
 
 
367 
 

 
2012 
 
 
2012 
 
 
 
2012 
 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2012 
 
 
2011 
 
 
2011 
 
 
 
2011 
 

A Stochastic Variable Size Bin Packing Problem 
With Time Constraints 
 
Coordination and Analysis of Barge Container 
Hinterland Networks 
 
 
 
Proximity matters: Synergies through co-location 
of logistics establishments 
 
 
A literature review in process harmonization: a 
conceptual framework 
 
A Generic Material Flow Control Model for  
Two Different Industries 
 
 
Improving the performance of sorter systems by 
scheduling inbound containers 
 
Strategies for dynamic appointment making by 
container terminals 
 
MyPHRMachines: Lifelong Personal Health 
Records in the Cloud 
 
Service differentiation in spare parts supply 
through dedicated stocks 
 
Spare parts inventory pooling: how to share 
the benefits 
 
Condition based spare parts supply 
 
 
Using Simulation to Assess the Opportunities of 
Dynamic Waste Collection 
 
 
Aggregate overhaul and supply chain planning for 
rotables 
 
 
Operating Room Rescheduling 
 

K. Sharypova, T. van Woensel, 
J.C. Fransoo 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan 
C. 
Fransoo 
 
Heidi Romero, Remco Dijkman, 
Paul Grefen, Arjan van Weele 
 
 
S.W.A. Haneya, J.M.J. Schutten, 
P.C. Schuur, W.H.M. Zijm 
 
H.G.H. Tiemessen, M. Fleischmann, 
G.J. van Houtum, J.A.E.E. van Nunen, 
E. Pratsini 
 
Albert Douma, Martijn Mes 
 
 
Pieter van Gorp, Marco Comuzzi 
 
E.M. Alvarez, M.C. van der Heijden, 
W.H.M. Zijm 
 
Frank Karsten, Rob Basten 
 
 
X.Lin, R.J.I. Basten, A.A. Kranenburg, 
G.J. van Houtum 
 
Martijn Mes 
 
 
J. Arts, S.D. Flapper, K. Vernooij 
 
 
J.T. van Essen, J.L. Hurink, W. 
Hartholt, 
B.J. van den Akker 
 
Kristel M.R. Hoen, Tarkan Tan, Jan C. 
Fransoo, Geert-Jan van Houtum 
 



 
366 
 
 
365 
 
 
364 
 
 
 
 
363 
 
 
362 
 
 
361 
 
 
360 
 
 
359 
 
 
358 
 
 
357 
 
 
356 
 
 
355 
 
 
354 
 
 
353 
 
 

 
2011 
 
 
2011 
 
 
2011 
 
 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 

 
Switching Transport Modes to Meet Voluntary 
Carbon Emission Targets 
 
On two-echelon inventory systems with Poisson 
demand and lost sales 
 
Minimizing the Waiting Time for Emergency 
Surgery 
 
 
 
Vehicle Routing Problem with Stochastic Travel 
Times Including Soft Time Windows and Service 
Costs 
 
A New Approximate Evaluation Method for Two-
Echelon Inventory Systems with Emergency 
Shipments 
 
Approximating Multi-Objective Time-Dependent 
Optimization Problems 
 
Branch and Cut and Price for the Time Dependent 
Vehicle Routing Problem with Time Window 
 
Analysis of an Assemble-to-Order System with 
Different Review Periods 
 
Interval Availability Analysis of a Two-Echelon, 
Multi-Item System 
 
Carbon-Optimal and Carbon-Neutral Supply 
Chains 
 
Generic Planning and Control of Automated 
Material Handling Systems: Practical 
Requirements Versus Existing Theory 
 
Last time buy decisions for products sold under 
warranty 
 
 
Spatial concentration and location dynamics in 
logistics: the case of a Dutch provence 
 
Identification of Employment Concentration Areas 
 
 

 
Elisa Alvarez, Matthieu van der Heijden 
 
 
J.T. van Essen, E.W. Hans, J.L. Hurink,  
A. Oversberg 
 
Duygu Tas, Nico Dellaert, Tom van 
Woensel, Ton de Kok 
 
 
 
Erhun Özkan, Geert-Jan van Houtum, 
Yasemin Serin 
 
 
Said Dabia, El-Ghazali Talbi, Tom Van 
Woensel, Ton de Kok 
 
Said Dabia, Stefan Röpke, Tom Van 
Woensel, Ton de Kok 
 
A.G. Karaarslan, G.P. Kiesmüller, A.G. 
de Kok 
 
Ahmad Al Hanbali, Matthieu van der 
Heijden 
 
Felipe Caro, Charles J. Corbett, Tarkan 
Tan, Rob Zuidwijk 
 
Sameh Haneyah, Henk Zijm, Marco 
Schutten, Peter Schuur 
 
 
M. van der Heijden, B. Iskandar 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan 
C. Fransoo 
 
 
Frank P. van den Heuvel, Peter W. de 
Langen, Karel H. van Donselaar, Jan 
C. Fransoo 
Pieter van Gorp, Remco Dijkman 
 
 



352 
 
 
351 
 
 
 
350 
 
349 
 
348 
 
 
347 
 
 
346 
 
 
345 
 
 
344 
 
 
 
343 
 
342 
 
 
341 
 
 
 
339 
 
 
338 
 
 
 
335 
 

2011 
 
 
2011 
 
 
 
2011 
 
2011 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
2011 
 
 
 
2011 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
2010 
 

BOMN 2.0 Execution Semantics Formalized as 
Graph Rewrite Rules: extended version 
 
Resource pooling and cost allocation among 
independent service providers 
 
 
A Framework for Business Innovation Directions 
 
The Road to a Business Process Architecture: An 
Overview of Approaches and their Use 
 
Effect of carbon emission regulations on transport 
mode selection under stochastic demand 
 
An improved MIP-based combinatorial approach 
for a multi-skill workforce scheduling problem 
 
An approximate approach for the joint problem of 
level of repair analysis and spare parts stocking 
 
Joint optimization of level of repair analysis and 
spare parts stocks 
 
Inventory control with manufacturing lead time 
flexibility 
 
 
Analysis of resource pooling games via a new 
extenstion of the Erlang loss function 
 
Vehicle refueling with limited resources 
 
 
Optimal Inventory Policies with Non-stationary 
Supply Disruptions and Advance Supply 
Information 
 
Redundancy Optimization for Critical Components 
in High-Availability Capital Goods 
 
 
Analysis of a two-echelon inventory system with 
two supply modes 
 
 
Analysis of the dial-a-ride problem of Hunsaker 
and Savelsbergh 
 

Frank Karsten, Marco Slikker, Geert-
Jan van Houtum 
 
E. Lüftenegger, S. Angelov, P. Grefen 
 
 
Remco Dijkman, Irene Vanderfeesten, 
Hajo A. Reijers 
 
K.M.R. Hoen, T. Tan, J.C. Fransoo 
G.J. van Houtum 
 
Murat Firat, Cor Hurkens 
 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 
 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 
 
Ton G. de Kok 
 
 
Frank Karsten, Marco Slikker, Geert-
Jan van Houtum 
 
 
Murat Firat, C.A.J. Hurkens, Gerhard J. 
Woeginger 
 
Bilge Atasoy, Refik Güllü, TarkanTan 
 
 
Kurtulus Baris Öner, Alan Scheller-Wolf 
Geert-Jan van Houtum 
 
 
Joachim Arts, Gudrun Kiesmüller 
 
 
Murat Firat, Gerhard J. Woeginger 
 
 
 
Murat Firat, Cor Hurkens 
 



334 
 
 
 
333 
 
 
 
332 
 
 
331 
 
 
330 
 
 
329 
 
 
328 
 
 
327 
 
 
 
326 
 
 
325 
 
 
 
324 
 
 
 
323 
 
 
 
322 
 
 

2010 
 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
 
 
2010 
 
 
 
2010 
 
 
 
2010 
 
 

Attaining stability in multi-skill workforce scheduling 
 
 
 
Flexible Heuristics Miner (FHM) 
 
 
 
An exact approach for relating recovering surgical 
patient workload to the master surgical schedule 
 
Efficiency evaluation for pooling resources in 
health care 
 
The Effect of Workload Constraints in 
Mathematical Programming Models for Production 
Planning 
 
Using pipeline information in a multi-echelon spare 
parts inventory system 
 
Reducing costs of repairable spare parts supply 
systems via dynamic scheduling 
 
Identification of Employment Concentration and 
Specialization Areas: Theory and Application 
 
 
A combinatorial approach to multi-skill workforce 
scheduling 
 
 
Stability in multi-skill workforce scheduling 
 
 
 
Maintenance spare parts planning and control: A 
framework for control and agenda for future 
research 
 
Near-optimal heuristics to set base stock levels in 
a two-echelon distribution network 
 
 
 
Inventory reduction in spare part networks by 
selective throughput time reduction 
 

A.J.M.M. Weijters, J.T.S. Ribeiro 
 
 
P.T. Vanberkel, R.J. Boucherie, E.W. 
Hans, J.L. Hurink, W.A.M. van Lent, 
W.H. van Harten 
 
 
Peter T. Vanberkel, Richard J. 
Boucherie, Erwin W. Hans, Johann L. 
Hurink, Nelly Litvak 
 
M.M. Jansen, A.G. de Kok, I.J.B.F. 
Adan 
 
Christian Howard, Ingrid Reijnen, 
Johan Marklund, Tarkan Tan 
 
 
H.G.H. Tiemessen, G.J. van Houtum 
 
F.P. van den Heuvel, P.W. de Langen, 
K.H. van Donselaar, J.C. Fransoo 
 
 
Murat Firat, Cor Hurkens 
 
 
Murat Firat, Cor Hurkens, Alexandre 
Laugier 
 
 
M.A. Driessen, J.J. Arts, G.J. v. 
Houtum, W.D. Rustenburg, B. Huisman 
 
 
 
R.J.I. Basten, G.J. van Houtum 
 
 
 
M.C. van der Heijden, E.M. Alvarez, 
J.M.J. Schutten 
 
 
E.M. Alvarez, M.C. van der Heijden, 
W.H. Zijm 
 



321 
 
 
 
320 
 
 
 
319 
 
 
318 
 
317 
 
 
316 
 
315 
 
 
314  
 
 
313 

2010 
 
 
 
2010 
 
 
 
2010 
 
 
2010 
 
2010 
 
 
2010 
 
2010 
 
 
2010 

The selective use of emergency shipments for 
service-contract differentiation 
 
 
Heuristics for Multi-Item Two-Echelon Spare Parts 
Inventory Control Problem with Batch Ordering in 
the Central Warehouse 
 
Preventing or escaping the suppression 
mechanism: intervention conditions 
 
Hospital admission planning to optimize major 
resources utilization under uncertainty 
 
Minimal Protocol Adaptors for Interacting Services 
 
Teaching Retail Operations in  Business and 
Engineering Schools 
 
Design for Availability: Creating Value for 
Manufacturers and Customers 
 
Transforming Process Models: executable rewrite 
rules versus a formalized Java program 
 
Getting trapped in the suppression of exploration: 
A simulation model  
 
A Dynamic Programming Approach to Multi-
Objective Time-Dependent Capacitated Single 
Vehicle Routing Problems with Time Windows 

B. Walrave, K. v. Oorschot, A.G.L. 
Romme 
 
 
 
Nico Dellaert, Jully Jeunet. 
 
 
R. Seguel, R. Eshuis, P. Grefen. 
 
 
Tom Van Woensel, Marshall L. Fisher, 
Jan C. Fransoo. 
 
Lydie P.M. Smets, Geert-Jan van 
Houtum, Fred Langerak. 
 
Pieter van Gorp, Rik Eshuis. 
 
 
Bob Walrave, Kim E. van Oorschot, A. 
Georges L. Romme 
 
 
S. Dabia, T. van Woensel, A.G. de Kok 
 
 
 

312 2010 
Tales of a So(u)rcerer: Optimal Sourcing Decisions 
Under Alternative Capacitated Suppliers and 
General Cost Structures 

Osman Alp, Tarkan Tan 

311 2010 
In-store replenishment procedures for perishable 
inventory in a retail environment with handling 
costs and storage constraints 

R.A.C.M. Broekmeulen, C.H.M. Bakx 

310 2010 The state of the art of innovation-driven business 
models in the financial services industry 

E. Lüftenegger, S. Angelov, E. van der 
Linden, P. Grefen 

309 2010 Design of Complex Architectures Using a Three 
Dimension Approach: the CrossWork Case R. Seguel, P. Grefen, R. Eshuis 

308 2010 Effect of carbon emission regulations on transport 
mode selection in supply chains 

K.M.R. Hoen, T. Tan, J.C. Fransoo, 
G.J. van Houtum 

307 2010 Interaction between intelligent agent strategies for 
real-time transportation planning 

Martijn Mes, Matthieu van der Heijden, 
Peter Schuur 

306 2010 Internal Slackening Scoring Methods Marco Slikker, Peter Borm, René van 
den Brink 

305 2010 Vehicle Routing with Traffic Congestion and A.L. Kok, E.W. Hans, J.M.J. Schutten, 

http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1523
http://beta.ieis.tue.nl/node/1522
http://beta.ieis.tue.nl/node/1522
http://beta.ieis.tue.nl/node/1520
http://beta.ieis.tue.nl/node/1520
http://beta.ieis.tue.nl/node/1519
http://beta.ieis.tue.nl/node/1519
http://beta.ieis.tue.nl/node/1518
http://beta.ieis.tue.nl/node/1518
http://beta.ieis.tue.nl/node/1515
http://beta.ieis.tue.nl/node/1514


Drivers' Driving and Working Rules W.H.M. Zijm 

304 2010 Practical extensions to the level of repair analysis R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

303 2010 
Ocean Container Transport: An Underestimated 
and Critical Link in Global Supply Chain 
Performance 

Jan C. Fransoo, Chung-Yee Lee 

302 2010 Capacity reservation and utilization for a 
manufacturer with uncertain capacity and demand Y. Boulaksil; J.C. Fransoo; T. Tan 

300 2009 Spare parts inventory pooling games F.J.P. Karsten; M. Slikker; G.J. van 
Houtum 

299 2009 Capacity flexibility allocation in an outsourced 
supply chain with reservation Y. Boulaksil, M. Grunow, J.C. Fransoo 

 
298 

 
2010 

 
An optimal approach for the joint problem of level 
of repair analysis and spare parts stocking 

 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

297 2009 
Responding to the Lehman Wave: Sales 
Forecasting and Supply Management during the 
Credit Crisis 

Robert Peels, Maximiliano Udenio, Jan 
C. Fransoo, Marcel Wolfs, Tom 
Hendrikx 

296 2009 An exact approach for relating recovering surgical 
patient workload to the master surgical schedule 

Peter T. Vanberkel, Richard J. 
Boucherie, Erwin W. Hans, Johann L. 
Hurink, Wineke A.M. van Lent, Wim H. 
van Harten 

 
295 

 
2009 

 
An iterative method for the simultaneous 
optimization of repair decisions and spare parts 
stocks 

 
R.J.I. Basten, M.C. van der Heijden, 
J.M.J. Schutten 

294 2009 Fujaba hits the Wall(-e) Pieter van Gorp, Ruben Jubeh, 
Bernhard Grusie, Anne Keller 

293 2009 Implementation of a Healthcare Process in Four 
Different Workflow Systems 

R.S. Mans, W.M.P. van der Aalst, N.C. 
Russell, P.J.M. Bakker 

292 2009 Business Process Model Repositories - Framework 
and Survey 

Zhiqiang Yan, Remco Dijkman, Paul 
Grefen 

291 2009 Efficient Optimization of the Dual-Index Policy 
Using Markov Chains 

Joachim Arts, Marcel van Vuuren, 
Gudrun Kiesmuller 

290 2009 Hierarchical Knowledge-Gradient for Sequential 
Sampling 

Martijn R.K. Mes; Warren B. Powell; 
Peter I. Frazier 

289 2009 
Analyzing combined vehicle routing and break 
scheduling from a distributed decision making 
perspective 

C.M. Meyer; A.L. Kok; H. Kopfer; J.M.J. 
Schutten 

288 2009 Anticipation of lead time performance in Supply 
Chain Operations Planning 

Michiel Jansen; Ton G. de Kok; Jan C. 
Fransoo 

287 2009 Inventory Models with Lateral Transshipments: A 
Review 

Colin Paterson; Gudrun Kiesmuller; 
Ruud Teunter; Kevin Glazebrook 

286 2009 Efficiency evaluation for pooling resources in 
health care 

P.T. Vanberkel; R.J. Boucherie; E.W. 
Hans; J.L. Hurink; N. Litvak 

285 2009 A Survey of Health Care Models that Encompass 
Multiple Departments 

P.T. Vanberkel; R.J. Boucherie; E.W. 
Hans; J.L. Hurink; N. Litvak 

284 2009 Supporting Process Control in Business S. Angelov; K. Vidyasankar; J. Vonk; P. 

http://beta.ieis.tue.nl/node/1514
http://beta.ieis.tue.nl/node/1512
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1511
http://beta.ieis.tue.nl/node/1508
http://beta.ieis.tue.nl/node/1508
http://beta.ieis.tue.nl/node/1505
http://beta.ieis.tue.nl/node/1503
http://beta.ieis.tue.nl/node/1503
http://beta.ieis.tue.nl/node/1513
http://beta.ieis.tue.nl/node/1513
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1502
http://beta.ieis.tue.nl/node/1494
http://beta.ieis.tue.nl/node/1494
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1489
http://beta.ieis.tue.nl/node/1487
http://beta.ieis.tue.nl/node/1486
http://beta.ieis.tue.nl/node/1486
http://beta.ieis.tue.nl/node/1475
http://beta.ieis.tue.nl/node/1475
http://beta.ieis.tue.nl/node/1474
http://beta.ieis.tue.nl/node/1474
http://beta.ieis.tue.nl/node/1473
http://beta.ieis.tue.nl/node/1473
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1472
http://beta.ieis.tue.nl/node/1469
http://beta.ieis.tue.nl/node/1469
http://beta.ieis.tue.nl/node/1468
http://beta.ieis.tue.nl/node/1468
http://beta.ieis.tue.nl/node/1466
http://beta.ieis.tue.nl/node/1466
http://beta.ieis.tue.nl/node/1465
http://beta.ieis.tue.nl/node/1465
http://beta.ieis.tue.nl/node/1464


Collaborations Grefen 

283 2009 Inventory Control with Partial Batch Ordering O. Alp; W.T. Huh; T. Tan 

282 2009 Translating Safe Petri Nets to Statecharts in a 
Structure-Preserving Way R. Eshuis 

281 2009 The link between product data model and process 
model J.J.C.L. Vogelaar; H.A. Reijers 

280 2009 Inventory planning for spare parts networks with 
delivery time requirements I.C. Reijnen; T. Tan; G.J. van Houtum 

279 2009 Co-Evolution of Demand and Supply under 
Competition B. Vermeulen; A.G. de Kok 

 
 
278 
 
 
 
277 

 
 
2010 
 
 
 
2009 

 
Toward Meso-level Product-Market Network 
Indices for Strategic Product Selection and 
(Re)Design Guidelines over the Product Life-Cycle 
 
An Efficient Method to Construct Minimal Protocol 
Adaptors 

B. Vermeulen, A.G. de Kok 
 
 
 
R. Seguel, R. Eshuis, P. Grefen 

276 2009 Coordinating Supply Chains: a Bilevel 
Programming Approach Ton G. de Kok, Gabriella Muratore 

275 2009 Inventory redistribution for fashion products under 
demand parameter update G.P. Kiesmuller, S. Minner 

274 2009 Comparing Markov chains: Combining aggregation 
and precedence relations applied to sets of states 

A. Busic, I.M.H. Vliegen, A. Scheller-
Wolf 

273 2009 Separate tools or tool kits: an exploratory study of 
engineers' preferences 

I.M.H. Vliegen, P.A.M. Kleingeld, G.J. 
van Houtum 

 
272 

 
2009 

 
An Exact Solution Procedure for Multi-Item Two-
Echelon Spare Parts Inventory Control Problem 
with Batch Ordering 

 
Engin Topan, Z. Pelin Bayindir, Tarkan 
Tan 

271 2009 Distributed Decision Making in Combined Vehicle 
Routing and Break Scheduling 

C.M. Meyer, H. Kopfer, A.L. Kok, M. 
Schutten 

270 2009 
Dynamic Programming Algorithm for the Vehicle 
Routing Problem with Time Windows and EC 
Social Legislation 

A.L. Kok, C.M. Meyer, H. Kopfer, J.M.J. 
Schutten 

269 2009 Similarity of Business Process Models: Metics and 
Evaluation 

Remco Dijkman, Marlon Dumas, 
Boudewijn van Dongen, Reina Kaarik, 
Jan Mendling 

267 2009 Vehicle routing under time-dependent travel times: 
the impact of congestion avoidance A.L. Kok, E.W. Hans, J.M.J. Schutten 

266 2009 Restricted dynamic programming: a flexible 
framework for solving realistic VRPs 

J. Gromicho; J.J. van Hoorn; A.L. Kok; 
J.M.J. Schutten;  

 
 
 
Working Papers published before 2009 see: http://beta.ieis.tue.nl 
 

http://beta.ieis.tue.nl/node/1464
http://beta.ieis.tue.nl/node/1463
http://beta.ieis.tue.nl/node/1467
http://beta.ieis.tue.nl/node/1467
http://beta.ieis.tue.nl/node/1462
http://beta.ieis.tue.nl/node/1462
http://beta.ieis.tue.nl/node/1461
http://beta.ieis.tue.nl/node/1461
http://beta.ieis.tue.nl/node/1471
http://beta.ieis.tue.nl/node/1471
http://beta.ieis.tue.nl/node/1458
http://beta.ieis.tue.nl/node/1458
http://beta.ieis.tue.nl/node/1457
http://beta.ieis.tue.nl/node/1457
http://beta.ieis.tue.nl/node/1451
http://beta.ieis.tue.nl/node/1451
http://beta.ieis.tue.nl/node/1450
http://beta.ieis.tue.nl/node/1450
http://beta.ieis.tue.nl/node/1449
http://beta.ieis.tue.nl/node/1449
http://beta.ieis.tue.nl/node/1448
http://beta.ieis.tue.nl/node/1448
http://beta.ieis.tue.nl/node/1448
http://beta.ieis.tue.nl/node/1447
http://beta.ieis.tue.nl/node/1447
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1446
http://beta.ieis.tue.nl/node/1445
http://beta.ieis.tue.nl/node/1445
http://beta.ieis.tue.nl/node/1441
http://beta.ieis.tue.nl/node/1441
http://beta.ieis.tue.nl/node/1154
http://beta.ieis.tue.nl/node/1154
http://beta.ieis.tue.nl/

	Voorblad WP 440
	Working Papers Beta

