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ABSTRACT: While the sensitive dependence of the functional characteristics of self-
assembled nanofibers on the molecular structure of their building blocks is well-known,
the crucial influence of the dynamics of the assembly process is often overlooked. For
natural protein-based fibrils, various aggregation mechanisms have been demonstrated,
from simple primary nucleation to secondary nucleation and off-pathway aggregation.
Similar pathway complexity has recently been described in synthetic supramolecular
polymers and has been shown to be intimately linked to their morphology. We outline a
general method to investigate the consequences of the presence of multiple assembly
pathways, and show how kinetic analysis can be used to distinguish different assembly
mechanisms. We illustrate our combined experimental and theoretical approach by
studying the aggregation of chiral bipyridine-extended 1,3,5-benzenetricarboxamides
(BiPy-1) in n-butanol as a model system. Our workflow consists of nonlinear least-
squares analysis of steady-state spectroscopic measurements, which cannot provide
conclusive mechanistic information but yields the equilibrium constants of the self-assembly process as constraints for subsequent
kinetic analysis. Furthermore, kinetic nucleation-elongation models based on one and two competing pathways are used to
interpret time-dependent spectroscopic measurements acquired using stop-flow and temperature-jump methods. Thus, we reveal
that the sharp transition observed in the aggregation process of BiPy-1 cannot be explained by a single cooperative pathway, but
can be described by a competitive two-pathway mechanism. This work provides a general tool for analyzing supramolecular
polymerizations and establishing energetic landscapes, leading to mechanistic insights that at first sight may seem unexpected and
counterintuitive.

1. INTRODUCTION

Self-assembly is an efficient method to create nanostructured
materials,1 which show great promise for applications ranging
from advanced materials2 and organic electronics3 to
biomedical engineering.4 In particular, self-assembly of small
molecules into one-dimensional supramolecular polymers5 can
provide structures suitable for use as nanoelectronic elements6

or artificial extracellular matrix.7 The relative orientation of
molecules that make up these aggregates is a critical factor that
determines their functional properties,8 and thus achieving
control over molecular assembly is important in optimizing
performance characteristics.
The stacking geometry of monomers inside a supramolecular

polymer is partially predetermined by their molecular
structure,9 but recent work shows that many supramolecular
polymers display several morphologies10 corresponding to
different orientations of the monomer in the aggregate.8a,11

These different aggregate morphologies can be selectively
created by tuning experimental conditions such as concen-
tration (C) and temperature (T), resulting in the predominance
of a particular aggregate state at a specific point in (C,T)-

space.12 Previous work has shown that steady-state spectro-
scopic measurements combined with subsequent modeling can
be used to investigate complex self-assembly processes, yielding
important information about the distribution of aggregate
species.13 However, the mechanistic details of the formation
and interconversion of these aggregate morphologies cannot be
investigated using equilibrium data alone, hindering our ability
to rationally engineer self-assembled one-dimensional nano-
structures.
Natural systems achieve advanced functionality through

tightly controlled self-assembly kinetics, as cells use supra-
molecular polymers to provide mechanical strength in the
cytoskeleton14 and to act as sophisticated signaling platforms.15

It has become increasingly clear that the dynamics of
(dis)assembly are also critical in determining the final nanoscale
morphology16 of synthetic materials. As such, investigating the
time-dependent behavior of supramolecular polymers through
kinetic experiments17 and models is crucial in order to
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understand their self-assembly mechanisms. The first kinetic
models for one-dimensional aggregation were designed for
protein-based fibrils by Oosawa and Kasai as early as the
1960s,18 describing the self-assembly process as a series of
consecutive monomer addition reactions. Subsequently, more
advanced kinetic models have been proposed describing self-
assembly into a single aggregate state by homogeneous
nucleation, fragmentation and recombination19 or secondary
nucleation.20 Recently, it was shown that the presence of
multiple aggregation pathways strongly affects the kinetics of
protein fibril formation,21 suggesting that incorporation of
multiple self-assembly pathways in kinetic models greatly
improves their general applicability.22 Bridging the gap between
natural protein fibrils and synthetic nanofibers, Korevaar et al.
have applied kinetic models to show that the various aggregate
states observed in synthetic supramolecular polymers influence
their self-assembly kinetics in a similar fashion.23 Experimen-
tally, the groups of Takeuchi,24 Aida25 and Würthner26 have
made great progress in achieving kinetic control over
supramolecular polymerization, granting access to aggregates
with unique properties.27 The above examples clearly illustrate
that complex self-assembly mechanisms can only be fully
understood in kinetic terms, and thus appropriate experiments
and models are required to rationally engineer π-conjugated
materials with tailored properties. However, so far clear
guidelines on how to design such a comprehensive analysis,
and how to validate the applied models for a self-assembly
process, are lacking.
Here, we address manifestations of pathway complexity using

the aggregation of bipyridine-extended 1,3,5-benzenetricarbox-
amide (BiPy-1) as an example. C3-symmetric bipyridine
discotics self-assemble into chiral, one-dimensional aggregates
in a wide variety of solvents depending on the nature of the
solubilizing side chains. For example, bipyridine-discs function-

alized with alkyl side chains associate into helical assemblies in
methylcyclohexane upon decreasing the temperature or
increasing the concentration.28 In contrast, oligoethylene
glycol-appended BiPy-1 self-assembles in more polar solvents,
such as alcohols and water.29 Previous investigation of BiPy-1
aggregation in n-butanol has suggested the presence of multiple
aggregate states, but the interconversion mechanism has so far
remained elusive.30 In this work, the details of these aggregate
states and their abundance under different conditions are
analyzed using steady-state spectroscopic measurements. De-
tailed, broadly applicable thermodynamic models have been
created to simulate the behavior of BiPy-1 under different
conditions, and we show how to apply these to delineate the
spectroscopic results. The multiple aggregate states can be
interpreted as one nucleation-elongation pathway, or two
competing pathways, and thus variant models for these two
scenarios have been created. Both approaches are able to
satisfactorily describe the data, underlining the difficulty of
extracting mechanistic information using equilibrium models.
In order to differentiate between the two mechanisms, the exact
functional relation between the aggregate states is probed using
time-resolved temperature-jump spectroscopy. Applying the
data from the thermodynamic simulations as constraints,
kinetic modeling using temperature-dependent one- and two-
pathway assembly schemes is then utilized to interpret the
kinetic experiments, allowing us to select the correct assembly
mechanism. Our analysis and workflow serves as a general
method that can be used by supramolecular chemists to identify
the presence of multiple pathways in one-dimensional supra-
molecular polymerization.

2. RESULTS AND DISCUSSION

2.1. Self-Assembly of BiPy-1. The bipyridine-extended
1,3,5-benzenetricarboxamide derivative BiPy-1 (Figure 1A) has

Figure 1. (A) Structure of the discotic molecule BiPy-1. (B) Depending on concentration and temperature, BiPy-1 self-assembles into multiple,
spectrally distinct aggregate states due to a combination of hydrophobic effects and aromatic interactions.
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been synthesized according to literature procedures.30 We
studied the pathway complexity in its self-assembly in n-butanol
(Figure 1B) using temperature- and concentration-dependent
spectroscopic measurements. First, we applied circular
dichroism (CD) spectroscopy to probe the macromolecular
helicity of the formed assemblies. As shown in Figure 2A, CD-
spectra of BiPy-1 in n-butanol at a concentration of 1.0 × 10−5

M were acquired over a broad temperature range (268−353 K).
At temperatures below 293 K, the spectra displayed a large
Cotton effect in the π−π* band around 335 nm (Figure 2A,
solid line), which disappeared above 303 K (Figure 2A, dashed
and dotted lines). In order to probe this transition in detail, the
normalized ellipticity at λ = 335 nm was monitored as a
function of temperature (Figure 2D). The experimental melting
curves show a sharp transition at 295 K, and a shift to higher
melting temperatures with increasing concentration (Figure
2D, colors indicate different concentrations).
The self-assembly process was then probed using UV−vis

absorption spectroscopy, since the electronic transitions in
BiPy-1 are sensitive to its molecular environment and thus its
aggregate state.30 UV−vis spectra of a 1.0 × 10−5 M solution of
BiPy-1 in n-butanol were acquired at temperatures between 268
and 353 K, as shown in Figure 2B. In these plots, three distinct
spectral signatures were identified, which are most pronounced
at 268, 303, and 353 K (Figure 2B, solid, dashed and dotted
lines, respectively). The transition regimes were further

investigated by plotting the absorbance at λ = 335 nm as a
function of temperature (Figure 2E, color bar indicates different
concentrations). These traces show the sharp transition around
295 K also observed in the CD melting curves, but additionally
show a second, more gradual transition at higher temperatures.
Next, we investigated the aggregation of BiPy-1 using its

aggregation-induced fluorescence.30,31 In the monomeric state,
BiPy-1 exhibits rapid nonradiative decay of the excited state, but
when the rotational freedom of the bipyridine moieties is
restricted, for example due to aggregation, its fluorescence
quantum yield is greatly enhanced. The aggregation state of
BiPy-1 was probed by recording fluorescence excitation spectra
at 1.0 × 10−5 M in n-butanol over the temperature range of 268
to 353 K (Figure 2C). These spectra, and the fluorescence
intensity traces at λexc = 335 nm (Figure 2F, colored lines
indicate concentration), show negligible emission at a temper-
ature of 353 K (Figure 2C, dotted line). Cooling to 303 K
(Figure 2C, dashed line) results in gradually increasing
fluorescence, concurrent with the high-temperature transition
observed in the UV−vis melting curve. Finally, a blue shift in
the fluorescence excitation spectra is detected upon further
cooling to 295 K, coinciding with the observed increase of the
CD signal in this temperature regime (Figure 2C, solid line).
Based on the spectroscopic measurements shown in Figure 2,

three separate states as previously suggested in literature30 can
be identified. At temperatures above 353 K (dotted lines in

Figure 2. Circular dichroism (A), ultraviolet−visible absorption (B) and fluorescence excitation (C) spectra of BiPy-1 in n-butanol (1.0 × 10−5 M) at
various temperatures. In all graphs, three distinct spectral signatures can be distinguished. Dark gray lines indicate spectra at temperatures where
these signatures are most clearly visible, light gray lines are spectra at intermediate temperatures. For all spectra, the BiPy-1 solution was equilibrated
prior to acquisition. The detection wavelength for the excitation fluorescence spectra is λ = 520 nm. Fluorescence emission spectra are included in
Figures SI-4 and SI-5. Panels (D), (E) and (F) show the normalized intensities at λ = 335 nm (orange dotted line in (A−C)) for the CD, UV−vis
and FL channels, respectively, as a function of temperature for a range of total monomer concentrations (indicated by the color bar).
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Figure 2A−C), BiPy-1 is present as the monomer in solution, as
indicated by the low fluorescence intensity and the absence of a
CD signal. The gradual increase of fluorescence emission
intensity and the concomitant red-shift in the UV-spectrum
upon cooling signals the formation of a first aggregate state,
most clearly visible at 303 K (dashed lines in Figure 2A−C).
The self-assembly of this aggregate takes place over a broad
temperature range (Figure 2D−F, first transition from 353−
303 K). The low CD signal of this aggregate state proves a lack
of macromolecular helicity thus suggesting that the assemblies

have a low degree of order. The blue shift observed in UV−vis
and fluorescence spectra upon further cooling (Figure 2D−F,
second transition from 303−293 K) indicates the formation of
a different aggregate state (solid lines in Figure 2A−C) at low
temperature. An intense Cotton effect is observed for this state,
suggesting the formation of helical supramolecular structures
and proving the transfer of chiral information from the
periphery of BiPy-1 to the self-assembling core. Similar helical
structures have also been proposed for apolar bipyridine-
extended discotics in methylcyclohexane,28 although the exact

Figure 3. (A) Scheme of a single pathway, cooperative assembly mechanism for BiPy-1. The three spectroscopic signatures are here represented by
monomer (gray), disordered prenucleus aggregates (green) and ordered postnucleus aggregates (red). In this model, BiPy-1, present as the
monomer at high temperature, partially assembles into aggregates smaller than the nucleus size upon lowering the temperature, to finally grow into
long aggregates upon further cooling. (B−D) Temperature-dependent circular dichroism, ultraviolet−visible absorption and fluorescence excitation
signal acquired at [BiPy-1] = 1.0 × 10−5 M. The single-pathway equilibrium model is fitted to the data (blue lines). (E−G) Simulated temperature-
dependent traces in CD, UV−vis and FL channels, using parameter values optimized through a global fitting routine (see SI for details). In these fits,
nucleus size n = 8 has been used. Concentration is indicated by color, and the traces have been normalized for clarity.
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conformation in this solvent differs as indicated by the CD-
spectrum.
The structural properties of the different aggregates have

been elucidated using temperature- and concentration-depend-
ent spectroscopy, but the details of the interconversion
mechanisms between these states are not immediately evident.
On the basis of the spectroscopic data, two mechanisms can be
hypothesized: (i) BiPy-1 assembles via a single nucleation-
elongation pathway, and the observed disordered state
represents prenucleus aggregates that convert to ordered
postnucleus supramolecular polymers at lower temperature,
or (ii) BiPy-1 assembles via two parallel pathways, where
shorter disordered aggregates compete with longer structured
fibers for free monomers. While the direct conversion proposed
in the first mechanism is intuitively attractive and often
assumed in literature, recent reports increasingly demonstrate
the occurrence of parallel-operating, competitive pathways. It is
highly challenging to interpret these experimental results in
terms of assembly mechanisms and therefore a modeling-based
approach is required.
2.2. Equilibrium Single-Pathway Modeling. The mech-

anistic details of the self-assembly of BiPy-1 were unraveled by
employing mathematical models to interpret the multiple
spectroscopic transitions (vide supra). First, we apply an
equilibrium model that involves a single cooperative nucleation-
elongation pathway, i.e., a self-assembly pathway in which
association of monomer is relatively unfavorable up to a
particular aggregate size (the nucleus size n), and relatively
favorable for larger aggregates. In this model, the two aggregate
states observed for BiPy-1 are interpreted as disordered
prenucleus aggregates (i.e., aggregates smaller than the nucleus
size and lacking a CD effect) and postnucleus assemblies that
show helical order and thus contribute to the CD signal (Figure
3A). The presence of such a disordered prenucleus is common
in cooperative systems, and in fact a lack of order in small
aggregates is one of the main causes of cooperativity.5c,32 If
both types of aggregates display different spectroscopic
signatures, multiple transitions can be observed in temperature-
or concentration-dependent experiments,10b,33 similar to those
detected in the melting curves of BiPy-1.
In order to investigate whether the self-assembly of BiPy-1

could be correctly explained using a single pathway mechanism,
we used the general nucleation-elongation model first reported
by Goldstein and Stryer.34 This model describes the formation
of aggregates in terms of sequential monomer additions with a
particular equilibrium constant. Goldstein and Stryer distin-
guish a nucleation regime with equilibrium constant Kn and an
elongation regime with equilibrium constant Ke, for aggregates
smaller and larger than the nucleus size n, respectively. The
relatively unfavorable nucleation in cooperative self-assembly
results in a cooperativity parameter σ = Kn/Ke < 1 and
cumulative cooperativity ω = σn−1. In order to describe the
experimental melting curves, the van’t Hoff equation (eq 1) is
used to describe the temperature-dependence of the nucleation
and elongation equilibrium constants.

= − Δ ° + Δ °
K

H
RT

S
R

ln( )
(1)

In this expression, ΔH° is the enthalpy change of monomer
association and ΔS° is the entropy change of monomer
association. Since BiPy-1 moieties adopt dissimilar geometries
in prenucleus aggregates and postnucleus aggregates, the values
of ΔH° and ΔS° may differ between the two regimes, and
consequently the model parameters are varied independently.
Equilibrium constants calculated using eq 1 are used to
compute the CD, UV−vis and fluorescence melting curves. A
detailed description of this modeling approach used can be
found in the Supporting Information.
In order to quantify the self-assembly of BiPy-1 in

thermodynamic terms, a global fitting procedure was performed
using the single-pathway model. This model utilizes the
association enthalpy and entropy parameters as input, and
simulates the spectral response for any temperature and
concentration. The multiple curve fitting routine incorporates
all experimental data simultaneously, and applies nonlinear
least-squares minimization combined with Latin Hypercube
Sampling to avoid entrapment in local minima. The resulting fit
closely reproduces the two experimentally observed processes,
i.e., a gradual transition from the monomeric state to
prenucleus oligomers when cooling from high temperature
and a more rapid second transition to the postnucleus state
upon further cooling to below 295 K. Additionally, the
concentration dependence of these transitions is in accordance
with the experimental melting curves (Figure 2D−F). The
major cause for residual deviations between data and best
model fit is the assumption that absorption coefficients are
constants, which may not hold exactly for all physical
conditions.
The fitting procedure shows an initially improving quality of

fit with increasing nucleus size, leveling off for n ≥ 8 (Figure SI-
1), indicating that an oligomeric nucleus is required to explain
the experimentally observed behavior. The optimized values for
the thermodynamic parameters for the case n = 8 are shown in
Table 1. Clearly, all association enthalpies (ΔHn° and ΔHe° for
the nucleation and elongation regimes, respectively) and
entropies (ΔSn° and ΔSe°) are negative, indicating an
enthalpy-driven self-assembly process. Closer investigation of
the obtained parameter values reveals that the two transitions in
the experimental cooling curves can be explained through the
different temperature-dependencies of the nucleation equili-
brium constant Kn and the elongation equilibrium constant Ke

(Figure SI-2). At high temperatures (T > 330−350 K,
depending on total concentration Ct), both Kn*Ct < 1 and
Ke*Ct < 1, indicating that no significant aggregation takes place.
Upon cooling to intermediate temperatures, Kn*Ct > 1 and Ke <
Kn, leading to the growth of predominantly prenucleus
aggregates, and the observation of a first transition in the UV
and fluorescence traces. As observed by CD, further cooling
below 295 K leads to formation of postnucleus supramolecular
polymers. This can be explained by the stronger temperature
dependence of Ke compared to Kn, resulting in Ke*Ct > 1 and Ke

> Kn at low temperatures. Summarizing, our analysis shows that
a single-pathway model with n ≥ 8, in which pre- and
postnucleus oligomers have different contributions to the CD,
UV and fluorescence signals, is able to describe the two

Table 1. Optimized Parameter Values for Global Fitting Procedure Using Single-Pathway Equilibrium Model

ΔHn° (kJ/mol) ΔSn°(J/mol K) ΔHe°(kJ/mol) ΔSe°(J/mol K)

−99.41 ± 0.04 −218.0 ± 1.3 −246.5 ± 2.3 −710.5 ± 7.9
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spectroscopic transitions observed in the aggregation of BiPy-1
in n-butanol.
2.3. Equilibrium Two-Pathway Modeling. An alternative

method to describe the two experimentally observed transitions
is to invoke a model containing two self-assembly pathways that
operate in parallel, competing for the same monomer (Figure
4A). In this model, BiPy-1 monomer can assemble into either a
disordered aggregate state or a more ordered state, and

conversion from one state to the other occurs through
monomer dissociation and reassembly into the alternate
aggregate type. Models containing competing aggregate states
have been proposed for a variety of natural supramolecular
polymers,35 and have been comprehensively treated mathemati-
cally by Powers and Powers.21 Recently, similar two-pathway
models have been used to explain the aggregation behavior of
synthetic supramolecular polymers12d,23 and have been

Figure 4. (A) Scheme of an aggregation model with two competitive aggregation pathways for BiPy-1. Here, the three spectroscopic signatures are
interpreted as monomer (gray), a disordered aggregate state (green) and an ordered aggregate state (red). At high temperature, BiPy-1 is present as
free monomer, and it initially assembles into disordered aggregates upon lowering the temperature. When cooling to even lower temperature, BiPy-1
dissociates from these aggregates and reassembles along the alternative pathway, forming ordered stacks. (B−D) Circular dichroism, ultraviolet−
visible absorption and fluorescence excitation signal as a function of temperature, fitted using the two-pathway model (blue lines), overlaid on the
experimental measurements (gray lines). Simulations were performed for and experimental traces acquired at [BiPy-1] = 1.0 × 10−5 M. (E−G)
Simulated temperature-dependent traces in CD, UV−vis and FL channels, using parameter values optimized through a global fitting routine (see SI
for details). Concentration is indicated by color, and the traces have been normalized for clarity.
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exploited to program self-assembly pathways in supramolecular
polymerizations.36 If both aggregate types have distinct
spectroscopic signatures, competition between these pathways
could also lead to the observation of multiple aggregate states.
To investigate whether a two-pathway model correctly

explains the temperature- and concentration dependent
aggregation behavior of BiPy-1, we expanded the temper-
ature-dependent Goldstein-Stryer model to include a second,
parallel-operating assembly pathway. In contrast to the single-
pathway model in which the nucleus size is larger than two, in
this model each self-assembly pathway has a nucleus size of
two. Furthermore, whereas in the single pathway model the
monomer addition entropy changes on going from the
nucleation to the elongation phase, we now assume that the
monomer addition entropy in each pathway does not change in
order to restrict the number of free parameters. In total, the
model has six thermodynamic parameters, i.e., in each pathway,
aggregation is described by a nucleation and elongation
enthalpy and a single association entropy. In the model, either
pathway can become thermodynamically stable depending on
the total monomer concentration and temperature. In similar
fashion to the single-pathway model, the equilibrium constants
can be used to calculate the distribution of BiPy-1 over the two
aggregate states, and subsequently predict a spectral response
(see Supporting Information for details of this model).
After optimization of the input parameters via global

nonlinear least-squares analysis, simulations using the two-
pathway model succeed in reproducing the two experimentally
observed transitions as well as their concentration-dependence
(Figure 4B−G), again with small residual deviations. The values
of the optimized thermodynamic parameters (Table 2) indicate

that the assemblies in one pathway, termed A-type aggregates,
self-assemble in an anticooperative fashion while the growth of
the B-type aggregates in the second pathway is nearly
isodesmic. Assembly in both pathways is enthalpically driven,
and the transition observed upon cooling from 350 to 305 K
can thus be explained by the association of monomers into A-
type aggregates. These aggregates are limited in length, since
Kn,A > Ke,A (i.e., σ < 1) in this temperature regime. At
temperatures lower than 305 K, the elongation equilibrium
constant of the second pathway, Ke,B becomes larger than the
nucleation constant of A-type aggregates Kn,A (Figure SI-3) and
thus conversion of A-type aggregates into B-type aggregates
occurs. In this temperature regime, growth of B-type aggregates
takes place in a nearly isodesmic fashion.
This analysis shows that a two-pathway model with an

anticooperative and an isodesmic pathway can successfully
describe the experimentally observed transitions in the
temperature-dependent self-assembly of BiPy-1. It is important
to realize that both cooperative growth based on sequential
monomer addition (i.e., nucleation-elongation) as well as
competition based on noncooperative, parallel pathways allow
the occurrence of sharp pseudophase boundaries, illustrating
that sudden transitions are not necessarily indicative of a strong

molecular cooperative effect. Since both an extended-nucleus
single-pathway model and a model with two competing
pathways can correctly explain the experimental data, we
conclude that thermodynamic analysis on itself provides
insufficient evidence to distinguish the two self-assembly
mechanisms, and we turn to kinetic approaches.

2.4. Temperature-Jump Spectroscopy. Kinetic experi-
ments are established tools for the elucidation of reaction
mechanisms and self-assembly pathways, providing information
inaccessible by equilibrium approaches. As such, the mecha-
nistic details of BiPy-1 self-assembly in n-butanol were further
studied using temperature-jump (T-jump) spectroscopy, a
time-resolved method to investigate the kinetics of temper-
ature-sensitive transitions. In T-jump experiments, near-
instantaneous adjustment of temperature is achieved by
ultrafast mixing of a BiPy-1 sample with an aliquot of solvent
at a different temperature, resulting in concurrent concentration
and temperature changes. The ensuing mixture is immediately
observed using a time-resolved spectrometer in order to track
the resulting changes in aggregation state (see Supporting
Information for a detailed description of T-jump experiments).
Figure 5A shows a simulated population diagram of BiPy-1,
illustrating the concentration and temperature dependence of
the molecular distribution over the monomeric (gray),
disordered aggregate (green) and ordered aggregate (red)
states. Clearly, the formation of ordered aggregates is strongly
temperature-dependent, making T-jump spectroscopy an
attractive method to study the supramolecular polymerization
kinetics of this system.
The interconversion mechanism between the different BiPy-1

aggregate morphologies has been investigated by performing T-
jump experiments starting at Tinit = 313 K followed by rapid
cooling to Tfinal = 293 K, inducing a transition from the
disordered to the ordered aggregate state (Figure 5A, dashed
arrows). This process is experimentally observed as a decrease
in the total fluorescence intensity upon excitation at λ = 380
nm, occurring on a time scale of ∼10 s (Figure 5B, colored
traces). The rate of the conversion can be quantified using the
time to 50 or 90% completion (t-50 or t-90 respectively) after
normalization (Figure 5B, black symbols). If the self-assembly
of BiPy-1 would take place via the two-pathway mechanism, the
conversion would involve depolymerization of disordered
aggregates to monomers followed by reassembly into the
ordered state. On the other hand, if a single pathway
mechanism would be operative, depolymerization will not
take place as growth occurs from the disordered, prenucleus
aggregates. Based on these considerations, the concentration-
dependence of the t-50 and the t-90 is expected to provide
decisive information on the self-assembly mechanism. There-
fore, T-jump experiments have been performed for a range of
concentrations spanning nearly 3 orders of magnitude ([BiPy-
1]0 = 6.8 × 10−7 − 3.5 × 10−4 M, dashed arrows in Figure 5A),
and the corresponding t-50 and t-90 were determined from the
normalized progression curves. The time to completion can be
seen to increase monotonically with decreasing concentration
(Figure 5B, inset). However, since the slope in the log−log plot
is significantly lower than 1, the concentration dependence is
relatively weak. In order to correlate the weak concentration-
dependence of t-50 and t-90 to one of the two self-assembly
mechanisms, we compared the time-resolved data to kinetic
aggregation models.

2.5. ODE-Based Kinetic Modeling. We developed kinetic
models for single-pathway and two-pathway self-assembly (vide

Table 2. Optimized Parameter Values for Global Fitting
Procedure Using Two-Pathway Equilibrium Model

ΔHn,A° (kJ/mol) ΔHe,A° (kJ/mol) ΔSA°(J/molK)

−103.1 ± 0.5 −73.17 ± 5.38 −232.1 ± 1.7
ΔHn,B° (kJ/mol) ΔHe,B° (kJ/mol) ΔSB°(J/molK)

−326.2 ± 2.0 −322.6 ± 1.9 −984.9 ± 6.7

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b08138
J. Am. Chem. Soc. 2015, 137, 12677−12688

12683

http://pubs.acs.org/doi/suppl/10.1021/jacs.5b08138/suppl_file/ja5b08138_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.5b08138/suppl_file/ja5b08138_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.5b08138/suppl_file/ja5b08138_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/jacs.5b08138/suppl_file/ja5b08138_si_001.pdf
http://dx.doi.org/10.1021/jacs.5b08138


supra), based on existing models for protein aggregation20b,21,37

and small-molecule self-assembly.23 In general, these kinetic
models describe the change rate of aggregate concentrations
using the following ordinary differential equation (ODE):

= − + −+
−

−
+

M
t

k X M M k M M
d[ ]

d
[ ]([ ] [ ]) ([ ] [ ])i

i i i i1 1

(2)

In eq 2, [Mi] is the concentration of aggregate of length i and
k+ and k− are the association and dissociation rate constants,
respectively. The two terms of this equation also illustrate that
aggregates grow by monomer association and shrink by
monomer dissociation. The forward rate constants for
nucleation and elongation steps (kn

+ and ke
+) can be varied

independently, as can the rate constants for different aggregate
types (kA

+ and kB
+). Because the association and dissociation rate

constants are connected by the corresponding equilibrium
constant through the equation K = k+/k−, these rate constants
cannot be chosen independently. Therefore, the nucleation and
elongation equilibrium constants obtained from the nonlinear
least-squares optimization of the steady-state data (vide supra)
are used as constraints when selecting the rate constants for the
kinetic models.
In order to simulate a T-jump experiment, an equilibrium

model and corresponding optimized thermodynamic parame-
ters are used to calculate the concentration of all BiPy-1 species
(i.e., aggregates of different sizes) at Tinit. Subsequently, the
dilution step occurring in the experimental setup is mimicked in
the model by dividing these concentrations by the appropriate
dilution factor, yielding the initial concentrations of all species.
Finally, the equilibrium constants at Tfinal are calculated using
the previously determined enthalpies and entropies and using
these parameters as constraints, the system of differential
equations is solved using a custom ODE-solver. A detailed

description of the kinetic modeling procedure and overview of
the full ODE-systems specifying the exact reaction steps for
single-pathway and two-pathway models can be found in the
Supporting Information.
The single-pathway kinetic model was used to perform T-

jump simulations at various total concentrations, in order to
investigate the concentration dependence of t-90. Figure 6A
shows the simulated concentration dependence of t-90 (solid
line), overlaid by the experimental values (open circles).
Clearly, the single-pathway model predicts a strong concen-
tration dependence of the t-90 in the low concentration regime,
while at higher concentrations the kinetics become concen-
tration independent. The strong dependence of t-90 at low
monomer concentrations (log−log slope < −1) and the weak
concentration dependence at high concentrations are reminis-
cent of classical nucleation-dependent kinetic models,37,38 and
are explained by slow nucleation at lower monomer
concentration. To check if this scaling is a general property
of the single-pathway model, we performed parameter scans for
the two kinetic parameters, k+ and r. Parameter k+ includes
association rate constants for both nucleation and elongation,
and a change in k+ shifts the overall time scale of the transition
but does not affect the concentration dependence (Figure 6B).
Variations in r, the ratio of the association rate constants in the
nucleation and elongation regime (i.e., r = kn

+/ke
+), change the

limiting concentration at which the t-90 becomes concen-
tration-independent but do not change the slope at low total
concentrations (Figure 6C).
The concentration dependence of the t-90 for the two-

pathway model has also been investigated, as shown in Figure
7A (solid line). Using the two-pathway kinetic model, the
experimentally observed weak concentration-dependence of the
t-90 is closely reproduced by the kinetic simulations over the
entire concentration range. The weak scaling is explained by the

Figure 5. (A) Population diagram for BiPy-1 simulated using the two-pathway model, illustrating its self-assembly behavior as a function of
temperature and concentration. At any point in C,T-space, the color quantitatively indicates the amount of BiPy-1 in a particular aggregate state:
monomer is indicated in gray, the disordered state is shown in green and the ordered state in red. The arrows indicate the transitions induced in the
T-jump experiments. Details of this simulation procedure can be found in the Supporting Information. (B) Time-dependent change in fluorescence
intensity of BiPy-1 after a T-jump experiment. T-jump experiments have been performed for a range of concentrations, as indicated by the color bar.
All displayed traces are averages of 5 experimental traces and have been normalized. Transition time scales have been extracted by monitoring the
time to 50% completion (t-50, crosses) or the time to 90% completion (t-90, circles). Excitation wavelength λexc = 380 nm. Inset: Concentration
dependence of the t-50 and t-90.
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nearly isodesmic characteristics of B-type aggregates combined
with the presence of strongly anticooperative A-type aggregates.
At Tfinal, the A-pathway is kinetically and thermodynamically
accessible since kn,A

+ > kn,B
+ and [BiPy-1] > Kn,A

−1, leading to
sequestration of monomer in small aggregates. Since the A-type
aggregates are the kinetic species at the final temperature, the
amount of BiPy-1 that transiently resides in this pathway is
highly dependent on the total concentration.23 In a graph
plotting t-90 against total concentration, this leads to a slope
with an absolute value lower than 1, which cannot be
reproduced by a single-pathway mechanism involving mono-
mer-dependent nucleation.38,39 Because of the anticooperativity
of pathway A, the slope does not increase to positive values at
very high concentration, as is observed for cooperative self-
assembly.23 Variation of the kinetic parameters that control
monomer aggregation in pathway A, kA

+ and rA, shows that the
effect of pathway A on the overall kinetics is indeed stronger at
higher concentration due to the higher abundance of A-type
aggregates (Figure 7B,C). Altering kB

+, the rate parameter for
pathway B, changes the total time scale of the entire self-
assembly process (Figure 7D). On the other hand, changing
only the nucleation rate constant affects the low-concentration
regime most significantly, which is consistent with the slow

nucleation at low concentration predicted by theory37 (Figure
7E). Comparing these simulations to the T-jump experiments,
we find that a single-pathway model is unable to accurately
describe the self-assembly of BiPy-1, while a two-pathway
model quantitatively reproduces its kinetics. At this point, it is
worth noting that while the current two-pathway model
provides a minimal description of the experimental observa-
tions, the actual system may involve additional equilibria.
These results, combined with equilibrium spectroscopy

experiments (vide supra), can elucidate the self-assembly

Figure 6. Analysis of T-jump experiments with the single-pathway
kinetic model. (A) Concentration-dependence of t-90 determined
from the normalized kinetic traces after a T-jump of a solution of BiPy-
1 in n-butanol at 313 K to a temperature of 293 K. Circles show the
experimentally measured t-90, while the solid line represents t-90
simulated using the single-pathway model with parameter values k+ (L·
mol−1·s−1) = 4 × 107 and r (−) = 0.5. (B,C) The single-pathway
model has two free parameters: the combined association rate constant
k+, and the ratio of association rate constants in the nucleation and
elongation regime r. Panels (B) and (C) show variation of these
parameters over a realistic interval, 106 < k+ (L·mol−1·s−1) < 108 and
10−2 < r (−) < 100. Axes are identical to (A). Figure 7. Analysis of T-jump experiments with the two-pathway

kinetic model. (A) Concentration-dependence of t-90 determined
from the normalized kinetic traces after a T-jump of a solution of BiPy-
1 in n-butanol at 313 K to a temperature of 293 K. Circles show the
experimentally measured t-90, the solid line is the t-90 simulated using
the two-pathway competitive model with parameter values kA

+ (L·
mol−1·s−1) = 1 × 106, rA (−) = 1, kB

+ (L·mol−1·s−1) = 1 × 106 and rB
(−) = 0.25. (B−E) In the two-pathway model, four parameters can be
independently varied; the combined association rate constant for
pathways A and B, kA

+ and kB
+ respectively, and the ratio of nucleation

and elongation association rate constants for the two pathways, rA and
rB. These parameters are varied in panels (B−E), within realistic
ranges: 105 < kA

+ (L·mol−1·s−1) < 107, 105 < kB
+ (L·mol−1·s−1) < 107,

10−1 < rA (−) < 101 and 10−1.5 < rB (−) < 100.5. Axes are identical to
(A).

Journal of the American Chemical Society Article

DOI: 10.1021/jacs.5b08138
J. Am. Chem. Soc. 2015, 137, 12677−12688

12685

http://dx.doi.org/10.1021/jacs.5b08138


behavior of BiPy-1 in molecular terms. The weak concentration-
dependence of the kinetics observed in the analysis described
here proves that small, disordered A-type aggregates compete
with, and are kinetically favored over, the more ordered B-type
structures after rapid cooling. The lack of well-defined structure
in A-type aggregates explains the lower barrier for monomer
association, and can also explain their anticooperative behavior
because the orientational flexibility may lead to inefficient
stacking. In this case, nondirectional solvophobic and dipolar
interactions promote aggregation but steric effects will limit the
aggregate size. The strong temperature-dependence of the
formation of B-type aggregates implies that a conformational
change is required to self-assemble into this pathway. This
likely entails a confinement of the bipyridine wedges to an
ordered, ship screw-like conformation28 at low temperatures,
compatible with a more isodesmic aggregation behavior. Such
an ordered conformation is supported by DSC- and SANS
data,30 and agrees well with the tendency of bipyridine-
extended discotics to form extended helical stacks in a variety of
conditions.40 From the poor match of the single-pathway
model with the kinetic data, we can conclude that disordered
aggregates cannot directly nucleate the formation of more
ordered stacks, indicating that this conformational change does
not take place inside existing A-type aggregates. Instead, it is
kinetically more favorable to disassemble and reassemble into
B-type aggregates.

3. CONCLUSION
The computational and experimental analysis outlined here
illustrates the challenges in achieving mechanistic under-
standing of aggregation processes. This understanding is critical
for optimizing the performance of self-assembled materials,
since the assembly mechanism determines how a desired
morphology can be formed on a reasonable time scale. Studies
of both protein-based and synthetic supramolecular polymers
have established a variety of mathematical models for self-
assembly processes, recently emphasizing the far-reaching
consequences of multiple aggregation pathways for product
formation rates. Interpreting experimental data in these
complex systems is becoming increasingly challenging, and
thus determining the correct aggregation model for a
supramolecular polymerization process requires a combination
of multiple spectroscopic techniques and numerical modeling.
In this work, we have shown that the appearance of two

aggregate signatures in steady-state spectroscopy of BiPy-1 can
be explained using either a single-pathway model with a
disordered nucleus, or a two-pathway model with two different
aggregates competing for the monomer. This observation
serves as a reminder that acute transitions can be explained by
competition between species in a broad sense, and do not
necessarily require highly cooperative assembly pathways. To
distinguish the aforementioned two mechanisms, time-resolved
T-jump experiments were performed. Since the effects of the
simultaneous change in temperature and concentration on the
molecular distribution are not easily understood intuitively,
ODE-based kinetic models have been applied to explain the
spectroscopic transitions. Computational predictions show that
a single-pathway model with an extended nucleus cannot
reproduce the weak concentration-dependence of BiPy-1
aggregation kinetics. On the contrary, a model with two
competing aggregate states can match the experimental results
through the interaction of an anticooperative and an isodesmic
pathway, thus illustrating how kinetic modeling can distinguish

between different possible self-assembly mechanisms for BiPy-1.
The two assembly pathways are caused by a temperature-
dependent conformational change in the BiPy-1 molecule,
leading to different stacking geometries that compete for the
monomer and interconvert by disassembly and reaggregation.
Establishing this mechanism has important consequences for
the formation kinetics of either state, and provides oppor-
tunities for directing the assembly toward a desired
morphology. Additionally, it warrants the remark that the
direct conversion between states often intuitively assumed in
literature requires more careful experimental confirmation.
Thus, we show how multiple temperature- and concen-

tration-dependent spectroscopic techniques can be combined
to obtain sufficient information about a complex self-assembly
process. For a coherent interpretation of these measurements,
we employ numerical modeling to combine the disparate data
into a global understanding of the self-assembly mechanism,
and demonstrate how to validate the choice for a particular
model. In this way, we hope to provide a guideline for the
elucidation of pathway complexity in supramolecular polymer-
izations, the thoughtful application of which may reveal
counterintuitive mechanistic information. In the near future,
the inclusion of modeling avenues for “non-classical”
mechanisms, such as the currently intractable dissipative
systems, will bring the understanding of self-assembly to a
higher level. More generally, such a combined theoretical
approach, utilizing coupled thermodynamic and kinetic data, is
in our view indispensable in improving the processing of
crystalline materials, polymers and any other types of matter
aggregating through noncovalent interactions.

4. EXPERIMENTAL AND COMPUTATIONAL METHODS
The synthesis of BiPy-1 was performed as described in literature,30 and
the product was characterized using standard analytical techniques.
Spectroscopic experiments were performed at various concentrations
and temperatures using spectroscopic grade n-butanol. The assembly
of BiPy-1 under thermodynamic control was probed by CD, UV and
fluorescence spectroscopy, and the equilibrium conditions were
verified by time-dependent control experiments. Temperature-jump
experiments were performed by equilibrating a solution of BiPy-1 in n-
butanol at Tinit, rapidly mixing this with a volume of n-butanol at T2
using syringe pumps and a High Density (HDS)-mixer, and injecting
the mixed sample into a cuvette at Tfinal. Calibration of the T-jump
setup was performed using the temperature-sensitive fluorescent dye
N-acetyl tryptophan amide (NATA) in n-butanol. Equilibrium data
were fitted to one- and two-pathway models using a global nonlinear
least-squares optimization routine in Matlab (lsqnonlin), which was
provided with a range of uniformly sampled starting values by a quasi-
random number generator (lhsdesign), ensuring global minimization of
the cost function. These models describe the aggregation process of
BiPy-1 as a series of consecutive monomer association or dissociation
steps with a particular equilibrium constant. The equilibrium constants
vary between the nucleation (Kn) and elongation (Ke) regimes, and in
the two-pathway model also vary between the different pathways (KA
and KB). Temperature-dependence of the equilibrium constants is
introduced through the van ‘t Hoff equation K = exp(−(ΔH0 −
TΔS0)/RT), and the resulting thermodynamic parameters are
optimized as described above. Kinetic ODE-models use the same
sequential monomer association−dissociation description for supra-
molecular polymerization, and track the concentration of aggregates of
each size using a separate differential equation. In these kinetic models,
the optimized values of the thermodynamic parameters are applied as
constraints through K = k+/k−, meaning forward and backward rate
constants cannot be independently chosen. In order to limit the
number of equations, the assumption [Xi+1] = α[Xi] for i > N (N =
1000) was used, as introduced in literature.23 The resulting system of
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differential equations is solved in Matlab using the custom ODE-solver
PPODESUITE.
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