EINDHOVEN
e UNIVERSITY OF
TECHNOLOGY

Flux motion and noise in superconductors

Citation for published version (APA):

Gurp, van, G. J. (1969). Flux motion and noise in superconductors. [Phd Thesis 1 (Research TU/e / Graduation
TU/e), Applied Physics and Science Education]. Technische Hogeschool Eindhoven.
https://doi.org/10.6100/IR55296

DOI:
10.6100/IR55296

Document status and date:
Published: 01/01/1969

Document Version:
Publisher's PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

* A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOl to the publisher's website.

* The final author version and the galley proof are versions of the publication after peer review.

* The final published version features the final layout of the paper including the volume, issue and page
numbers.

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

» Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
* You may not further distribute the material or use it for any profit-making activity or commercial gain
* You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:

openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 17. Nov. 2023


https://doi.org/10.6100/IR55296
https://doi.org/10.6100/IR55296
https://research.tue.nl/en/publications/d562ebc6-3998-4f58-a709-8dd354974719

FLUX MOTION AND NOISE
IN SUPERCONDUCTORS

G. J. van GURP



FLUX MOTION AND NOISE
IN SUPERCONDUCTORS

PROEFSCHRIFT

TER VERKRIJGING VAN DE GRAAD VAN DOCTOR
IN DE TECHNISCHE WETENSCHAPPEN AAN DE
TECHNISCHE HOGESCHOOL TE EINDHOVEN
OP GEZAG VAN DE RECTOR MAGNIFICUS PROF.
DR. IR. A. A. TH. M. VAN TRIER, HOOGLERAAR
IN DE AFDELING DER ELEKTROTECHNIEK, VOOR
EEN COMMISSIE UIT DE SENAAT TE VERDEDIGEN

OP DINSDAG 20 MEI 1969 DES NAMIDDAGS TE
4 UUR

DOOR

GERARDUS JOSEPHUS VAN GURP

GEBOREN TE ’s GRAVENHAGE



DIT PROEFSCHRIFT IS GOEDGEKEURD DOOR DE PROMOTOR
PROF. DR. M. J. STEENLAND



CONTENTS

. INTRODUCTION . . . . . . o o b0 e e e e e
1.1. Type-I superconductors; intermediate state . . . . . . . . .
1.2. Type-II superconductors; mixed state . . . . . . . . . . . .
1.3. Noise in the intermediate and mixed states . . .

1.3.1. Introduction . . . . . . . . . . . ..

1.3.2. Magnetic measurements . . . . . . o s ow o ¥ 5

1.3.3. Electric measurements . . . . . . . . . . . . . . ..
|.4. Motivation and outline of the present work . . . . . . .

. THEORY OF FLUX MOTION IN SUPERCONDUCTORS

2.1. The electric field due to flux flow in type-II superconductors . .
2.2. The equation of motion of a vortex line . . . . . . . . . . .
2.3. Flux flow in the presence of pinning . . . . . . . . . . ..
24. Fluxcreep. . . . . . . . ..

2.5. Pinning mechanisms . . . . . . . . . . e e e e
2.6. Flux flow in type-I superconductors . . . . . . . . . . . ..

. MEASUREMENTS OF FLUX-MOTION VOLTAGE IN TYPE-II

SUPERCONDUCTORS . . . . . . . . . . .. ... ..

3.1. Vanadium . . . . . . . . . ... ..o
3.1.1. Material properties . . . . . . . Y L
3.1.2, SPECIMENS « « =« « ¢ s » o = 5 ® % ¢ + ¥ « © s v
3.1.3. Flux-flow voltage . . . . . . . . . . . . . . . ...
3.1.4. Critical current density . . . . . . . . . . . . . ..
3.1.5. Conclusions . . . . . . . . .. . ...

3.2. Indium-thallium . . . . . . . . . ... oL oL L L
3.2.1. Material properties . . . . . . . . . . . . . . . i
3.2.2. Specimens . . . . . . . .. e e e e e e
3.2.3. Critical current density . . . . . . VT
3.2.4. Grain-boundary pinning . . . . . . . . . . . .

3.2.5. Conclusions . . . . . . . e e e e e e e

. THEORY OF FLUX-MOTION NOISE IN SUPERCONDUCTORS

4.1. Fourier analysis of fluctuations . . . . . . . . . . . . . ..

4.2. Flux-flownoise . . . . . . . . . S s B oW o B R Y5 8 EOE M
4.2.1. Power spectrum of identical pulses . . . . . . . . . .
4.2.2. Power spectrum of non-identical pulses

[SelN I e e N

10
10
16
18
21
22
24

28
28
28
29
30
34
37
37
5
38
40
42
44

45
45
47
47

.51



4.2.3. Flux-modulationnoise. . . . . . . . . . . . . . .. 55

4.2.4. Other sourcesof noise . . . . . . . . . . . . . . .. 55
4.2.5. Noise in a Corbinodisc . . . . . . . . . . . . . .. 56
4.3. JohnSON NOISE '« v v viv v v v v e e e e e e e e e e e 56
4.4, Flickernoise . . . . . . . . . . v v v v v v e e e 57

5. MEASUREMENTS OF FLUX-MOTION NOISE IN TYPE-II

SUPERCONDUCTORS . . . . . . . . . ... . . . ... 61
5.1. Experimental methods. . . . . . . . . . . . . . . .. .. 61
5.1.1. Experimental set-up . . . . . . . . . . . . . .. .. 61
5.1.2. Measurements . . . . . . . . .. ... ... 64
5.2. Flux-flow noise in vanadium foils . . . . . . . . . . . . .. 65
5.2.1. Power spectra . . . . . . . . .. ... ... 65
5.2.2. Pinned flux fraction . . . . . . . . . . .. .. ... 72
523. Bundlesize. . . . . . . . . .00 74
5.2.4. Low-frequency noise reduction . . . . . . . .. ... 80
52.5. Corbinodisc . . . . . . . . . ..o 83
5.3. Flux-flow noise in indium-thallium . . . . . . . . . . . .. 83
54; Blickernoise : « « s s« = o & 5 @ & 5 5 s & & @ 8 % 5 § & 85
5.4.1. Experiments in liquid helium I . . . . . . . . . . . . 85
5.4.2. Experiments in liquid heliom IT. . . . . . . . . . .. 90
5.5. Concluding remarks . . . . . . . . . . . .. ... ... 92

6. MEASUREMENTS OF FLUX-MOTION NOISE IN TYPE-I

SUPERCONDUCTORS . . . . . . . . . . . . ... .. .. 94
6.1. Experimental . . . . . . . . . . . . . . ... 94
6.2. Flux-flow noise-power spectra . . . . . . . . . . . . . .. 95
6.3. Determination of the flux-flow voltage. . . . . . . . . . . . 99
6.4. Domain size . . . . . . . . . . ..o e 102
6.5. Concluding remarks . . . . . . . . . . . ... L. 103
Acknowledgement . . . . . . . . . .. .o 104
RefErénces « « « s & 5 5 & # % @ & & 5 § % & @ & & & § & 5 3 & @ 105
Listof symbols . . . . . . . . . . . . . ..o 109
Summary . . . . . L. L Lo e e e e e e e 113

Samenvatting . . . . . . . . . L L. L Lo oo o 116



—_1—

1. INTRODUCTION

In this thesis we are concerned with the presence of magnetic flux in super-
conductors. A magnetic flux through a surface is defined as the surface integral
of the magnetic induction B, so we are dealing with the values of B in super-
conductors.

In a homogeneous superconductor the magnetic induction in zero magnetic
field is zero. As regards the response to the application of a magnetic field H,
superconductors are divided into two types, which are called type-I and type-II
superconductors. In the first two sections of this chapter a brief description of
these two types will be given. For a comprehensive treatment reference is made
to monographs by Lynton ') and De Gennes 2) and for earlier work (up to the
fifties) to those by Shoenberg *) and London #).

Since in this thesis we are also dealing with the occurrence of a noise voltage
due to variations of the local values of B in superconductors, we shall give in
the third section a historical review of noise measurements on superconductors.

Finally, a motivation of the investigation and an outline of this thesis will be
given in the last section.

1.1. Type-I superconductors; intermediate state

A type-I superconductor which is placed in a magnetic field with a strength
below a critical value, has a zero magnetic induction. This phenomenon, the
Meissner effect, is caused by a supercurrent flowing in a surface layer which
shields the interior of the superconductor from the external field A. This cur-
rent is often called the Meissner current and the thickness of the surface layer
is called the penetration depth A, which is defined as

0

1
j= E/ H(z) dz, (1.1)

(o]

where z is the distance from the surface. The value of 1 is of the order of 500
to 1000 A.

The magnetic properties of a superconductor can formally be described in
terms of an internal magnetic field H; and a magnetic moment M per unit
volume, which is written *) as (B — H;)/4 x, so that

H,

M:—Z;. (1.2)

*) Gaussian units are used. Induction, field and flux will in the following denote magnetic
quantities, unless otherwise stated.
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Fig. 1.1. Magnetization curves of a homogeneous type-I superconductor; a: without de-
magnetization, b: with demagnetization (sphere).

The Meissner effect persists for magnetic-field values up to the critical field H,
where magnetic flux suddenly penetrates and M drops to zero. The material
goes over into the normal state by a first-order phase transition. The magnet-
ization curve, which is reversible, is shown in fig. 1.1.

The difference between the Gibbs free energies per unit volume in the normal
state and in the superconducting state in zero field is

He H.2
—[Mam=——. (1.3)
0 T

The value of H, is dependent on the temperature 7" and can be written
approximately as H, = H, (1 — T?%/T,?), where H, is the critical field at
T = 0 and T, is the critical temperature in zero field.

The foregoing shows that in fields smaller than H, there is no fiux in a long
type-I superconductor parallel to the field, so that demagnetization can be
neglected.

If a superconductor is inhomogeneous the motion of flux into or out of the
material may be hindered so that a situation of non-equilibrium arises. The
magnetization curve then exhibits hysteresis and flux may be trapped when the
field is returned to zero.

If the shape of the superconductor is such that demagnetizing effects cannot
be neglected, the response to a magnetic field is different. A demagnetizing
field has to be taken into account and the field at the surface of the super-
conductor is non-uniform. If the demagnetizing coefficient is N, (for a sphere
N, = 4 z/3), the field at the equator of a superconducting ellipsoid is written,
using eq. (1.2),

H

ST (1.4)

i
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For H, = H, the superconductor breaks up into a mixture of supercon-
ducting and normal domains. This new state is called the intermediate state.
The magnetic field in the normal domains equals H, and is zero in the super-
conducting domains. The fraction of normal material f, is equal to B/H, if
B is the induction averaged over the sample. The magnetization curve is shown
in fig. 1.1 for a sphere of homogeneous material. For a superconductor which
has a non-zero demagnetizing coefficient in the field direction the relation
given by eq. (1.3) still holds so that the areas under the curves in the figure
are the same.

The structure of the intermediate state has first been studied theoretically
by Landau %) who assumed that the normal and superconducting domains are
layers parallel to the field direction and are arranged in a periodic manner
with a periodicity d;. For a slab with thickness d,,, which is much greater than 4,
minimization of the free energy of the system with respect to d; yields the
relation d; oc dy'’? A2, where A is the surface-energy parameter.

This parameter can be written as the difference between two characteristic
lengths A = & — A, as suggested by Pippard®), where £ is the coherence
length. The coherence length is the distance from the surface over which the
superconducting-electron concentration #; is decreased relative to the value in
the bulk by the application of a magnetic field, and it is of the order of 100
to 5000 A. The surface energy per unit area of superconducting-normal
boundary is

(1.5)

The structure of the intermediate state has recently been extensively in-
vestigated by experimental methods, mainly by Bitter techniques. Haenssler
and Rinderer 7) (who also gave a bibliography of earlier work) have shown
for indium and tin discs that a laminar structure only arises when the inter-
mediate state is reached by coming from the normal state. If the field is in-
creased from zero, quite a different structure is observed. Flux is found to
penetrate in the form of small cylinders or flux tubes, the size of which depends
on the thickness of the specimen, being smaller for thinner specimens, as was
shown by Triuble and Essmann #-°) on lead discs and foils. These flux tubes
contain a number of elementary flux quanta ¢, = % ¢/2 e, ranging from a
few tens to a few thousands. When the field is increased further a distribution
of small and large normal domains of often meandering shapes could be seen.
In general the cross-section of many normal domains becomes elongated when
the field is increased. Haenssler and Rinderer, and Baird !°) showed that flux
tubes are nucleated in a surface layer where the flux density is higher than in
the bulk. Trauble and Essmann found for a thin foil that at low fields the flux
tubes are arranged in a regular manner as a triangular lattice.
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1.2. Type-II superconductors; mixed state

We now turn to type-II superconductors and again assume them to be in the
form of a long cylinder in a parallel field so that there is no demagnetization.
In low fields type-II superconductors also exhibit the Meissner effect. If the
field is increased, flux penetration starts at a lower critical field H,,, so that
M is reduced. The flux penetration is complete at the upper critical field H,,
where a second-order phase transition to the normal state takes place. The
magnetization curve is shown in fig. 1.2 for a homogeneous superconductor
without hysteresis. A thermodynamic critical field can be defined as for type-1
superconductors by
Heo H.z2
— [ MdH=—. (1.6)
0 8x
The value of H, is also shown in fig. 1.2. For fields H,; < H < H,, the type-11
superconductor is said to be in the mixed state.

—4M
A
AA
YD |
7z |
/ a \\ |
/ SO\
/ AN
/ N
/. 1\\
4 i >
I
Tvz‘HcI Her He He2
— H

Fig. 1.2. Magnetization curves of a homogeneous type-II superconductor; a: without de-
magnetization, b: with demagnetization (sphere).

A surface layer parallel to the magnetic field with thickness of the order of
£ remains superconducting up to a critical field H.; = 1:69 H,,. In magneti-
zation measurements this is usually not detected because of the small super-
conducting volume involved.

The criterion which determines whether a superconductor is of type I or of
type II is the sign of the surface energy o,, of a boundary which separates the
superconducting from the normal phase.

Type-I superconductors are characterized by a positive value of o, which
is given by eq. (1.5), because there £ > A and type-II superconductors by a
negative value of o,,, as & < 4.
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It is therefore energetically unfavourable for a type-I superconductor to
allow flux penetration, whereas for a type-II superconductor it is not.

Ginzburg and Landau '') have shown by a more detailed treatment that
the sign of the surface energy depends on the value of a dimensionless param-
eter . For » < 27%/2 the surface energy is positive and for » > 2712 it is
negative. The value of », which is a material constant, is given at temperatures
close to T, by

2327 H, A?

H=———

; ; (1.7)
Po .

Ginzburg and Landau introduced an order parameter ¥, normalized by
taking |¥|?> = n,. The distance over which ¥ is changed by the application
of a magnetic field is in their theory 271/2 1 /» which is to be identified with &.

The value of the upper critical field is given by

H., =22 % H.. (1.8)

It is customary to denote », when defined by this relation, by x,. It is weakly
temperature-dependent and has experimentally been found to decrease from
T~ 0 to T = T, by about 30%.

In an impure superconductor, if the electron mean free path /, is much
smaller than the coherence length &, for the pure material, the values of 4,
& and » are dependent on /, and can be written for 7'~ T,, as shown by
Gor’kov *2) and Caroli et al. *3),

A oc AL(0) (So/l)'2, (1.9)
& oc (&0 1)'?, (1.10)
% o A.(0)/1,, (1.11)

where 1,(0) is the penetration depth at zero temperature and zero field, which
was earlier introduced by London.
Goodman %) has shown that » can be written, if / < &,

% == %y + 7-5.10% 2% o, (1.12)

where x%, = 4,(0)/&, is the value for pure material, v, is the electronic-specific-
heat coefficient (in ergs/cm® °K?) and p, is the residual resistivity (in Q cm).

The mixed state has been described by Abrikosov '*) who showed that the
magnetic flux is contained in circulating supercurrents or vortices each enclosing
one flux quantum g@,. It was suggested that these vortices are arranged in a
regular manner so that they make up a lattice of vortex lines (also called flux
lines) that are extended in the field direction. The existence of such a lattice
has been verified experimentally from neutron-diffraction experiments by
Cribier et al. '¢) and electron microscopy of a refined Bitter technique by
Essmann and Trauble !7). The lattice was found to be triangular as had earlier
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been predicted by Kleiner et al. '8). In this vortex lattice the same types of
defects are present as are found in a crystal lattice *°).

A vortex line can be considered as a normal cylindrical core of radius a,
which is of the order of &, around which supercurrents flow over a distance 4
from the core. Properties of a single vortex line and of a system of vortex lines
have been calculated for A > £. A discussion of these properties has been
given by Van Vijfeijken 2°).

The energy of a vortex line is composed of kinetic and magnetic energy out-
side the core and the condensation energy of the core region. This latter con-
tribution can be written as (H,2/8 «) & a* per unit length. The energy outside
the core per unit length of vortex line (for 4 > §) is

?o \?
= l " . »
£ (47!1) In (4/a) (1.13)

The core condensation energy is of the order of 0-3/In » times the energy
outside the core and is therefore negligible for large values of .

The lower critical field H.,, is given by equating the energy increase ¢ by the
creation of a vortex line to the decrease in magnetic energy ¢, H/4 = by the
penetration of a flux ¢,. It follows then with eq. (1.13)

Po

12

H, =4 In (4/a). (1.14)

When a type-II superconductor is not in the form of a long thin cylinder in
a parallel field, demagnetization affects the magnetization curve in a similar
way as for a type-I superconductor, as is drawn in fig. 1.2. This demagnetiza-
tion, however, does not now give rise to a new state but simply to an extension
of the mixed state to lower external-field values. The flux penetrates as vortex
lines which contain one flux quantum and which are arranged in a triangular
lattice. This lattice was found 2!) to be much more disturbed than in the mixed
state without demagnetization.

Thin films of type-I superconductors 22:23) in a perpendicular field also
exhibit properties of the mixed state at induction values below a certain level,
depending on ». For higher values of » this mixed state is found for larger
inductions and thicker films. This behaviour is only found with films thinner
than about 1 p. :

In this thesis the mixed state denotes the state with single-quantum vortex
lines and the intermediate state the state with normal domains with bigger
quantum number (flux tubes in low fields).

1.3. Noise in the intermediate and mixed states

1.3.1. Introduction
The apparent absence of fluctuations in the Meissner state has been demonstrated by Knol
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and Volger 24) and by Fink and Zacharias 2%), who could not detect any noise component
on a persistent current at 56 MHz and 5-5 GHz, respectively.

Magnetic and electric measurements on superconductors have revealed the presence of
noise in the intermediate and mixed states. For the magnetic measurements the supercon-
ductor was usually placed in a varying magnetic field and an induction voltage due to the
change of magnetic flux in the superconductor was measured over a pick-up coil around the
specimen. For the electric measurements a transport current was supplied to the supercon-
ductor and a voltage measured across two potential probes.

These two types of voltage were often reported to be fluctuating. In this section we shall
give a brief review of these experiments. We shall ignore some other types of fluctuations that
have recently received attention. These include thermodynamic fluctuations of the super-
conducting-order parameter which causes a broadening of the superconducting transition in
quasi-one- and two-dimensional superconductors, the effect of thermodynamic fluctuations
on superconducting tunnelling junctions and weak links and fluctuations between quantum
states in superconducting loops. For reports on this work the reader is referred to conference
proceedings 26:27),

1.3.2. Magnetic measurements

The first attempts to measure noise due to random penetration of flux were reported by
Schubnikov and co-workers 28) in 1936. They had tried to observe the superconducting
analogue of Barkhausen noise due to the phase transition in Pb, but as their detection was
not sensitive enough they could not measure this phase-transition noise. Six years later Justi 2°)
succeeded in detecting this noise close to the critical temperature in NbN and Nb and, by
varying the external field, showed that the noise was present in the intermediate state of Sn.
The experiments by Van Ooijen and Druyvesteyn 3°) on Pb-In wires showed that phase-
transition noise was also present in the mixed state. From the analysis of noise measurements
on a search coil around a hollow Sn cylinder in a linearly increasing field, Van Ooijen 3!)
concluded that flux penetrated as single flux quanta @,, except at low temperatures where
many quanta penetrated at the same time. Similar results were obtained by Boata et al. 32)
for a Pb-TI wire.

In type-1I superconductors, where flux penetration is hindered and delayed due to pinning
of vortex lines by inhomogeneities, flux gradients arise when the field is varied. These may
become so great that when flux starts to penetrate under this influence, heat will be dissipated
and more vortex lines will be depinned. This leads to a catastrophic transport of flux accom-
panied by a considerable rise in temperature. This phenomenon which is called a flux jump,
causes large voltage fluctuations in a pick-up coil around the specimen. The problem of flux
jumps is very complicated and involves thermal phenomena in the superconductor on which
few quantitative analyses 33) have been carried out as yet. Measurements of voltage fluctua-
tions by Wischmeyer 3*) on Nb-Zr tubes have shown, however, that localized flux motion
may be observed in a varying magnetic field without a catastrophic flux jump. This motion
involves bundles of about 100 vortex lines.

Recently Heiden and Rochlin 33) measured flux penetration into Pb-In wires and found that
this took place in bundles of vortex lines containing from 10 to 10* quanta depending on the
value of the magnetic field. By placing two pick-up coils around a specimen at a variable
distance Heiden 3°) also measured the correlation between the signals from the two coils
and from this the average length of a penetrating flux bundle.

So far we have reviewed experiments with a specimen placed in a varying magnetic field.
Kim and co-workers 37) measured voltage fluctuations in a pick-up coil inside or outside a
Nb-Zr tube with the magnetic field kept constant after it had been switched on. In these
experiments vortex lines were moving under the influence of a flux gradient. This motion was
found to occur in bundles greater than 20 to 50 flux quanta. The number of voltage pulses
decreased with time and became inobservably small.

1.3.3. Electric measurements .

Resistance fluctuations in Sn and Ta wires, when current, field or temperature were varied,
were reported by Silsbee et al. 38).

In an attempt to reproduce these results, Misener 3°) found large spontaneous resistance
fluctuations in a Ta wire even when the field was held constant. As these fluctuations were
not found in annealed Ta wire they were considered to be a secondary effect. Resistance
fluctuations were also found by Andrews et al. *°) in NbN foil and by Webber #1) in Ta
on cooling the specimens through the superconducting transition. Webber also found that
the amplitude of the fluctuations was diminished after annealing the Ta. Irregular resistance
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changes of Sn wire were observed by Galkin et al. 42) in the current-induced transition, which
disppeared in a longitudinal magnetic field. The effects were ascribed to the complicated
kinetics of growth of superconducting or normal nuclei.

A phenomenon closely related to these fluctuations is the appearance of discrete resistance
levels in the superconducting transition. This was observed by Andrews “°) on NbN, by
Love #3) on very thin wires of Sn, In and Tl and by Kaplan %) on an unannealed Ta wire.
Kaplan measured the noise spectrum between 250 and 4000 Hz when a transport current
was applied. His results show approximately a 1/f spectrum. At constant frequency the noise
power was roughly proportional to the square of the current. Kaplan showed that the noise
could not be due to temperature fluctuations of the specimen as a whole and suggested that
it was due to fluctuations of the domain structure of the intermediate state. Resistance levels
were also measured in Ta by Baird #°), who studied low-frequency transitions between the
levels. He suggested that the resistance fluctuations and the resistance levels were due to the
motion of normal-superconducting domain boundaries between preferred poistions due to
imperfections in the superconductor. This explanation is in agreement with the effect of
annealing on the fluctuations. The transitions between the resistance levels could be triggered
by temperature fluctuations in the helium bath. Step structure of the resistance and related
fluctuations were also reported by Lalevic #°) on inhomogeneous V, Ta and Sn and by
Johnson and Chirlian 47) on Sn films. The last-named found that the noise disappeared when
the specimen was cooled through the He 1 point and they came to the same conclusion as Baird

Recently, resistance levels were again reported by Warburton and Webb 48) on Sn whiskers
and by Cape and Silvera #°) on In-Bi foils. Rochlin °) showed that the power spectrum of
the fluctuations between levels followed a (1 + 4 722 12)~! law in Al films.

The experiments show that in the case of inhomogeneous materials and probably also in
specimens with surface irregularities, superconducting-normal domain boundaries may
undergo random motion between preferred positions. These transitions are triggered by
external causes and cause resistance fluctuations.

1.4. Motivation and outline of the present work

The investigation, the results of which are presented here, was started in 1964
to study the mechanism of voltage generation in a current-carrying type-II
superconductor in the mixed state or a type-I superconductor in the interme-
diate state. This was supposed to be due to motion of vortex lines and normal
domains, respectively, as a result of interaction between a transport current
and these vortex lines or normal domains, giving rise to a Lorentz force. For
this motion we shall use the general term flux motion. It had been reported, as
outlined in the previous section, that flux penetration into (or expulsion from)
a superconductor is a random process, giving rise to voltage fluctuations.
It was therefore thought that, if there is flux motion in a superconductor
due to a transport current, voltage fluctuations might then also be present.
Such fluctuations superposed on the d.c. voltage, should contain infor-
mation on the process of this motion. A combination of d.c. measurements
and measurements of noise and its power spectrum would be a means of
studying the mechanism of flux motion and the hindrance to this motion due
to imperfections in the material. The investigation started with experiments
on type-1I superconductors, because the structure of the mixed state is much
more regular than that of the intermediate state and because a fair amount of
theoretical work had already been done on the mixed state.

We shall first briefly summarize in chapter 2 some existing theories on flux
motion in type-II and type-I superconductors and give the results of these
theories where relevant to our experiments.
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Chapter 3 deals with measurements of d.c. voltage and critical transport
currents for vortex-line motion on a number of type-II superconductors. The
results of these experiments throw some light on the phenomenon of pinning
of vortex lines by imperfections in the investigated materials. The theory of
noise due to flux motion across a superconductor is dealt with in chapter 4,
in which various types of noise are described. Noise experiments on type-II
superconductors are reported in chapter 5 and compared with the theory.
Finally chapter 6 concerns noise due to flux-domain motion in type-I supercon-
ductors which is also compared with the theory.
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2. THEORY OF FLUX MOTION IN SUPERCONDUCTORS

If a superconductor is in the mixed or intermediate state and the magnetic
field or the temperatute vary, the distribution of flux-containing vortex lines or
normal domains is a function of time. The local values of B are then not con-
stant and there is motion of flux. This motion also takes place when a transport
current is applied and is then caused by the interaction of the current with the
vortex lines or the normal domains. Shoenberg 5!) was the first to point this
out for the laminar intermediate state and Gorter *2) showed that the vortex
lines in the mixed state are subject to a driving force, which is usually denoted
as the Lorentz force.

In this chapter we shall briefly summarize some existing theories on the mo-
tion of flux in superconductors. They give expressions for the average electric
field in the superconductor due to viscous motion of flux, which is called flux
flow. We will first treat flux flow in the mixed state of type-1I superconductors
and discuss the electric field. Next the equation of motion of a vortex line in the
presence of a transport current will be given. As regards this equation, the
theories give somewhat conflicting results, which is not surprising in view of
the different starting points.

The influence of lattice irregularities on the flux transport will be considered.
These irregularities (dislocations, grain boundaries, precipitates, etc.) are able
to pin vortex lines so that the driving force is counteracted by a pinning force

~and no flux motion takes place below a certain threshold value of the transport-
current density.

At small values of the current density flux motion is described as thermally
activated hopping of bundles of vortex lines over pinning barriers (flux creep).

Several mechanisms for the pinning of vortex lines have been proposed. These
pinning mechanisms, which may work in parallel, will be reviewed briefly.

In the last section of this chapter the problem of flux flow in the intermediate
state of type-I superconductors will be discussed.

2.1. The electric field due to flux flow in type-II superconductors

The motion of vortex lines has been treated in phenomenological theories
by Bardeen and Stephen 52), Van Vijfeijken and Niessen °#) (later modified by
Van Vijfeijken 2°)), and by Noziéres and Vinen 53). These theories are local
theories, not taking into account coherence effects. They assume that the vortex
lines can be considered to have no interaction with each other, which means
that the external field is much smaller than the upper critical field H,,. The
normal electrons outside the cores are neglected, i.e. the temperature T is
assumed to be much smaller than T. It is also assumed that there is no pinning,
so that the vortex lines can move freely.



In the theories of Van Vijfeijken and Niessen (hereafter called V) and of
Noziéres and Vinen (hereafter called NV) the superconducting-electron con-
centration ng is assumed to jump discontinuously from the zero value inside
the core with radius a to the equilibrium value outside it. The theory of Bardeen
and Stephen (hereafter called BS) assumes that this transition of ng occurs over
a distance of the order of a in a transition region outside the core. Further
differences concern the field dependence of a. In the V theory a field-independ-
ent core radius is assumed as given by ¢, = H,, @ a?, whereas in the BS
and NV theories @ has a value between that given by ¢, = H,, 7 a2 close to
H,, and ¢4 = 2 H,, m a? at very low fields.

The vortex lines are considered to move with a velocity v. This motion may
be caused by interaction of a transport -current density J with the vortex lines 39),
by a temperature gradient in the sample 37), or by a coupling of the vortex
lines to moving vortex lines in another superconductor °®). In' what follows
it is assumed that a transport current flows.

We consider a type-1I superconductor in the form of a slab in a magnetic
field perpendicular to the broad surface.

The theories take their starting point in the hydrodynamic equation of motion
for the superfluid per unit volume outside the vortex core

dv,
dt

ng e
ng m =nsee - — (v, xXb). 2.1
¢

In this equation, where all symbols are used for local quantities, v, is the super-
fluid velocity, e is the electric field, b is the induction, m is the electron mass,

e = —16.10-1° C is the electronic charge.
By writing
dv, OV, OV,
= — + (v . grad) v, = — + % grad v, — v, x curl v (2.2)
ds ot ot
and using the Londons’ equation
eb ' ,
curl vy = — — (2.3)
mc
it follows that
oV,
m 5 =—4mgradv® + ee. 2.4
!

We introduce now the generalized electrochemical potential u per particle,
outside the core, which is written as

w=po+imvi+ e, (2.5)

where u, is the chemical potential per particle which is spatially constant at
T = 0 and ¢ is the electrostatic potential,
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The general expression for e is

1 da
e=—grad ¢ ———, (2.6)
()
where a is the vector potential.
We obtain from eqs (2.4) to (2.6) for the driving force on the electrons outside
the core

v, d e da @7
=—grad y———. .
ot g # c Ot

m

The assumption is now made that v, can be written as the sum of the circular
vortex velocity v,, which is not changed by the movement, and the imposed
velocity v,, which is assumed to be constant in space and in time, as shown in
fig. 2.1. Similarly a is written as the sum of corresponding components a, and a,.
In the steady state all time-dependent quantities can be written as functions of
(r — v 1), where r is the space vector and v is the vortex velocity.

-

—

7 —y

J

v, Vv

Fig. 2.1. Geometry used in the discussion of vortex motion. The vortex with core radius a
has a circular velocity field v,. The induction in the core is directed into the paper. The
imposed transport velocity v; (current density J) perpendicular to b, causes the vortex to
flow with velocity v, with components v, and v, parallel and perpendicular to v, respectively.
This motion gives rise to an electric core field e, which in the BS and V theories is perpen-
dicular to v. The Hall angle 6 is assumed to be small. This means that v >> v,, as discussed
in the text.

From the expression of the canonical momentum p, of the centre of mass of
a superconducting-electron pair,

2e
p,=2myv, + —a, (2.8)
c

and eq. (2.7) it follows that
grad u = % (v. grad) p, = 4 grad (v. pv). 2.9)

because curl p, = 0 outside the core.
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Fig. 2.2. Direction of the driving force on the electrons due to the electrochemical-potential
gradient grad u, in and close to the vortex core caused by vortex motion in a vertical direction
corresponding to fig. 2.1 (after Bardeen and Stephen 53)).

Equation (2.9) determines grad u in the velocity field outside the vortex core.
Figure 2.2 shows the grad u lines, in the neighbourhood of the core. The value
of (v.p,) is zero there where the momentum p, is perpendicular to the vortex
velocity v so that grad u is zero in the direction parallel to v. The second term
on the right-hand side of eq. (2.7) is much smaller than grad u close to the core.

In the V and BS theories the assumption is made that the electrochemical
potential y is continuous at the core boundary, so that the electrons there are
treated as being in local thermodynamic equilibrium with the lattice. It is then
shown that this implies a contact potential at the core boundary which possesses
cylindrical symmetry apart from a term m (v, .v;)/e. In the BS theory it is
shown from a consideration of the dissipation in the core and in the transition
region that the electron drift velocity in the core v, is equal to the imposed
transport velocity v; so that the transport current can be treated as a uniform
current everywhere. In the V and NV models this is assumed to be also valid
and it is made plausible by noting that this distribution corresponds to a mini-
mum kinetic energy. The transport current is driven through the normal core
by the electric field in the core which is caused by the motion. For the core region
the electrochemical potential is written as

Me = Heo + % m vi2 + e ¢c9 (210)

where the index ¢ denotes quantities in the core.

The uniform current in the core implies a uniform grad ¢,, the value of
which follows from the continuity of x4 at the core boundary.

The direction of grad u., which is perpendicular to the line velocity v, is also
indicated in fig. 2.2.

In the NV theory the assumption of continuity of u at the core boundary is
questioned, because vortex motion is a dissipative process so that local thermo-
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dynamic equilibrium is doubtful. Noziéres and Vinen therefore made a different
assumption, namely that the vortex motion does not cause an extra contact
potential at the core boundary.

We will now give the expression for the electric field.

Equation (2.6) is written

| 1
e = —grad ¢ + —grad (v.a,) —— (vXxb), (2.11)
c C

where b = curl a,. Equation (2.11) is the general expression, valid both inside
and outside the core.
For the region outside the core we can write the grad ¢ term, using eq. (2.5),

1 1
—grad ¢ = e grad (m v;?) — — grad u. (2.12)
e e

The first term on the right gives rise to a contact potential at the core boundary,
as can be shown for the BS and V theories, and does not contribute to a poten-
tial difference as measured with a voltmeter. Van Vijfeijken showed that the
remaining term in eq. (2.12) gives no contribution when averaged over a unit
cell of the vortex lattice.

For the core region we can write

1
grad ¢, = — grad u,, (2.13)
e

as follows from eq. (2.10) since the first two terms on the right-hand side are
spatially constant.

It was also shown that the contributions of grad ¢. in the core and of
grad (v. a,) in and outside the core to e, when averaged over a unit cell, can-
cel each other, so that we are left with the contribution of — (vxb)/c. If
we write B as the induction, averaged over a unit cell, we obtain for the average
electric field the simple expression

I
E = — - (vxB). (2.14)
C

In fields close to H., where the unit cell is given by = a2, the electric field
is equal to that in the core e.. In low fields, if b, < H.,, the core and the
outside region can be shown to give equal contributions to the measured electric
field. As it was assumed that there are no normal electrons outside the core,
only the electric-field contribution of the core is dissipative.

In the NV theory the contributions to grad ¢ outside and inside the core are
different from the BS and V theories, but eq. (2.14) is also obtained.

The three theories reviewed so far are basically low-field theories valid near
T = 0. Kulik *°) and Schmid ¢°) have shown that eq. (2.14) is also valid at
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fields close to H.,, for temperatures close to 7. This treatment was generalized
by Caroli and Maki ¢') to arbitrary temperatures.

The foregoing discussion has shown that there is flux motion in a certain
direction if a transport current is flowing through the superconductor. For a
finite specimen this would mean that on one side of the superconductor the
flux concentration is lowered and on the opposite side it is increased. The vortex
density in the superconductor would therefore no longer be in local equilibrium
with the external magnetic field on either side. Equilibrium can be maintained,
however, by creation of vortices on one side and their annihilation on the other
side. The creation of new vortices can take place by introversion of the Meissner
current and subsequent splitting off, as illustrated in fig. 2.3. On the opposite

-
@ 5 8

r =y
AR

Fig2.3. Creation and annihilation of vortices on two sides of a superconductor by introversion
of the Meissner current. The magnetic field is directed into the paper and the transport-

current density J gives rise to a driving force J @q/c. Due to the transit of vortices a voltage
is measured on the voltmeter.

side of the superconductor the reverse process takes place. Interaction with the
Meissner current which, on this side, flows in the other direction, causes the
vortex to open on one side so that the circulating current dies out and the flux
inside it is annihilated. The flux is contained within supercurrent vortices as
long as these circulating currents flow. In this picture the flux in the supercon-
ductor remains constant.

The fact that the total flux in the circuit that is formed by the superconductor
and the voltmeter should be constant, has in the past caused some confusion.
Jones et al. ¢2) pointed out that the measured electric field could therefore not
be an induction field, as the total magnetic flux in the circuit is constant.
Josephson 93) showed that in this experimental situation E = —(vXxB)/c is
indeed not an inductive electric field in the usual sense, but is due to the po-
tential difference between two points in the superconductor, caused by the
motion of flux across a line connecting the two points.
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2.2. The equation of motion of a vortex line

We will now give the equation of motion for the vortex lines. This is derived
from the hydrodynamic equation for the electrons in the normal core with
concentration » for the stationary state:
nmv;

=10, (2.15)

ne
nee, + —(v;xb,) —
_ ¢ T
The relaxation time 7, is assumed to be that of the normal metal. Bardeen
and Stephen have pointed out that this assumption can also be used when the
electron mean free path is larger than the core diameter because the term
mv;/t, should be considered as an average over all electrons going through
the core. ‘ ,
The equation of motion is derived from the expressions for the electric core
field e..
In the BS theory:

e my;
—(av;—V)xH,, — =0, (2.16)
¢ T,

in the V theory:
e my;
—(av,—pBv)XH,, — =0, 2.17)
c n

in the NV theory:
e my;
~p— Ky ———=0, (2.18)
c Ty

with « = b,/H,, and = (a + 1)/2.

The difference between (2.16) and (2.17) is caused by the different field de-
pendence of the core radius a in the BS and V theories. Near H,,, where the
two models have the same value for a, the two equations are identical. The
difference between (2.16) and (2.18) is due to the different assumptions con-
cerning the core boundary. In the BS theory a contact potential, due to the
motion, exists at the boundary which gives rise to an electrostatic force on the
electrons in the normal core, localized at the interface. This force is absent in
the NV model so that the total force on the core electrons is different in the
two models *%).

The equations give the relation between the transport-current density
J = n,ev; and v. Together with eq. (2.14) they give the resistivity and the
Hall effect.

Table I gives the expressions for the components v, and v of the vortex
velocity perpendicular and parallel to the transport velocity, respectively, the
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flow resistivity o, defined as dE/dJ and the Hall angle 8, for which tan 6 =
=v,/v, = E [E , where E and E, are the parallel and perpendicular com-
ponents of the electric field. Further g, is the normal-state resistivity and
I'=eH,, t,/mc.

TABLE 1

Vortex-line-velocity components, flux-flow resistivity and Hall effect as given
by three theories; « = b, /H,,, = (¢ + 1)/2, '=e H,, 7,/m ¢

BS A% NV
v, v, /I v/ I v,/I’
v, o, o v,/p v,
061 On B//S Hc2 On B/ﬂ Hc2 On B/ch
tan 0 ol al r

The results for g, which are essentially the same for the three models are
in agreement with experimental results ) which show that g /o, at low tem-
peratures is a linear function of B/H.,. The results for the Hall effect for the
BS and V models is different from the NV result and are all generally in dis-
agreement with experiment, especially for alloys where tan 0 increases with
decreasing field °4) or may even change sign ¢%). Recently Weijsenfeld 6°) has
shown that the results of the BS and V theories can be made to agree very well
with the experimental values of 6 in alloys, if the normal electron relaxation
time 7, is replaced by a pairing-depairing relaxation time 7,, when 7, > 7,.
This is a relaxation time for the electrons entering and leaving the core which
was originally proposed by Tinkham ©6). It is determined by the rate at which
the energy gap for the superconducting-electron pairs returns to the equilib-
rium value. In order to get a core conductivity that is the same as in the
normal state, one has to assume a decreased carrier concentration in the core.
Vinen and Warren ¢7) had earlier modified the NV theory and introduced
a similar relaxation time in the NV equation of motion.

In this thesis we are only concerned with impure materials for which I" is
of the order of 10~3 to 10-2. This implies that the Hall effect can be neglected.
Since then v| > v, the vortex velocity is practically perpendicular to and very
much larger than v,, as illustrated in fig. 2.1. This simplifies the equations of
motion which can now be written for the V theory:

‘myv;

e
—-pBvxH, — =0, (2.19)
C T

n

and for the BS and NV theories:



mv,

— f(v xH,,) — = 0. (2.20)
¢

Tn

One can write for the balance of forces per unit length of vortex line
1
—(Ixe@o) =nv. (2.21)
¢

The force on the left is the Lorentz force which is exerted by a uniform trans-
port-current density J. The term on the right is a viscous-damping force, which
is proportional to the vortex-line velocity. The proportionality constant is the
viscosity coefficient 7. Using eq. (2.20) one can show that at T =0
o Po HcZ

onc?

The Joule power, dissipated in the core per unit length of vortex line, can be

written as

(2.22)

7

nmuv;?

7 a. (2.23)

P,
Tﬂ

The total power dissipated to the lattice is given by P, = n v2. It can be
verified that P, = 2nmv?® na?/t, at low fields and P, = n mv;® n a?/z,
close to H.,. Apparently there is another cause of power dissipation at low
fields apart from that by Joule heating. In the V and NV models this is due
to the momentum which crosses the core boundary and which is assumed to
cause power dissipation in the core. This is equal to P, as was shown by NV.
In the BS model the extra power dissipation occurs in the transition region
outside the core.

In all these models it is assumed that T « T, so that friction occurs only
in the vortex core or in the transition region (BS). At higher temperatures there
will be additional dissipation in between the vortices because of the normal
electron concentration, as was first pointed out by Volger et al. ¢8),

. 2.3. Flux flow in the presence of pinning

In the previous section the vortices were considered to be moving in a
homogeneous viscous medium, which means that there is a vortex velocity for
any non-zero value of the driving force. It was assumed that the electron drift
velocity in the core v, is equal to the imposed transport velocity v,. If the
material is inhomogeneous, the vortex lines may be pinned at inhomogeneities
against the driving force.

If they are pinned rigidly, the transport current does not flow through the
cores and v, = 0. Consequently there is no dissipation. If there is pinning but
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the driving force is greater than the pinning force, there is a non-zero value
of v., which is smaller than v,.
Noziéres and Vinen have derived the equation of motion, using their model,

which is for this case

e my,
—(v.—Vv)XH, — =0. (2.29)
¢ Ty

In the case of no pinning when v, = v, this equation reduces to eq. (2.18).
In the case of complete pinning when v, = 0 it follows that v = 0. There is

then no flux motion.
They derived for the average pinning force per unit length ¥, acting on

the core:
ne
Fp=— T (vi — Vo) X ¢po. (2.25)

If the Hall effect is neglected, eqs (2.24) and (2.25) give
1
~(IXQo) + Fy =17V (2.26)
c

If we define a threshold current density J, such that ¥, = —(J, X¢,)/c, eq.
(2.26) can be written

1
- [(J —J) X‘Po] =7V, (2.27)
C

which now takes the place of eq. (2.21).
If we assume that the transport current is perpendicular to the magnetic field,

we can drop the vector notation.

If the superconductor is not a plane-parallel slab, but a wire in a perpendicular field, the
length of the vortex lines varies over the cross-section, being a maximum in the centre.
When a transport current flows through the wire, so that there is flux flow, the length of a
vortex line increases initially, goes through a maximum and then decreases. The equation
of motion can then be written

I e dL()
= (J—J,) P~ Iy ar — 1% (2.28)

where ¢ is the vortex-line energy per unit length, L(r) is the length of a vortex line and r is
the coordinate in the flow direction, such that » = 0 in the centre of the cross-section.
If D is the wire diameter, we can write L = (D? — 4 r2)Y2_ It follows then from eq. (2.28)
1 4¢er

For r = 0 the line-energy term vanishes. The equation shows that the vortex-line velocity is
not constant but is continuously increasing during its motion across the wire.

Combination of eqs (2.14), (2.22) and (2.27) results in the following expres-
sion for the electric field
E — Q“ (J'— Jt) fOI‘ J > J'. (2.30)
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For a constant value of B there is thus a linear relation between E and (J — J,).
This has recently been found for a Nb-Mo alloy 6°). Usually one finds, how-
ever, that the E-J characteristic is curved for small values of J. It has been
shown by Jones et al. 7°) that this is due to variations of J, over the specimen.
These authors measured the voltage difference between two potential probes
on a Nb-Ta rod, as well as the voltage drop over a number of little segments
in between these probes, as a function of the current through the rod. The
voltage-current characteristics of the segments were found to have different
intercepts with the current axis, i.e. different values of J,, causing curvature
of the characteristic between the two outer probes. At a given value of J only
that part of the superconductor is resistive where J is greater than the local
value of J, so that the electric field is only present in part of the specimen.
‘This problem has also been treated by Baixeras and Fournet 7!). If a distri-

@
bution function g(J,) is introduced such that [g(J,)dJ, =1, eq. (2.30) is
0

replaced by the following expression:
J

E=on [(J—J)gU)dJ, (2.31)
0
since only in places where J, < J is there vortex motion giving rise to an
electric field.

The average value of J, is found from the intercept of the linear part of the
E-J curve with the J axis. At a given value of J the vortex lines will be pinned
in places where J, > J so that there will be a fraction p not taking part in the
motion.

The value of the moving flux fraction (1 — p) for a current density J is
given by )

b 4

1—p= [g(J)dJ. (2.32)

o

We write the current-dependent resistivity

dE J
o) =—=on [&WU) dJ,, (2.33)
dJ o
so that
1 —p = o(J)on, (2.34)

where g, is the value of dE/dJ in the linear part of the E-J curve. The moving
flux fraction can thus be determined from the slope of this curve.
The distribution function g(J,) can be obtained from the second derivative

of the E-J curve:
d2E

a2 on g(Jy). (2.35)
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We remark here that we have considered the pinning force F, as a force on
a moving vortex line and written it formally in terms of a threshold current
density. It was pointed out by Yamafuji and Irie 7?) that such a dynamic
pinning force is not the same as the pinning force on a vortex line at rest.
The difference is that the moving vortex lattice undergoes a deformation in the
vicinity of a pinning centre. This deformation leads to a restoring force due
to the elasticity of the lattice. The vortex velocity » is not constant when pass-
ing a pinning centre so that this interaction gives rise to a dissipation equal
to 7 ((v2) — (v)?).

It has recently been shown 73:74) that the effect of pinning on flux flow can
be removed by superimposing an a.c. component on the d.c. magnetic field.
This results in a linear E-J characteristic with J, = 0.

In cold-rolled foils the pinning force is usually anisotropic. Certain defects
(grain boundaries, surface irregularities) are extended in the rolling direction,
thereby causing the flux to flow preferentially in this direction. This effect is
most pronounced for low values of the driving force and gives rise to a trans-
verse voltage which, unlike the Hall voltage, does not change sign with magnetic
field and may be substantially greater than the Hall voltage. If the vortex lines
are moving in one preferred direction which is at an angle 9 with the current
direction, and if there is no pinning force in the direction of motion, the trans-
verse and longitudinal electric field can be written, as was shown by Staas,
Niessen and co-workers 7%),

E =} on Jsin (29), (2.36)
E = o Jsin® §. (2.37)
2.4. Flux creep

To account for the appearance of a voltage and for a decaying supercurrent
in superconductors with pinning, Anderson 76) put forward a theory on flux
creep, i.e. thermally activated motion of vortex lines which are assumed to
move in bundles. Individual vortex lines may be pinned to lattice irregulari-
ties, but due to interaction with other vortex lines the force acting on these
will be transferred to the pinned ones so that they can be depinned.

Anderson considered the driving force on a bundle acting against barriers
of a certain height U.

The rate at which the bundles will hop over the barriers is now written

U—JBPLHj
kT )

In this expression R, is a frequency factor and L is the length over which
vortex lines are pinned. The value of U depends on the pinning mechanism.
It is probably a function of temperature.

R, = Ry exp <~ (2.38)
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The motion of the flux causes an electric field which is proportional to the
jump rate. One can define a critical current density J, such that the supercon-
ductor can carry a current density J without loss for J < J.. When J = J,
the loss due to flux creep becomes measurable. One often takes as a criterion
a certain small value of the voltage drop over the superconductor (e.g. 10-7 V)
as the value which determines J.. The flux-creep rate then has the critical value
R.. The critical current density can be written

U—kg Tln (Ry/R,)
-~ BAMLE&c

It should be noted that J, is not identical with J,, which is usually only found
by extrapolation. The difference is, however, small and J, and J, can be treated
as having the same temperature and magnetic-field dependence.

The theory of flux creep is applicable to low values of J only. At higher
current densities the flux creep goes over into flux flow.

(2.39)

c

2.5. Pinning mechanisms

In this section we shall give a brief qualitative summary of various pinning
mechanisms that may be active in the materials used. More detailed treatments
can be found in the literature 77-7°).

Pinning is caused by a spatial variation of the Gibbs free energy which gives
rise to energy wells and barriers for the vortex lines. It has been pointed out 80-81)
that pinning only arises from changes in free energy over distances of the order
of the vortex lattice parameter. More gradual variations over larger distances
will cause the vortex density to be adjusted and does not give rise to pinning.

It is often difficult to say what are the dominant pinning mechanisms in a
practical material. Different mechanisms may work in parallel in many cases,
which makes it hard to reach quantitative conclusions from experimental results
regarding the vortex-line pinning.

Dislocations

Pinning is always increased after introduction of dislocations, e.g. by cold
work. The following types of dislocation—vortex-line interaction have been
proposed.

(a) The interaction of the stress field of a dislocation with the strain associated
with the normal vortex core due to the difference in atomic volume between
the superconducting and the normal state 8°-82:83) This interaction is
linear in the strain (first-order interaction).

(b) The interaction of the stress field of a dislocation with the normal vortex
core due to the difference in elastic moduli between the superconducting
and normal state #4). This interaction is quadratic in the strain (second-
order interaction).



These two interactions are comparable at atomic distances from a dislocation
but at larger distances the first-order interaction dominates. They are inter-
actions with the normal vortex core. The energy of the core is, however, smaller
than the magnetic and kinetic energy outside the core as was discussed in sec.
1.1.2. For large values of x the core energy is negligible, so that interactions
based on the properties of the complete vortex are then probably more relevant.
This is the case with the following types:

(¢) The interaction of a dislocated region with the vortex line due to local
depression of the mean free path in this region. This interaction arises by
the dependence of the vortex-line energy on 1/A (eq. (1.13)) which is pro-
portional to /, as follows from eq. (1.9). The vortex-line energy is therefore
a minimum in dislocation tangles 85).

(d) By analogy with pinning by normal particles, an interaction of a dislocated
region with a vortex line was suggested to arise from the local enhancement
of % in this region. If the dislocated region is large enough for the magneti-
zation to be defined (a few times the vortex lattice parameter) there is a
difference in magnetization between the dislocated region and an undisturbed
region. This difference produces supercurrents at the boundary which repel
the vortex lines 2°).

Surfaces

The interaction of a vortex line with a parallel surface can be described by
the following mechanisms.

(a) The interaction of a vortex with its image 87) which gives rise to an attrac-
tion to the surface, and the interaction of a vortex with the external field
which gives rise to a repulsion from the surface. The first interaction
causes a barrier for flux entry and the second one for flux exit.

(b) The interaction due to the elastic energy of a vortex line. If a vortex line is
nucleated as a half loop 88-89) its elasticity presents an energy barrier for
flux motion away from the surface. The elastic force is greater than the
image force by about a factor of In x 2°),

(c) The interaction with a rough surface due to demagnetizing effects. If the
roughness is on a scale greater than the vortex-line spacing, there are en-
ergy minima for the vortex lines in those places where local surface areas
are perpendicular to the vortex lines °°).

The interaction of a vortex line with a perpendicular surface can also arise
from surface roughness. This causes spatial variations in the length of the

vortex lines and therefore also local line-energy minima and maxima 7%).

Grain boundaries

Pinning of vortex lines by a parallel grain boundaiy is described qualitatively
by the following mechanisms.
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(a) The local value of the electron mean free path may be reduced close to a
boundary, so that the vortex-line energy has a minimum close to a bound-
ary 7°).

(b) Due to thermal etching of the surface where a grain boundary emerges,
vortex lines that are parallel to the boundary are shorter close to the bound-
ary than at some distance and thus have a smaller energy 2%).

(c) If a grain boundary is considered as a layer with high resistivity, pinning
of a vortex line may be caused by the attractive interaction with its image
on the other side of the boundary. This mechanism will be discussed in
chapter 3.

2.6. Flux flow in type-I superconductors

Although the phenomenon of flux flow was originally proposed for the inter-
mediate state in type-I superconductors, relatively little theoretical work has
been done on this problem. This may be due to the fact that the structure of the
intermediate state is much more complicated than that of the mixed state.

In this section we shall discuss briefly theoretical work concerning the electric
field in type-I superconductors in the presence of a transport current and give
a qualitative description of the flux-flow state.

In theoretical models of the intermediate state it is usually assumed that the
domains are in the form of parallel layers with a width large compared to the
penetration depth and extended in the magnetic-field direction.

The response of this structure to an electric field was treated by London °').
He showed from the continuity of the normal component of the local magnetic
induction b and of the tangential component of the local electric field e at a
superconducting—normal boundary, and from the condition that b and e are
zero in the superconducting domains, that b, is parallel to the boundary while
e, is perpendicular to it. The index n denotes the value in the normal domains.
This would mean that, when a current is applied, the boundaries set themselves
perpendicular to e if the Hall effect is disregarded. The value of the average
electric field in the superconductor is given by

E=fe, (2.40)

where f, = |B|/H, is the volume fraction of normal layers and the current
density is
e, E
J=—= ;
@n Jo ©n

(2.41)

The resistivity o; = f, 0, should thus be independent of current density, if
the magnetic field due to the current can be neglected. However, experimentally
one finds a strong dependence of the resistance on measuring current: at low
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currents the resistance is zero or very small: apparently the current can find a
path along the superconducting domains. Shoenberg *!) suggested that this
could be due to the superconducting and normal laminae being parallel to the
current. With higher currents, the laminae would be oriented perpendicular to
the current direction. He noticed that the low-current situation would be
unstable since the field will be greater on one side of a lamina than on the
other side. This would cause a movement of the laminae in a direction per-
pendicular to the current.

The idea of flux motion generating an electric field was first put forward by
Gorter °2). He considered a cylindrical superconducting region, surrounded by
a normal medium in which an electric field e, exists, perpendicular to the cylinder
axis. On the superconducting-normal boundary there is a Maxwell pressure
e,?/8 m towards the normal material, parallel and antiparallel to e, and a pres-
sure h,?/8 7 (due to a magnetic field h,, generated by the current which accom-
panies the electric field) towards the superconducting material, perpendicular
to e,, as can be derived from the Maxwell stress tensor °3). Gorter concluded
that these pressures would tend to place the boundaries between the supercon-
ducting and the normal region parallel to the electric field.

Assuming this to be generally true, Gorter calculated the voltage due to the
motion of the normal and superconducting boundaries, caused by the Lorentz
force.

Since in the normal layers b = H,, the local electric fields in the normal
domains, due to motion with velocity v, is

e, = — 1 (vxH,). (2.42)
c

The electric field in the superconducting domains is zero. The average electric
field is then
Jfav H,
E =

c

(2.43)

if the Hall effect is disregarded. The resistivity is given by go; = f, o, if there
is no power dissipation outside the normal regions, which is the same result as
in the London model. By analogy with eq. (2.21) for type-II superconductors we
now write for the balance of forces on a normal region with flux @, in the
absence of pinning, and if J is perpendicular to the applied field,

1
-J D=y (2.44)
¢

From eqs (2.41) and (2.43) it therefore follows that the viscosity coefficient %’

is given by 5 B
=== (2.45)
OnC
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a result which is very similar to eq. (2.22) for a type-II superconductor.
Andreev and Sharvin °#) have given a macroscopic description of the laminar
intermediate state in the presence of a small transport current. From Maxwell’s
equations together with the boundary conditions for e and b, they find for the
average current density in a slab of thickness d, in a perpendicular magnetic

field H:
¢ H, 2m Ed,
J= sin ( ) (2.46)

27d, ¢ H o,

if the Hall effect can be neglected. Their theory does not give the orientation
of the laminae. If the boundaries are parallel to the current direction, the
expression for the flow velocity v = ¢ E/H gives

c? 0, (2w Jd,
v = arcsin { —— |. (2.47)
2md, ¢ H;

If the magnetic field due to the current can be neglected, i.e. for2 n J dy < ¢ H,,
this expression is equivalent to eq. (2.44). If the boundaries are perpendicular
to the current direction, the flow velocity is zero.

The effect of pinning of superconducting-normal domain boundaries is
probably analogous to vortex-line pinning in type-1I supeiconductors. At low
current densities the voltage is smaller than corresponds to eq. (2.41) due to
forces which counteract the driving force, as was already suggested by Gorter °2).

The experimental results have long favoured the London model. Powder
techniques revealed that in a current-carrying type-I superconductor the do-
main boundaries are perpendicular to the current and immobile 7:°%).

It was discussed in chapter 1 that at low fields the intermediate state does not
have a laminar structure but consists of isolated normal domains in a super-
conducting matrix. Recently, several different experiments have shown that at
low fields flux flow takes place under the influence of a Lorentz force.

By measuring the voltage across a film that was magnetically coupled to a current-carrying
film, Solomon °¢) showed that flux flow took place in the current-carrying superconductor.
Sharvin °7) interpreted voltage oscillations between a point contact and a type-I superconduc-
tor as proof of a moving normal-superconducting structure (this experiment has been
criticized as not being unambiguous proof of a flux-flow process ?8:29). Measurements of
the Ettingshausen effect 57) demonstrated that, under the influence of a transport current,
entropy is transported in a direction perpendicular to the current, i.e. in the direction of flux
flow. Preliminary results of noise measurements by the author °°) showed that at low fields
the d.c. voltage is caused by flux flow and at higher fields by ohmic loss in immobile normal
regions.

A direct proof of the occurrence of flux motion was given in microscopic observations
by Severijns 1°!) who used Nb powder sprinkled on top of superconducting Pb. The dia-
magnetic particles were shown to move in a direction perpendicular to current and field.
Similar experiments were reported by Solomon 1°2). Evidence for flux motion was also given
by Trauble and Essmann °) who evaporated small ferromagnetic particles on a supercon-
ductor in a small magnetic field during flux motion. Since these particles stick to the surface
in places where domain boundaries emerge, flux motion was made visible by parallel lines
of particles. These lines showed that the velocity of the flux was variable both as regards the
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magnitude and the direction. The flux was shown to start off from the edge of the super-
conductor at certain nucleation sites, in agreement with earlier work by Baird 1°). It was
further found that not all the flux was moving: a fraction of the flux remained where it was,
presumably held by some pinning force. Grain boundaries were found to be the main pinning
centres in lead. This pinning by grain boundaries was also found by Severijns.

These experiments show that the current-carrying intermediate state can be
described as a flux-flow state at low fields and as a laminar structure without
flux flow at higher fields.

The measured d.c. voltage across a type-I superconductor is believed to be
due to flux flow at low fields only and is a combination of a flux-flow voltage
and voltage due to ohmic loss in immobile normal regions at higher fields.

In the flux-flow state there is an electric field in the normal domains which
is parallel to the current direction. This is accompanied by a Maxwell pressure
e,%/8 nt towards the normal material in the direction of e, and h,2/8 = towards
the superconducting material perpendicular to e,. This tends to place the bound-
aries perpendicular to the current. When the field is increased the normal
domains get bigger and their cross-section becomes elongated and eventually
get a length equal to the width of the specimen. There is then no longer a
driving force on these domains which have become immobile.

The effect of pinning of domain boundaries is that domains, which may have
arbitrary shapes, get stuck in the superconductor. These domains act as pinning
centres for small domains that can still move.

The effect of increasing the current is an increase of the electric field so that
then the domain boundaries are more aligned perpendicular to the current.

The magnetic field at the surface of the superconductor, generated by the
transport current, can usually be neglected. In small fields, if the current is
large, this may be not justified. The current then produces a vortex ring 1°3)
along the circumference of the specimen which, due to a Lorentz force, will
shrink and thereby also generate a flux-flow voltage.



3. MEASUREMENTS OF FLUX-MOTION VOLTAGE IN
TYPE-II SUPERCONDUCTORS

It was discussed in chapter 2 that in the mixed state of a type-II supercon-
ductor transport-current densities greater than a certain critical value give rise
to flux motion. This motion causes a voltage drop over the superconductor.
In this chapter we shall describe measurements of this flux-motion voltage and
of the critical current density and their dependence on the material structure
and external parameters, in order to study the effect of pinning on flux motion.

The materials used in the experiments were the type-1l1 superconductors
vanadium °4) and indium-20 at. % thallium 1°%).

Vanadium was chosen because its critical temperature is convenient and its
critical current density and upper critical field have easily attainable values. It
can be cold-rolled to small thicknesses and can be annealed in vacuum.

Indium-20 at. %; thallium lends itself to a study of the pinning effect of twin
boundaries, which are present in indium-thallium alloys, due to a martensitic
phase transformation.

The magnetic field was generated with an electromagnet or a pair of Helm-
holtz coils outside the helium cryostat. The currents for the magnet and the
superconductor were taken from stabilized power supplies. The voltage across
the specimens was measured with a Keithly microvoltmeter and a Moseley
X-Y recorder. The temperature was controlled by the vapour pressure above
the liquid helium.

3.1. Vanadium

3.1.1. Material properties

The material used was obtained from A.C. Mackay Ltd. in the form of sheet
of 99-99% purity (irrespective of gaseous impurities). It was zone-melted and
subsequently cold-rolled to foil of 30 w thickness. Specimens were cut and cur-
rent and potential leads were spot-welded. The foils could be annealed by
resistance heating in an ultra-high vacuum at pressures down to 107*° Torr.
The annealing removes lattice defects and also most metallic impurities but
does not lead to expulsion of all non-metallic impurities such as nitrogen and
oxygen ). The annealing temperature was about 1600 °C.

Cold-rolled vanadium has a fibre structure in the form of ribbons parallel
to the rolling plane 1°7). The fibres are elongated in the rolling direction and
have a thickness of the order of a few microns and a width of a few hundred
microns. Within the fibres the rolling has introduced a three-dimensional cel-
lular dislocation structure with low dislocation density within the cells and
high dislocation density in the cell walls 85:198) The cells are flat and have
dimensions of the order of 0-5 p. in the rolling plane and 0-1 u perpendicular
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to the rolling plane '°°). On annealing, the dislocation network and the fibre
structure disappear and recrystallization takes place, resulting in crystals with
diameter of up to about 150 w and thickness equal to the foil thickness.

The surface of the cold-rolled material exhibits ridges that are extended along
the specimens in the rolling direction. These surface irregularities were found
to be most pronounced in some annealed foils, where they were presumably
accentuated by thermal etching during the annealing.

3.1.2. Specimens

Specimens were cut with various widths up to several millimetres and lengths
between the potential probes of 5 to 10 mm. The long direction was cut at an
angle 9 to the rolling direction. The transport current was applied in the long
direction, so that ¢ was also the angle between current and rolling direction.
The plane of the foils was oriented perpendicular to the magnetic field.

One annealed specimen was cut as a Corbino disc. This is a circular disc with
one contact in the centre and one around the circumference of the disc *'°).
The electric field in such a disc is directed radially and in the flux-flow state
the vortex lines flow in concentric circles, if the specimen is isotropic. The
central current and potential contact was a spot-welded V-shaped platinum
wire. The outer current and potential contacts were connected to a copper ring,
soldered to a platinum foil that was spot-welded to the circumference of the
vanadium foil. The surface of the Corbino disc did not show appreciable ridges
in the rolling direction.

Figure 3.1 shows the specimen configurations and table II gives some material
properties of the specimens. In this table the resistance ratio RR =
R300 «x/R4.» -x; H.» is determined either from magnetization measurements

V2, Va

Fig. 3.1. Specimen configurations of vanadium foils for the specimens V2 and V4 and the
Corbino disc V5. R.D. means rolling direction.
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TABLE 11
Material properties of cold-rolled vanadium specimens
; 9 T %, at H,, at
led ¢
spectmen | annealed | 400005y | RR | (°K) |42 °K | 4:2°K (kO¢)
V2a yes 15 15 | 515 2:0 152
V2b,7dle, f no 0 10 | 5-07 26 1-5
V2c no 15
V4a, b no 90
V5 yes Corbino | 74 | 495 33 12
disc
6
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Fig. 3.2. Temperature dependence of H, for cold-rolled and annealed vanadium foils with
resistance ratios 10 and 15 respectively.

or from a linear extrapolation of J, to zero. The value of », = H_,/2!/2H,
at 4-2 °K is calculated from measured values of H,, and values of H, ob-
tained from magnetization measurements on a single crystal of comparable
purity '*1). The temperature dependence of H,, is shown in fig. 3.2.

3.1.3. Flux-flow voltage

The flux-flow voltage ¥ was found to be a linear function of the current /
except at low values of 7, in agreement with eq. (2.31). This is shown in fig. 3.3
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Fig. 3.3. Flux-flow voltage V as a function of current / for various values of magnetic field
at T = 42 °K for specimen V2¢, for which / = 4-7 mm, w = 11 mm.

for specimen V2¢ at T = 4-2 °K for various values of the magnetic field.

In the Corbino disc the V-I characteristic exhibits a curvature caused by the
radial variation of the current density J, apart from that due to a distribution
of J, values, as discussed in sec. 2.3. As the current density is inversely pro-
portional to the distance r from the centre, it is lowest at the edge of the disc.
The V-I characteristic is linear when the current density at the edge is greater
than J,. For lower current densities there is only flux flow in the central part
of the disc. Furthermore, due to the dependence of J on r, the vortex-line
velocity is lower for greater distance from the centre. This implies a continuous
shear of the vortex lattice, which means that the vortex lattice cannot be rigid.
It is also remarked that the flux-flow voltage in a Corbino disc does not involve
generation and annihilation of vortex lines at the edges, as in foils where the

|
Vv Vi,
’ T J=1300A/cm?
/ 770
05 05

J=1500A/cm’ rs 20

2 0 1 2

= H (kOe) —— H(kOe)
a) b)

Fig. 3.4. Flux-flow voltage V relative to normal-state voltage ¥, in vanadium foils as a func-

tion of magnetic field for various values of the current density at T = 4-2 °K; a: cold-rolled,
specimen V2c; b: annealed, specimen V2a.
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current flows in one direction. Similar conclusions were also reached by Shaw
and Solomon *!?) and by McKinnon and Rose-Innes '!3).

The effect of magnetic field on flux flow is shown in fig. 3.4, where the flux-
flow voltage at constant current values for specimens V2¢ and V2a is plotted as
a function of field. The main difference between the two sets of curves is the
shape of the curves which exhibit a maximum and a minimum in specimen V2c,
whereas the voltage increases smoothly in specimen V2a. The origin of the
voltage maximum and minimum is still obscure. Apparently in cold-worked
majerials an additional pinning effect sets in at higher fields. The voltage
minimum has been shown to be accompanied by a redistribution of current in
the specimen such that the current density in the edges is increased '*#) and
consequently the driving force on the vortex lines in the bulk is decreased. The
transverse voltage, which is due to a flux-flow velocity component v parallel
to the transport current, was measured on specimens V2a and V2b. This voltage
is caused partly by vortex lines flowing in a preferred direction and partly by
the Hall effect as was shown by Staas, Niessen and co-workers 7%). The vortex
lines flow preferentially in the 10lling direction because fibre boundaries and

Fig. 3.5. Micrograph of the surface of annealed vanadium, specimen V2a. The edges are
parallel to the current direction.
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of magnetic field for various values of the current density at 7 == 4:21 °K for specimen V2a
(% = 15°). Also indicated is arccotan (E,/E;) which is the angle between the flux-flow and
the current directions.

surface ridges are extended in this direction. These surface ridges are shown
for specimen V2a in fig. 3.5. There are then parallel channels where the vortex-
line energy is smaller, which gives rise to a preferred direction for flux flow.

Figure 3.6 shows the value of the transverse electric field E| divided by the
longitudinal electric field E, as a function of field for specimen V2a at
T = 4-2 °K for various values of the current density. It can be seen that E /E,,
which is equal to v /v , where v is the flux-flow velocity component perpen-
dicular to the transport current, may have a large value at low fields. It follows
from eqs (2.36) and (2.37) for flux flowing in the rolling direction that
E |E, = cotan ¥, which is a large number at small values of . Figure 3.6
also shows the values of arccotan (E,/E,) which is the angle between the
transport current and the flux-flow direction. The results show that at low
currents and fields the flux flow is in the rolling direction. Increase of current
density or magnetic field causes the flux to jump over the barriers so that E| /E),
decreases. For specimen V2b, where the surface valleys were much less pro-
nounced than for specimen V2a, E, was less than 1 9 of E for current densities
down to 500 A/cm?2.

The Hall voltage was determined for specimen V2b as the difference between
the transverse voltages for the magnetic field and current in reversed directions.
In the normal state the Hall tangent tan 6 was proportional to the magnetic
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field with a slope of 4.10~7/Oe. It was found to increase below H, with de-
creasing field and to go through a maximum as in alloys. At low temperatures
(' < 2 °K) tan € changed sign at about 0-6 H,,. This sign reversal has also
been found in Pb-In alloys ¢5), V 115) and Nb 116),

For specimen V2a the Hall voltage could not be determined with sufficient
accuracy, due to the large transverse voltage caused by the anisotropic pinning.

The low values of tan 6 and E| in unannealed foils show that it is justified
to treat the vortex lines as moving perpendicularly to the transport current and
to neglect the Hall effect. This applies also to annealed foils for sufficiently
high currents and fields.

3.1.4. Critical current density

Flux pinning was also studied by measuring the critical current density J.
It is defined as the current density (assuming a homogeneous current distri-
bution) which gives rise to a voltage drop of 10=7 V between the potential
probes. J. was measured as a function of field at various temperatures. The
influence of structure is shown in fig. 3.7 where J.-H curves for T == 4-2 °K
are drawn for cold-rolled vanadium with the current parallel and perpendicular
to the rolling direction, respectively, and annealed vanadium. J. drops to low
values at H ~ H,_; as the bulk of the superconductor then goes normal. At
fields above H._, the critical current density is related to the surface layer which
is superconducting up to H.s. The difference between curves a and b is pre-
sumably caused by the structure of the foil. Since in cold-rolled foils the fibres
are elongated in the rolling direction, flux flowing perpendicular to this direction
has to cross many more fibre boundaries than flux flowing in the rolling direc-
tion. There is thus more pinning when the current flows in this direction than
perpendicular to it, so that J, is higher in the former case.

An alternative explanation of the anisotropy is pinning by the valleys on the
surface which are extended in the rolling direction. Apart from these mechan-
isms, isotropic pinning is caused by the dislocation cells. Evidence of this
pinning was given by Sarma and Moon '7)who found Bitter patterns essentially
similar to the dislocation cell structure.

After annealing, the dislocations have disappeared and the pinning is reduced
considerably (curve c). There is still a finite value of J,, which shows that there
is still flux pinning. This may be caused partly by the presence of grain bound-
aries which now lie parallel to the vortex lines. Pinning is further caused by
the elongated structures in the surface and by the edges that are parallel to
the field, as was discussed in chapter 2.

The pinning in the foils is thus generally a combination of different mechan-
isms, such as those caused by fibre boundaries, dislocation networks, grain
boundaries and surfaces.

The field dependence is different for the unannealed and the annealed foils.
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Fig. 3.7. Critical current density J, as a function of magnetic field for vanadium foils at
T = 42°K; a: cold-rolled, # == 0 (specimen V2d, w = 3 mm); b: cold-rolled, & = 90°
(specimen V4b, w = 3 mm); c: cold-rolled and annealed, & = 15° (specimen V2a, w == 1.3
mm).

For the annealed material J,. decreases with increasing field. If the total pinning
force per unit volume is constant or only weakly dependent on B, the pinning
force per vortex line and therefore also J,, decreases with increasing field. In
the unannealed material J, is found to go through a rather broad minimum
and a maximum before it drops to low values at H,,. This maximum in the
J~-H curve, which is usually called the peak effect, is related to the minimum
in the V-H curve as was shown in fig. 3.4, and is obviously caused by a pinning
effect which dominates at high fields.

The role played by the edges is illustrated by the dependence of J, on foil
width. The value of J, in the minimum of the J,-H curve decreases almost by a
factor of 2 when the width is increased from 1-2to 5-8 mm. This corresponds to
a decrease of the surface (parallel to the field)-to~volume ratio by a factor of 5.

The temperature dependence of J, is illustrated in fig. 3.8 where J. at
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H/H_., = 0-6 is shown as a function of temperature for cold-rolled and
annealed vanadium. For cold-rolled material this value of H/H,, corresponds
to J, in the minimum of the J.-H curve. For comparison J, in the maximum
of the J.-H curve is also drawn. The full curves in fig. 3.8 are proportional to
(1 —T?/T,*)?, which is the temperature dependence of H,2.

It was shown in sec. 2.4 that in the flux-creep model J, can be written

U—ky Tln (Ro/R,)
N B2 &ELfe

where U is the average height of the pinning barriers, R, is the critical jump rate
and R, is a constant. The value of U can be determined from the critical current
density at T = 0. By substituting values for the various quantities in eq. (3.1),
U is found to be of the order of 10=% eV in the cold-rolled foils.

If B is a constant fraction of H,,, the denominator in eq. (3.1) is little tem-
perature-dependent except close to T,. Anderson suggested that U is propor-
tional to the condensation energy H,2/8 n. This seems to be in agreement with
the temperature dependence of J, and would imply that the thermal-diffusion
term in eq. (3.1) is less significant than U.

Whether U should be proportional to H.?/8 &, however, is not certain. As
was discussed in sec. 2.5, pinning is caused by various effects such as the image
force, vortex-line-energy variations, interaction with dislocations and also by
the mechanism causing the peak effect. These effects may have different tem-
perature dependences. No attempt has therefore been made to treat the tem-
perature dependence of J, quantitatively.

ol L

S\J .
A\

, 3.1

c

%
(A/sz) 5

/

T2 3 4 5 6
T (°K)

Fig. 3.8. Critical current density J, as a function of temperature for vanadium foils; a: cold-
rolled (specimen V2f, w = 2 mm) as measured in the maximum of the J.-H curve; b: idem
in the minimum of the J.-H curve; c: annealed (specimen V2a, w = 1:3 mm) for H = 0-6
H,,. The full curves are a (1 — T2/T.?)? fit to the experimental points.




3.1.5. Conclusions

The experimental results show that the voltage across a current-carrying
vanadium foil can be described as a flux-flow voltage. This flux flow is hindered
by pinning of vortex lines by several types of defects so that at low currents
there is a fraction of flux that does not take part in the motion. The pinning
defects include fibre boundaries, dislocations, surface irregularities and the
edges of the specimen. The anisotropic defect structures of fibre boundaries
and surface irregularities give rise to anisotropic critical current density J, for
flux flow.

In an annealed specimen at low current densities and fields the anisotropic
structure causes the vortex lines to move preferentially in the current direction,
if this is parallel to the rolling direction. At higher values of J and H the vortex
lines move at 70 to 90 degrees to the current direction. In unannealed foils
the component of the vortex-line velocity in the current direction can be
neglected.

The value of J. decreases with increasing temperature and in annealed vana-
dium also with increasing field. In unannealed vanadium the J,-H curve exhibits
a peak effect.

In a Corbino disc, where there is no generation and annihilation of vortex
lines at the edges, there cannot be a rigid vortex lattice during flux flow.

3.2. Indium-thallium
3.2.1. Material properties

Grain boundaries are known to act as pinning centres. For parallel grain
boundaries the pinning is a maximum when the vortex lines lie in the parallel
direction. This was found from measurements of critical current and magnetiza-
tion in electro-deposited Nb foils 1°7). Fibre boundaries in cold-rolled vana-
dium may also act as pinning barriers, as was discussed in the previous section.
Since the boundary energy of twins is much less than the grain-boundary
energy !18), the question arose whether twin boundaries would also act as
pinning centres for flux lines. The influence of twin boundaries on pinning was
studied on an indium-thallium alloy *).

Part of the phase diagram 1'°~129) is shown in fig. 3.9. The transformation
from the face-centred cubic to the face-centred tetragonal structure is marten-
sitic and can be observed even at liquid-helium temperatures 12°:12!), The c/a
ratio of the f.c.t. structure depends on composition and temperature and is
1-03 for In-20 at.% Tl at room temperature '22). The transformation can be
formally described as two subsequent shears in {110} directions on two {110}
planes that are at 60 degrees to each other. For example, a first shear of magni-

*) The author is indebted to Prof. Dr A. Wegener Sleeswijk for his suggestion to study
In-TI alloys.
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Fig. 3.9. Tentative phase diagram of indium-thallium system for thallium contents up to 40at. %

tude 2 y on the (101) plane in the [101] direction, followed by a second shear
of the same magnitude on the (110) plane in the [110] direction, transforms a
cubic into a tetragonal crystal.

By this transformation, an originally cubic crystal exhibits sets of parallel
tetragonal twins. The alternating twin structure occurs because on either side
of a twin boundary the material has the same first shear but a second shear
that is in opposite (110> directions to each other, as for example a first shear
(101) [10T], 2 y, followed by a second (110) [170], 2 ¥ and a first shear (101)
[101], 2 y, followed by a second (110) [110], 4 . The value of y is 0-01 for a
¢/a ratio of 1-03.

Starting from a single crystal of In-18-59% TI the transformation was
found !23) to take place on cooling by the migration of one single interface
between the cubic and tetragonal phase, lying along a {110} plane.

The tetragonal structure then consists of a set of fine twins with boundaries
on {110} planes.

If twin boundaries are able to pin vortex lines one would expect such a
structure to give rise to pinning when the vortex lines are parallel to the
boundaries.

3.2.2. Specimens

The attempt was made to grow single crystals of the compositions In-17 9 Tl
and In-20% T! from high-purity materials obtained from Johnson, Matthey
& Co and A.S.R.C. respectively *). This was done by the Bridgman method
in which the alloy was kept in a ceramic tube of 2 mm inner diameter and the
liquid-solid interface travelled through the alloy. After cooling down, the

*). The crystal growing was kindly carried out by P. Hokkeling and A. [. Luteijn.
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ceramic tube was removed. Cross-sections of the wires so obtained were electro-
lytically polished and etched in a HNO;-HCI solution in carbitol '2°). It was
found that the surface layer of In-17 9/ Tl wires was polycrystalline.

The In-209; Tl wires were monocrystalline; isolated small crystals on

Fig. 3.10. Micrographs of an electro-polished and etched cross-section of In-20 at.%; TI
{111) crystal after transformation to the f.c.t. phase.
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the outside were removed by electrolytic polishing. From the directions of the
twin boundaries and from a Laue pattern the orientation of the crystals was
found to be approximately {111) along the wire axis. Microscopic observations
of a cross-section showed that in the greater part the transformation was on
one set of {110} planes and parallel twin boundaries could be seen as is shown
in fig. 3.10. The micrographs show twin boundaries in a {110) direction. The
twin width varied between about 1 and 10 p. In isolated parts of the cross-
section some other twin boundaries were found at 60 degrees to the main set
of boundaries.

For the measurements, current contacts were pressed on the end of a crystal
and potential contacts were mounted with a silver paste at several 5-mm inter-
vals as shown in the inset of fig. 3.12. The crystal could be rotated about its
axis in a perpendicular field.

The resistivity at 4-2 °K was 1-2 p.Q cm. Spectrochemical analysis showed
that the thallium content was 19-7 at. %,.

The value of H,, was determined from a linear extrapolation of critical cur-
rent to zero. The temperature dependence of H,, is shown in fig. 3.11. The
value of x, was found to lie in between 0-8 at T'= T, = 3-23 °K and about
1-2 near 7= 0. For the determination of %,, values of H, obtained from
magnetization measurements were used.

400 \

He2
(Oe)

300 —

200

100 T \

2 3

Fig. 3.11. Temperature dependence of H,, for two In-20 at. % Tl crystals.

3.2.3. Critical current density

The critical current density J, was measured as a function of the angle of
rotation ¢ in a constant perpendicular field at various temperatures. In fig.3.12
J. is plotted as a function of 4 for two neighbouring parts of the wire at
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Fig. 3.12. Angular dependence of critical current density J, for two neighbouring parts of
In-20 at. % Tl crystal (contacts 1-2 and 2-3) in a perpendicular field, as illustrated in the inset;
T = 2-51 °K, H = 106 Oe. The peaks correspond to {110) directions.

T = 2-51 °K and H = 106 Oe (0-8 H,,). The measurements show maxima of
J. for field orientations at about 60 degrees to each other, of which one maxi-
mum is very sharp. This maximum was found to occur when the field was
parallel to the main set of twin boundaries. The anisotropy for one set of con-
tacts was greater and the submaxima lower than for the other set of contacts.
Apparently there was somewhat more transformation on other {110} planes
in the latter piece of the wire.

The maxima for the two parts of the crystal were found at somewhat different
field orientations. This was also measured in other parts of the wire. The crystal
was apparently twisted over the length of the wire by about 6 degrees per cm,
as was found from measurements not shown here.

The anisotropy is also shown in fig. 3.13 where J,-H curves are drawn for
0 =0° and é = 10° at T = 1-53 °K. The orientation d = 0° corresponds to
the field being parallel to the twin boundaries. The anisotropy disappears at
fields above H,, where only a surface layer is superconducting. The critical-
current anisotropy became more pronounced by decreasing the temperature.
This was manifested by a narrower peak at 6 = 0 and a somewhat greater
ratio between maximum and minimum values of J..

The critical current density was found to decrease with increasing temper-
ature.

The voltage as a function of field is drawn in fig. 3.14 for 7 = 1-50 °K
and J = 106 A/cm? for two orientations of the magnetic field: =0° and
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Fig. 3.13. Ciritical current density J. for In-20 at.9 Tl crystal as a function of magnetic
field at 7 = 1-53 °K, measured between potential contacts 1-2 for orientations 6 = 0° and

d = 10° (see fig. 3.12).
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Fig. 3.14. Flux-flow voltage V relative to normal-state voltage V, for In-20 at. % Tl crystal
as a function of magnetic field for J = 106 A/cm? at T = 1-50 °K, measured between poten-
tial contacts 1-2 for orientations § = 0° and d = 10° (see fig. 3.12).

6 = 10°. The flux-flow voltage is greater for 6 = 10° which, in agreement
with the results for J., means that there is less pinning.
3.2.4. Grain-boundary pinning

The pinning by twin boundaries and more generally grain boundaries will be
explained in terms of an image force at the boundary. We assume the boundary
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to be a plane barrier with small thickness, which has a resistivity highér than
the material on either side of the barrier. Following Boyd '24) we treat the
boundary as a tunnelling barrier with a transmissivity for electrons ¢,. For zero
barrier thickness #, = 1. For 0 < f, <1 supercurrents tunnel through the
barrier. For f, = 0 the barrier can be treated as a free surface and the inter-
action of a vortex with the barrier can be written as the interaction of a vortex
with its image. A vortex will therefore be trapped at the barrier at a distance
of the order £. Figure 3.15 shows for ¢, = 0 the vortex energy &(z) as a func-
tion of distance to the surface z which can be described by the equation 87)

2
gz) = ¢ —(ﬂ) Ko(2 2/ ), 3.2)
dm A
et
£
A
B ol —o
Nig 70
0 —_— 7

Fig. 3.15. Reduced vortex-line energy near a boundary with transmission ¢, as a function
of the distance z to the boundary for t, = 0 and 0 < ¢, < 1. The boundary is located at
z=0.

where ¢ is the single-vortex-line energy and K, is the zero-order Hankel func-
tion of the second kind. For 0 < ¢, < 1 the barrier has zero resistance for small
currents. Supercurrents greater than the critical tunnelling current cannot cross
the barrier. The vortex can therefore not come too close to the barrier, as the
circulating supercurrents would become greater than the critical current of the
barrier. Since smaller currents can cross the barrier, the image vortex is at a
greater distance from the barrier than the vortex itself. Linear interpolation
would give an energy minimum at the barrier of the order (1 — ¢,) . This is
also drawn in fig. 3.15. Since ¢ is large, a large pinning effect is the result even
if (1 —¢,) is small.

The concept of the image vortex applies to vortices that are parallel to a wall.
This pinning mechanism can be very pronounced for twin boundaries, as these
are very plane boundaries. This is in agreement with the experiments, as shown
in fig. 3.12.
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Additional pinning effects at the twin boundaries may be the stress field of
the boundaries and the presence of surface tilts along the boundaries !23).
These effects are presumably too small to account for the observed anisotropy.
This is probably also true for the effect of locally reduced mean free path close
to the boundary on the vortex-line energy ?°) which is proportional to the mean
free path.

3.2.5. Conclusions

The anisotropy of the critical current density and the flux-flow voltage in
In-20 at. % TI show clearly that vortex lines can be pinned by twin boundaries
and that this pinning is a maximum when vortex lines and boundaries are
oriented parallel to each other. The mechanism of this pinning is presumably
the attraction of a vortex line by its image.
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4. THEORY OF FLUX-MOTION NOISE IN SUPERCONDUCTORS

When there is flux motion, a d.c. voltage is generated across the supercon-
ductor, as was discussed in chapters 2 and 3. We shall now discuss the voltage
fluctuations that are inherent in this mechanism of voltage generation and
derive expressions for the power spectrum of the noise voltage. After a brief
survey of the theory of Fourier analysis of fluctuations, the noise voltage due
to flux flow will be discussed in detail. This noise arises due to the randomness
and quantized nature of the flux flow. Next an expression for Johnson noise
will be derived, which is closely analogous to the Nyquist formula. Finally the
phenomenon of flicker noise will be dealt with. This noise is due to temperature
fluctuations in the specimen surface and originates from fluctuations in the heat
transfer from the specimen to the helium bath.

4.1. Fourier analysis of fluctuations

In this section Fourier analysis will be used to derive expressions for the noise-
power spectrum.

Let us consider a statistically stationary fluctuating signal y(¢), i.e. a signal,
the statistical properties of which are independent of time ¢. It is assumed that
the ergodic theorem holds, which states that time average and ensemble average
are identical. The signal y(¢) is the response of a measuring instrument to a
random process. We suppose that this can be thought of as caused by a great
number of elementary events, which are identical and independent of each
other. If u(t) is the response of the instrument to an elementary event, we can
write

t

= 2 ult—1), 4.1

t;= —©

where the event u(f — ¢,) starts at 1 = ¢,.
If the elementary events are random and occur at an average rate N, the
average value of y(¢) is

() = N [u(t)dt, “4.2)

where the event u(¢) starts at ¢t = 0.
It can further be shown that the mean-squared fluctuation of y(¢) is

Oy®) = <O — YPTH = N [uP(t) de. (4.3)

Equations (4.2) and (4.3) are known as Campbell’s theorems. They can be
proved by dividing the time scale into infinitesimal elements 67 and attaching
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to each event a probability of occurrence in this time interval equal to N dt.
We write the function u(¢) as a Fourier integral

u(t) = fmF(f)eXp Qnift)df, (4.4)
where F(f) is the Fourier tra;l:form of u(t) and f is the frequency:
E(f) = fmu(t)exp (—2mift)de (4.5)
By taking the product of two ;:nctions uy(t) and u,() one can write
f:ul(t) uy(t) dt = _ZFl(f) FX(f)df = f:Fn*(f) F(f)df,  (4.6)

where F,*( /) and F,*(f) are the complex conjugates of F,(f) and F,(f).
For u,(t) = u,(t) one obtains Parseval’s theorem

Jw@)dt = [|F()*df. (4.7)

where the integration of u2(¢) is from ¢ = 0 to infinity, as we chose u(t) = 0
for t < 0. Combination of egs (4.3) and (4.7) leads to

(0p*> =N [IF(I*df =2 N [IF(f)I*df. (4.8)

If {y(1)) is assumed to be zero, the power in the signal is proportional to
{8y*», which is written

Oy*) = [W(f)df. (4.9)

This expression defines the power spectrum W( f). It follows from egs (4.8)
and (4.9) that we can write

W(f)=2NIF(/)? (4.10)

which is known as Carson’s theorem. It shows that the power spectrum of a
noise signal is directly related to the Fourier transform of the elementary event.
This event will in the next section be shown to be a voltage pulse.

We will now give an expression for the autocorrelation function w(s). This
is defined by

Y(s) = {0y(1) dy(t + 5)). (4.11)

It is independent of time and expresses the amount of correlation in the noise
signal.

If F'(f) is the Fourier transform of u(¢ + s), one can write
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F(f) = exp 2nifs)F(f). (4.12)
Using eq. (4.6) it follows that
fwu(f)u(t +s5)dt = fmlF(f)l2 exp 2z ifs)df. (4.13)
From egs (4.1)_a01:d (4.11) one can (;f:‘ive that
p(s) =N 7u(t) u(t + s)de. (4.14)
Since (s) is real, combination of :qs (4.13) and (4.14) gives
w(s) =N fmlF(f)l2 cos (2 n f5) df. (4.15)
With eq. (4.10) it follows that N
Y(s) = }OW(f) cos 2z f's)df (4.16)
and the inverse O
W(f)=4 }Ow(S) cos (2 7 fs) ds. (4.17)

This last expression is known as the Wiener-Kintchine theorem. It relates the
power spectrum to the autocorrelation function of the fluctuating signal.

For a more complete treatment of this subject the reader is referred to the
literature 125-129),

4.2. Flux-flow noise

4.2.1. Power spectrum of identical pulses

We shall now describe the noise voltage, generated by the viscous flow of
flux and derive expressions for the power spectrum of the noise. The treatment
of this problem is analogous to that of shot noise in a vacuum diode, where
the noise is due to the random emission and transport of discrete charge entities
from the cathode to the anode, so that current pulses are generated. In the case
of flux flow there is transport of discrete magnetic-flux entities from one edge
of the superconductor to the other which causes the generation of voltage
pulses.

We consider a superconducting slab of width w and length / between the
potential probes in a perpendicular magnetic field. A transport current flows
in a direction perpendicular to the field and along the length of the sample, as
shown in fig. 3.1.
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The following assumptions are made:
Discrete flux entities of magnitude @, which is an a priori unknown multiple
of the flux quantum ¢,, are generated at the edge of the superconductor
at random times. They subsequently flow, independently of each other,
across the superconductor and it takes a time 7 for them to cross the
specimen. The flux entities, which in type-II superconductors are bundles
of vortex lines (flux bundles) and in type-I superconductors normal do-
mains, are assumed to follow the same velocity-time function, so that
identical voltage pulses are generated.
The flux is moving in a direction perpendicular to current and field, which
means that guided motion and the Hall effect are neglected.
The total flux in the specimen is constant.

We will treat the noise due to flux flow in type-II superconductors, but the
results are also applicable to type-I superconductors.

As follows from eq. (2.14), the flow of one flux bundle gives rise to a potential
difference between the probes, for 0 < ¢ < 7:

@
V@) = — o), (4.18)

where v(¢) is the velocity, which may be time-dependent. The area under the
voltage pulse is determined by the amount of flux that is transported and is
equal to D/c.

If N is the average flux-bundle-generation rate, the average voltage across
the sample can be written, according to eq. (4.2),

VE(V}:NfrV(t)dtzNg. (4.19)
o c

The mean-squared noise voltage in a frequency band between f and /' + df is
OV = W(f)df. (4.20)

The power spectrum W(f) can be calculated using eqs (4.10) or (4.14) and

(4.17) from the Fourier transform or the autocorrelation function of the ele-

mentary pulse, if the pulse form is known. This is not known a priori but the

results of the calculations of W(f) will be given for a number of different

pulse forms.

(1) If the generation and annihilation of the bundles is instantaneous and the
velocity is constant, the resulting voltage pulse is a rectangular one:

V(t) = Dlct for 0<t <,
V(t)=0 otherwise,

s f V[smn(;f)] . 4.21)
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This spectrum is zero at integer values of f 7, and is shown in fig. 4.1.

(2) If the generation and annihilation of the bundles is not instantaneous, the
pulse will have a trapeziumlike appearance. As an extreme example we
consider a triangular pulse

V(it)=4 D t/c<? for 0 <t <1/2,
V(it)=4D(t—1)cT? for /2 <t <,
Vit)=0 otherwise,
2@V [sin (xft/2)7*
W(f) = . 22
(N ; [ s } (4.22)

This spectrum has the same value for /= 0 as eq. (4.21) but has a higher
cut-off frequency. The spectrum goes to zero, when f7/2 is an integer, and
is also shown in fig. 4.1.

(3) As an intermediate case a sinusoidal voltage pulse is considered:

V(t) = (n D)2 ¢ 7) sin (n t/7) for 0<t<r,

V(i#)=20 otherwise,
2@V [cos(nfz) |?
W(f) = [ ] . (4.23)
c 1 —4f22
wit)
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Fig. 4.1. Theoretical flux-flow noise-power spectra for various voltage pulses.
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This spectrum is close to eq. (4.22), but it has a lower value for the cut-off
frequency. W(f') goes to zero for /'t = 3/2, 5/2, etc. The spectrum is drawn
in fig. 4.1.

(4) If the length of the vortex lines goes through a maximum when they move,
as is the case when they cross a wire, the velocity increases as a function
of time, as was discussed in sec. 2.3. In order to simplify this case the
following triangular voltage pulse is assumed:

V(t)y=2Dt/et? for 0<1<r,

Vit)y=0 otherwise,
W) — 2@V (xf71)? + sin? (nfr)—nfrsin(anr). (4.24)
¢ (m fT)*

The spectrum is also shown in fig. 4.1. It has minima at integer values of

ft.

The power spectra for these four cases are very similar. Apparently the power
spectrum is not very sensitive to the actual pulse shape. The extrapolated value
at zero frequency is given by

@
W(0) = 271/ . (4.25)

The voltage-time function for an elementary event as given by eq. (4.18) is only valid for
| > w. Voltage pulses for various //w ratios have been calculated by Clem !3°) under the
assumptions that @ and v are constant and the potential probes are point contacts, situated
in the centre of the slab. For a flux bundle, moving in a plane between the probes, the voltage
pulse was found to have a maximum when the flux bundle is in between the probes. This
maximum is higher for smaller //w ratios. For //w > 1, the pulse is almost rectangular.

Flux bundles, passing close to a potential probe, give rise to high voltage peaks.

Clem also calculated the noise spectrum from the autocorrelation function of a pulse for
the cases / <« w and /> w. In both cases the spectrum exhibits a 1/f tail at high frequencies,
which arises from flux bundles passing near the probes. There is a noise cut-off at high fre-
quencies due to the finite size of the potential probes and of the flux bundles.

When the potential probes are spot-welded, they are not point contacts, but are elongated
as indicated in fig. 3.1. The generated voltage pulses then do not have a sharp maximum but
are broadened, and more nearly rectangular for constant @ and ». The effect of flux bundles
passing close to the probes is then diminished.

If the experimental spectra agree with the theory, the measurements will per-
mit the determination of two quantities: the values of the bundle size @ and the

transit time .
The value of @ can be determined from the value of W(0), and the d.c. volt-

age V by using eq. (4.25).



The second quantity to be found from the experimental spectra, is the transit
time 7. This determination is only possible if the theoretical spectrum is known.
As shown in fig. 4.1 this is dependent on the shape of the elementary voltage
pulse. Since this is not known with certainty, the value of 7 can therefore not
be determined very accurately.

It was shown in sec. 2.3 that at low current densities only a fraction (1 — p)
of the number of vortex lines is moving. Equation (2.14) is then modified and
reads £ = v B (1 — p)/c. It follows then for the potential difference:

_IwB(1—p)

cCT

(4.26)

Determination of 7 from the noise measurements will therefore yield the value
of the moving flux fraction (1 — p).

4.2.2. Power spectrum of non-identical pulses

It was assumed so far that the elementary voltage pulses are identical, be-
cause bundle size @ and velocity v are the same for each bundle. This condi-
tion of identity may not be fulfilled. If there is a distribution of bundle sizes,
the value of @ in the expressions for W( /) will simply be the mean value.

If the velocity v follows a distribution function, the transit time = will also
be determined by this distribution function.

(a). A physical reason for a distribution of v is the distribution of threshold cur-
rent densities J, over the sample, as was pointed out by Fournet and Baixe-

ras '31),
If N, is the generation rate of flux bundles with transit time 7;, one can write
' IwB(1—p)
= 4.27)
D 1,

The values of z; are given by a distribution function g(z;) such that

T/

jg(rl) dTl = 15

where 7’ and 7" are the maximum and minimum values of 7, respectively. It
1s not difficult to show that the power spectrum is now

IwB(1—p)
Wiy =20 ] FP? g(n)— 4.23)

It depends on g(z;) how the spectrum is modified. In general the minima in the
previously calculated spectra disappear and a tail will be found at the high-
frequency side.
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If a rectangular distribution function is assumed, i.e.

g(r) = 1/(z'— 1"
and with

[F(fiz)l* = (@%/c?) [sin (& f )= f 7],

as for rectangular pulses, the power spectrum is

Wer) = 20V ){%[sin (nfr”):|2 _3 I:Sin (ﬂff'):r i

T (7’7" nft"’ 7]”7:’
in@2nf7") sinQaf7) 429
sin(2nft sinnfr
— —Ci(2 " Ci(2 IR
27 ft"” 2nft H@mfe)+ G nf‘r)}
where
L
cos X
Ci = dx.
1(8) OO/ . X

This spectrum is shown in fig. 4.2a and b as a function of 7’ for 7’ = 5 7".

A distribution of transit times is accompanied by a distribution of pulse

heights, since the area under the pulse is constant.
(b). A different mechanism for a distribution of t values is one, in which the
motion of a flux bundle is interrupted due to interaction with pinning centres.
Two times are now involved: the time, during which a flux bundle is free and
is moving, and the time, during which it is pinned. This is similar to the case
of generation-recombination noise in semiconductors, as was treated by
Machlup *32). Assuming an exponential distribution function for the two
characteristic times, the noise power was found to have a [1 4+ 2 # [ 7,,)*]™!
frequency dependence, where 7,,~! is the sum of the two inverse time con-
stants.

As a special case of this interaction, we assume that the flux bundles are
halted for such short times that the total transit time 7 is not affected to a first
approximation, as is illustrated in the inset of fig. 4.3. The generation rate N
is thus not affected by this mechanism. The transit of a flux bundle gives rise
to a series of pulses with duration times ;.

The power spectrum can be written

W(f)=2N [|F(fr)l* g(z) dz.. (4.30)

This spectrum has been calculated for a number of distribution functions and

for rectangular pulses:

(1) A rectangular distribution function, g(z;) = 1/(z — t’"). The power spec-
trum is
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W) = 20 V{r_” |:sin (nfr")j|2 - |:sin (nfr)jl2 L

nft”’ nfr

T

+ SiRafr)—Si(2 nfr")]}, (4.31)
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Fig. 4.2. Theoretical flux-flow noise-power spectrum of eq. (4.29) for rectangular voltage
pulses with a distribution of transit times g(z;) = 1/(z’ — ") with v/ = 57”. (@) Linear

scale; (b) log-log scale.
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where

¢ .
sin x

i = | ——dx.
Si (2) / —dx

For 7> 7’ we may write for frequencies less than 1/7”":
20V (SiQRaf1) sin (7 f1)7]?
é [ nft —|: nft ]}
This power spectrum is calculated numerically with the help of tables
published in the literature and is shown in fig. 4.3, curve c. At high fre-

quencies the spectrum varies as 1/f.
Exponential distribution function with predominantly short pulses

g(zry) = C, exp (—7,/7)), (4.33)

W(f) = (4.32)

with

C,={r, [l —exp (—z/T)]}
where 7, is a constant.
The calculation of W(f) was done on a computer for 7, = 7/3 and for
7, = 7 and assuming 7 > 7. The results are shown in fig. 4.3, curves a
and b.
At high frequencies the spectra follow also a 1/f frequency dependence.
The spectra are shifted to higher frequencies with respect to the spectrum
of eq. (4.31) because by this distribution function more short pulses are
assumed.

N
e gft)=6(ti-T)
s \\ &\‘\

In N\ NN
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4.3. Theoretical flux-flow noise-power spectra W(f)/W(0) = [ g(z)[sin (7f7))/n f7;]? dz;
0

for various distributions of duration times g(z;) of rectangular pulses. In the inset: voltage
pulses with and without halting, transit time 7.
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(3) Exponential distribution function with predominantly long pulses

g(z) = C, [1 —exp (—7,/7y)], (4.36)
with
C; = {t+ 7, [exp (—7/r,) — 1]}~

The power spectrum has been derived from the previous two cases for
7, = 7 and is drawn in fig. 4.3, curve d. It exhibits an 1/f behaviour for
f 7> 10 (not drawn).

(4) If for the distribution function a delta function is taken, the spectrum is
simply given by eq. (4.21). This is also shown in fig. 4.3, curve e, for g(z,)=
ot — 7). .

It has been remarked by Heiden *33) that the 1/f dependence occurs for a wide

class of distributions g(z,), regardless of the pulse shape.

4.2.3. Flux-modulation noise

The value of @ was so far assumed to be constant for a given bundle. In
fact it is likely that due to interaction with pinning centres the bundle size will
undergo random fluctuations during the transit across the superconductor by
picking up and losing vortex lines. If the duration times of these fluctuations
follow an exponential distribution with average value 7,, the autocorrelation
function of the bundle-size fluctuations §®D(¢) can be written as *34)

(BD(t) 0B(t + 5)> = (SD?> exp (—s/75). 4.35)

The power spectrum of this modulation noise voltage can be calculated with
eq. (4.17):
(6D T
W(f)=4V? 2 : (4.36)
D2 14+ Qafr,)?
By analogy velocity fluctuations dv give rise to a flux-modulation noise-power
spectrum:

{6v?) T,

= 4Pl .
W) d 2 14+ QRafr,)?

(4.37)

Fluctuations of N are related to the bundle-size fluctuations and the velocity
fluctuations.
4.2.4. Other sources of noise

It was assumed that the generation and annihilation of a vortex line does not
give rise to voltage pulses. This agrees with the evidence that in a type-1I super-



conductor with a reversible magnetization curve, where the heat-absorption
process in isothermal magnetization and demagnetization is also reversible 13%),
the generation and annihilation of a vortex is not dissipative 13¢) and does thus
not give rise to noise. It is not known whether this also applies to irreversible
superconductors. The effect may be an extra source of noise.

The number of vortex lines in the superconductor was so far taken to be
constant, because the average generation and annihilation rates are equal. In
fact, the flux content of the superconductor may undergo fluctuations. If d is
the distance between the vortex lines, the characteristic time for these fluctua-
tions is of the order of d/v. The resulting noise therefore has a cut-off frequency
of the order of v/d.

If the flux motionin a type-II superconductorisnot in the form of independ-
ent flux bundles, but as a rigid vortex lattice, there is no noise, as the generation
at the edge is then not random. It was pointed out by Kulik 5°) and by Caroli
and Maki ') that the current then contains an a.c. term with frequencies
f =k v/d, where k is an integer. This is due to the uniform motion of the
periodic vortex structure, which thus gives rise to a line spectrum probably
in the MHz range.

4.2.5. Noise in a Corbino disc

In a Corbino disc, where one potential contact is in the centre and the other
along the entire circumference, no flux-flow noise is generated. The electric field
is directed radially and the flux bundles flow in concentric circles. There is then
no transit of flux from one edge to another, but there is a continuous motion,
and no generation and annihilation of vortex lines occur. Consequently the
motion of a flux bundle does not generate a voltage pulse, but a constant volt-
age, if the velocity and bundle size are constant. There is thus no flux-flow noise.
If there are fluctuations of v and @ there will be flux-modulation noise.

4.3. Johnson noise

We shall now derive an expression for the Johnson-noise voltage across a
type-II superconducting slab analogous to the Nyquist formula for a resistor.
Consider a vortex line with effective mass M, per unit length, which deter-
mines the inertia when a force is applied. We assume Langevin’s equation to

apply

M,—+nv=—=, 4.38
dr ki L . (4.38)

where F(¢) is the fluctuating force on a vortex line, and L is the length of the
vortex lines, which is assumed to be constant. It is further assumed that

(F@)> = 0.



The autocorrelation function for the velocity can be written
Co(t) o(t + 5)) = {v*(1)) exp (—s/73), (4.39)

with 73 = M, /n.
In the case of thermal equilibrium (v?>) = kg T/M, L. It then follows for
the mean squared velocity fluctuations
4kgT/nL
14 QafT)?
The voltage between the potential probes, due to motion of one vortex line,
is V = v @o/c w. With the help of eqs (2.22) and (2.30) the m.s. voltage fluc-
tuations due to all the vortex lines in the superconductor can be shown to be
BV, 4¥n T B df, (4.41)
d ‘1+(2”f73)2 , '
where Ry = o [[Lw = V/(I—1,) and I, is the threshold current. It is as-
sumed that the individual fluctuations of the vortex lines are random.

The equation is analogous to Nyquist’s formula for Johnson noise in a
resistor with resistance R;,. The value of 73, as given by Bardeen and Stephen 53)
for a superconductor with negligible Hall angle, is 73 = 2 7, close to H,,
and 73 = 1, at low fields.

In the derivation of eq. (4.41) thermal equilibrium was assumed. It is not
certain that this is the case when a transport current is present. According to
Clem !37) temperature gradients exist near a vortex line, which may cause
thermal non-equilibrium for high vortex velocities. '

<rD) (4.40)

4.4. Flicker noise

In this section we will deal with the noise that is due to local temperature
fluctuations in the superconductor. This type of noise follows roughly a 1/f?2
frequency dependence. Since it is due to temperature fluctuations, it will be
called flicker noise. We use a model that is based on the hypothesis that the
temperature fluctuations are caused by fluctuations in the transfer of Joule heat
from the superconductor to the helium bath.

When heat is transferred from a heater to a liquid, three principal heat-trans-
fer mechanisms can be distinguished in the stationary state. This is shown for
liquid helium I *38), in fig. 4.4, where the heat flux ¢ is drawn as a function of
the difference between the heater temperature 7, and the temperature 7, of
the liquid. At low values of (7}, — T)), the mechanism of heat transfer is con-
vection of the liquid, giving rise to a heat flux g proportional to (7, — T)). If
there is turbulence in the liquid, this may cause temperature fluctuations in
the heater. At higher power levels a second mechanism is superposed on the
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Fig. 4.4. Experimental heat-transfer curve for liquid helium I '3%), The heat flux g is plotted
as a function of the difference between the heater temperature 7, and the bath temperature T;.

convective heat transfer, namely nucleate boiling. Due to formation of vapour
bubbles on the surface, the heat transfer is improved considerably. In liquid
helium the heat flux varies with the temperature difference in this regime as
q o« (T, — T))* for a smooth surface '3%).

When the dissipated power is greater than a critical value, called the peak
heat flux, the bubble formation is so vigorous, that the bubbles coalesce and
a vapour film is formed with a much lower heat-transfer rate. This phenomenon
is called film boiling.

In the nucleate-boiling regime the heat transfer at a particular site increases
during formation and growth of a bubble, so that there the surface temperature
drops. After departure of the bubble !4°) the heat transfer is decreased and the
surface temperature increases slowly until a new bubble is formed. These local
temperature fluctuations have been studied in boiling water and organic liquids
or mixtures by using small thermocouples or thin-film thermometers *4-144),

The fluctuations could be identified with bubble formation. This formation
takes place at certain nucleation sites, the number of which increases with
increasing power dissipation. At low values of the heat flux the bubbles at a
particular site are formed at irregular time intervals, but at higher heat flux this
occurs more or less periodically. '

No data on these temperature fluctuations are available for liquid helium,
but the heat-transfer mechanism appears to be the same as in other liquids,
and the temperature-time function of the fluctuations is therefore assumed to
be roughly the same.
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In order to deal with the problem analytically the time function of the local-
surface-temperature pulse is assumed to be given by

AT(¢) — —AT,, tTy for 0<t <1

AT(t) = —AT,, exp [(z, — 1)/70] for t> 1, (A2

where at ¢t = 7, the bubble leaves the surface and 7, is the surface-heating
time constant. The function is shown in the inset of fig. 4.5. The pulse form is
close to what was found experimentally in other liquids. ‘

For the calculation of the voltage fluctuations across the superconductor due
to these temperature pulses it is necessary to know the temperature dependence
of the flux-flow voltage, which is a function of the threshold current density J,,
the pinned fraction p and the viscosity coefficient #. This function is not known
in analytical form. In order to be able to calculate the m.s. voltage fluctuations
it is therefore assumed (which was verified by the experiments) that the resist-
ance changes linearly with temperature, i.e. AR = k, AT.

l | I [ [ [ I
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Fig. 4.5. Theoretical flicker-noise-power spectra of eq. (4.44) for three pulse forms. The inest
shows the temperature-time pulse.



It is further assumed that the resistance changes in an area equal to the cross-
section of a bubble. If the current distribution is not affected by the local resist-
ance change, and the foil width is w, the voltage change across the specimen
due to one bubble with diameter D, for a current I is

D,
AV =1k, AT. (4.43)
w
If the bubbles are distributed across the surface independently of each other
and if they are generated at random at a rate N, thereby generating temperature
pulses as given by (4.42), the noise-power spectrum can be written

w1 = 28] 12k 0T, [, 444
with "
Hw) — w? 1,2 —2 0 1, sin (o 7)) + 2 [1 —cos (o 1,)] [1 + @2 742 + 0? 7, 7]
o* 1,2 75 (1 + 0? 74%)
and w =2z f.

This spectrum is shown in fig. 4.5 as a function of w 7, for various values of
T,/To. The oscillatory behaviour at high frequencies will only be found if the
lifetime of a bubble 7, is constant everywhere on the surface. It is to be expected
that due to a distribution of lifetimes these minima and maxima will be smeared
out.

For 7, = 0 the noise spectrum reduces to

2N (I D, ky AT, 7o/w)?

1 + w? 742

W(f)= (4.45)

For frequencies higher than 1/7, this noise has a 1/f? frequency dependence.
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5. MEASUREMENTS OF FLUX-MOTION NOISE IN TYPE-II
SUPERCONDUCTORS

In this chapter the results of noise measurements on type-II superconductors
are presented and compared with the theory, as given in chapter 4 and with
the results of the d.c. measurements, as given in chapter 3. After a description
of the experimental conditions, we shall first show a number of power spectra,
measured on vanadium foils for various combinations of field, transport cur-
rent and temperature. The measurements allow the determination of the
fraction of flux that is pinned and the flux-bundle size. These quantities are
given as a function of field, current and temperature. Next the noise reduction
at low frequencies will be treated. Results of noise measurements are also
given for In-20 at. % Tl wire. Measurements of flicker noise due to temperature
fluctuations are shown and discussed. Finally the interpretation of the noise
measurements and the implications for the mechanism of flux flow are discussed
in the last section.

5.1. Experimental methods

S.1.1. Experimental set-up

The power spectra of the mean-squared noise voltages were measured by
using a network as shown in fig. 5.1 in a block diagram. The a.c. signal across
the potential probes of the superconductor is transformed up using a trans-
former with mu-metal core. The signal is then amplified about 100 times by
a low-noise broad-band amplifier. The amplified signal is fed into a wave
analyzer. This is an instrument operating on the heterodyne principle which
can be tuned to any frequency f, between about 10 Hz and 16000 Hz.

Broad-band || Wave Thermo- dc.
amplifier analyzer couple u volt-
100x —Af=4-4Hz (— detector meter

I

Fig. 5.1. Block diagram of measuring set-up for noise-power spectra.

The input signal is mixed with a signal of frequency 50 kHz — f,. If the
frequency f, is present in the incoming signal, the sum frequency is passed
through a 50-kHz band-pass filter on to the second stage where it is mixed with
a signal of frequency 51-5 kHz. The difference frequency is filtered out with
adjustable bandwidth Af and amplified.

The output signal is rectified by a quadratic detector. This is a detector which
directly measures the noise power. Two thermocouple valves Philips THI1 are
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used in series, which are protected against overloading. The output signal of
the detector is measured with an electronic microvoltmeter (Philips GM 6020).

The time constant of the detecting circuit is almost entirely determined by
the thermocouples and is equal to 2-5 s. Either of two input transformers was
used. One had a flat frequency characteristic above 30 Hz and a transformation
ratio of about 100. The other had a more or less flat frequency characteristic
between 10 Hz and 1000 Hz and a transformation ratio of about 190. The
latter was only used for measurements at low frequencies. The broad-band
amplifier used in the early stages of the work was a valve amplifier. Later a
transistor amplifier (Philips PM 6045) was used because of the higher ampli-
fication at low frequencies.

The wave analyzer used was a Radiometer (Copenhagen) type FRA 1. For
measurements below 20 Hz use was sometimes made of type FRA 2, because
of its better stability at low frequencies. The measuring circuit has a power-
transfer function G( ). If the noise power at the input is W(f,), the power
at the output is proportional to W( f,) G(fo), if the circuit is a linear system.
The power-transfer function was determined from measurements of the thermal
e.m.f., with a known signal on the input transformer. The calibration was car-
ried out by means of a Philips RC generator (20-16000 Hz) or a Peekel RC
generator (5-11000 Hz). By using a voltage divider a voltage of 1 uV was fed
into the input transformer, the wave analyzer was tuned to the signal frequency
and the voltage on the pV meter (GM 6020) was measured for different fre-
quencies. The resistance that was put across the input transformer was 0-01 €,
being of the same order of magnitude as the specimen resistance.

Figure 5.2 gives the reading on the wV meter for an input signal of 1 pV on
the wave analyzer with 1000 x amplification and for the two transformers. The

1000

£ | | | Transformer 2
Thermo~ 5 = ——H
couple 7 B P . W S
emf 1 A Transformer !
(uv) 14
100,
5F \
2
Bandwidth 4-4Hz
10 Wave-analyzer amplificatjon:1000
o M.s. input voltage 10722 :
i
2
7 1111 Latl L1l 111l

1 2 5 102 5 122 5 102 5 10°
—Freq.(Hz)

Fig. 5.2. Calibration of the noise-measuring circuit for two different input transformers. The
thermal e.m.f. is shown as a function of wave-analyzer frequency for 1072 V2 on the input.



thermocouple voltage was found to be linearly dependent on m.s. input voltage
for a thermal e.m.f. of up to 3 mV. Due to the linearity of the system, the
power-transfer function is the same for other wave-analyzer amplifications.

The limit of detection of the set-up was about 5.107'° V2 across a specimen
resistance of about 5 m€. This is the difference between readings with the noise
source switched on and off. This limit was mainly determined by the sensitivity
of the wave analyzer.

The bandwidth 4f of the measuring circuit if defined as the integrated pass-
band divided by the power-transfer function G(f) at the tuned frequency fo,

JG()df = 4f G(fo), (.0

was found by graphical integration to be 4-4 Hz. If defined as

G(fo £ 4f]2) = § G(fo), (5.2)

Af was 4:0 Hz. The ratio G(f)/G(f,) is shown in fig. 5.3 for f, == 220 Hz.

The output signal A(¢) of the thermocouple detector is composed of a d.c.
and a noise component. The relative error of a single measurement is now defin-
ed as

_ A0 — Ay

o, (5.3)
<A@y

G(f) ‘

G) £, =220Hz
‘ 10
; |

\ 14 40-1)?

05 / Af \ I(Z.\f)3

7 & [

R 0 10

1y (Hz)

Fig. 5.3. Power-transfer function of the measuring circuit in normalized units for f, = 220 Hz.
The bandwidth 4 f as defined by the width at G(f)/(G f,) = 0-5 is indicated.

For a detector circuit of time constant 7, and a frequency passband with
spectrum,

G(fo) -
1+ 4(f—f)*Af)?’

as indicated in fig. 5.3 and where Af is defined by eq. (5.2), it can be shown
145) that the value of a, is given by

o = (4 Af 7))~V (5.5)

6(f) =

(5.4
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Since Af = 4 Hz and 7, ==2-5 s, the r.m.s. fluctuation about the average
reading amounts to about 16 9. Individual fluctuations can of course be much
higher.

5.1.2. Measurements

The noise was measured as the difference between microvoltmeter reading
with transport current switched on and off. It was always verified that the
measured noise was due to the mixed state by also carrying out the same
measurement in zero field as well as in a field above H,.,. This rules out pos-
sible noise caused by current fluctuations in the specimen or in the electro-
magnet.

Frequency spectra were measured by setting the wave analyzer at different
frequencies, whereby the 50-Hz mains frequency and its harmonics were avoided.
Sufficient time was taken at each frequency to get an averaged reading. The
reading was averaged by visual observation. In some experiments the output
of the GM 6020 microvoltmeter was connected to a recorder to find the
average. There was no difference in the results from both methods.

The spectra were measured for different values of magnetic field, transport
current and temperature. This was done on the vanadium foils and the indium-
20 9% thallium wire, the dimensions of which are given in table III. The material
properties are given in table II (sec. 3.1.2). The magnetic field was always first
decreased to zero from above H,, and then increased to a chosen value.

TABLE III

Length between potential probes and width of specimens for noise measure-
ments

specimen length width
(mm) (mm)

V2a 58 1:3
V2b _ 10-8 2-8
V2c 4.7 1-1
V2e 54 12
V4a _ 99 0-85
V5 2-5
In-209%; Tl 5 2




The potential and current leads to the specimens were properly shielded. This
shielding was done in the helium cryostat by a German-silver tube.

It was found that the measurements were sometimes not reproducible from
run to run, if the specimen was allowed to warm up in between different helium
runs. This may be caused by different conditions of stress in the sample. The
irreproducibility could be avoided if the specimens were glued rigidly to the
holder and kept cold (in liquid nitrogen) in between successive helium runs.

5.2. Flux-flow noise in vanadium foils

5.2.1. Power spectra

Typical flux-flow noise-power spectra are drawn in fig. 5.4 for two values of
the magnetic field. The corresponding oscillograms of the noise measured with
a band pass between 1 and 2000 Hz are shown in fig. 5.5.

In some cases the noise spectra at low frequencies exhibited either a very
sharp rise due to the flicker effect or a decrease. These effects will be discussed
later. In the discussion of the flux-flow noise they will be neglected for the time
being and they are disregarded for the determination of W/(0). The flux-flow
noise can be distinguished from the flicker noise by the different power spectrum.
Figure 5.6 shows measurements where both flicker noise and flux-flow noise
are found. The value of {(6V,2> due to flux flow is determined by extrapolation.
This introduces an uncertainty in W/(0), which in some cases may be appreciable.

Some of the measured spectra are shown in figs 5.7 and 5.8 for specimens
V2c¢ and V2a for various combinations of field, current and temperature. The
power spectra W( /') are given in normalized units, relative to the extrapolated
value at zero frequency W(0). Also shown in the figures is the theoretical
spectrum for sinusoidal pulses with transit time 7, as given in chapter 4:

71072
<¢5sz>
%) Flux-flow noise
5 V2e
J=830A/cm?
T=4-2°K
4 c\
i\
344
| \ Yo
2% X
v \ =940 e
: <
\GH2006 K
0 +\| [~ =+ o=
0 400 800 1200

— Freq.(Hz)

Fig. 5.4. Experimental flux-flow noise-power spectra for two values of the magnetic field,
specimen V2e, J = 830 A/cm?2.
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Fig. 5.5. Oscillograms of noise voltage, corresponding to the spectra of fig. 5.4. Vertical de-
flection 0-5 wV/div; horizontal deflection 5 ms/div.

w(f) = (5.6)

¢

2@ V[cos(mf1)T]?
[1—4f212]

This was fitted to the experiments by drawing the theoretical curve system-
atically through or below the experimental points, because of the possibility
that there is extra noise by some other causes. The flicker-noise and the low-
frequency-noise reduction were disregarded in this procedure. The cut-off fre-
quency of the noise f, = 1/7 gives the value of the transit time. If it is assumed
that flux motion is in a direction perpendicular to transport current and field,
7 is also given by
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Fig. 5.6. Experimental power spectrum when both flux-flow noise and flicker noise are pres-
ent, specimen V4a.

IwB(l—p)
= _7
T "% ; (5.7)

as follows from eq. (4.28). The experimental results thus allow the determination
of pas B and V are known.

The values of magnetic field H, current density J and temperature T are
given for each spectrum, as well as the values of d.c. voltage V, (§V,2>, bundle
size @ and pinned fraction p.

Figure 5.9 shows experimental spectra for specimen V2b at 7 = 4-21 °K.
For some spectra eq. (5.6) could not be fitted to the experimental points; as
this would mean a negative value of p. The spectra of fig. 5.9 are therefore
compared with the theoretical spectrum of eq. (4.21) for rectangular voltage
pulses. That this spectrum fits the experimental results better might be due to
the fact that specimen V2b is much wider than the others, so that the edge effects
are less important and the elementary voltage-time function resembles a
rectangular pulse.

In specimen V2a at low currents and fields the assumption of flux motion perpendicular
to current and field is not justified, as was discussed in sec. 3.1.3. For the lowest currents
and fields, where noise measurements were carried out, the angle between the directions of
motion and transport current is about 50°, as follows from fig. 3.6. The distance over which
a flux bundle travels is then not equal to w, but about 309, greater and the transit time is
greater than w/v by the same amount. At higher values of current and field the flux motion
is at about 70° to the current direction and the transit time is then about 6 % greater than w/v.

The measured power spectra, as shown in figs 5.7 to 5.9, agree reasonably
well with the theoretical spectra for pulses with one transit time, except at low
temperatures. This agreement is found especially for the unannealed samples
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Fig. 5.7. Experimental flux-flow-noise spectra normalized at W(0) for specimen V2c at dif-
ferent values of transport-current density J and magnetic field H. The drawn curves are the
spectra given by eq. (5.6) which is fitted to the experimental points by choosing the value of p.
The symbol F indicates the presence of flicker noise. The figures give the value of the extra-
polated m.s. noise voltage (8V,2), d.c. voltage V, bundle size @ and pinned fraction p;
(@) T = 421°K, (b) T = 2:09 °K.
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Fig. 5.8. The same as for fig. 5.7, for specimen V2a; vertical bars denote the uncertainty in
W(f). (@) T = 421 °K, (b) T = 2:90 °K.
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Fig. 5.9. The same as for fig. 5.7 for specimen V2b; T = 4-21 °K. The drawn curves are the
spectra, given by eq. (4.21).

V2b and V2c. The transit times, as determined from these spectra, varied in the
experiments between 0-5 and 10 ms, which corresponded to a velocity range
between 10 and 150 cm/s.

At low temperatures the theoretical spectra for pulses with one transit time
do not fit the experimental points very well. In most cases a high-frequency tail
on the spectra is found which is absent on the theoretical spectra, as can be
seen in fig. 5.7b for specimen V2¢ and in fig. 5.86 for specimen V2a. The high-
frequency behaviour is also illustrated in fig. 5.10 where some spectra for these
two specimens are drawn on a log-log plot. The figure shows that the noise
spectra for specimen V2c fall off with frequency more rapidly than the spectra
for specimen V2a. In the latter case there is a large error at high frequencies
due to the low noise level. These spectra are likely to be caused by a distribution
of pulse durations, as was discussed in sec. 4.2.2. It was shown there that the
theoretical spectra are dependent on the actual distribution function g(z;) and
on the mechanism that causes the distribution of pulse durations. If this
mechanism is a distribution of values of the threshold current density J, over
the specimen, a possible spectrum is that which was shown in fig. 4.24 and b
for a rectangular distribution function of rectangular pulses. A jerky motion
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Fig. 5.10. Experimental flux-flow-noise spectra on a log-log scale for specimens V2c (T =
2-09 °K) and V2a (T = 2-90 °K). For clarity the error bars have been omitted from one of
the curves for specimen V2a.

of flux bundles with constant total transit time gives 1/f noise for various types
of distribution functions, as shown in fig. 4.3. A jerky motion with random
pulse durations gives 1/ behaviour at high frequencies. This is also the case
for flux-modulation noise due to random fluctuations of bundle size or velocity,
as was discussed in sec. 4.2.3.

A quantitative comparison of the experimental curves with theory is difficult
because of the variety of possible spectra. We will therefore only give some
qualitative conclusions about these spectra. The spectra for specimen V2a,
which were found to fall off with frequency roughly as 1/f, are probably caused
by a jerky motion of flux bundles with negligible pinning times. The spectra
for specimen V2c, which fall off with frequency more rapidly, are probably
caused by a distribution of J, values and not by a jerky motion. In the latter
case the cut-off frequency does not give the correct value for the moving flux
fraction (1 — p) with eq. (5.7), as will be discussed in the next section.
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There may be also flux-modulation noise present in the experimental spectra, also giving rise
to a high-frequency tail, but a quantitative evaluation is not possible. The same applies to a
high-frequency tail from flux bundles passing very close to the potential probes 13°), as
discussed in sec. 4.2.1.

The different behaviour between specimens V2a and V2c¢c may be caused by
the difference in structure. In specimen V2a the pinning is partly due to grain
boundaries, which lie parallel to the vortex lines. The number of these
grain boundaries, encountered by a moving flux bundle is relatively small and
in between there is probably very little pinning. The motion of a flux bundle
is thus likely to be interrupted a number of times, as was also observed with a
Bitter technique !46). The interaction with surface valleys probably also causes
the flux bundles to move in an irregular manner.

Specimen V2c¢ contains very many dislocations, arranged in cells of about
0-5 p diameter. In this specimen the pinning centres are much more homo-
geneously distributed and there is less chance for a flux bundle to be stopped
once it is moving. There will probably be only small fluctuations in the flow
velocity.

The pinning effects, which cause the high-frequency tail on the spectrum, are
much more severe at low temperatures, as was discussed in chapter 2. This
explains why the discrepancy between the experimental spectra and the simple
theory is mainly found at the lower temperatures.

5.2.2. Pinned flux fraction

The value of the pinned flux fraction p that was found by matching the
theoretical power spectrum to the experiments was determined for various
values of magnetic field, current and temperature. In some cases this deter-
mination was not unambiguous, due to the scatter of the experimental points,
so that then the value of p was uncertain. Uncertainty also arose if there was
flicker noise present.

According to eq. (2.34) the moving fraction of vortex lines should be pro-
portional to the slope of the E-J characteristic o(J)/os,.

‘The value of (1 —p) as found from the noise measurements should there-
fore agree with the value obtained from the derivatives of the E-J curve. This
is demonstrated in figs 5.11 and 5.12 where o(J)/oy, is drawn as a function of
transport-current density for two values of magnetic field and temperature for
specimens V2c and V2a. Also shown are the values of (1 — p) as determined
from the noise spectra. The figures show that for specimen V2c the values of
(1 — p) from the noise spectra are of the same order of magnitude as those
derived from the d.c. experiments.

There is, however, discrepancy between the results of the two methods for
the annealed vanadium V2a. The value of (1 — p) from the noise spectra is
systematically below the value of o(J)/o. In the previous section it was sug-
gested that in specimen V2a the flux motion is interrupted for very short times,
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so that a distribution of pulse durations is found. Theoretical power spectra
for this case, as shown in fig. 4.3, have a cut-off frequency that is much larger
than 1/7. Consequently the value of (I — p), as determined from eq. (5.7) by
equating the cut-off frequency to 1/7, is then much smaller than the real value.
The power spectrum of eq. (4.29) (fig. 4.2a and b), which is believed to be
applicable to the measurements on specimen V2c, gives about the same value
for (1 — p) as the spectrum of eq. (5.6). This can be derived from the expres-
sion for the d.c. voltage, which can be shown to be for g(z))=1/(z'—1"

. IwB(l—p)in (r’/r”)‘

pyT— (5.8)
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For t’/t”” = 5 this expression becomes

V ~ i—w . (5.9)
ctf2
Figure 4.2a shows that the cut-off frequency for this case is about 2/7’, so that
the resulting values of (1 — p) from eqs (5.7) and (5.9) are about the same.
The magnetic-field dependence of (1 — p) with constant current density is
also different for specimens V2a and V2c. In the annealed specimen V2a the
value of (1 — p) increases with field, whereas in specimen V2¢ the value of
(1 — p) decreases with increasing field for values above 0-4 H.,. This is in
agreement with the field dependence of the critical current density J,, which
“decreases with increasing field in specimen V2a and increases with field in
specimen V2c, as was shown in fig. 3.7. For a constant value of the transport-
current density the number of vortex lines that are moving should increase
when J, decreases and the reverse.
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Fig. 5.13. Moving flux fraction (I — p) (interpolated values) as a function of temperature for
H|H_., = 0-5 and various current densities. Specimen V2c.

The temperature dependence of (I — p) at constant current is shown for
specimen V2c in fig. 5.13 for H = 0-5 H,,. The value of (1 — p) increases with
temperature, which is in agreement with the temperature dependence of J,, as
was shown in fig. 3.8. For specimen V2a the value of (1 — p) also increases
with temperature, but this is not shown in a figure, as the absolute value of
(1 — p) is uncertain as was shown in fig. 5.12.

5.2.3. Bundle size

The expressions for the power spectrum of the flux-flow noise at /= 0 all
give a value

W) =2® V/c. (5.10)
This provides a possibility of determining the value of the flux-bundle size @,

since V is known from d.c. measurements. .
The value of @ was determined for some of the specimens shown in table 111



for different values of transport current, magnetic field and temperature. The
value of @ is expressed as the number of single flux quanta @,. As was remarked
earlier, the presence of flicker noise may cause some uncertainty in this deter-
mination. The results are shown in figs 5.14 to 5.16. The presence of flicker
noise is denoted in figs 5.14 and 5.15 by the symbol F.

Cold-rolled vanadium V2c
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Fig. 5.14. Flux-bundle size versus reduced field for different values of transport-current den-
sity and temperature. The symbol F means presence of flicker noise. Specimen V2c.
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Fig. 5.15. The same as for fig. 5.14. Specimen V2a. For small bundles the uncertainty is
indicated by vertical bars.
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Fig. 5.16. Flux-bundle size (interpolated values) versus transport-current density for H/H., =
05 at various temperatures for three vanadium foils.

Figures 5.14 and 5.15 give the dependence of @/@, on H/H,, for various
values of transport-current density and temperature of specimens V2c¢ and V2a.
Figure 5.16 gives @/@, as a function of current density at H/H., = 0-5 for
specimens V2c¢, V2a and V4a at various temperatures, as found from the de-
pendence of /¢, on H/H,,. The figures show that @ may be considerably
greater than @, and that values differing by five orders of magnitude are found.

Figure 5.16 shows that the bundle size decreases rapidly with increasing cur-
rent density when the temperature is held constant and varies roughly as J~4.
From a comparison of the results at constant values of J and T for the three
specimens it follows that @/¢, is smaller in the material with less flux pinning.
It was discussed in sec. 3.1.4 (fig. 3.7) that there is less pinning if the flux flows
in the rolling direction, as in specimens V4a and V4b, than when the flux flows
perpendicularly to the rolling direction as in specimens V2c and V2d. The
pinning effects are smaller still in the annealed specimen V2a.

The bundle size for a constant value of J also decreases with increasing tem-
perature. It was earlier discussed, in sec. 3.1.4, that a temperature increase
causes a reduction of the pinning.

These effects are qualitatively in agreement with the dependence of @/,



on J, for a greater value of J causes a greater value of the driving force on the
vortex lines, so that the influence of pinning is diminished.

The bundle size also decreases drastically with increasing field and drops to
low values near H_,, where the bundles are of the order of 10 ¢, in the un-
annealed specimen V2c and ¢, in the annealed specimen V2a.

As the value of @ is found from extrapolation of the flux-flow-noise spectrum
to /= 0, the determination of @ is inaccurate when flicker noise is present.
Moreover, since the flicker noise is caused by temperature fluctuations, the
value of H,, will also fluctuate so that in a constant field close to H., the
specimen undergoes fluctuations into the normal state where @ is no longer
defined. Extrapolation of the flux-flow-noise spectrum to f = 0 therefore
gives then only an order of magnitude for @.

It is, however, possible to remove the flicker noise for not too large current
densities by cooling the helium bath through the A transition. By doing this,
it was found in specimen V2a that when @ has reached the value @,, it does
not decrease any further with increasing field. Figure 5.15 shows that there
@ = @, within the accuracy of measurement.

The decrease of @/ @, with increasing field in specimens V2¢ and V2a cannot
be interpreted as due to diminished pinning effects, since in specimen V2c the
pinning increases with field, whereas in specimen V2a the pinning decreases
with increasing field, as was shown in secs 3.1.4 and 5.2.2.

Summarizing, we conclude that the flux bundles become smaller when the
magnetic field is increased and when the effects of pinning are diminished. The
experiments further present evidence for a limiting value of the bundle size,
equal to @,.

A model for the bundling of the vortex lines should take account of these
results.

This bundling of vortex lines was originally proposed by Anderson 7%) in
his theory of flux creep. He suggested that vortex lines would not jump over
pinning barriers alone, but would move in bundles. If the driving force on a
single vortex line is not large enough to push it over a barrier, clustering may
occur. If only some of the vortex lines are pinned, the mutual repulsion between
the vortex lines causes the unpinned ones not to move individually, but to push
the pinned ones over the barriers. The size of the bundles may be governed by
the amount of pinning. For high barriers, or a small driving force, a large co-
operative pressure is needed for flux motion and large flux bundles will be
found. If there is little pinning or a large driving force on the vortex lines, only
a small bundle size is needed for flux motion.

This model is in qualitative agreement with the observed dependence of @/,
on pinning conditions.

An explanation of the field dependence may be given in terms of overlapping
vortices. To give an indication of these overlapping effects we calculate the
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interaction energy between one vortex line and its neighbours and compare
this energy with the vortex-line self energy ¢, as given in eq. (1.13).
The interaction energy per unit length can be written 2) as

s v =62 (24" d/) 5.11
u=6(2) (55) ewean (5.1

for d > 12> &, where d is the distance of a vortex line to its 6 nearest neigh-
bours.

The value of 1 is found from eq. (1.14) and the theoretical dependence of
H,, on x '47),

The results of the calculation is shown in fig. 5.17 where (2 U,)/¢ is shown
as a function of H/H.,. The interaction energy becomes a significant fraction
of the line energy for distances less than about 3 2, that is at reduced fields
of the order of 0-2 to 0-3, depending on pinning conditions and temperature.
The measurements all fall in the region H > 0-2 H,,.
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Fig. 5.17. Calculated vortex-line-interaction energy X U, relative to the line energy € versus
reduced field for specimens V2c¢ and V2a. The numbers at the points denote values of d/A,
where d is the vortex-line separation.

We suggested earlier that flux movement in the form of bundles takes place
by a joint pressure of the vortex lines on each other. The value of this pressure
is determined by pinning conditions, transport current and temperature. When
the magnetic field is increased, the vortex lines get closer together so that they
exert a greater repulsive force on each other. For a given combination of pinning
conditions, current and temperature a smaller bundle is now sufficient for flux
movement since the mutual pressure of the vortex lines is now greater. In con-
sequence the average bundle size necessary for flux movement is decreased.



Another effect of the field may be the lowering of the surface barrier for flux
entry 87), so that the surface may also play a role.

Direct experimental evidence for the model of flux-bundle flow is not avail-
able. It may be possible to test it by a recently developed high-resolution (1 )
magneto-optical technique !#8). In a stationary situation flux bundling does
occur as has been observed by electron microscopy of Bitter patterns *!7-149),
The experiments on the Corbino disc have also shown that the flux does not
move as a rigid lattice (sec. 3.1.3). Trauble and Essmann '°) have demonstrated
that the vortex lattice is far from perfect and contains many types of defects,
such as dislocations, stacking faults (rectangular lattice), orientation boundaries,
depleted zones and even liquid-like structures. It would therefore not be surpris-
ing if the vortex lattice breaks up into smaller parts when flux motion sets in, like
the breaking up of a two-dimensional soap-bubble crystal after stirring 15°). Ap-
parently the flux motion is then presumably due to motion of vortex crystallites
orgrainsthatslide pasteach other. These grains may have somewhatdifferentveloc-
ities in different parts of the specimen due to a distribution of threshold current
densities. If the field is increased, the grains get smaller and close to H,, the
flux motion appears to be in the form of single vortex lines. The limiting value ¢,
for the bundle size at high fields suggests that the decrease of the noise with
increasing field is indeed due to a reduction of the bundle size and not to some
correlation effect. This would mean that the vortex crystal has a liquid-like
structure at high fields.

The motion of flux as bundles does not necessarily mean that a flux bundle,
once it is generated, retains its identity all the way across the superconductor.
A moving flux bundle may pick up vortex lines and leave others behind. This
would give rise to fluctuations of .

Chilton '51) has suggested that the flux moves as elongated bundles, one vortex wide and
many vortices after one another. These vortex-lattice planes would be uncorrelated to neigh-
bouring lattice planes. Such a type of flux flow would give pulses longer than 7 and thus a
noise cut-off frequency lower than 1/7. This is contrary to what is found experimentally so
that this suggestion is probably not justified.

As an alternative mechanism for flux-bundle formation, Druyvesteyn *32)
suggested that the bundle size may be determined by the irregularities in the
specimen edge. If the edge of the superconductor, where vortex lines are created,
is not smooth, but irregular, the vortex lattice is disturbed in a surface layer
with depth of the order of the irregularities. The size of a flux bundle may now
be governed by the scale of the irregularities. The decrease of @ with decreasing
pinning effects and increasing field may then be caused by the increased flow
velocity. A higher flow velocity would only permit a smaller nucleation time
for the flux bundles, which means that the bundle size. would also be smaller.

This hypothesis could be tested by carrying out noise measurements on a
specimen with perfectly smooth edges. The noise would then be much reduced.
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One could carry out the experiment with only one edge smoothed and measure
the noise with the transport current in either direction. Reversing the current
should then give different results.

We want to close this section with the following remarks concerning the
possibility of flux motion by motion of vortex-lattice dislocations. This was
neglected so far, but the vortex lattice is known to contain many dislocations
whose motion has been demonstrated *°). However, although the dislocation
density increases when the field is increased, the number of vortex lines in
between two vortex dislocations remains constant, since the dislocation density
is proportional to the vortex density 1°3). The large variation of @/¢, with
field is therefore difficult to explain in terms of increased dislocation density.
Especially for @ to be equal to ¢, an extremely high dislocation density would
be required. Therefore, we believe that the size of the flux bundles is not deter-
mined by the vortex dislocations. The motion of the flux may, however, take
place by vortex-dislocation motion, as well as by vortex—grain-boundary glide.

5.2.4. Low-frequency noise reduction

In many of the noise spectra the noise is partly suppressed at frequencies
below 30 Hz. This effect is mainly present at low transport currents and fields
and at low temperatures. It was found that the maximum in the noise spectrum
was shifted to a somewhat higher frequency if the specimen was not glued on
the holder, but was only mounted on the current contacts.

The occurrence of a maximum in the noise-power spectrum has been dealt
with in the literature. It is usually found if there is correlation between two
successive events. The power spectrum can then be written as

W(S) = Wo(S) I(f), (5.12)

where W,(f) is the spectrum if no correlation is present and I( /') is an inter-
ference term, which modifies the spectrum.

In order to explain space-charge reduction of shot noise in vacuum tubes
MacDonald *34) introduced a model by which he considered the compensating
effect of the space charge on fluctuations of the electron current. If an excess
of electrons over the average value of the current is emitted, then the increased
space-charge density will have an inhibiting effect on the general current flow
and vice versa.

The power spectrum is calculated for a simplified model where fluctuations
from the average value of the current, positive or negative at random, are
accompanied by a compensating pulse. For the flux-flow case this is shown in
fig. 5.18 for rectangular pulses. A pulse with duration time 7 and height @/c 7,
is followed after a time k, T by a negative pulse with the same duration and
with height —k; @/c 7, where k, and k5 are constants. The power spectrum
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Fig. 5.18. Theoretical noise-power spectra for rectangular voltage pulses; a: without noise
reduction; b: with noise reduction calculated with MacDonald’s model of compensating pulses
(shown in the inset), for k, = 1 and k5 == 0-2.

can be calculated from the autocorrelation function of such a pulse combina-
tion and it is then found that

If)=1—2kscos 2mk, 1) + k3. (5.13)

The value of the noise voltage for /= 0 is reduced by a factor (1 — k3)2. The
spectrum exhibits a maximum as is shown in fig. 5.18 for k, = 1 and k; = 0-2.

The time k, 7 is the waiting time for the mechanism to set in after a primary
fluctuation has started. The frequency at which the maximum is found, is
governed by the value of k,: if this value is increased, the place of the maxi-
mum is shifted to lower frequencies.

The low-frequency reduction of noise due to flux jumps into or out of a
type-II superconductor was discussed by Heiden '33), who calculated the
noise spectrum of a series of pulses with coupling between the area under a
pulse and the time preceding or following it to the next pulse. This coupling
occurs when the inhibiting effect of an event on the following one is propor-
tional to the size of the primary event. The physical mechanism for the coupling
in this case is the change of the local value of the external magnetic field follow-
ing a flux jump. This change increases with the size of the jump. The power
spectrum was calculated for a series of rectangular pulses with duration time 7.
The time 7; between the beginning of two successive pulses is assumed to follow
an exponential distribution function (1/7,)exp (—t,/t4). The pulse height
®;/c T is proportional to 7, as is shown in fig. 5.19. The interference term is
then
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I(f) = (5.14)
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The resulting power spectrum is shown in fig. 5.19 for 7, = 7 and also for the
case of partial coupling @, o« (r; + 7), as was also calculated by Heiden.

Another explanation for a maximum in the noise spectrum is the occurrence
of resonance at the frequency of the maximum. In order to investigate this
possibility, the low-frequency behaviour of a specimen with noise reduction
was studied by measuring the a.c. voltage across the specimen in the flux-flow
state when a small a.c. current was superposed on the d.c. current, as a function
of frequency between 3 Hz and 100 Hz. The a.c. voltage on the specimen was
not dependent on frequency, so that it is unlikely that the noise maximum is
caused by some resonance phenomenon.

A mechanism leading to noise reduction may be the following. A
positive fluctuation in the average generation rate of flux bundles may corre-
spond to a positive fluctuation in the vortex-line density. This would mean that
the vortex lines get closer to each other. This increased vortex-line density
would mean increased interaction between the vortex lines, and, according to
the reasoning in the preceding section (5.2.3), the average bundle size of the
moving flux would go down, so that the noise would decrease. By the same
argument the effect of a negative fluctuation of the vortex-line density is an
increase in the noise voltage. An alternative mechanism, following Heiden’s
model, is that the (nucleation) time preceding the departure from the edge of
a big flux bundle is longer than for a small flux bundle.



.

Consideration of the experimental noise spectra shows that the noise reduc-
tion takes place at frequencies much lower than 1/7. To achieve this with
MacDonald’s or Heiden’s models, it is required that the waiting time be longer
than 7, which is not very likely for the mechanisms just described.

Although the theroretical spectra of these models agree qualitatively with the
experiment, there is thus no quantitative agreement.

5.2.5. Corbino disc

Measurements were taken on the Corbino disc (specimen V5) at T = 4-2 °K
for various values of the field and with transport currents of 0-3 and 01 A
(corresponding to current densities at the edge of 60 and 20 A/cm? respectively).
No flux-flow noise was found in these experiments within the measuring accu-
racy (10718 V2), At a current of 1 A flicker noise appeared with approximately
/=2 behaviour. In order to get rid of this noise, measurements were also taken
at T = 2-15 °K. Some noise was found there, corresponding to average bundle
sizes of 10 to 100 ¢,, but it was at least an order of magnitude less than for
specimen V2a, at comparable values of field and current density. This noise
may be caused by the fact that the central current contact is not exactly in the
middle, so that some flux may cross from one side of the specimen to the other.
Since the current density is very low at the edge, this flux moves in the form
of large bundles and may then give rise to a measurable noise voltage. Further-
more fluctuations of velocity or size of the moving flux bundles may cause
flux-modulation noise.

The results agree with the assumption that the flux moves in circles and should
therefore not give flux-flow noise. We wish to point out that noise would also
be absent if the noise cut-off frequency were lower than the lowest measuring
frequency, which in these experiments was 20 Hz. It would be desirable to make
noise measurements on a Corbino disc down to lower frequencies and with
greater sensitivity.

5.3. Flux-flow noise in indium-thallium -

For the noise measurements on the indium-20 9%, thallium single-crystal wire
thin copper potential leads were soldered on to the specimen with the same
alloy.

It was found that flicker noise was present at very low frequencies (/<< 30 Hz)
and it was usually very much greater than the flux-flow noise, which could
hardly be detected. The measurements of the flux-flow noise were therefore made
at temperatures below the helium 24 point, in order to avoid interference
with the flicker noise which is then not present. The measurements were taken as
the difference between the microvoltmeter reading with the magneticfield switched
on and off. This was done because switching on and off the transport current
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Fig. 5.20. Experimental flux-flow noise-power spectra for the In-209; Tl crystal for two orien-
tations with respect to the field direction, at 7 = 1-48 °K, compared with theoretical spec-
trum of eq. (4.24). Values of m.s. noise voltage, d.c. voltage, bundle size and magnetic field
are indicated.

made the temperature rise and fall, due to the Joule-heat dissipation caused by
the current in the current leads.

Measurements were taken with J = 106 A/cm? at T = 1-48 °K for various
fields. Higher current values caused a large temperature rise and at lower cur-
rent values the noise was too slight to be detected accurately. The specimen was
oriented either with the field parallel to the twin boundaries (6 = 0) or at an
angle of 10°. Some noise spectra are shown in fig. 5.20. The noise spectrum of
eq. (4.24) is drawn in the figures for comparison, fitted to the experimental
points. The cut-off frequencies are generally higher than those calculated for a
triangular voltage pulse with p = 0. We do not attempt to explain this dis-
crepancy by a pinned fraction because of the inaccuracy of the results and the
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doubt about the validity of the assumption that the elementary voltage pulses
are triangular.

The bundle size was again determined from the extrapolated value of W(f)
at f = 0. Figure 5.21 shows the values of @/¢, as a function of magnetic field
for the two orientations. It is clear that the behaviour of @ with field is very
similar to that for the vanadium foils. It is also shown that for H parallel to the
twin boundaries @ is almost an order of magnitude larger than for H at an
angle. This is in agreement with the critical-current anisotropy, as was described
in sec. 3.2.3 (fig. 3.12). Pinning is a maximum if the vortex lines are parallel
to the twin boundaries, so that the bundle size needed to overcome the pinning
barriers is then also a maximum. This is consistent with the effect of structure
on bundle size in the vanadium foils. In the case of the indium-thallium it is
not quite clear whether the bundle size will be constant while crossing the
specimen as the length of the vortex lines is not constant.
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Fig. 5.21. Flux-bundle size versus reduced field for two orientations of In-20% Tl crystal
with respect to field direction at 7 = 1-48 °K. The uncertainty in bundle size is indicated
by vertical bars.

5.4. Flicker noise

5.4.1. Experiments in liquid helium 1

As was remarked earlier, the spectra were often found to exhibit a sharp rise
towards low frequencies (below 100 Hz). This effect is absent or small at low
transport currents and at low fields but increases rapidly with increasing current
and field and, since the flux-flow noise decreases in this order, this is then some-
times entirely dominated by the low-frequency noise. The power spectra of this
noise have been measured as a function of field, current and temperature on the
vanadium foils and on the In-TI crystal.

It was found that on cooling down through the helium 2 point the flux-flow
noise was not affected to a great extent, but the flicker noise was reduced by
several orders of magnitude and became immeasurably small. This shows that
the origin of the flicker noise is of a thermal character. At the A point (7 ==
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2-18 °K) the helium becomes a superfluid and the heat conductivity increases
by many orders of magnitude *3%). Consequently the heat transfer from a heated
surface to the liquid is increased considerably. The fact that the flicker noise
virtually disappears below the A point supports the hypothesis that this noise
is caused by temperature fluctuations in the foil, as a result of fluctuations in
the Joule-heat transfer from the foil to the helium bath, during nucleate boiling.

Flicker noise was found for heat fluxes ranging from about 0-5 mW/cm? to
40 mW/cm?, In order to check that nucleate boiling takes place in this range,
we observed the boiling process in helium with a microscope. A specimen was
glued to a holder and mounted in the liquid helium, facing downwards. The
helium and nitrogen dewars had a flat unsilvered bottom *3¢). We watched the
specimen and measured the power dissipation in it simultaneously. An In-Pb
foil was used, so that the experiments could be done at 4:2 °K without applying
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Fig. 5.22. Some flicker-noise spectra for various values of power dissipation P per unit sur-

face area and temperature 7. Specimen V2c. Drawn curves are calculated with eq. (4.44) for
Tp = To/4. Best fit was obtained for value of 7, as indicated.



_ " Flicker noise
" \[Indium—ZO% thallium
<8W> (FTo=50ms T=251°K
(v3 P=20mW/cm? §=10°
5 b= 'g/z
’0—13 \
I\

[ To=30ms - \
21 P=1-SmW/em \

T=30ms
P=0-5mW/em?

£ BN

T T TTTTT

=
1~
s
pre

C7=40ms
5|P=03mW/em?
07
3 )
5 P
.\'\ A
3 R\
1077 T 1:! L

7 2 5 10 2 5 102 2 5
Freg.(Hz)

Fig. 5.23. The same as fig. 5.22 for indium-20% thallium crystal and t, = 7,/2.

a magnetic field. Formation of bubbles on the specimen was observed to occur
at heat-flux values above about 0-3 mW/cm?2. This value was calculated on the
assumption that the heat was transferred only through the lower surface. These
observations show that nucleate boiling indeed takes place for heat-flux values
where flicker noise was found.

Some flicker-noise-power spectra are shown in figs 5.22 and 5.23 where the
m.s. noise voltage is corrected for the flux-flow noise contribution.

The figures also show, as drawn curves, the power spectra, calculated with
eq. (4.44). The best fit to the experimental points was found by choosing 7,
and 7, as indicated in the figures. The values of 7,/t, are 4 to % and 7, is
about 12 to 16 ms in vanadium foils and 30 to 50 ms in the indium-thallium
wire.

The agreement between experiment and the simple theory is reasonable. The
theoretical maxima and minima in the power spectra are not found in practice,
probably due to a distribution of bubble lifetimes over the surface, as was
already indicated in sec. 4.4. The results show that the process of nucleate
boiling in helium is very similar to this process in other liquids. It was found
that the r.m.s. noise voltage was proportional to the product of transport cur-
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rent I and power dissipation P per unit surface area irrespective of field and
temperature. This is shown in fig. 5.24, where {(3V,*) at f = 20 Hz is plotted
versus I P on a log-log scale for specimens V2¢ and V2a. The full line has a
slope 2. Although there is some scatter, this overall dependence of <6¥;*) on
I? P? is found over several orders of magnitude. This can be accounted for by
considering the power spectrum at /= 0, as follows from eq. (4.44):

D, T 2
W(0)=%N[I—k1AT,,, ro(——2>]. (5.15)
w

To
If heat transfer is only due to nucleate boiling, the bubble-generation rate can
be written
6glw
7 Dy* 0, Q, '
where ¢ is the heat flux through the helium-heater interface, g, is the vapour

density and Q, is the heat of vaporization.
The characteristic time 7, over which the temperatue rises after bubble de-

(5.16)
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power dissipation P per unit surface area for specimens V2¢ and V2a. The drawn lines have
a slope 2.



parture is determined by the thermal properties of specimen and liquid which
we take approximately independent of temperature and power dissipation. We
write P = g and take g oc 4T,2. If, furthermore, D, is assumed to be constant
(as it is for not too high values of ¢ in water '37)), so that N is proportional
to g, we then get from eq. (5.15):

W(0) o I? P2. (5.17)

In the derivation of eq. (4.44) we assumed that the resistance change AR was
proportional to a temperature change AT. It was verified that in the field and
temperature range where flicker noise was measured, this was indeed the case
and that in this range the proportionality constant was roughly independent
of field and temperature. The values were found to be 1 mQ/°K for specimen
V2¢ and 2 mQ/°K for specimen V2a.

The value of the temperature minimum A47,, can now be estimated using
eqs (5.15) and (5.16). The value of AT, is of the order of 3 millidegrees for
specimen V2c at a heat-transfer rate of about 40 mW/cm?2, whereby D, is of
the order of 0-5 mm. At lower values of the dissipated heat AT, is smaller.
There is too much scatter to check whether AT,2 is proportional to P, as was
assumed in the derivation of eq. (5.17).
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Fig. 5.25. M.s. flicker-noise voltage at f = 10 Hz and d.c. voltage at constant current density
as a function of magnetic field at three temperatures for indium-20 % thallium crystal.
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The flicker-noise voltage, when measured at constant current and temperature
as a function of magnetic field, goes through a maximum. This is reflected in
the dependence of AR on AT, since both at low fields and at high fields
AR/AT = 0. For the In-TI crystal the noise was measured through the resist-
ance transition. Figure 5.25 shows the m.s. noise voltage at f= 10 Hz at
constant transport current as a function of field for the temperatures 2-51, 2:22
and 2-15 °K. Noise was found up to high fields, approaching H,;. The curves
for T= 2-22 and 2-15 °K show that on going through the 4 point the noise
is decreased by a factor of 1000, because the boiling phenomenon disappears
below 2-18 °K.

The results for flicker noise have shown that the surface temperature of the
specimens fluctuates during nucleate boiling of helium in much the same way
‘as this occurs in other liquids. The flicker noise was described in terms of a
resistance change AR. In fact the resistance is caused by flux flow and it would
be more appropriate to treat it as a flux-flow voltage. Variations of this voltage
with temperature should be expressed as variations of the flow velocity, since
in a thin foil the induction B can be considered to be constant in a constant
field. The flicker noise can thus be described as due to velocity fluctuations,
caused by temperature fluctuations.

5.4.2. Experiments in liquid helium 11

It appeared that a noise voltage could still be found at temperatures below
the A point. Apparently there were still temperature fluctuations present. On in-
creasing the field, the noise in the In-Tl crystal was found to go through a
maximum, which was higher for steeper resistance transitions, presumably
because AR/AT is larger there. The spectrum of this noise was quite different
from that above 2:18 °K and looked like a resonance curve, with the maximum
at about 8 Hz, as shown in fig. 5.26 for T = 1-35 °K.

The noise decreased considerably on increasing the temperature from 1-3 °K
to about 2 °K and could therefore only be measured at low temperatures.

In order to check that temperature fluctuations indeed were present, a thin
layer of aquadag was painted on rice paper and the noise voltage across this
aquadag resistor in the liquid helium was measured with a small current
flowing through it, with no current through the In-T| wire. The spectrum is also
shown in fig. 5.26 and it can be seen that it is practically the same as the noise
spectrum on the superconductor. The noise level was increased by switching on
a transport current through the superconductor.

The results can easily be explained as due to pressure variations in the
pumping line. The speed of revolution of the rotary pump was 510 rpm, i.e.
8:5 Hz. This introduces a pressure oscillation above the liquid with the same
frequency because the pump is closed half of every period. The width of the
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Fig. 5.26. Flicker-noise-power spectra relative to the value at /= 8 Hz for the indium- thal-
lium wire and an aquadag film; T = 1:35 °K.

resonance curve is determined by the damping of the system, which is governed
by the flow resistance of the pumping line.

At temperatures below the helium 4 point the liquid very quickly reaches the
temperatures at which it is in equilibrium with the vapour pressure above the
surface. The pressure variations are therefore converted to temperature varia-
tions with the same frequency.

Since the temperature of the helium varies with vapour pressure much more
strongly at low temperatures than at higher temperatures, the effect of a given
pressure variation is greater for lower temperatures. The temperature variations
therefore decrease with increasing temperature.

The r.m.s. temperature fluctuations as calculated from the measured temper-
ature coefficient of the aquadag resistor was about 0-4 millidegrees, with no
current through the superconductor and about 159 higher with a current of
3 A switched on. If the temperature variation is a sine wave, then the peak-to-
peak value is of the order of a millidegree. This corresponds to a pressure
fluctuation of about 1072 mm at 7' = 1-35 °K. In the experiments the liquid-
helium volume was of the order of 0-25 litre, i.e. about 30 grammes. From the
specific heat of helium at 1:35 °K (0-15 cal g=* deg™!) the total heat inleak
causing a temperature increase of the helium bath of 1 millidegree during half
of each period (0-06 s) can be calculated as about 0-3 watt. This is the right
order of magnitude, so that apparently the whole bath has a uniform fluctuating
temperature.

It was also found that for high values of the power dissipation in the sample
at temperatures below the A point noise could be heard in the cryostat. This
acoustic noise is due to film boiling of liquid helium, as was shown by Bussiéres
and Leonard !38),
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5.5. Concluding remarks

The occurrence of flux-flow noise shows that the flux cannot be moving as a
rigid vortex lattice, since the generation is random and also because of the
velocity distribution for the flux bundles. The flux presumably moves by vor-
tex—grain-boundary glide and by vortex-dislocation motion. Within the grains
the vortex lattice may be conserved. The results suggest that at high fields and
currents there is a liquid-like vortex structure. This seems to be in contra-
diction to calculations '3°) of the elastic constants of a vortex lattice, which
show that the lattice becomes stiffer when the field is increased. These cal-
culations were done for a vortex lattice at rest, where only mutual interaction
forces exist. If the vortices are moving, ‘additional effects come into play of
which we mention:

(1) Interaction with pinning centres, causing fluctuations of the flow velocity.

(2) Distribution of threshold current-density values over the specimen, so that
in different parts of the specimen the vortices move with different velocity.
For a given distribution function this difference is greater for higher veloci-
ties. Since the velocity increases with increasing current or magnetic field,
this should cause more disorder in the vortex lattice.

(3) A time-dependent flow velocity, so that for example sinusoidal or triangular
pulses are generated. The vortex-lattice parameter is then not a constant,
but varies in the flow direction. This variation is greater for higher flow
velocities.

These effects show that some disordering effects increase with field, which
may overrule the increase of the vortex-lattice stiffness.

The sensitivity of our noise measurements was too small to detect Johnson
noise. From eq. (4.41) it can be derived that the Johnson noise in a bandwidth
of 4 Hz in our specimens should be of the order of 10724 V2 which is well
below the detection limit.

The noise caused by fluctuations of the flux content of the superconductor or
by creation and annihilation voltage pulses, as described in sec. 4.2.4, is ap-
parently too small to be detected.

Since the flux does not move as a rigid vortex lattice, a line spectrum, as
discussed in sec. 4.2.4, if present, should exhibit a considerable line broadening.
The frequencies of these lines are in the MHz range as can be found from the
values of the velocity and the vortex-lattice parameter.

We have, in this chapter, discussed measurements of noise spectra. The total
noise power can be found by integrating these spectra. It can be shown with
Campbell’s theorem, eq. (4.3), that for the flux-flow noise (6¥?2) is of the
order of @ V/c 7. Since at low fields V is zero and at high fields @ goes to
very low values, the flux-flow noise should go through a maximum when the
field is varied. The flicker noise is a function of power dissipation and of the
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resistance variation with temperature. This latter quantity is practically zero
in the normal state, so that the flicker noise also goes through a maximum
when the field is varied, as was shown in fig. 5.25. This explains that the total
noise voltage should in general exhibit two maxima as a function of field as
was found earlier 16°). At higher current densities the flicker noise increases
much more rapidly than the flux-flow noise, so that then only one maximum
is found.

We conclude that the agreement between the experimental and theoretical
flux-flow-noise spectra provides strong evidence for the flux-flow model, for
type-I1 superconductors. This agreement also shows that the generation of
flux bundles is more or less random and that the rigid vortex lattice is not
retained during flux flow. The measurements have also made possible the
determination of transit time and bundle size and given information on the
effect of pinning on flux flow.

The measurements of flicker noise have shown that at temperatures both
above and below the helium A point the temperature may fluctuate so that
then no isothermal situation exists. They have yielded new information on the
nucleate-boiling process in liquid helium.
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6. MEASUREMENTS OF FLUX-MOTION NOISE IN TYPE-I
SUPERCONDUCTORS

As we saw in chapter 2, there is evidence for flux motion in type-I super-
conductors from different experiments. This flux motion gives rise to a noise
voltage as in type-II superconductors, as will now be shown.

Measured power spectra are in this chapter compared with the theory, as
given in chapter 4. The measurements of the noise cut-off frequency are ex-
plained by assuming that the d.c. voltage is composed of components due to
flux flow and to ohmic loss in immobile normal domains. The domain size,
determined from the noise level, is given as a function of current and field.
Power spectra were also measured at a temperature close to 7.

6.1. Experimental

Measurements were done on indium-2 at. %, lead. This material is a type-I
superconductor with » a 0-35 161). This alloy was chosen because of the high
resistivity, so that the noise voltage, which is proportional to the d.c. voltage,
would be higher than for a pure superconductor. The indium-lead was melted
in a quartz crucible and cold-rolled. After rolling, specimens were cut in a shape
as shown in fig. 6.1 and annealed for several days at about 120 °C. They were
then glued to a polystyrene holder, and current and potential leads were con-
nected. Specimen dimensions are given in table IV.

Fig. 6.1. Shape of In-2%; Pb specimen.

TABLE 1V
Thickness, length between potential contacts and width of In-2 % Pb specimens
number thickness d,, (@) length / (mm) width w (mm)
B 45 9-4 1-4
C 50 109 1-4
F 50 9:0 1-65

The critical temperature is 3-47 °K and the resistivity at 4-2 °K is 1-2 p.Q cm.
The critical field was calculated with H, = H, (1 — T?/T,?) and H, = 310

Oe 161),
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Fig. 6.2. D.c. voltage versus perpendicular field for specimen B at various values of the
transport current; T = 2-67 °K and 2-08 °K.

The d.c. voltage V as a function of external perpendicular field H is shown
in fig. 6.2 for specimen B for different values of the transport current. At low
fields no voltage is found although flux has penetrated the superconductor.
Apparently no flux motion can take place at these fields due to pinning of the
normal domains.

The magnetic field which was generated either by a copper-wound coil or by
a pair of Helmholtz coils outside the helium dewar vessel, was always increased
from zero.

The noise-power spectra were measured at different values of temperature,
current and field with the same set-up as was described in sec. 5.1 with a band-
width of 4-4 Hz.

6.2. Flux-flow noise-power spectra

Figure 6.3 shows some experimental power spectra of specimen B, measured
at T = 2-67 °K and with a transport current / = 0-3 A. The spectra are com-
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Fig. 6.3. Experimental noise-power spectra on a linear scale normalized at W(0) for specimen B
at different values of the magnetic field; I = 0-3 A, T = 2:67 °K. The drawn curve is the spec-
trum given by eq. (4.23) calculated with a value of p as indicated. The figures also give the
values of the extrapolated m.s. noise voltage (3¥,2) and d.c. voltage V.
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pared with the theoretical spectrum W(f) for sinusoidal voltage pulses as
given by eq.(4.23), where @ is now the flux contained in a moving normal domain
and 7 is the transit time for these domains. At low fields the agreement between
experiment and the theory for random generation and a constant transit time
is reasonable and a value for the pinned fraction p is found from the expres-
sion for 7 as was earlier given in eq. (5.7):

IwB(l—p)
B cV '

T (6.1)

At higher fields a negative value of p would be required to bring eq. (6.1)
into agreement with the values of 7, derived from the spectra, which would
have no physical meaning. This will be discussed in sec. 6.3.

As regards the shape of the power spectrum, this drops more rapidly than
that of eq. (4.23) at low frequencies and exhibits a long tail at high frequencies.
This is more evident on a log-log plot, as shown in fig. 6.4, where power spectra
for specimen B at T'= 2-67 °K are given for various values of the magnetic
field with 7 = 0-3 A. The spectra for the lower three fields correspond to those
of fig. 6.3. Figure 6.5 shows some spectra measured with /= 0-15 A. The
maximum noise level, which is found at about the same value of H/H,, is the
same for the two current values.

The experiments show that for intermediate fields the spectra exhibit a 1/f
behaviour at high frequencies. At lower and at higher fields the power spectra
are of the type as those generated by identical voltage pulses, such as e.g. those
leading to eqs (4.21) or (4.23).
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Fig. 6.4. Log-log plot of experimental noise-power spectra normalized at W(0) for specimen B
at different values of the reduced magnetic field H/H,.; I = 03 A, T = 2-67 °K. The figure
also gives the value of the extrapolated m.s. noise voltage (8 V,2).
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Fig. 6.5. As fig. 6.4, with I = 0-15 A.

In order to find out whether thermal effects play a role in determining the
noise spectra, the same measurements were carried out at a temperature below
the helium A point, at 2-08 °K, which gave very similar results. This was also
checked on specimen C by making measurements at 7= 2-21 °K and 2-15 °K,
just above and below the 4 point (2-18 °K) at such values of the magnetic field
that the d.c. voltage and the power dissipation (0-7 mW/cm?) was the same
in both cases. This is shown in fig. 6.6. The spectra are practically identical.
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Fig. 6.6. Experimental noise-power spectra for specimen C at two temperatures 7 = 2:21 °K
and 2-15 °K with the same value of the power dissipation P. Magnetic field H as indicated,
I=03A.

There may be some slight indication of extra low-frequency noise at the lowest
frequencies for T = 2-21 °K, but this effect is insignificant. We therefore con-
clude that the spectra are not determined by thermal effects. Moreover, the
power dissipation in the specimens during many of the measurements is well
below the nucleate-boiling limit, so that no flicker noise should be expected.
The experimental spectra in intermediate fields agree qualitatively with the
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theoretical spectra for the case of a jerky flux motion as were shown in fig. 4.3.
It was discussed in sec. 4.2.2 that, if flux bundles on their way across the super-
conductor are halted a number of times, but only for such short periods that
the total transit time is practically not affected, 1// noise is generated. This was
shown to be valid for various pulse-time distribution functions.

The power spectra can be explained as follows. At low fields only small flux
domains are present, as was discussed in sec. 1.1.1. The situation is then similar
to type-II superconductors. Apparently these small domains move across the
superconductor in the same transit time and a spectrum for identical pulses
is found like that of fig. 4.3, curve e, for H/H,. < 0-4.

At intermediate fields the situation is more complicated. We saw in sec. 2.6
that in not too low fields the intermediate state consists of normal domains
of different shapes and sizes. When there is flux flow, there is a tendency
for the normal domains to become oriented perpendicular to the current. The
bigger the domains the greater the probability that they become immobile
during flux flow. The movement of smaller domains will now be interrupted
when they strike a large immobile normal region. The flux motion may be
continued on the other side of such a region because a small domain may be
split off there. The motion of flux units will be jerky and the time between
collisions may be randomly distributed.

The calculated spectra for various distribution functions for the pulse dura-
tion were shown in fig. 4.3. They are qualitatively in agreement with the experi-
mental spectra for 0-4 < H/H, < 0-7.

The shape of the spectra is dependent on the magnetic field. In increasing
field the contribution of the high-frequency components of the noise goes
through a maximum. This means presumably that the average transit time goes
through a minimum as a function of field.

At high fields (H/H,. > 0-7), where the experimental spectra can- again be
described with one transit time, the immobile domains are now oriented
perpendicular to the current. It is suggested that the noise is due to a few do-
mains which move in between these normal laminae and cross the supercon-
ductor without interaction with immobile domains.

Some power spectra were measured on specimens C and F at a temperature close to 7.
The results for specimen F at T = 3-28 °K are shown in fig. 6.7 together with the d.c.-voltage
transition at a current of 0-3 A.

The power spectra exhibit one or more maxima at frequencies below 50 Hz. The origin
of this structure is rather puzzling. At lower temperatures it is not found. The maxima are
also found with a transport current of 0-5 A ; the height of the maxima is not much dependent
on the current. The measurements do not exclude other maxima, since in the experiments
no measurements can be made close to the mains frequency (50 Hz) and its harmonics. The
sharp rise of the noise voltage towards f = 10 Hz is steeper for the higher field values, where
the dissipation in the foil may give rise to flicker noise. The maxima are also present when
the dissipation in the specimen is below the nucleate-boiling limit and should therefore not
be attributed to this mechanism.

A possible explanation should perhaps be sought in terms of shrinking of current-induced
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vortex rings. At high temperatures the values of the magnetic field where the transition to
the normal state occurs are very low, so that the magnetic field generated by the transport
current can no longer be neglected. This field is of the order of a few oersteds at the surface
of the foil. The motion of vortex rings may give rise to an unknown part of the measured
d.c. voltage. If this motion is periodic 1°3), the power spectrum should exhibit maxima.
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Fig. 6.7. Experimental noise-power spectra for specimen F at 7 = 3-28 °K and various
values of the magnetic field; 7 = 0-3 A. In the inset the d.c.-voltage transition.

6.3. Determination of the flux-flow voltage

Except at low fields, there is a discrepancy between the value of 7 as deter-
mined from the d.c. voltage with eq. (6.1) and the experimental value from the
noise measurements. The experimental value of T may be considerably smaller
than the value calculated with eq. (6.1).

This difference is probably due to the mixed character of the d.c. voltage.
We make the assumption that part of the voltage is caused by ohmic loss in
immobile normal regions and does not have a measurable noise component
associated with it. The Johnson noise can be shown to be several orders of
magnitude less than the noise level that we measured.

We now write for the d.c. voltage component due to flux flow, by analogy
to eq. (6.1),

IwB(1—79)
Ve = —-——, (6.2)
ctT
where » is the fraction of flux in domains that are at rest and contribute to the
d.c. voltage by ohmic loss. It is assumed that p = 0, which means that there

are no pinned normal domains through which the transport current does not
flow.
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The total voltage is
V= Vu+¥; (6.3)

where V, is the ohmic-loss voltage component. We assume that the fraction
of flux that is not moving, and which causes the ohmic loss, is proportional
to the ohmic-loss voltage

N | 6.4)

when V,, is the normal-state voltage.

The value of ¥V}, cannot be derived from d.c. experiments only. It can be
calculated if 7 and » are known. If we write /, = 1/z, it follows from eqs (6.2)
to (6.4) that

IwBf, V,—V

Vg = . 6.5
" ¢  V,—IwBfJc (5.3)

We have calculated Vi, from values of f, determined from the measured noise-
power spectra. This determination of f, is uncertain, as the analytical expression
of the spectrum is unknown. We have taken as a somewhat arbitrary criterion
the frequency where the mean square noise voltage has dropped by a factor
of 3 relative to the low-frequency level.

Because of these assumptions the calculation of V5, is only of a semiquan-
titative character. The flux-flow voltage V;, was calculated from the power
spectra of specimen B for various values of the magnetic field and transport
current at temperatures 7= 2-67 °K and 2-08 °K.

The results are shown in fig. 6.8, where V;,/V is plotted as a function of field.
It is clear that at low fields the d.c. voltage is caused by flux flow. If the field
is increased, an increasing fraction of the d.c. voltage is caused by ohmic loss
and at high fields no flux-flow voltage is left.

The effect of decreasing the current at a constant field is to increase the flux-
flow fraction of the d.c. voltage V;,/V. Since it follows from fig. 6.2 that the

10 -
Va/v w\ T=2-67°K

05

Fig. 6.8. Flux-flow fraction of the d.c. voltage V;,/V versus magnetic field for specimen B
at various values of the transport current; 7 = 2:67 °K and 2:08 °K.
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same is true for V/V,, this suggests that it is the value of V/V, that determines
the flux-flow voltage fraction rather than the current. We therefore plotted
Va/V as a function of V/V, in fig. 6.9 for the same combinations of current,
field and temperature as in fig. 6.8. It can be seen that the experimental points
roughly fall on one curve so that V,/V is a function of V/V, only.

The conclusion that flux flow takes place only at low fields, is supported by
microscopic observations of superconducting Nb powder on a current-carrying
superconducting Pb foil at 7= 4-2 °K in a perpendicular field *). The motion
of the Nb particles was observed for different values of field and current and
the d.c. voltage across the foil was recorded at the same time.

o —T
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Fig. 6.9. Flux-flow fraction of the d.c. voltage V;,/V versus voltage fraction of normal-state
voltage V/V, for specimen B. The symbols correspond to the values of current and tem-
perature in fig. 6.8.

It was found, when the field was increased, that the Nb particles started to
move in a direction perpendicular to current and field as soon as a d.c. voltage
could be detected across the Pb foil. This was proof of the flux-flow character
of the d.c. voltage at low fields. When the field was increased further the d.c.
voltage was increasing continuously, but the number of the moving particles
was seen to go through a maximum and the particles came to a standstill long
before the critical field was reached. It may therefore be concluded that at high
fields no flux motion took place.

These microscopic observations support the results of the noise measurements.

Our results for the field dependence of V;/V and the microscopic observations
are in substantial agreement with the results obtained by Solomon !°%). He
determined values of V;,/V for small currents from experiments on flux coupling
between a foil and an evaporated film and made measurements of the Ettings-
hausen effect. Solomon found that V;/V for small currents dropped to zero for
H/H, ~ 0-5, which agrees with our results. His microscopic observations of
diamagnetic powder on a current-carrying foil also showed motion of the
powder grains in the direction of flux motion. At high fields an immobile
laminar structure, perpendicular to the current direction, was found.

*) These experiments were done in cooperation with A. P. Severijns.
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6.4. Domain size

The noise measurements also permit a determination of the size of the moving
flux units. The value of the noise power, extrapolated to zero frequency, is given
by

W) =2 @ Vye. (6.6)

The value of @ is determined from measurements of W(0) and calculations
of V4, as described in the previous section.

Since the induction inside the normal domains is equal to H,, we write for
the cross-section area S of these domains

S = @/H.. 6.7)
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Fig. 6.10. Surface area S and number of flux quanta D/@, of moving flux domains versus
field for specimen B at various values of transport current; 7 = 2:67 °K and 2-08 °K.

The values of S and @/¢, are given in fig. 6.10 as a function of magnetic
field for specimen B at T'= 2:67 °K and 2-08 °K and at different values of the
current. The value of S varies with field in the measurements at 2:67 °K from
about 2.107¢ cm? to about 150.10~¢ ¢m?. These values correspond to approx-
imately 1300 to 10° flux quanta.

The results for low fields are similar to those in type-II superconductors, as
described in sec. 5.2.3. The flux domains decrease in size with increasing field,
current and temperature. In type-1I superconductors this behaviour was thought
to be associated with pinning centres in the material. If the situation is similar
in a type-I superconductor this could mean that at low fields the flux is flowing
in bundles of flux tubes (see sec. 1.1). An increase of field, current or temperature
would result in smaller bundles.
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At higher fields the normal domains grow as was discussed in sec. 2.6, so
that then the values of S and @D/¢, increase with field.

6.5. Concluding remarks

The noise measurements suggest that at low fields (H/H, < 0-4) the inter-
mediate state in a foil behaves as the mixed state of a type-II superconductor.
Except at very low fields, where the domain boundaries are pinned, flux is
flowing either in bundles or as single flux tubes which are presumably generated
at random times. The d.c. voltage is caused by this flux flow. At intermediate
fields (0-4 < H/H. < 0:7) normal regions grow and some of them may extend
across the superconductor, thereby becoming immobile. These immobile regions
may have complicated shapes and may be oriented at some angle with the flux-
flow direction. The still moving domains interact with these immobile regions,
causing voltage pulses with a distribution of duration times. The d.c. voltage
is caused partly by this flux flow and partly by ohmic loss in the immobile
normal domains. At high fields (H/H, > 0-7) most of the flux is contained in
immobile normal domains which have a laminar structure perpendicular to
the current direction, and very few big domains move between the normal
layers across the superconductor. The d.c. voltage is almost entirely due to
ohmic loss in the normal layers.

A combination of noise measurements with simultaneous microscopic obser-
vations of the structure would presumably give more insight in the details of
the mechanisms of voltage generation.

The flow velocity had in our experiments values of up to about 60 cm/s.

The generation of the big normal domains during flux flow was assumed to
be random. The process by which these domains are generated is not clear.
Perhaps small flux units are nucleated, combining to bigger domains after
nucleation.

The measured power spectra do not exhibit noise reduction at low frequen-
cies. Apparently the correlation effects, which lead to this reduction in type-II
superconductors, are absent in type-I superconductors.

In the explanation of the experimental results we have disregarded for
simplicity a few effects which may be present, but are probably not significant.

In our discussion of the power spectrum, it was assumed that there was a
distribution of pulse durations due to interrupted motion of the normal domains.
A distribution of pulse lengths may also be caused by a size distribution of
moving domains. A normal domain that is elongated in the flow direction
generates a longer pulse than a small domain. This effect gives rise to a some-
what lower cut-off frequency for the noise than flux flow by small domains.

Additional noise may be due to fluctuations of the size or the velocity of the
moving flux domains (flux-modulation noise). There is some experimental
evidence for variations of direction of flux motion and of the absolute value
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of the velocity °). These effects presumably give some additional high-frequency
noise.

Fluctuations of the size of immobile normal regions (irregular domain-wall
motion) may also give rise to noise. The fluctuations were found in the past in
unannealed inhomogeneous specimens, as was reviewed in sec. 1.3. These
fluctuations could be associated with steps in the resistance transition. We have
assumed that they are not significant in our experiments since no voltage steps
were found in the transition and the material was well annealed. This was also
demonstrated by the fact that the magnetization curve, in a field perpendicular
to the foil, was reversible.

Flicker noise due to temperature fluctuations (as discussed in chapters 4 and 5)
was found both above and below the helium A point and had power spectra
very similar to those measured on vanadium foils and the In-Tl wire. The
characteristic time 7, for the temperature fluctuations due to nucleate boiling
was about 10 ms for the In-Pb foils.
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List of symbols

a radius of vortex core

a local vector potential

a, local vector potential due to transport current

a, local vector potential due to vortex

A(?) output of thermocouple detector

b local magnetic induction

b,,b,  magnetic induction in vortex core

b, magnetic induction in normal domain

B,B averaged magnetic induction

(s light velocity

C,, C, normalization constants

d nearest-neighbour distance between vortex lines

d; periodicity of laminar intermediate state

do thickness

D wire diameter

D, bubble diameter

e electron charge

e local electric field

e, electric field in vortex core

e, electric field in normal domain

E, E averaged electric field

E,E  electric-field components parallel and perpendicular to transport cur-
rent

VA frequency

Je noise cut-off frequency

Iu volume fraction of normal material

JSo tuning frequency of wave analyzer

yi| bandwidth

F(f), F(f), Fo.(f) Fourier transforms
F,, F, pinning force per unit length of vortex line
F(r) fluctuating force
g(J)), g(r;) distribution functions
G(f) power-transfer function of measuring circuit
h Planck’s constant
h(w) frequency-dependent part of flicker-noise-power spectrum
magnetic field in normal domain
external magnetic field
thermodynamic critical field
magnetic field with magnitude H,
» H., H.3 lower, upper and surface critical fields
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magnetic field with magnitude H,,
internal magnetic field
thermodynamic critical field at 7= 0
current

interference term in power spectrum
current density

critical current density

threshold current density

integer

Boltzmann’s constant

ki, ki, k3 constants

l
le
L, L(r)

length between potential probes
electron mean free path

length of a vortex line

electron mass

magnetic moment per unit volume
mass of vortex line per unit length
normal-electron concentration
superconducting-electron concentration
average generation rate

demagnetizing coefficient

pinned flux fraction

canonical momentum due to vortex
power dissipation per unit surface area
Joule-power dissipation in vortex core per unit length
total power dissipation in vortex core per unit length
heat flux

heat of vaporization

space vector

electrical resistance

critical hopping rate

flux-flow resistance

hopping rate

constant

resistance variation

correlation time

cross-section area of normal domains
time

time element

transmissivity of tunnelling barrire
temperature

critical temperature
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T, temperature of heater

T, temperature of liquid

AT(¢t)  temperature variation

AT, maximum temperature drop

u(t), u,(t), u,(t) elementary event

vV, v velocity of vortex lines or normal domains

ov velocity fluctuation

V. electron drift velocity in vortex core

Vi, V3 electron drift velocity

V¢ superconducting-electron velocity

A superconducting-electron velocity around vortex

v, v, vortex velocity components parallel and perpendicular to v,
V, V(t) voltage

Vi flux-flow component of voltage
v, ohmic-loss component of voltage
V, normal-state voltage

n
{6V?*> m.s. noise voltage
{0V,;*> m.s. noise voltage between fand f + df
w width
W(f) power spectrum
Wo(f) power spectrum without interference terms
x variable
y(1) fluctuating variable
dy fluctuation of y(¢)
distance from surface
b/H,,
relative error of single noise measurement
(a+ 1)/2
shear strain
electronic specific-heat coefficient
eH,, t,/mc
angle of rotation
vortex-line energy
variable
viscosity coefficient for flux flow in mixed state
viscosity coefficient for flux flow in intermediate state.
angle between preferred flux-flow direction and transport current
Hall angle
Ginzburg-Landau parameter
X0 Ginzburg-Landau parameter for pure material
1 *I{c2/21/2 Hc
A penetration depth
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London penetration depth

surface-energy parameter

generalized electrochemical potential per particle (x. in vortex core)
chemical potential per particle (4., in vortex core)

flux fraction in immobile domains giving ohmic loss
coherence length

coherence length of pure material

normal-state resistivity

flux-flow resistivity dE/dJ

flux-flow resistivity in linear part of E-J curve

dE/dJ in intermediate state

vapour density

surface energy of normal-superconducting-domain boundary
transit time

bubble-departure time

time constant of detector circuit

pairing-depairing relaxation time

duration time of voltage pulses

time between starting of two subsequent pulses

effective time constant for process with two time constants
normal-state-electron relaxation time

upper and lower limit of duration-time distribution
surface-heating time constant

time constant of distribution function of z;

time constant of flux-modulation noise

time constant of Johnson noise

time constant of distribution function of 7;

flux quantum (4 ¢/2 e)

magnetic flux with magnitude ¢,

electrostatic potential

electrostatic potential in vortex core

magnetic flux in moving flux bundles or normal domains
bundle-size fluctuation

autocorrelation function

Ginzburg-Landau order parameter

2nf
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Summary

This thesis deals with the d.c. and noise voltage across a superconductor due
to the motion of regions with magnetic flux. This magnetic flux is present in
type-I superconductors in the intermediate state in the form of domains con-
taining many flux quanta and in type-II superconductors in the mixed state in
the form of vortex lines, each containing one flux quantum. These states are
briefly described in chapter 1, which also contains a historical review of noise
measurements on superconductors.

Chapter 2 gives a summary of some existing theories concerning the motion
of vortex lines in type-II superconductors at zero temperature and at low fields.
If a transport current flows through a superconductor in the mixed state, a
Lorentz force sets the vortex lines into a viscous motion (flux flow). By this
motion an electric field is generated which drives the electrons through the
normal vortex core. Power dissipation in this core provides a frictional force
proportional to and in the opposite direction of the velocity. Interaction of the
vortex lines with inhomogeneities, such as e.g. dislocations, grain boundaries
and the surface, gives rise to pinning forces counteracting the driving force.
Flux motion only occurs when the driving force is greater than the pinning
force, i.e. when the transport current is greater than a critical value. The
theories show that the d.c. voltage across the superconductor at constant
magnetic field is a linear function of the current. The slope is called the flow
resistance. A brief review of various pinning mechanisms is included in this
chapter. In type-I superconductors at low magnetic fields flux motion also takes
place under the influence of a transport current. At higher fields, when the
normal domains grow and become immobile, the current goes through these
domains and power dissipation is then caused by ohmic loss as well as by the
flux-flow mechanism.

Chapter 3 describes measurements of the d.c. voltage across superconducting
vanadium foils and a single-crystal indium-209 thallium wire. The voltage is
a linear function of the current, except at low values of the current. There is
then a fraction of the flux that is pinned and does not take part in the motion.
In cold-rolled vanadium foils the critical current density J, for flux motion is
higher for flux flowing perpendicularly to the rolling direction than for flux
flowing in this direction due to the anisotropic structure of the material. In
annealed foils J, is smaller than in unannealed foils. Vortex-line pinning is
presumably caused in the unannealed vanadium mainly by dislocations and
fibre boundaries and in the annealed vanadium by grain boundaries and sur-
face valleys. From measurements on a Corbino disc, where the flux-flow velocity
is a function of the distance from the centre, it is concluded that flux is not
flowing as a rigid lattice of vortex lines. Such a lattice exists when the vortex
lines are at rest. In the In-Tl crystal a set of parallel twin boundaries, due to a
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martensitic transition from the cubic to the tetragonal structure, gives rise to
anisotropy in J, and in the d.c. voltage. With the field parallel to the twin
boundaries J, is much higher and the d.c. voltage is much lower than with the
field at a small angle. This is explained qualitatively by the interaction of a
vortex line with its image at a boundary. The measurements show that J, de-
creases with increasing temperature.

Chapters 4 and 5 deal with the theory and the measurement, respectively, of
the noise voltage caused by the random generation and subsequent flow of
bundles of vortex lines across the superconductor, thus generating series of
voltage pulses. Power spectra of this flux-flow noise are calculated for identical
pulses of various shapes. The spectra are little dependent on the shape of the
pulses. For voltage pulses with a distribution of transit times the theoretical
power spectra exhibit a tail at the high-frequency side of the spectrum. The
experiments on the vanadium foils at the higher temperatures show noise spectra
closely resembling the theoretical spectra for pulses with one transit time. From
these spectra the transit time and thus the flow velocity can be determined. The
determination of the transit time allows the calculation of the fraction p of
the vortices that is at rest. These values agree with independent calculations
of p from d.c. measurements, which supports the simple model. At lower tem-
peratures the experimental spectra cannot be described with one transit time
but with a distribution of transit times. This distribution is presumably caused
by a velocity distribution for the flux bundles due to small inhomogeneities in
the sample or by a jerky motion due to interaction of flux bundles with pinning
centres. A certain amount of correlation between successively generated
bundles causes the low-frequency components of the noise to be reduced.
Existing models for noise reduction can be applied to this case and describe
the results in a qualitative way. The size of the flux bundles, as determined
from the noise measurements, decreases strongly with diminished pinning and
with increasing magnetic field. The bundle size is assumed to be determined
by pinning effects. If these effects are weak, small bundles are found. In in-
creasing fields the increased interaction between the vortices is believed to cause
the bundles to become smaller. It is not completely clear whether the bundle
size is determined by bulk properties only or also by properties of the edge where
the bundles are generated. At high fields a bundle size of only one flux quantum
is found in annealed vanadium. Noise measurements on the In-TI crystal yield
values for the bundle size which are dependent on the field direction. With the
field parallel to the twin boundaries the bundle size is an order of magnitude
greater than with the field at some angle.

In a Corbino disc hardly any noise could be detected in agreement with the
fact that the flux flows in circles and does not generate a series of voltage
pulses.

A Nyquist expression is derived for Johnson noise due to thermodynamic
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fluctuations of the vortex lines. The noise resistance is equal to the flow resist-
ance. This noise could not be detected due to its smallness.

In liquid helium, during nucleate boiling, a low-frequency noise voltage is
found which disappears on cooling the liquid through the 4 point. It is called
flicker noise and ascribed to temperature fluctuations in the specimen surface.
The experimental spectra are compared to calculated spectra, based on tem-
perature pulses with shapes similar to those found in other boiling liquids.
The agreement is reasonable. At temperatures below the A point, the helium
bath showed temperature oscillations due to pressure variations above the
liquid, originating in the rotary pump. These fluctuations also gave rise to
voltage fluctuations.

In chapter 6 noise measurements on type-I superconductors (In-2 9 Pb foils)
in the intermediate state are discussed. At low and at high fields the spectra
can be described with one transit time. At intermediate fields there is a dis-
tribution of pulse duration times due to a jerky flux motion, giving rise to
spectra with an approximate 1// frequency dependence. From the noise cut-off
frequency the flux-flow fraction of the d.c. voltage is determined. This is found
to be a decreasing function of the total d.c. voltage relative to the normal-state
voltage. At low fields the intermediate state is similar to the mixed state: flux
moves probably as bundles of flux tubes. At higher fields the noise is due to
moving normal domains which increase in size with increasing field. Due to
the complexity of the intermediate-state structure the information obtained
from the flux-flow noise is less quantitative than for type-II superconductors.

Some results of this investigation have already been published. This con-
cerns parts of chapters 3 1°7-162) and 4, 5 and 616°:163),
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Samenvatting

In dit proefschrift worden de gelijkspanning en de ruisspanning behandeld
welke ontstaan over een supergeleider als daarin gebieden met magnetische
flux bewegen. Deze magnetische flux is aanwezig in de tussentoestand van
type-I supergeleiders in de vorm van gebieden met vele fluxquanta en in de
mengtoestand van type-II supergeleiders in de vorm van vortexlijnen, die ieder
één fluxquantum bevatten.

Hoofdstuk 1 geeft een korte beschrijving van de tussentoestand en de meng-
toestand en bevat tevens een historisch overzicht van ruismetingen aan super-
geleiders.

In hoofdstuk 2 wordt een samenvatting gegeven van enkele bestaande theo-
rieén met betrekking tot de viskeuze beweging van vortexlijnen in type-II super-
geleiders. Deze beweging wordt veroorzaakt door een Lorentzkracht t.g.v. de
interactie met een door de supergeleider vloeiende transportstroom. Door deze
beweging wordt een elektrisch veld gegenereerd dat de elektronen drijft door
de normale kern van de vortex, waar energiedissipatie wrijving veroorzaakt.
De drijvende kracht wordt ook tegengewerkt door hechtkrachten ten gevolge
van hechting van vortexlijnen aan inhomogeniteiten, zoals dislocaties, korrel-
grenzen en het oppervlak. Fluxbeweging vindt slechts plaats als de transport-
stroomdichtheid groter is dan een kritische waarde. Dit hoofdstuk bevat ook
een kort overzicht van verscheidene hechtingsmechanismen.

In type-I supergeleiders wordt fluxbeweging gevonden bij lage magnetische
velden. Bij toenemende velden groeien de normale gebieden en worden zij on-
beweeglijk. Energiedissipatie wordt dan veroorzaakt zowel door ohms verlies
als door fluxbeweging.

In hoofdstuk 3 worden metingen beschreven van de gelijkspanning over
supergeleidende gewalste vanadium folies en een monokristallijne indium-20 %,
thallium draad. Bij lage waarden van de transportstroom is er een gedeelte van
de flux dat niet beweegt. Het walsen veroorzaakt anisotropie in het vanadium,
die ook tot uiting komt in de kritische stroomdichtheid. In het In-Tl treedt ook
anisotropie op tengevolge van evenwijdige tweelinggrenzen die veroorzaakt zijn
door een martensitische overgang van de kubische naar de tetragonale struc-
tuur.

Hoofdstuk 4 behandelt de theorie en hoofdstuk 5 de meting van de ruis-
spanning die veroorzaakt wordt door de generatie op willekeurige momenten
van bundels van vortexlijnen en hun daaropvolgende beweging door de super-
geleider. Hierdoor worden opeenvolgende spanningspulsen opgewekt. Bij niet
te lage temperatuur is er goede overeenstemming tussen de gemeten en de be-
rekende ruisspectra. De oversteektijd en daarmee ook de snelheid van de flux-
bundels kunnen uit de spectra bepaald worden. Bij lage temperatuur kunnen
de spectra niet meer beschreven worden met één oversteektijd. Er is dan een
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verdeling van pulstijden door een snelheidsverdeling of door een beweging met
horten en stoten. Enige correlatie tussen opeenvolgende bundels veroorzaakt
een reduktie van het ruisspectrum bij lage frequenties. De grootte van de bun-
dels neemt af met toenemende stroomdichtheid, temperatuur en magnetisch
veld en na uitgloeien van het materiaal, en varieert in de experimenten tussen
10° en | fluxquanta. De anisotropie komt ook tot uiting in de bundelgrootte.

Een uitdrukking analoog aan die van Nyquist voor Johnson ruis kan afgeleid
worden voor thermodynamische fluctuaties van de vortexlijnen. Deze ruis was
echter te gering om gemeten te kunnen worden.

In vloeibaar helium I wordt een laagfrequente ruisspanning gevonden die
verdwijnt als het helium wordt afgekoeld tot beneden het A-punt. Deze ruis
wordt veroorzaakt door kernkoken van het helium, hetwelk aanleiding geeft
tot temperatuurfluctuaties in de supergeleider. De experimentele spectra van
deze flikkerruis vertonen een redelijke overeenstemming met theoretische
spectra, die gebaseerd zijn op gegevens ontleend aan andere kokende vloei-
stoffen. In vloeibaar helium II wordt ruis veroorzaakt door drukvariaties, die
temperatuurvariaties van de vloeistof veroorzaken.

Hoofdstuk 6 beschrijft ruismetingen aan type-I supergeleiders (In-29, Pb
folies) in de tussentoestand. Bij lage en bij hoge velden kunnen de spectra
beschreven worden met één oversteektijd. Bij tussenliggende velden is er een
verdeling van pulstijden tengevolge van een beweging met horten en stoten.
De spanningscomponent veroorzaakt door fluxbeweging, die bepaald is uit de
afsnijdfrequentie van de ruis, neemt af met toenemende weerstand. Bij lage
velden is de tussentoestand analoog aan de mengtoestand. Bij hoge velden
wordt de ruis veroorzaakt door bewegende normale gebieden waarvan de
grootte met het veld toeneemt.
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I

De gebruikelijke beschrijving van het begrip ,.noise’ als een ongewenst ver-
schijnsel gaat voorbij aan het feit dat ruis gebruikt kan worden ter verkrijging
van informatie. Hierdoor wordt aan dit begrip een te beperkte inhoud gegeven.

Encyclopaedic Dictionary of Physics, Pergamon Press, 1962,
MeGraw-Hill Encyelopaedia of Science and Technology, MeGraw-Hill
Beok Comp., 1960,

The International Dictionary of Physigs and Elgetronigs, 1. van
Maostrand, 1961,

Repertoire des Définitions, Unign Int. des Télécommunications, 1957,

Il

Witcomb cn medewerkers zijn van mening dat vortexlijnen niet gepind worden
doot storingen in het kristalrooster, die in teaminste €én richting zich uit-
strekken over cen afstand kleiner dan de coherenticlengte. Deze opvatting is
onjuist.

M. ). Witcomb, A. Echarri, A. V. Narlikarand D. Dew-Hughes,
J. Mal. Science 3, 191, 1964,

Tt

I een type-IT supergeleider veroorzaken oppervlakiconregelmatigheden en
randen een verlaging van de oppervlaktebarriére voor binnendringende vortex-
lijnen en een verhoging voor uittredende vortexlijnen. Dit verklaart waarom
bij fluxpenetratie de bewegende fluxbundels kleiner zijn dan bij fluxuitstoting.

Ly

In de afleiding door Thiene en Zimmerman van het ruisspectrum van een
stroomvoerende supergeleidende film zonder witwendig magnetisch veld wordrt
ten onrechte geen rekening gehouden met de generatie van ovale vortexringen
langs de omtrek van de supergeleider.

P. G. Thiene and J. L. Zimmerman, Phys. Rev, 177, 758, 1969,

\Y

Vozdvizhenskii en Medinskii geven beiden voor eutectische systemen een be-
trekking tussen de smelttemperaturen van de zuivere componenten, de eutec-
tische temperatuur en de eutectische samenstelling, Deze betrekkingen zijn ge-
baseerd op ondeugdelijke argumenten en laten geen betrouwbare bepaling van
de culectische temperatuur of van de cutectische samenstelling wit de andere
grootheden toe.

V. M. Vozdvizhenskii, Zh. [z, Khim. 37, 2455, 1963,
(Eng. vert. Russ. J. phys. Chem. 37, 1326, 1963),
L. B. Medinskii, Zh, fiz. Khim. 41, 2769, 1967
{Eng. vert. Russ. J. phys. Chem. 41, 1492, 1967).



VI

Falquero en medewerkers verklaren de vorming van transversale banden bij
gerichte stolling van de eutectische legering van Al en 51 cn het effect van ecn
magnetisch veld daarop met behulp van het mechanisme van constitutionele
onderkoeling. Het is onwaarschijnlijk dat deze verklaring juist is.

E. A, Falquero, W. Saunders and W. V. Youdetis, Can. J. Phys,
46, 158%, 1968,

Y1t

Bransky en Tallan concluderen uit metingen van de Seebeck-coefficient a en
het elektrisch geleidingsvermogen < bij verschillende temperaturen en zuur-
stofdrukken, dat in NIO boven 1000 °C transport van ladingsdragers plaats
vindt door esn hopping mechanisme. Aangezien de door deze auteurs gevon-
den afhankelijkheid van o van de zuurstc fdruk nict in overeenstemming is met
hun beschrjving van NiQ» als ean extrinsieke halfgeleider, is deze conclusie niet
gerechtvaardigd. Het vermoeden is gowettigd, dat deze meetresultaten onbe-
trouwbaar zijn.
I. Bransky and N, M. Tallan, J. chem, Phys. 49, 1243, 1968,

VI

Volgens Jantsch 1s 1/f ruis in halfgeleiders het resultaat van een mechanisme
waarbij cen modulatie van de opperviakterecombinatie optreedt, doordat
chemisch geadsorbeerde watermoleculen van actieve centra aan het halfgelei-
deroppervlak losgeraken, over het oppervlak diffunderen en weer ingevangen
worden. Het is echter niet in te zien dat zulk een mechanisme tot dit resultaat

leidt.
O, Jintsch, Solid $t. Electr. 11, 267, 1968,

X

Collins heeft waargenomen, dat soms in planaire $i transistoren na doorsiag
van de emitter-basis overgang de lekstroom bij gegeven spanning is afgenomen
en de gelijkstroomversterkingsfactor is toegenomen. Dit gedrag kan worden
toegeachreven aan compensatie van lading die reeds in de 510, opperviakte-
laag aanwezig was.

D. R. Collins, Appl. Phys. Letters 13, 264, 1968.
Seventh annual Rollability Physics Symposium, Washington, 1968.

X

In de reformatorische kerken wordt onvoldoende rekening gehouden met de
mondigheid van de gemeente.

G. I. van Gurp 20 mei 1969



