
 

Numerical modeling of micro-scale wind-induced pollutant
dispersion in the built environment
Citation for published version (APA):
Gousseau, P. (2012). Numerical modeling of micro-scale wind-induced pollutant dispersion in the built
environment. [Phd Thesis 1 (Research TU/e / Graduation TU/e), Built Environment]. Technische Universiteit
Eindhoven. https://doi.org/10.6100/IR738957

DOI:
10.6100/IR738957

Document status and date:
Published: 01/01/2012

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 17. Nov. 2023

https://doi.org/10.6100/IR738957
https://doi.org/10.6100/IR738957
https://research.tue.nl/en/publications/872d2a85-b9be-4f35-a6af-b492f065a4e6


 
 
 
 
 
 Numerical Modeling of Micro-Scale Wind-Induced 
 Pollutant Dispersion in the Built Environment 
 
 
 
 
 
 
 PROEFSCHRIFT 
 
 
 
 
 ter verkrijging van de graad van doctor aan de 
 Technische Universiteit Eindhoven, op gezag van de 
  rector magnificus, prof.dr.ir. C.J. van Duijn, voor een 
 commissie aangewezen door het College voor  
  Promoties in het openbaar te verdedigen 
 op maandag 26 november 2012 om 14.00 uur 
 
 
 
 
 door 
 
 
 
 
 
 Pierre Gousseau 
 
 
 
 
 geboren te Douai, Frankrijk 
 
 
 



 
 
 
Dit proefschrift is goedgekeurd door de promotoren: 
 
 
prof.dr.ir. B. Blocken 
en 
prof.dr.ir. G.J.F. van Heijst 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Bouwstenen 174 
 
A catalogue record is available from the Eindhoven University of Technology 
Library 
 
ISBN: 978-90-386-3269-8 
NUR: 955 
 
Cover picture: Another view from above by Anthony Barros 

www.flickr.com/mementosis 
Cover design: Verspaget & Bruinink 
Printed by Eindhoven University Press, Eindhoven, The Netherlands 
 
© Pierre Gousseau, 2012 
 
 
  



« It was something formidable and swift, like the 

sudden smashing of a Vial of Wrath. It seemed to explode 

all around the ship with an overpowering concussion and a 

rush of great waters, as if an immense dam had been blown 

up to windward. It destroyed at once the organised life of 

the ship by its shattering effect. In an instant the men lost 

touch of each other. This is the disintegrating power of a 

great wind. It isolates one from one’s kind. » 

 

Joseph Conrad, Typhoon



 
Samenstelling promotiecommissie: 

 

Prof.ir. E.S.M. Nelissen, Eindhoven University of Technology (voorzitter) 

Prof.dr.ir. B. Blocken, Eindhoven University of Technology (promotor) 

Prof.dr.ir. G.J.F. van Heijst, Eindhoven University of Technology (promotor) 

Prof.dr.ir. J.P.A.J. van Beeck, von Karman Institute for Fluid Dynamics 

Prof.dr.ir. A.G. Robins, University of Surrey 

Prof.dr.ir. M.H. de Wit, Eindhoven University of Technology 

Prof.dr.ir. J. Meyers, Katholieke Universiteit Leuven 

Ir. C.A. van Bentum, TNO 

 



v 

Summary 
Despite recent efforts directed towards the development of cleaner and more efficient 
energy sources, air pollution remains a major problem in many large cities worldwide, 
with negative consequences for human health and comfort. If the transport of pollutants 
by wind in urban areas can be predicted in an accurate way, remedial measures can be 
implemented and the exposure of people and goods to pollution can be decreased to 
limit these negative effects. This prediction can be achieved by experimental techniques, 
on-site or in wind tunnels, but also numerically, with the use of Computational Fluid 
Dynamics (CFD). 

In this thesis CFD is used to simulate wind-induced pollutant dispersion in the built 
environment. The accuracy of this approach in terms of pollutant concentration 
prediction always needs to be assessed. The reason is twofold. First, the wind flow 
around buildings is turbulent and cannot be solved exactly with CFD. This type of flow 
must therefore be approximated with so-called turbulence models. Second, various types 
of errors are present in the numerical solution and can affect its accuracy.  

The Reynolds-Averaged Navier-Stokes (RANS) and Large-Eddy Simulation (LES) 
turbulence modeling approaches are the most widely used in computational wind 
engineering. They are compared in this thesis, and evaluated by comparison with 
reference wind-tunnel experiments. In the first part, several generic cases of simplified 
isolated buildings are considered and, in the second part, an applied case of pollutant 
dispersion in an actual urban area (part of downtown Montreal) is studied. In the 
computations, care is taken to accurately simulate three key aspects of urban pollutant 
dispersion: (1) the atmospheric boundary layer flow, (2) the wind flow around buildings, 
and (3) the dispersion process. 

On average, the transport of pollutants by wind can be seen as the combination of, 
on the one hand, the transport by the mean flow and, on the other hand, the transport by 
the turbulent fluctuations. This decomposition is used here to evaluate the RANS – with 
various turbulence models – and LES approaches. Overall, the better performance of 
LES in terms of flow and concentration field prediction is demonstrated. In addition, 
LES has the advantage to provide the time-resolved velocity and concentration fields.  

Given the good accuracy of LES, this approach is used to investigate the physical 
mechanism of pollutant dispersion for the case of a simplified isolated building. The 
vortical structures present in the shear layers developing from the roof and sides of the 
building are shown to play a crucial role in the turbulent mass transport process. LES 
used as a research tool also allows evaluating models employed with RANS for turbulent 
mass transport, which is often assumed to act as a diffusion mechanism. The results of 
this study show that this hypothesis is not always valid and in some cases the turbulent 
mass flux in the streamwise direction is directed from the low to high levels of mean 
concentration (counter-gradient diffusion). 
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Chapter I 

Introduction 

I.1 Urban air pollution: a major environmental 

issue 

Air pollution can be defined as the presence of contaminant or pollutant substances in 
the air at a concentration that interferes with human health or welfare, or produces other 
harmful environmental effects [www.europa.eea.eu, 2012]. The sources of pollution can 
be divided into natural sources such as forest fires or volcanoes and emissions due to 
human activities, also called anthropogenic sources. In the latter category, traffic and 
transportation in general, energy production, industry, and domestic fuel combustion are 
among the activities which contribute most to the pollution of air. They are mainly 
concentrated in cities, and are likely to be even more concentrated in the future, 
following the increasing urbanization of populations worldwide. 

The populations living in cities are not only exposed to polluted air in the outdoor 
environment but also inside buildings where pollution can be transferred via ventilation. 
Indoor air quality deteriorates in this way, with negative effects on health and comfort of 
the building occupants [Jones, 1999]. In addition to inhalation, the transmission of 
pollutants also operates by the contamination of vegetation and water which are directly 
ingested by humans or indirectly via for instance meat, milk or seafood. The 
consequences of air pollution on human health are nowadays relatively well known. The 
contact, inhalation and ingestion of substances such as nitrogen oxides (NOx), carbon 
monoxide and dioxide (CO, CO2), sulfur dioxide (SO2), ozone (O3), particulate matter 
(PM) or heavy metals can cause disturbances and diseases that go from eye irritation to 
premature mortality, depending on the type of pollutant(s) and the level of exposure. The 
cardio-vascular and respiratory systems are primarily affected by polluted air [Kampa and 
Castanas, 2008]. According to the World Health Organization, 2.4 million people die 
each year from causes directly attributable to air pollution [Monks et al., 2009]. In 
addition to these dramatic effects on human health, the effects of air pollution on climate 
and biodiversity are also important, as well as the impact of pollution on preservation of 
buildings and cultural heritage [Rabl, 1999]. In a recent report [EEA, 2011], the European 
Environment Agency has quantified the damage costs to health and the environment 
from pollutants emitted by industrial facilities in Europe: it is estimated to be at least 102-
169 billion Euros for the year 2009, that is approximately 200-330 Euros on average for 
each European citizen.  
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Awareness of these disastrous effects of air pollution was mainly established during 
the second half of the twentieth century and was at the origin of clean-air policies in 
developed countries. Some regulatory policies and technological advances allowed 
decreasing significantly the total emissions in Europe and North America but air quality 
remains problematic in many cities. In other regions of the world, in countries with fast-
growing economies, the inverse trend is observed and the ever-increasing energy needs in 
constantly-growing cities are associated with considerable amounts of emissions. In Asia 
for example, the total emissions of NOx, SO2, CO have been multiplied by a factor 2.8 
from 1980 to 2003 [Chan and Yao, 2008]. 

It seems that the emissions of hazardous materials will remain a major concern for 
at least this century. Besides the efforts directed toward the development of more 
efficient and less polluting energy sources, understanding the transport of pollutants in 
the urban environment is needed in order to decrease the exposure of urban populations 
to polluted air and minimize the negative effects of pollution on health, buildings and 
goods. Once emitted by the various sources enounced earlier, the pollutant gases or 
particles are transported by the wind flow within the urban area – or accumulate due to 
the absence of wind. Precise knowledge of the source characteristics and of the chemical 
reactions possibly taking place, combined with the accurate prediction of the wind-
induced pollutant dispersion should – ideally – allow determining the composition of the 
ambient air which is inhaled by the city-dwellers. However, the prediction of wind flow 
and dispersion in urban areas is known to be a complicated task due to the complexity of 
the physical phenomena and geometries involved. Several techniques exist to investigate 
this problem; they are exposed and briefly described in the next section.  

Figure I.1. Three examples of  visible air pollution. Left: the effect of  wind on chimney 
smoke in Goteborg, Sweden [flickr.com/Brintam]. Middle: a smoggy day in Salt Lake City, 
USA [flickr.com/InfiniteWorld]. Right: urban air pollution in Shanghai, China 
[flickr.com/gmoorenator]. 
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I.2 Method 

I.2.1 Three approaches to predict pollutant dispersion 

Overall, the existing techniques to predict wind-induced pollutant dispersion can be 
classified into three categories: 

1. Semi-empirical dispersion models; 

2. Experiments (on-site or in wind-tunnel laboratories); 

3. Numerical methods, including computational fluid dynamics. 

Several examples of semi-empirical dispersion models are the ASHRAE dilution 
model [ASHRAE, 2007], or the Gaussian plume model [Sutton, 1947]. These models 
provide concentration estimates for dispersion from various types of sources. They are 
generally simple to use but their applicability is limited to simple configurations, with 
poor accuracy in more complex cases [Stathopoulos et al., 2004; Blocken et al., 2008; 
Hajra et al., 2010]. 

The experimental approach is still widely used in wind engineering. The field 
experiments have the advantage to measure dispersion on site, with modeling reduced to 
its strict minimum and can therefore be considered as the best representation of reality. 
However, such experimental campaigns are generally costly, time-consuming and 
complex to set up. The wind conditions (e.g. the wind speed and direction) are constantly 
changing, which renders the identification of the parameters influencing pollutant 
dispersion very difficult. A better control of the boundary conditions is possible with 
wind-tunnel modeling [Robins, 2003] and this is the reason why wind-tunnel 
measurements are often used for the validation of numerical models. Furthermore, this 
technique allows for a-priori testing, for instance in the design phase of a building before 
it is eventually built. However, in most cases the similarity requirements ensuring the 
same flow behavior at two different scales cannot be met due to the down-scaling of the 
model and the flow reproduced in the wind tunnel is therefore not strictly the same as in 
reality. 

The numerical approach is the one which has been chosen in the present thesis to 
study wind-induced pollutant dispersion in the built environment, using Computational 
Fluid Dynamics (CFD). Note that non-CFD numerical tools such as the Atmospheric 
Dispersion Modeling System (ADMS) [www.cerc.co.uk, 2012] or the Quick Urban & 
Industrial Complex (QUIC) dispersion modeling system [www.lanl.gov, 2012] can also be 
used to solve urban dispersion problems but they have not been considered here. Like 
wind-tunnel experiments, a-priori testing is possible with CFD but without the need for 
reducing the scale of the model, which means that the simulation can potentially reflect 
exactly the same conditions as in reality. CFD also provides data everywhere in the 
domain under study, whereas experiments only provide information at specific locations 
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chosen beforehand by the experimentalist. Furthermore, a CFD simulation is relatively 
cheap and fast to conduct, allowing for parametric studies. The aforementioned 
advantages, combined with the fact that CFD applied to wind engineering problems (also 
called Computational Wind Engineering, CWE) is a relatively new technique with 
ongoing developments, motivated the choice of this approach to study pollutant 
dispersion in this project. However, as explained in more detail in the next section, in 
most cases CFD cannot provide the exact solution of the flow equations: the numerical 
solution is affected by several sources of error and more or less elaborate models are used 
in an attempt to represent the physics of the problem. The proof that the numerical 
solution is sufficiently accurate must be provided, often by comparing the numerical 
results to measurements provided by wind-tunnel experiments – whose accuracy should 
also be evaluated. Hence, the experimental and numerical approaches are used in a 
complementary way rather than being alternative techniques. 

I.2.2 CFD and turbulence modeling 

The equations that describe the motion of fluids, namely the Navier-Stokes equations, do 
not possess an analytical solution for a large majority of flow problems. With CFD, an 
estimation of the solution can be obtained by transforming the set of partial differential 
equations into a system of algebraic equations that can be solved with a computer. 
Among the existing discretization methods, the finite volume method is the one used in 
this thesis and described in the present section. As a first step of a CFD simulation, the 
geometry of the fluid-flow problem under study is reproduced and the resulting 
computational domain is decomposed into a number of control volumes (or cells). This 
ensemble of cells constitutes the computational grid. The grid quality, determined by the 
arrangement, size and shape of its cells, should be adapted to a particular flow as it plays 
a major role in guaranteeing the accuracy of the numerical solution. At the boundaries of 
the computational domain, the boundary conditions are defined by imposing the values 
of the variables or of their gradient. 

With the finite volume method, the conservation laws (for pressure, velocity, 
pollutant gas concentration, etc.) are applied in their integral form to each cell. For a 
given cell, a discrete equation can be obtained by estimating each term of the 
conservation laws (generally: convective, diffusive and source terms) based on the 
variable values at its center and at the center of the neighboring cells. Various techniques 
exist to perform this interpolation and discretization step [Ferziger and Peric, 2002]; the 
choice is generally guided by considerations on the stability, rapidity and accuracy of the 
method. In the present work, the schemes used to discretize the flow equations will be 
enounced in the description of the numerical model for each simulation. The resulting 
system of algebraic equations is solved iteratively with the algebraic multi-grid technique 
[Ansys Inc., 2009]. In the end, the values of the variables at every cell are computed, 
which constitutes a discrete representation of the solution of the problem. The accuracy 
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of this solution strongly depends on the discretization schemes used and level of 
convergence reached within the iterative procedure (i.e. how the equations are solved). 

Another important aspect that determines the accuracy of the flow field simulated 
with CFD is the appropriateness of the models used to represent the physical flow 
phenomena (i.e. which equations are solved). In particular, for wind engineering 
problems, modeling of turbulence is crucial because of the turbulent nature of the wind 
flow around buildings. When the importance of the non-linear term of the momentum 
equation is growing compared to the viscous effects – i.e. above a certain value of the 
Reynolds number (Re) – the flow becomes turbulent. In this case, it is characterized by 
the presence of unsteady three-dimensional structures with a large variety of time- and 
length-scales and causing a high degree of mixing in the flow (one can infer that this 
mixing will play a crucial role if some particles or pollutant gas are injected in the flow). 
The numerical simulation of turbulent flows which resolves the complete range of spatial 
scales, from the smallest (the Kolmogorov scale) to the largest one, is possible with 
Direct Numerical Simulation (DNS) but, because the cost of such a simulation increases 
as Re9/4, it is limited to relatively low Reynolds numbers, much lower than those 
encountered in typical wind engineering problems (of the order of 106-107). Note 
however that a few earlier studies have applied DNS to idealized urban configurations 
such as building arrays [Coceal et al., 2007a; Coceal et al., 2007b; Lee et al., 2011] or 
isolated cubical buildings [Yakhot et al., 2006a; Yakhot et al., 2006b; Rossi et al., 2010], 
with Reynolds numbers up to 5.8×104. In a large majority of cases, a somehow simplified 
description of the flow can only be made, and the information that is lost by doing so is 
mimicked in what is usually referred to as turbulence modeling. Two main turbulence 
modeling approaches are generally used in CWE: 

− Reynolds-Averaged Navier-Stokes (RANS); 

− Large-Eddy Simulation (LES). 

With RANS, the variables are decomposed into their mean value and their turbulent 
fluctuation, following the Reynolds decomposition. The flow equations are averaged and 
then solved in terms of the mean variables. When being averaged, new unknowns appear 
in the momentum equations: the Reynolds stresses, representing the effect of the 
turbulent fluctuations on the mean flow. The way in which these stresses are evaluated 
defines each particular model of the RANS approach. For example, transport equations 
for the individual components of the Reynolds-stress tensor are derived and solved with 
the so-called Reynolds-stress model. Often, the computation of these unknown stresses 
is performed via additional variables introduced in the problem and transport equations 
for these turbulence variables are solved in addition to the average flow equations. For 
example, the k-ε models – widely used in CWE – solve equations for the turbulent kinetic 
energy k and the turbulence dissipation rate ε together with the mean continuity and 
momentum equations. Note that in studies of air pollution the equation describing the 
dispersion of pollutant is also averaged, which introduces a new unknown in the 
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problem: the turbulent mass flux. Accurately modeling this type of flux is crucial for the 
RANS simulation of pollutant dispersion, as will be explained in more detail later. The 
RANS approach has the advantage to be relatively economical in terms of computing 
resources, while providing sufficiently accurate results for a wide range of engineering 
flows. However, a steady RANS approach only resolves the mean variables and, if 
needed, the fluctuations can only be estimated based on this information. The 
performance of RANS models is also known to deteriorate in flows where the influence 
of the unsteady flow patterns is high such as the flow around bluff bodies. 

LES is the other turbulence modeling approach used in this thesis. As explained 
earlier, in order to simulate the behavior of the smallest scales of motion, an extremely 
fine computational grid would be needed which would make the simulation unaffordable 
from a computational point of view. Fortunately, contrary to the energy-carrying large 
eddies which are to a large extent determined by the geometry of the flow, the small 
eddies are known to have a more universal behavior, which means that they are not 
differing significantly from one flow configuration to the other, and have a relatively low 
influence on the transport of the conserved properties [Ferziger and Peric, 2002]. To take 
into account the largest scales of motions only, a filtering operator, corresponding to a 
local spatial averaging, is applied to the flow equations. The LES turbulence modeling 
approach consists in solving the resulting filtered equations and in modeling the effect of 
the scales that are smaller than the filter width – equal to the grid size with the finite 
volume method and implicit filtering – with a so-called subgrid-scale (SGS) model. LES 
solves the filtered flow equations in a time-dependent way, which allows describing the 
turbulent structures in the flow and their evolution in time. This is one of the reasons 
why LES generally performs better in simulating flows where unsteady turbulent patterns 
are important. For dispersion studies, this feature also gives access to the concentration 
statistics, for instance to the pollution peak at a given location in the city. Despite its 
numerous advantages, the use of LES was still marginal in CWE until recently because 
this turbulence modeling approach is rather demanding in terms of computing resources. 
Nowadays, computers able to afford LES computations on large computational grids are 
more widespread and the shift from steady turbulence models to the LES technique is 
progressively taking place.  

The working principles of the RANS and LES modeling approaches are 
schematized for the case of air flow around a building in Figure I.2. The experimental 
approach is also represented, on the left-hand side of the drawing. One has to keep in 
mind that experiments also constitute a non-exact representation of the real flow field – 
which is essentially unknown – since they also involve modeling (e.g. of the ABL flow in 
the wind tunnel), as well as sampling and measurement error. Nevertheless, they 
constitute what Oberkampf and Trucano [2002] call “our best indication of reality” and 
this is the reason why they are often used as a reference for CFD validation. This 
comparison between numerical and experimental results will be performed for every 
simulation presented in this thesis as a way to evaluate the accuracy of the numerical 
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results and the relevance of the physical models. A numerical model which is proven to 
be accurate on a validation case can subsequently be applied with reasonable confidence 
to a case with similar properties whose solution is unknown. As indicated by the bottom 
horizontal arrows in Figure I.2, the CFD validation is performed via the statistics of the 
flow field, for example by comparing the measured and computed mean velocity or 
turbulent kinetic energy values at several locations of the flow domain. With RANS 
(middle column of Fig. I.2), this average flow field is a direct output of the model 

Figure I.2. Schematic illustration of  the RANS and LES turbulence modeling approaches. 



8 Introduction 
 

whereas with LES (right column of Fig. I.2) the statistics are computed based on the 
instantaneous flow field at a certain number of successive time steps (t0,…,tn). 

I.3 Formulation of the problem 

From a practical point of view, the relevant information that should be provided by 
wind-induced pollutant dispersion simulations is a quantification of the exposure of 
people and goods to polluted air. In other words, the simulation should provide the 
concentration field with sufficient spatial resolution (depending on the application) and, if 
possible, information about the time-behavior of the concentration field. Note that 
knowledge about the source and the meteorological conditions is needed to answer this 
question. The results can subsequently be used in the design phase of a building, for 
instance to determine which locations on a building facade are suitable to place the 
ventilation intakes or how high an exhaust stack should exceed roof height of a factory to 
avoid contamination of the pedestrians in the neighboring street. Remedial measures to 
improve the air quality in a problematic area can also be tested using CFD, for example 
to determine the required height of anti-pollution screens to be placed along a busy 
highway, or whether planting trees in a given street is likely to enhance pollutant removal 
by wind. Another application of CFD to dispersion problems is the simulation of 
emergency situations such as industrial accidents that would force the evacuation of the 
city inhabitants far from the most hazardous zones.  

The possibility to use CFD to solve this kind of problems is already established and 
testified by the large number of scientific publications written on the topic. With the 
development of high-performance personal computers and the release of user-friendly 
and robust codes, performing CFD simulations is nowadays more accessible than ever. 
However, as explained in the previous section, the error in the numerical solution due to 
modeling and discretization can be significant and reporting CFD results should 
therefore include a proof of their accuracy or at least an estimation of how reliable they 
are. This is one of the focuses of the present thesis: to evaluate the accuracy of CFD 
applied to urban dispersion problems, and to determine which models (including the 
computational grid and the boundary conditions), computational settings and parameters 
can lead to accurate results. 

Once the accuracy of a given CFD simulation is proven, for instance, by showing 
the good agreement of the numerical results with measurements of the same flow, the 
numerical model can be used to investigate a physical phenomenon which is not yet fully 
understood. This constitutes another aspect of the present thesis: to explore and analyze 
the complex processes of gas dispersion around bluff bodies like buildings in order to 
provide support for the development of new models and the selection of existing ones. 

In summary, the present thesis constitutes an attempt to answer the following 
questions: 
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How are pollutants transported by the wind flow in the built environment? 

Can CFD provide an accurate prediction of the wind flow and dispersion around isolated/multiple 
building(s)? 

Which physical models are the most suitable to ensure accuracy of the simulation of pollutant dispersion 
around buildings? 

I.4 CFD modeling of wind-induced pollutant 

dispersion in urban areas: the key aspects 

Wind-induced pollutant dispersion is a complex problem involving physical phenomena 
at various scales. When simulating it with CFD, one can distinguish several key aspects 
listed hereafter and schematized in Figure I.3. They must all be considered with equal 
care in the numerical simulation to ensure the accurate prediction of pollutant dispersion.  

1. Simulation of the atmospheric boundary layer; 

2. Simulation of the wind flow in the built environment; 

3. Simulation of the dispersion process; 

4. Modeling of the source. 

Note that while these four aspects are considered separately in the present section 
in order to clarify the presentation of the problem, they strongly interact in reality and 
can hardly be tackled separately. As an example, it is known that the features of the flow 
around an isolated building strongly depend on the incident flow characteristics such as 
the boundary layer height or the level of turbulence [Castro and Robins, 1977; Tamura, 
2008].  

The modeling of the source will not be treated in the present thesis: in all the cases 
studied here, the characteristics of the pollutant source (geometry, exhaust rate, 
composition, etc.) are considered to be known from the experiment that is reproduced. 

 
Figure I.3. The three components of  the pollutant dispersion simulation: (1) simulation of  

the ABL; (2) simulation of  the wind flow around buildings; and (3) simulation of  the 
dispersion process. 
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For practical applications however, this is often a crucial point. For example, in the study 
of dispersion of vehicle exhaust gases, one has to create a computational model for the 
shape, composition and intensity of the source depending on the traffic conditions, the 
location of the considered street and various other parameters. Another example is the 
complex problem of modeling accidental releases.  

The three other elements constituting the problem under study are briefly described 
in this section. Considering the dense literature existing on each of these three topics, it is 
clear that this section is not intended to provide an exhaustive description or review. 
Rather, the aim is to introduce important concepts used in the core of this thesis, to 
precise its scope and to state the assumptions made. A concise literature review is also 
given, focusing on the CFD studies. A more precise review discussing the material 
relevant to each chapter is given in the introduction of each individual chapter. 

I.4.1 Simulation of the wind flow in the atmospheric boundary 
layer 

In micro-scale urban dispersion studies, horizontal scales of motions below 5 km are 
considered. This, combined with the fact that the pollutant source is usually located close 
to the ground, allows limiting the modeling of the atmosphere to its lower part, namely 
the atmospheric boundary layer (ABL). In the ABL, the flow is driven by the geostrophic 
wind flowing above and is at the same time largely influenced by the ground surface. 
Thus, the ABL characteristics (e.g. its height, the velocity and turbulence intensity 
distribution, etc.) will significantly differ depending on the type of terrain, for example if 
we consider wind flow over sea, forest or a city with many buildings. Each of these 
terrain types is characterized by a specific roughness quantifying the resistance that the 
terrain opposes to the wind flow. It is usually expressed in terms of the aerodynamic 
roughness length (z0) or the equivalent sand-grain roughness height (ks). Temperature 
stratification is another important feature determining the structure of the ABL. When 
the potential temperature is decreasing with height, buoyancy effects tend to increase the 
level of turbulence due to velocity gradients: this is the so-called unstable (or convective) 
ABL. Inversely, the turbulence generated by shear is damped by buoyancy when the 
potential temperature is increasing with height: this corresponds to the stable case. When 
the potential temperature is constant with height or, more generally, when buoyancy 
effects are negligible compared to shear – which generally occurs at high wind speeds – 
the ABL is said to be neutral. Despite the high influence of temperature stratification on 
pollutant dispersion, the neutral ABL remains the most studied case, experimentally and 
numerically. This case is also the one considered in the present thesis. 

The characteristics of the ABL are generally an input of the CFD model applied to 
micro-scale dispersion studies, via the boundary condition imposed at the upstream 
extremity of the computational domain, namely the inlet. Proper numerical simulation of 
the ABL flow can be summarized into two crucial requirements: first, prescribing 
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appropriate ABL characteristics representative of the full-scale configuration (or of the 
wind-tunnel experiment in case of validation study) and, second, preserving these 
characteristics along the upstream part of the computational domain to ensure that the 
flow that is prescribed at the inlet of the domain is eventually the one flowing at the 
location of the obstacles and/or pollutant source. These two aspects are treated 
differently, depending on which turbulence modeling approach is used. 

With RANS, the mean velocity profile has to be prescribed at the inlet of the 
computational domain, as well as the mean temperature profile in the case of stratified 
flow, and the variables used to model turbulence. When the CFD results are intended to 
be compared to wind-tunnel measurements, these profiles are usually identical to those 
provided by the experimental report. In studies where measurements of the wind flow 
are not available, the terrain, the meteorological conditions, and some known 
characteristics of the site under study (e.g. the predominant wind direction given by the 
wind rose) will be taken into account to provide a realistic model for the ABL.  The 
Monin-Obukhov similarity theory [Monin and Obukhov, 1959] is often applied for this 
purpose; it provides the vertical evolution of the mean velocity and turbulence quantities. 
For the neutral ABL, the mean velocity profile is generally described by a logarithmic law 
(see also [Tennekes, 1973]). Note that in a large majority of CFD studies the logarithmic 
velocity profile is assumed to be valid on the whole height of the computational domain 
whereas in real urban areas, because of the presence of buildings, it is valid only above a 
certain height known as the displacement height. A power-law can also be used to 
describe the ABL mean velocity profile in the neutral case; it has the advantage to be 
easier to fit to experimental data. 

In general, the ABL profiles prescribed as an inflow boundary condition do not 
correspond to the exact solution of the equations solved by a particular RANS turbulence 
model and this is one of the reasons why a degradation of the prescribed profiles along 
the computational domain is observed. One way to counteract this effect is to impose 
ABL profiles which are known to be an exact solution of the RANS equations (e.g. 
[Richards and Hoxey, 1993] for the standard k-ε model) possibly modified via the 
adjustment of the model constants [Richards and Hoxey, 1993; Alinot and Masson, 2005; 
Gorlé et al., 2009] or the addition of source terms [Pontiggia et al., 2009]. The boundary 
conditions imposed at the external faces of the domain must also be adapted to the ABL 
flow, for example by imposing the velocity value at the top of the domain or by correctly 
taking into account the roughness in the wall functions that compute the variables in the 
cells adjacent to the ground surface [Blocken et al., 2007a; Blocken et al., 2007b; 
Hargreaves and Wright, 2007]. 

With LES the flow equations are resolved in a time-dependent manner, so an 
instantaneous velocity profile must be prescribed at the inlet of the domain at each time 
step of the simulation, while ensuring that the statistics of the target ABL are verified. 
Adding random noise on top of the average velocity profile is known to perform poorly 



12 Introduction 
 

because the absence of coherent motion results in a rapid decrease of turbulence. A 
review of three techniques which are commonly used in CWE can be found in [Jiang et 
al., 2012] and are depicted in Figure I.4. The first one consists in simulating – prior to the 
“main” simulation – the ABL flow in a precursor domain. Periodic boundary conditions 
are often used in the streamwise and spanwise directions. The roughness of the ground 
surface can be implemented via a suitable wall model that generally relates the shear 
stress at the wall to the velocity at the wall-adjacent cells (e.g. [Schumann, 1975; Moeng, 
1984; Thomas and Williams, 1999; Xie et al., 2004a; Xie et al., 2004b]) or, in the case of a 
wind-tunnel flow, by modeling explicitly the roughness elements used in the test section. 
Then, the three velocity components are sampled in a cross-plane of the precursor 
domain, stored and finally prescribed as an inflow of the main simulation. Examples of 
the application of this technique can be found in [Tominaga et al., 2008a; Yoshie et al., 
2011]. The accuracy of the precursor method in terms of turbulence statistics is high but 
it demands a significant additional amount of computational time for the precursor 
simulation. Another turbulent inflow generation technique consists in adding extra length 
to the computational domain upstream of the model to be tested and imposing 
recirculation of the flow on this length. This cyclic treatment of the flow in the so-called 
driver section mimics a long domain which allows obtaining a fully-developed ABL flow 
and a realistic time-dependent velocity field at the inlet of the main simulation. This 
technique was first introduced by Lund et al. [1998] for general boundary layer flows and 
revisited in [Kataoka and Mizuno, 2002; Nozawa and Tamura, 2002] for atmospheric 

Figure I.4. The three methods used in CWE to generate a turbulent inflow with LES. 
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applications. Finally, the so-called synthetic methods can be used to generate ABL inflow 
turbulence. In this case, neither additional simulation nor extra domain length is required 
and the velocity fluctuations super-imposed to the mean velocity profile are directly 
computed, based on information about the turbulence spectrum [Maruyama et al., 1999; 
Xie and Castro, 2008] or about the intensity of the velocity fluctuations [Mathey et al., 
2006].  

Once the ABL profiles are generated and prescribed at the inlet of the domain, the 
same problem as the one encountered with the RANS approach about preserving the 
ABL characteristics along the domain arises. Explicit modeling of simplified buildings 
around the area of interest is one option [Xie and Castro, 2009]. Implicit treatment of the 
roughness is also possible and is often implemented by imposing the wall shear stress at 
the ground. This technique is however generally used in empty domains with periodic 
streamwise boundary conditions and to the author’s knowledge it is seldom applied when 
a building model is present in the domain and inlet/outlet type boundary conditions are 
used. Reducing as much as possible the empty length of the domain upstream of the 
building model is then necessary to limit the longitudinal degradation of the inlet profiles. 

I.4.2 Simulation of the wind flow in the built environment 

Overall, the configurations encountered in the wind engineering literature correspond 
either to real urban areas or to simplifications of the urban environment. The simulation 
of pollutant dispersion in real cities (see Chapter V for several examples from literature) 
usually corresponds to applied studies whose objective is to predict the polluted zones 
for a release in a particular urban configuration. In this case, the path of pollutants among 
the multiple buildings is complex and not evident to predict beforehand. These 
simulations are usually expensive in terms of computational resources due to the high 
dimensions of the domain, the large number of buildings to model and the large range of 
scales involved. The validation of CFD simulations for this type of configurations is not 
always possible because wind-tunnel measurements of dispersion in real urban areas are 
rare. Such a validation study will be presented in this thesis, in Chapter V, for the case of 
downtown Montreal, Canada. The corresponding wind-tunnel experiment [Stathopoulos 
et al., 2004] has been selected because it focuses on the near-field dispersion, with 
measurements of pollutant concentration on the roof of the emitting building, which 
corresponds to a region where the concentrations are high and particularly challenging to 
predict. 

The CFD studies which are aiming at validating numerical models and/or exploring 
the physical mechanism involved in pollutant dispersion are often performed on 
simplified urban geometries. Figure I.5 shows three examples of generic configurations 
that are the object of many experimental and numerical studies in the literature: the 
isolated building, the street canyon, and the array of buildings. In terms of generic 
configurations, this report – as well as the present section – has been chosen to focus on 
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the isolated building configuration with the incoming wind flow perpendicular to the 
windward facade (Chapter II, Chapter III and Chapter IV). Despite the limitations 
implied by the choice of this geometry and flow incidence, this configuration has been 
selected because it is very well documented and it is expected to reveal the fundamental 
flow mechanisms involved in dispersion around bluff bodies. Note that an attempt to 
link the results of the two types of configurations (idealized and real urban areas) is made 
in Chapter VI.  

Figure I.6 depicts in a schematic way the flow patterns around a wall-mounted 
cubical obstacle (comparable to a building model in our case) immerged in a wind flow. 
This figure is extracted from [Peterka et al., 1985] and adapted from [Hunt et al., 1978]. 
Knowledge about this type of flow was first provided by wind-tunnel experiments; many 
of them are reviewed in detail in [Hosker Jr., 1984]. When approaching the obstacle, the 
flow decelerates in the streamwise direction and accelerates laterally and vertically. 
Because of the vertical velocity gradient characterizing the ABL flow, the stagnation 
pressure on the upper part of the windward facade is higher than the one on its lower 
part, which creates a downward flow and explains the presence of a horizontal-axis 
standing vortex around the basis of the windward facade. The intensity and size of this 
vortex depends on the geometry of the building (e.g. width-to-height ratio) and on the 
intensity of shear in the incoming flow. The incident flow trails the standing vortex on 
the sides of the building, which gives it its characteristic horseshoe shape. Flow 
detachment occurs at the front edges of the building, leading to the presence of backflow 
regions on the roof and sides of the building. Reattachment can possibly take place, 
depending on the geometry of the building. A large recirculation zone is observed in the 
wake of the building; its size can vary up to several building heights, depending on the 
building shape and the characteristics of the approaching flow [Castro and Robins, 1977]. 
It should be noted that the aforementioned patterns correspond to an average picture of 
the flow. In reality, they are not fixed in time because of the turbulent fluctuations 
present in the flow.  

An appropriate CFD simulation of the wind flow around a building must be able to 
reproduce these characteristics. In this respect, LES generally performs better than the 
RANS turbulence modeling approach [Murakami, 1993; Rodi, 1997; Tominaga et al., 
2008a]. The main reason is that the flow patterns described above correspond to the 
mean flow, i.e. the average on a large number of instantaneous states with very complex 

 
Figure I.5. Three examples of  common generic configurations in wind engineering: (a) the 

isolated building; (b) the street canyon; and (c) the array of  buildings. 
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structure resulting from both the ABL and building-generated turbulence. While LES is 
able to reproduce these instantaneous flow patterns (under certain conditions and proper 
use, see Chapter II), steady RANS models cannot retrieve the information which is lost 
by averaging the flow equations, resulting in a loss of accuracy on the prediction of the 
mean flow. 

Even if dispersion in the built environment is primarily affected by the presence of 
buildings, it can also be altered by some other elements constitutive of urban areas. 
Vegetation is one of them. Several studies in the literature have focused on the way in 
which trees can affect flow and dispersion, both with experimental and numerical 
approaches (e.g. [Gromke et al., 2008; Endalew et al., 2009; Salim et al., 2011b]). 
However, it will not be considered in the present study. Besides being a source of 
pollutant gases, circulating vehicles generate turbulence by their motion and have in this 
way a significant effect on dispersion [Bäumer et al., 2005; Solazzo et al., 2008]. Traffic-
induced turbulence is also considered out-of-scope for the present study. 

I.4.3 Simulation of the dispersion process 

Modeling of dispersion is either performed with the Lagrangian or the Eulerian 
approach. The former consists in following (tracking) the fluid particles in their motion. 
This method is powerful and has been used to derive statistical theories of turbulent 
diffusion but the Lagrangian governing equations are complex, which explains why this 
approach is less used in applied studies of urban pollutant dispersion [Kao, 1984]. In this 
framework, a good estimate for the Lagrangian time scale is needed to ensure accurate 
simulation of dispersion [Gorlé, 2010].  

The Eulerian approach is the one which has been selected for the present study. 
The pollutant concentration is treated as a scalar transported by an advection-diffusion 

 
Figure I.6. Mean flow patterns around a wall-mounted cube immerged in an ABL flow 

[Peterka et al., 1985]. 
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equation. It should be noted that, in order to guarantee fidelity between the CFD 
simulations presented in this thesis and the corresponding wind-tunnel experiments, the 
properties of the tracer gases – different from those of air – have been taken into account 
in the numerical model. Despite the low concentrations of tracer gases considered in the 
various cases (except for Chapter III) and the fact that the flows will be modeled under 
isothermal conditions and without chemical reactions, the pollutant concentration is not 
strictly a “passive scalar” in the sense that it influences the flow.  

In the CFD model, the dispersion equation is either averaged with RANS or filtered 
with LES before being solved, in the same way as the Navier-Stokes equations. This 
operation results in the emergence of new unknowns (the turbulent and SGS mass flux 
for RANS and LES, respectively) which have to be modeled in order to close the 
problem. With LES a model is needed for the effect of the scales that are smaller than 
the filter width on dispersion. By analogy, since with RANS only the mean flow is 
resolved, the way in which the velocity fluctuations affect the transport of pollutant must 
be modeled. Modeling of the turbulent mass flux with this turbulence modeling approach 
will be shown to be crucial in guaranteeing the accuracy of the numerical solution. The 
gradient-diffusion hypothesis, assuming the turbulent mass flux to be proportional and 
opposite to the mean concentration gradient, is often used in CWE. Its formulation is 
simple and, when implemented in the CFD code, it shows good numerical stability 
without requiring significant additional computational cost. With this model, the 
dimensionless parameter known as the turbulent Schmidt number has a high influence on 
the results [Tominaga and Stathopoulos, 2007; Blocken et al., 2008]. This issue will be 
addressed at several occasions in this thesis, in Chapter III and Chapter V for instance. 
More elaborate models for the turbulent mass flux are reviewed and implemented for 
passive scalar transport in [Izarra, 2009], including the algebraic models by [Daly and 
Harlow, 1970] (generalized gradient-diffusion model), [Launder, 1988], [Abe and Suga, 
2001], [Younis et al., 2005] and [Abe, 2006]. In comparison with the simple gradient-
diffusion hypothesis, these models constitute a better representation of the physics of 
turbulent transport by relating the flux to the mean gradient via a tensor diffusivity which 
is a function of the Reynolds stresses and, for the models by [Launder, 1988] and [Younis 
et al., 2005], of the mean velocity gradients. In this way, the anisotropy of turbulent 
transport can be taken into account. Note that these models have rarely been applied to 
pollutant dispersion studies; see [Rossi and Iaccarino, 2009; Rossi et al., 2010] for recent 
examples. 

It should be mentioned that chemical reactions which can take place in the 
atmosphere are not considered in the present study. They can be implemented by the 
addition of source and sink terms in the dispersion equation. The process of deposition is 
not taken into account either. Furthermore, the dispersion of dense gases – for which the 
buoyancy forces are dominant (see e.g. [Robins et al., 2001a; Robins et al., 2001b; 
Mokhtarzadeh-Dehghan et al., 2012]) – is not studied in this thesis. Finally, the fact that 
the transport of scalars in turbulent flows is generally described by a similar equation as 
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the one considered here for concentration is noteworthy: it extends the applicability of 
our study to other scalars (for example temperature for heat transfer studies, provided 
that the buoyancy effects are taken into account). 

I.5 Structure of the thesis 

The core of the thesis is divided into two parts. Part 1 (p. 19) is composed of Chapters II 
to IV and their appendices and deals with the simulation of flow and dispersion around 
idealized buildings. Pollutant dispersion in an actual urban area is considered in Part 2 (p. 
101), containing Chapters V and VI. A general conclusion (Chapter VII) is intended to 
summarize the results of all chapters and to provide some recommendations for future 
work. 

The next five chapters of this thesis correspond to articles which have been 
published (Chapter III, Chapter IV and Chapter V) or submitted (Chapter II and Chapter 
VI) to peer-reviewed international journals, with some minor changes such as adapting 
the notations to ensure homogeneity between the chapters. Some complementary results 
are presented in the two appendices at the end of Part 1. Additional remarks, or cross-
references between the chapters are made via footnotes, in order to preserve the original 
content of the articles. The corresponding reference is mentioned in each chapter 
heading page and the co-authors are gratefully acknowledged here:  

Chapter II to Chapter VI: 

− Prof.dr.ir. Bert Blocken from the Department of the Built Environment (unit 
Building Physics & Services) of Eindhoven University of Technology (Eindhoven, 
The Netherlands). 

− Prof.dr.ir. GertJan van Heijst from the Department of Applied Physics (Fluid 
Dynamics Laboratory) of Eindhoven University of Technology (Eindhoven, The 
Netherlands). 

Chapter V and Chapter VI: 

− Prof. Ted Stathopoulos from the Building, Civil and Environmental Engineering 
Department of Concordia University (Montreal, Canada). 

The valuable comments of Dr.-Ing. Jörg Franke from Siegen University (Germany) 
on the manuscript of Chapter II are also gratefully acknowledged.  

The thesis is therefore composed of self-contained chapters which can be read 
independently. This implies however the possibility of over-lapping information between 
chapters, especially concerning the method description.  

− Chapter II (p. 21) presents the validation and solution verification of the LES 
computation of wind flow around a high-rise building. The accuracy of this 
turbulence modeling approach is evaluated and analyzed. In Appendix A (p. 89), 
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the same case is simulated with two RANS models to provide support for the 
following chapters. 

− Chapter III (p. 47) reports a detailed analysis of the performance of RANS and 
LES applied to two cases of pollutant dispersion around isolated buildings. The 
relative effects of the mean and turbulent flow fields on dispersion are weighted. 
The streamwise counter-gradient mechanism of turbulent mass transport is 
identified. 

− Chapter IV (p. 71) uses LES to further analyze one of the cases simulated in the 
previous chapter. The concentration and velocity statistics are analyzed in detail 
and some insight into the dispersion process is provided in this way. The 
influence of the vortical structures on turbulent dispersion is demonstrated, and 
illustrated in more detail in Appendix B (p. 97) where some complementary 
results are presented. 

− Chapter V (p. 103) deals with the simulation of dispersion in a real urban 
environment with multiple buildings (downtown Montreal, Canada) and 
emphasizes the challenges proper to applied cases. The RANS and LES 
turbulence modeling approaches are evaluated and compared. With the former, 
the high influence of the turbulent Schmidt number is underlined. 

− Chapter VI (p. 123) constitutes an attempt to link the results obtained on the 
generic cases of isolated buildings to the applied case of dispersion in downtown 
Montreal. It supports the study of environmental processes on simplified 
configurations. 
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Part 1 
Idealized Buildings 
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Chapter II 

Large-Eddy Simulation of wind flow 

around an isolated building 

To date, this chapter has been submitted for publication in Computers & Fluids as: 

P. Gousseau, B. Blocken, G.J.F. van Heijst 
Quality assessment of Large-Eddy Simulation of wind flow around a high-rise building: 
Validation and solution verification  

When undertaking wind engineering problems such as urban pollutant dispersion or pedestrian 
wind comfort with Computational Fluid Dynamics, an accurate simulation of the flow field around 
buildings is required. In this respect, the good performance of Large-Eddy Simulation has already been 
established but because the formulation and the use of this turbulence modeling approach are complex, the 
uncertainty on the results is relatively high. This implies the need for validation and verification (V&V) 
studies like the one performed in the present chapter for the wind flow around an isolated high-rise 
building with aspect ratio 1:1:2. In the first part of the study, the numerical results are compared with 
measurements from a reference wind-tunnel experiment and the agreement is quantified by validation 
metrics. The vortex method to generate inflow turbulence is shown to provide accurate results. 
Unexpectedly, the best agreement with the experiments is obtained on the coarsest computational grid, 
with 20 cells per building side, while a finer grid with 30 cells per building side over-estimates the 
turbulent kinetic energy measurements. A similar result was also found by earlier studies for different flow 
configurations. In the second part of the study, solution verification is performed. The Systematic Grid and 
Model Variation technique is used to provide estimates of the modeling and numerical error contributions. 
The LES_IQ indicator shows that a grid with 20 (resp. 30) cells per building side allows resolving 80% 
(resp. 91%) of the total turbulent kinetic energy in the region around the building. 
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II.1 Introduction 

Computational Fluid Dynamics (CFD) is increasingly used to solve wind engineering 
problems such as pollutant dispersion in the built environment, pedestrian wind comfort, 
wind loads on buildings or natural ventilation of buildings [Hanna et al., 2006; Yoshie et 
al., 2007; Nozu et al., 2008; Blocken et al., 2012; Ramponi and Blocken, 2012]. In all 
these cases, an accurate simulation of the wind flow around buildings by the CFD model 
is needed. This is the reason why – supported by the increase of computational power – 
the use of the Large-Eddy Simulation (LES) turbulence modeling approach is nowadays 
becoming more widespread in Computational Wind Engineering (CWE). Several earlier 
studies [Murakami, 1993; Rodi, 1997; Shah and Ferziger, 1997; Tominaga et al., 2008a], 
have indeed demonstrated that LES can provide an accurate description of the mean and 
instantaneous flow field around bluff bodies like buildings. In general, it performs better 
than the Reynolds-Averaged Navier-Stokes (RANS) turbulence modeling approach1, at 
the expense of much larger requirements in terms of computational resources.  

Most of the aforementioned studies have established the good performance of LES 
based on comparison of the numerical results with measurements, often provided by 
wind-tunnel experiments. However, despite the increasing attention given to the 
quantification of error and uncertainty in CFD, the techniques that have been developed 
for general fluid engineering problems to assess the quality of CFD simulations are still 
marginally used in CWE [Franke, 2010]. This is particularly true for LES.  

The aim of the present study is to provide a Validation and Verification (V&V) 
study of the LES computation of wind flow around an isolated building. To the best of 
the authors’ knowledge, this V&V strategy that has been developed for general fluid 
engineering problems has not yet been applied to such a flow.  

Validation is defined as “the process of determining the degree to which a model is 
an accurate representation of the real world from the perspectives of the intended uses of 
the model” [AIAA, 1998]. It will be performed here by comparing the numerical results 
with the measurements from a reference wind-tunnel experiment and by quantifying the 
agreement with validation metrics (Section II.4). The influence of the subgrid-scale (SGS) 
model and grid resolution will be assessed. In particular, the standard and dynamic 
Smagorinsky SGS models will be compared and, for the former, an appropriate value for 
the Smagorinsky coefficient will be determined in what is usually referred to as 
“calibration” in the V&V process [AIAA, 1998]. 

Verification is defined as “the process of determining that a model implementation 
accurately represents the developer’s conceptual description of the model and the 
solution to the model” [AIAA, 1998]. Note that other definitions for the terms 
“validation” and “verification” can be found for example in [Casey and Wintergerste, 

                                              
1 See Appendix A. 
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2000] or [Srebric and Chen, 2002]. The process of verification is twofold: on the one 
hand the code verification and on the other hand the solution verification [AIAA, 1998; 
Roache, 1998; Oberkampf and Trucano, 2002] The former will not be treated here: the 
CFD code used is a commercial code (Ansys/Fluent 12.1) and is assumed to be verified 
in the development process. The solution verification will be performed in four steps: 

1. Evaluating the turbulent inflow generation technique. Here, the Vortex Method 
(VM) [Sergent, 2002; Mathey et al., 2006] is used. Besides testing the influence of 
inflow turbulence on the flow field around the building (validation), a posteriori 
verification will be performed indicating that the mean inflow is a good 
representation of the experimental one (Section II.4.1). 

2. Assessing the statistical convergence of the numerical solution. The LES results 
are compared to the measurements in terms of mean values. It will be verified 
that the first moments of velocity are sufficiently converged (Section II.5.1). 

3. Evaluating the modeling and numerical error contributions in the LES solution. 
For basic flows at low Reynolds numbers, this can be achieved using Direct 
Numerical Simulation (DNS) results [Vreman et al., 1996; Geurts and Fröhlich, 
2002; Meyers et al., 2003]. However, in the present study the high Reynolds 
number of the flow prohibits the application of DNS so a multi-grid technique is 
used: the Systematic Grid and Model Variation (SGMV) [Klein, 2005; Freitag and 
Klein, 2006; Klein et al., 2008; Celik et al., 2009] (Section II.5.2).  

4. Evaluating the proportion of the total turbulent kinetic energy which is resolved 
by the LES model with the LES Index of Quality (LES_IQ) [Celik et al., 2005; 
Celik et al., 2006; Celik et al., 2009] (Section II.5.3). 

The reference experiment that will be reproduced with CFD is described in the next 
section. Next, the computational model is outlined, before presenting and analyzing the 
results. 

II.2 Description of the experiment 

The wind-tunnel experiment by Meng and Hibi [1998] is used as a validation experiment. 
A building with dimensions B×B×H (B=H/2=0.08 m) in the streamwise (x), lateral (y) 
and vertical (z) direction, respectively, is placed in the test section of a wind tunnel where 
an atmospheric boundary layer (ABL) flow is simulated. The Reynolds number based on 
B and the mean velocity of the incident flow at building height (UH) is equal to 2.4×104. 
The origin of the coordinate system is the center of the building’s ground face. The 
streamwise turbulence intensity at z/B=0.125, 2 and 7.5 is equal to 22.8%, 18% and 
4.5%, respectively. The undisturbed ABL profiles of mean streamwise velocity (U=<u>), 
standard deviation of velocity in the three directions (σu, σv, σw) and shear stress (-<u′w′>, 



24 Large-Eddy Simulation of  wind flow around an isolated building 
 

where ui′=ui-Ui denotes the fluctuation of the velocity in the direction xi) are provided in 
the experimental report.  

The mean (U, V, W) and standard deviation of the three velocity components have 
been measured with a constant-temperature anemometer with split-fiber probe at 186 
points around the building. 66 of these points are in the vertical mid-plane y/B=0, 
hereafter denoted by V0. Two horizontal planes at z=1 cm (H1; z/B=0.125) and z=10 
cm (H10; z/B=1.25) contain 60 additional measurement points each. In each plane, the 
points are distributed along 9 lines at x/B=-0.75; -0.5; -0.25; 0; 0.5; 0.75; 1.25; 2; 3.25. 
Because of space limitations, the graphical comparison (profiles) of experimental and 
numerical data will be performed only in the planes V0 and H10 for a limited number of 
points (5 out of 9 measurement lines per plane) and variables (U and the turbulent kinetic 
energy k=0.5×(σu2+σv2+σw2)). The validation metrics, however, take into account all the 
data points. Note that this experiment has been reproduced with CFD before by 
Tominaga et al. [2008a]; their LES results will also be used in our study for comparison 
purposes. 

II.3 Computational model 

II.3.1 LES modeling 

The commercial CFD code Ansys/Fluent 12.1 is used here, with LES as a turbulence 
modeling approach. The filtered incompressible Navier-Stokes equations are given by:  

∂u̅i

∂xi
=0 (II.1)

∂u̅i

∂t
+u̅j

∂u̅i

∂xj
=
∂

∂xj
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∂xj
-
1

ρ

∂p̅

∂xi
-
∂τij
∂xj

 (II.2)

where the overbar denotes the filtering operator (with filter width equal to grid size), ρ 
and ν are the air density and kinematic viscosity, respectively, p the pressure and τij the 
components of the SGS stress tensor: 

τij=uiuj-u̅iu̅j (II.3)

The Smagorinsky SGS model [Smagorinsky, 1963] is applied to close the system of 
equations and determine the SGS stresses via the SGS turbulent viscosity νsgs and the 
filtered rate of strain Sij=(∂u̅i/∂xj+∂u̅j/∂xi)/2: 

τij-
1

3
τkkδij=-2νsgsSij (II.4)

with: 

νsgs=Lsgs
2 S (II.5)
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where S=(2SijSij)
1/2

 is the characteristic filtered rate of strain and Lsgs=min(κd,CsVc1/3) is 

the SGS mixing length, with κ the von Karman constant, d the distance to the closest 
wall, Vc the volume of the computational cell and Cs the Smagorinsky coefficient. Note 
that Equation (II.2) corresponds to the momentum equation filtered with a uniform filter 
width and the commutation error that arises when filtering the equation on a non-
uniform grid is neglected [Manickam et al., 2012]. 

The distinction is made here between the so-called standard Smagorinsky model, 
where Cs is a user-prescribed constant, and the dynamic version [Germano et al., 1991; 
Lilly, 1992], where Cs is computed at each time step with a test-filter (whose width is 
twice the grid size) and clipped to the range [0; 0.23] to avoid numerical instabilities 
[Ansys Inc., 2009]. These two versions of the model will be used and compared in the 
present study. For the standard version, two different values of Cs will be tested: 0.1 and 
0.15. They belong to the range of values that can be found in the literature for the 
simulation of flow around a bluff body, e.g. 0.1 in [Rodi et al., 1997; Rodi, 1997; Thomas 
and Williams, 1997; Lim et al., 2009; Xie and Castro, 2009], 0.12 in [Murakami, 1993; 
Tominaga et al., 2008a; Tominaga and Stathopoulos, 2010; Tominaga and Stathopoulos, 
2011], or 0.16 in [Tseng et al., 2006]. Note that the simulations with these two model 
coefficients will be used in the solution verification procedure to evaluate the modeling 
error (Section II.5.2). 

II.3.2 Computational domain and grid 

The computational domain has been created and meshed with the Gambit software 
following the surface-extrusion technique [van Hooff and Blocken, 2010]. The domain 
dimensions are 2.64×0.9×0.9 m3 (Fig. II.1-a), with a distance of 4H between the inflow 
boundary and the windward facade of the building. This value is set slightly below the 
recommendations by COST Action 732 [Franke et al., 2007] and AIJ [Tominaga et al., 
2008b] guidelines in order to limit the deterioration of the prescribed inflow profiles 
along the empty fetch upstream of the building [Blocken et al., 2007a; Blocken et al., 
2007b]. In the vertical direction, the height of the wind-tunnel test section is used (0.9 

Figure II.1. (a) Computational domain. (b) Side and (c) top view of  the grid on the building 
and ground surfaces for Grid20 (total number of  cells: 737,920). 
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m=5.625H) and the top wall boundary is modeled. To avoid modeling the side walls of 
the wind tunnel (which would require grid refinement and increase the total number of 
cells significantly), the width of the domain has been chosen slightly smaller than the test-
section width (0.9 m=11.25B vs. 1.1 m). Nevertheless, this dimension implies an empty 
distance of 5.125B on each side of the building, which ensures a small influence of the 
side boundary conditions on the flow around the building. The resulting blockage ratio is 
equal to 1.6%, which is below the maximum values recommended by the aforementioned 
guidelines [Franke et al., 2007; Tominaga et al., 2008b].  

Two computational grids are used in this study, namely Grid20 and Grid30. The 
suffix corresponds to the number of cells used to discretize the building in the x- and y-
directions. The same uniform grid spacing (B/20 or B/30) is applied on the building in 
the vertical direction. Away from the building, the cell size is increased by a factor kept 
around 1.08 to limit the commutation error. Note that the resulting high aspect ratio of 
the computational cells in some regions of the domain is not optimal for LES (using 
cubic cells is generally advised) but appears to be inevitable for applied cases with 
complex geometries (see Chapter V). The characteristics of the two grids are summarized 
in Table II.1 and the grid on the building and ground surfaces for Grid20 is shown in 
Figures II.1-b,c. As will be explained later (Section II.5), the solution verification 
methods used here are based on the numerical solutions of the LES equations on these 
two grids. An important parameter in this procedure is the grid coarsening factor 
α=Δ20/Δ30, equal to the ratio of the coarse filter width/cell size (Δ20) and the fine one 
(Δ30). Ideally, α should be kept constant everywhere in the domain. This is 
straightforward in the case of a uniform grid but in the case of more complex grid 

Figure II.2. Profiles of  non-dimensional filter width Δ20/B and Δ30/B along the lines (a) 
(x/B=-0.75; z/B=1.25) and (b) (x/B=-0.75; y/B=0) for the two computational grids used 
in this study. The grid coarsening factor α is also shown (dashed line and secondary axis). 
(c) shows the position of  the plotting lines. 

Table II.1. Characteristics of  the two computational grids. 
Name Nb of cells: 

Total 
Nb of cells: 
Building 

Cell size: 
Building [m] 

Cell size: 
Maximum [m] 

Grid20 737,920 20×20×40 0.004 0.036 
Grid30 2,504,160 30×30×60 0.0027 0.024 
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systems like the one used here, special care must be taken to achieve this. As an example, 
the evolution of Δ20, Δ30 and α along two lines crossing the domain is shown in Figure 
II.2. For geometrical reasons, deviations from the intended value (α=1.5 imposed at the 
building) are inevitable but they have been kept very limited.  

II.3.3 Boundary conditions 

Symmetry boundary conditions are imposed at the sides of the domain (y=±0.45 m), 
implying zero normal velocity and zero gradients of all variables at these boundaries. At 
the outlet of the domain, zero static pressure is imposed.  

The building and ground surfaces as well as the top boundary of the domain are 
defined as walls. The centroids of the wall-adjacent cells are assumed to lie either in the 
linear sub-layer, in the buffer layer or in the logarithmic zone of the boundary layer, 
depending on the distance to the wall [Ansys Inc., 2009]. For Grid20, z+ values 
(z+=zu*/ν, where u*=(τw/ρ)1/2 is the friction velocity with τw the wall shear stress) at the 
centroids of the wall-adjacent cells reach values up to 50 at the ground, 75 at the building 
surface and 225 at the ceiling. Note that no special treatment has been applied to the 
ground surface to take into account its roughness but the inflow boundary is located 
close enough to the building to limit the appearance of longitudinal gradients in the ABL 
profiles [Blocken et al., 2007a; Blocken et al., 2007b]. This has been verified by looking at 
the flow at a point P located at the same streamwise position as the windward facade of 
the building but relatively far from it in the lateral direction, in such a way that the ABL 
flow is not disturbed by the presence of the building. P is the point of non-dimensional 
coordinates (x/B=-0.5; y/B=3.75; z/B=2), i.e. the point located at building height, at the 
level of the windward facade, 3.25B away from the side wall. At P, the deviations from 
the prescribed inlet values of U and k at building height are equal to 1% and 5%, 
respectively, showing the good homogeneity of the prescribed profiles along the empty 
fetch upstream of the building. 

Since LES is an unsteady model, the velocity profile imposed at the inlet of the 
domain must be time-dependent. Several techniques exist to achieve this, see for example 
[Tamura, 2008; Yoshie et al., 2011] for a review. Here it has been chosen to use the 
Vortex Method (VM) [Sergent, 2002; Mathey et al., 2006]. It consists in generating and 
transporting randomly in the inlet plane a given number (here: 200) of 2D-vortices whose 
intensity and size depends on the local value of k and the turbulence dissipation rate, for 
which profiles are prescribed based on the experiment. The turbulence dissipation rate is 
calculated assuming equilibrium between production and dissipation of turbulent kinetic 
energy in the ABL flow. The vortices generate unsteady perturbations vin′ and win′ on the 
prescribed profiles of V and W, respectively. The perturbations uin′ on the imposed 

profile of U are deduced from vin′ and win′ following uin'=-v'.e where v' is the vector of 
components (0; vin′; win′) and e is the unit vector aligned with the gradient of mean velocity 
in the inlet plane. The perturbations on the imposed profile of U are deduced from the 
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vortex-generated perturbations on the profiles of V and W. The advantage of this 
method is that it requires neither additional simulation nor extra domain length. This 
technique has been used in earlier studies by the authors (e.g. Chapter III, Chapter V) and 
showed good performance in LES of pollutant dispersion around buildings. Here, the 
accuracy and relevance of the VM will be analyzed in more detail (Section II.4.1).  

II.3.4 Numerical procedure 

The bounded central-differencing scheme is used to discretize the convection term in the 
filtered momentum equation. In comparison with pure central-differencing, this scheme 
switches to first-order upwind scheme when the convection boundedness criterion 
[Gaskell and Lau, 1988] is violated, which avoids the appearance of unphysical 
oscillations in the numerical solution. It has an order of accuracy between one and two. 
From the pressure values at the cell centers, the face values are computed with a second-
order scheme. Pressure-velocity coupling is performed with the fractional step method 
[Kim and Moin, 1985; Bell et al., 1989].  

Time discretization is second-order implicit. The non-iterative scheme is used for 
time advancement: each set of equations is solved iteratively (inner iterations) but not in 
combination. Performing only one outer iteration per time step decreases the 
computational time significantly without affecting the overall accuracy of the simulation 
[Ansys Inc., 2009]. For the pressure equation, the sub-iterations end within a time step 
when the ratio of the residual at the current sub-iteration and the first sub-iteration is less 
than 0.25, with a maximum of 10 sub-iterations per time step. For the momentum 
equation, this ratio and this maximum are 0.05 and 5, respectively. Note that the 
influence of these parameters has not been tested: the convergence of each simulation 
has been verified here in the sense that a sufficient number of time steps is performed to 
get converged average values (see Section II.5.1) but the convergence within each time 
step has not been monitored. The time-step value (Δt) has been adapted for each 
computational grid: it is equal to 8×10-4 s for Grid20 and 5.33×10-4 s for Grid30, 
corresponding to 0.045 and 0.03 time units (tu=B/UH), respectively. Similar values for the 
Courant number (=u×Δt /hc, with u the local velocity value and hc the local cell size) are 
therefore found on both grids, the maximum on the whole domain being approximately 
2.3. Each simulation is initialized with the solution of a preceding RANS simulation on 
which random noise is super-imposed. After an initialization period Tinit=3.2 s 
corresponding to 5.4 flow-through times (Tft=Lx/UH, where Lx is the length of the 
computational domain), the statistics are sampled for Tavg=12.8 s=21.8Tft=718tu. It will be 
demonstrated in Section II.5.1 that this averaging period is sufficiently long to provide 
converged mean values of velocity. 
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II.3.5 List of cases 

The name and description of the seven cases that will be presented in this chapter are 
summarized in Table II.2.  

The simulations have been run in parallel on eight processors (2.33 GHz; 64 GB 
memory). In total the LES20-1 simulation lasted approximately 30 hours, including the 
initialization phase. The use of the dynamic Smagorinsky model (LES20-3) did not 
strongly increase the computational time (ratio 1.15:1). Because of the increase in number 
of time steps and in computational time per time step, the simulations on Grid30 
demanded significantly more time to run on the same computer system (ratio 6:1 for 
LES30-1 compared to LES20-1). 

To quantify the agreement between numerical and experimental results, validation 
metrics are used in the next section and reported in Table II.3 for U, V, W and k: hit-rate 
(q) and fraction of predictions within a factor of 2 of observations (FAC2). In addition 
for k, the Fractional Bias (FB) and Normalized Mean Square Error (NMSE) are used. 
Except for the hit rate, the metrics have been calculated with the BOOT software 
[www.harmo.org, 2012] and take into account all the 186 measurement points. The 
definitions of these metrics can be found in Appendix A [Schatzmann et al., 2010]. The 
ideal value of each metric, corresponding to perfect agreement between CFD and 
experiment, is indicated in Table II.3. The values of the relative and absolute error 
thresholds for q have been taken equal to Dq=0.25 and Wq=0.03 for velocity and to 
Dq=0.25 and Wq=0.003 for k. The threshold for absolute error is based on the 
uncertainty of the experiment. Here, the uncertainty on velocity measurements was not 
explicitly mentioned in the experimental report but it was estimated based on the 
anemometer manufacturer information [Jørgensen, 2002] and experiments performed 
with the same equipment [Ubertini and Desideri, 2000].  

Table II.2. List and description of  the cases. VM indicates Vortex Method for inlet boundary 
condition. 

Case Grid SGS model Constant Cs Inlet method 
LES20-1 Grid20 Standard Smagorinsky 0.1 VM 
LES20-2 Grid20 Standard Smagorinsky 0.15 VM 
LES20-3 Grid20 Dynamic Smagorinsky - VM 
LES20-4 Grid20 Standard Smagorinsky 0.1 No perturbation
LES30-1 Grid30 Standard Smagorinsky 0.1 VM 
LES30-2 Grid30 Standard Smagorinsky 0.15 VM 
LES30-3 Grid30 Dynamic Smagorinsky - VM 
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Table II.3. Validation metrics (hit rate q, factor of  two of  observations FAC2, fractional bias 
FB and normalized mean square error NMSE) for the seven simulations. The metrics for 
U and k take into account the 186 measurement points while V is evaluated in the planes 
H1 and H10 and W in the plane V0. Thresholds for q: Dq=0.25; Wq=0.03 for U, V and W. 
Dq=0.25; Wq=0.003 for k. 

 U/UH V/UH 
(H1 & H10) 

W/UH 
(V0) 

k/UH
2 

 q FAC2 q FAC2 q FAC2 q FAC2 FB NMSE 
Ideal value 1 1 1 1 1 1 1 1 0 0 
LES20-1 0.90 0.96 0.78 0.73 0.71 0.76 0.65 0.98 -0.16 0.10 
LES20-2 0.87 0.94 0.77 0.76 0.70 0.79 0.34 0.98 -0.28 0.16 
LES20-3 0.89 0.95 0.84 0.75 0.73 0.76 0.66 0.99 -0.17 0.10 
LES20-4 0.84 0.95 0.88 0.74 0.50 0.70 0.17 0.43 0.69 0.67 
LES30-1 0.90 0.96 0.67 0.77 0.62 0.74 0.32 0.98 -0.30 0.19 
LES30-2 0.86 0.93 0.71 0.79 0.64 0.76 0.32 0.98 -0.29 0.17 
LES30-3 0.90 0.95 0.80 0.76 0.71 0.82 0.16 0.96 -0.33 0.20 
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II.4 Validation: comparison with the measurements 

II.4.1 Influence of the inlet method 

The profiles of mean streamwise velocity along 5 lines (x/B=-0.75; -0.25; 0.5; 1.25; 3.25) 
in the planes V0 and H10 obtained for LES20-1 and LES20-4 are compared to the 
measurements in Figure II.3. The agreement with the experiment is very good for 
LES20-1, in both planes. The recirculation zones over the roof and in the wake of the 
building, where U<0, are well described: the computed roof (Xr) and wake (Xw) 
recirculation lengths compare well with the measurements (Table II.4). Note that the 

Figure II.3. Validation of  the Vortex Method (VM): comparison between LES20-1 (VM) 
and LES20-4 (no perturbation at inlet). Experimental (symbols) and numerical (lines) 
profiles of  non-dimensional mean streamwise velocity in the planes (a) V0 and (b) H10. 
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LES simulation by Tominaga et al. [2008a] – for which the results are also shown in 
Table II.4 – uses a precursor simulation to generate the turbulent inflow. With a steady 
inlet (LES20-4), discrepancies in the velocity profiles appear around roof level and in the 
far wake, which is confirmed by the metric values shown in Table II.3. LES20-4 shows a 
stronger over-estimation of Xr and Xw (Table II.4), in agreement with Yoshie et al. [2011] 
who performed LES of flow around a building with the same geometry as the one 
considered here, with and without inflow turbulence.  

The main difference between the two simulations is found for the turbulent kinetic 
energy field (Fig. II.4). The k-values computed by LES20-4 upstream of the building are 
close to zero, because of the absence of velocity fluctuations at the inlet. The building 

Figure II.4. Validation of  the vortex method (VM): comparison between LES20-1 (VM) and 
LES20-4 (no perturbation at inlet). Experimental (symbols) and numerical (lines) profiles 
of  non-dimensional turbulent kinetic energy in the planes (a) V0 and (b) H10. 
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generates turbulence in its vicinity but k remains largely under-estimated by LES20-4 on 
all the measurement lines (hit-rate value: q=0.17). This result is in contradiction with 
Tominaga et al. [2008a] who found higher k behind the building in the absence of inflow 
turbulence because of the more intense vortex shedding. Here, when the VM is used to 
generate inflow turbulence (LES20-1), a rather good agreement is found between CFD 
and experiment (q=0.65).  

It is verified a posteriori that the time-averaged inlet profiles generated by the VM 
correspond eventually to the experimental/prescribed profiles. The inlet profiles of 
U/UH and k/UH2 averaged along the y-direction for LES20-1 and LES30-1 are shown in 
Figure II.5. In both cases, the resulting profile of U is identical to what has been 
prescribed (Fig. II.5-a). The resulting inlet profile of k (computed based on the velocity 
fluctuations at every time step of the averaging period of the simulation) is slightly 
different for LES20-1 and LES30-1, showing that the VM is a grid-dependent technique  

Figure II.5. Experimental/prescribed profiles (symbols) and resulting time-average profiles 
at the inlet for LES20-1 and LES30-1 (lines) of  (a) non-dimensional streamwise velocity 
and (b) non-dimensional turbulent kinetic. The numerical results are averaged in the lateral 
direction. 

Table II.4. Non-dimensional length of  the rooftop (Xr/B) and wake (Xw/B) recirculation 
zones. Results from [Tominaga et al., 2008a] correspond to “Case 2”, with inflow 
turbulence obtained from a precursor simulation. 

Case Xr/B Xw/B 
Exp. [Meng and Hibi, 1998] 0.52 1.42 
[Tominaga et al., 2008a] 0.50 2.10 
LES20-1 0.59 1.65 
LES20-2 0.59 1.66 
LES20-3 0.60 1.65 
LES20-4 0.75 1.89 
LES30-1 0.59 1.78 
LES30-2 0.62 1.90 
LES30-3 0.57 1.74 
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(Fig. II.5-b). This should be kept in mind when comparing the results of these two 
simulations. The symmetry boundary conditions used on the sides of the domain limit 
the fluctuations of the lateral velocity at these locations, resulting in a decrease of k. This 
explains the slight under-estimation of the y-averaged k-profiles compared to the 
prescribed values. If the vertical centerline of the inlet plane is considered, a good 
agreement is found between the prescribed and resulting k-profiles (not shown here). A 
closer look at the individual normal stresses reveals however that the VM under-estimates 
σu on this line (by about 30% and 10% at building height for LES 20-1 and LES30-1, 
respectively), which is compensated by the over-estimation of σw. The standard deviation 
of the lateral velocity component (σv) computed by the VM is in good agreement with the 
measurements. 

Figure II.6. Influence of  the SGS model: comparison between LES20-1 (Cs=0.1), LES20-2 
(Cs=0.15) and LES20-3 (dynamic). Experimental (symbols) and numerical (lines) profiles 
of  non-dimensional mean streamwise velocity in the planes (a) V0 and (b) H10. 
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II.4.2 Influence of the SGS model 

The influence of the SGS model is presented here for Grid20. The standard Smagorinsky 
model with Cs=0.1 (LES20-1), Cs=0.15 (LES20-2), and the dynamic Smagorinsky model 
(LES20-3) are compared. The results obtained with the latter model in terms of mean 
streamwise velocity are very close to those from LES20-1 (Fig. II.6) and in very good 
agreement with the measurements (q=0.89). With Cs=0.15 (LES20-2), U is slightly over-
estimated in the plane H10 but the agreement remains good, with an overall hit-rate value 
of 0.87. The recirculation lengths predicted by the three simulations are very close to each 
other and slightly over-estimate the measured ones (Table II.4).  

Like for U/UH, the k-values computed with LES20-1 and LES20-3 are very similar 

Figure II.7. Influence of  the SGS model: comparison between LES20-1 (Cs=0.1), LES20-2 
(Cs=0.15) and LES20-3 (dynamic). Experimental (symbols) and numerical (lines) profiles 
of  non-dimensional turbulent kinetic energy in the planes (a) V0 and (b) H10. 
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(Fig. II.7). LES20-2 over-estimates k in comparison with experimental results – especially 
in the wake of the building – and provides higher values than LES20-1. This lower 
performance of the Smagorinsky model with Cs=0.15 is also seen in the validation 
metrics in Table II.3 and supports the appropriateness of Cs=0.1 to simulate the flow 
around this isolated bluff body. Note that the difference between the different SGS 
models is smaller on Grid30 (not shown here).  

II.4.3 Influence of the grid resolution 

With LES and implicit filtering, the model depends inherently on the grid size. When 
refining the grid, the model contribution is also changing and consequently a grid-

Figure II.8. Influence of  the grid resolution: comparison between LES20-1 and LES30-1. 
Experimental (symbols) and numerical (lines) profiles of  non-dimensional mean 
streamwise velocity in the planes (a) V0 and (b) H10. 
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independent solution cannot be found [Freitag and Klein, 2006]. Nevertheless, LES20-1 
and LES30-1 are compared here to investigate the influence of the grid resolution on the 
results. Both computations use the standard Smagorinsky SGS model with Cs=0.1. No 
major changes in the computed values of U/UH are implied by the use of the fine grid, as 
can be seen in Figure II.8 and from the validation metrics values (Table II.3). The low 
dependence of the mean velocity results on the grid resolution was also observed with 
Cs=0.15 and with the dynamic Smagorinsky SGS model (not shown here).  

The smaller the grid size, the larger is the range of eddy scales which are resolved by 
the LES model. As a consequence, the contribution of a larger range of scales to the 
velocity fluctuations is taken into account by the simulations on Grid30, and the resolved 

Figure II.9. Influence of  the grid resolution: comparison between LES20-1 and LES30-1. 
Experimental (symbols) and numerical (lines) profiles of  non-dimensional turbulent 
kinetic energy in the planes (a) V0 and (b) H10. 
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turbulent kinetic energy with this grid is higher than with Grid20. These considerations 
are eventually observed in our results but in this particular case the agreement with the 
measurements deteriorates (Fig. II.9). The conclusion is therefore rather counter-
intuitive: the coarsest mesh is the one which provides the best agreement with the 
measurements. A discussion on this issue can be found in [Celik et al., 2005], giving the 
under-estimation of the turbulence dissipation rate as a possible explanation for the over-
estimation of k by LES on the fine grid. Similar results can also be found in [Meyers et 
al., 2003] and [Klein, 2005]. In the former reference, the authors show that the modeling 
and numerical error on the computation of k counteract. Hence, although the two error 
components are higher in magnitude on a coarse grid than on a finer one, the sum (total 
error) is higher on the fine grid. Bias error in the measurements of the velocity 
fluctuations is another possible explanation for the discrepancy between CFD and 
experiment in terms of k, as well as the difference between the sampling frequency used 
in the measurements and the one used in the CFD simulations. 

II.5 Solution verification 

II.5.1 Monitoring of statistical convergence 

Figure II.10-a shows the evolution of the non-dimensional moving-average of the 
streamwise velocity <u>t/UH as a function of time in the averaging period (0≤t≤Tavg) at 
four monitoring points located in different zones of the flow field (see Fig. II.10-b). 
These results correspond to the simulation on the coarse grid with the dynamic 
Smagorinsky SGS model (LES20-3). It appears that the variations of <u>t are relatively 

 
Figure II.10. Convergence monitoring: (a) moving-average of  the non-dimensional 

streamwise velocity at four monitoring points as a function of  time in the averaging period 
for LES20-3. (b) Position of  the monitoring points. Non-dimensional coordinates: P1 (-
0.75; 0; 3.5); P2 (1.25; 0; 1); P3 (-0.25; -0.625; 1.25); P4 (2; -0.875; 1.25). 
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low at the end of the averaging period (16,000 time steps in this case). The convergence 
of the mean value is quantified by econv (%), defined for a given range of time steps I by: 

econv(I)=100×
max
k∈I

<u>k∆t - min
k∈I

<u>k∆t

<u>Tavg

 (II.6)

This indicator corresponds to the range of values that the moving-average takes within an 
interval I of time step numbers in the averaging period (for example I=1,…,2000), 
normalized by the final average value at t=Tavg. The 16,000 time steps of the averaging 
period of LES20-3 have been divided into eight equal intervals for which the values of 
econv are reported in Table II.5 for P1, P2, P3 and P4. At the beginning of the averaging 
period (time steps 1 to 2000) each instantaneous flow pattern has a high influence on 
<u>t and the values of econv are therefore high at every point, especially at P2 and P3. econv 
shows a decreasing trend and reaches low values (≤4.1%) at the end of the averaging 
period, which indicates sufficient statistical convergence of the simulation. Note that the 
points P2 and P3 are located in regions of the flow field where quasi-periodic flow 
patterns occur [Wang and Zhou, 2009] and limit the convergence of the statistics. 
Observing the evolution of econv at these points is therefore a conservative way to assess 
the statistical convergence of the simulation.  

II.5.2 Systematic Grid and Model Variation (SGMV) 

When the filter width and the grid spacing are independent (explicit filtering), the 
modeling (em) and numerical (en) errors can be estimated separately: the “grid-
independent” LES solution – which does exist for a given filter width in the context of 
explicit filtering – is compared on the one hand to the filtered DNS solution to provide 
an estimation of em, and on the other hand to the LES solution on a coarse grid (at 
constant filter width) to provide an estimation of en [Vreman et al., 1996; Geurts and 
Fröhlich, 2002; Meyers et al., 2003]. By contrast, in the context of implicit filtering, as 
already mentioned, the modeling and numerical errors interact and cannot be evaluated 
separately. The SGMV [Klein, 2005] is therefore used here to provide an estimation of 

Table II.5. Convergence monitoring on LES20-3: econv (%) at P1, P2, P3 and P4 for eight 
successive equal ranges of  time steps in the averaging period. Total number of  time steps 
in the averaging period: 16,000. 

Range of time steps P1 P2 P3 P4 
1-2000 15.8 74.7 182.5 49.8 
2001-4000 4.3 11.5 27.4 6.7 
4001-6000 2.5 10.6 15.9 3.3 
6001-8000 1.3 7.0 13.8 3.5 
8001-10000 1.5 4.5 10.0 3.3 
10001-12000 1.0 3.8 5.1 1.5 
12001-14000 1.0 5.1 7.9 1.6 
14001-16000 0.5 3.8 4.1 1.1 
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these two types of error, based on Richardson extrapolation. The difference between the 
exact solution of the flow equations (ue) and the numerical solution on a given grid (say 
u20-1 for LES20-1) is equal to the sum of these two error contributions which are assumed 
to scale with the filter width: 

ue-u20-1=em
20-1+en

20-1=cm∆20
m +cn∆20

n (II.7)

where n is the order of accuracy of the numerical scheme (taken here equal to 2 
[Manickam et al., 2012]), m is set to its theoretical value 2/3 as suggested in [Freitag and 
Klein, 2006], cm and cn are coefficients to be determined. Following the same approach for 
LES20-2 and LES30-1 yields: 

ue-u20-2=em
20-2+en

20-2=βcm∆20
m +cn∆20

n (II.8)

Figure II.11. Results of  SGMV technique for LES20-1: Estimation of  the non-dimensional 
modeling, numerical and total error on mean streamwise velocity prediction in the planes 
(a) V0 and (b) H10. 
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ue-u30-1=em
30-1+en

30-1=cm ∆20/α m+cn ∆20/α n (II.9)

where β=Cs2|20-2/ Cs2|20-1=2.25 is the model variation factor and α is the grid coarsening 
factor defined earlier. Hence, the combination of the numerical solutions of these three 
simulations allows determining the unknowns of the problem (ue, cm and cn) and 
estimating the numerical and SGS modeling errors. The SGMV technique has been 
applied here for the mean velocity. The procedure has been repeated on LES30-1, 
LES30-2 and LES20-1 to evaluate the numerical and modeling errors for LES30-1.  

Figures II.11 and II.12 show the resulting estimation of em and en normalized by UH 
for LES20-1 and LES30-1, respectively. The sum of these two error contributions is also 
shown. Note that it is advised to use the sum of the magnitudes |em|+|en| as a 

Figure II.12. Results of  SGMV technique for LES30-1: Estimation of  the non-dimensional 
modeling, numerical and total error on mean streamwise velocity prediction in the planes 
(a) V0 and (b) H10. 
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conservative estimate of the total error [Freitag and Klein, 2006]. The numerical error is 
relatively high for LES20-1, especially above roof level and in the wake of the building 
(Fig. II.11-a) as well as in the side shear layer (Fig. II.11-b) where it can reach up to 15% 
of the reference velocity. Noticeably, the SGS modeling error is generally of opposite sign 
than the one of en, with similar order of magnitude, which significantly decreases the total 
error on mean velocity (see [Vreman et al., 1996] and [Meyers et al., 2003] for similar 
results in the case of mixing layer and homogeneous isotropic turbulence, respectively). 
Concerning LES30-1, a similar trend is observed for the numerical error but its 
magnitude is lower than on the coarse grid (Fig. II.12). As mentioned earlier, the SGS 
model had low influence on the mean velocity with Grid30; it is confirmed here by the 
very low estimated values of em. Despite the higher magnitude of errors on LES20-1, the 
compensation that operates between em and en leads to a similar level of total error in this 
case in comparison with LES30-1, which explains why similar results were obtained for 
the mean velocity field on the two grids. The conservative estimate of the total error 
|em|+|en|, however, is clearly higher on the coarse mesh.  

II.5.3 LES Index of Quality 

Since a grid-independent solution cannot be achieved with LES and implicit filtering, a 
way to determine whether a given grid is suitable is to evaluate the amount of turbulent 
kinetic energy that it allows resolving. This is the purpose of the LES index of quality 
(LES_IQ) [Celik et al., 2005]. The total kinetic energy (ktot) can be decomposed into the 
resolved part (k), the contribution of the SGS model (ksgs), and the contribution of the 
numerical dissipation (knum): 

LES_IQ=
k

ktot
=

k

k+ksgs+knum
=1-

ktot-k

ktot
 (II.10)

As suggested by Pope [2000], an LES computation can be judged to be well-
resolved when 80% of the turbulent kinetic energy is resolved. In some cases, k is found 
to be higher on a coarser grid than on a finer one [Celik et al., 2005]. This was observed 
in the present computations (above roof level and in regions of very low k) so the 
generalized formula has been used to keep LES_IQ below the ideal value of 1: 

LES_IQ=1-
|ktot-k|

ktot
 (II.11)

Based on Richardson extrapolation, the combined contribution of SGS model and 
numerical dissipation is assumed to scale with the grid size/filter length [Celik et al., 
2005]: 

ktot-k=ak∆
n (II.12)

where n is the order of accuracy of the numerical scheme (n=2) and ak is a coefficient that 
can be determined by running the simulation on two grids with different resolution (cases 
LES20-1 and LES30-1 here). 
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Figure II.13 shows the profiles of LES_IQ along the same lines that were used in 
the validation part, as well as the averaged values of LES_IQ on each line for z/B<3 
(plane V0) and -3<y/B<0 (plane H10). As expected, the simulation on Grid30 resolves a 
larger part of the total turbulent kinetic energy. On the nine measurement lines in the 
plane V0 for z/B<3, on average 89% of ktot is resolved by LES30-1 compared to 76% by 
LES20-1 (Fig. II.13-a). The flow regions where the least energy is resolved are the 
upstream part of the roof (-0.5<x/B<0) and the far-wake (x/B≈3.25). Keeping the grid 
uniform in these regions instead of imposing a cell growth would help increasing the 
amount of resolved energy. On the measurement lines in H1 and H10, for -3<y/B<0, 
LES30-1 resolves on average 91% and 93% of ktot, respectively, while LES20-1 resolves 

Figure II.13. Profiles of  LES_IQ for cases LES20-1 and LES30-1 in the planes (a) V0 and 
(b) H10. The values averaged on (a) 0<z/B<3 and (b) -3< y/B<0 are indicated on each 
line (the first/lowest value corresponds to LES20-1 and the second/highest value to 
LES30-1). 
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80% and 84%. The profiles of LES_IQ in the plane H10 are shown in Figure II.13-b. On 
average over all the measurement lines, LES20-1 and LES30-1 resolve 80% and 91% of 
ktot, respectively. Thus, if the threshold of 80% is used to define a well-resolved LES, 
both simulations can be classified in this category. Noticeably, while LES30-1 resolves a 
larger proportion of the turbulent kinetic energy, Section II.4 has also shown that this 
simulation over-estimates the experimental values. 

II.6 Summary and chapter conclusions 

Large-Eddy Simulation of wind flow around a high-rise building has been performed 
with the commercial CFD code Ansys/Fluent 12.1. Several cases have been run and 
analyzed, on two different grids (Grid20 and Grid30) and with two different SGS models, 
namely the standard Smagorinsky model and its dynamic version. For the former, Cs=0.1 
and 0.15 have been tested. The results have been compared with wind-tunnel 
measurements in terms of non-dimensional mean velocity U/UH and turbulent kinetic 
energy k/UH2.  The agreement between numerical and experimental results has been 
quantified by validation metrics (hit rate, FAC2, FB and NMSE). A posteriori solution 
verification has been performed with Systematic Grid and Model Variation (SGMV) and 
the LES_IQ indicator. These techniques have been developed for general fluid 
engineering problems and, to the best of the authors’ knowledge, have been applied here 
for the first time to LES of wind flow around a building. From this study, the following 
conclusions can be drawn: 

− The vortex method to generate time-dependent velocity profile at the inlet of the 
domain has been shown to be suitable for atmospheric boundary layer flows. 

− A suitable length for the averaging period has been determined by monitoring the 
moving average of velocity at several points in the flow field. 

− Very good agreement was found for all cases for the mean streamwise velocity 
field (hit rate values between 0.84 and 0.90). The other components and the 
velocity fluctuations appeared to be more challenging to predict (e.g. hit rate 
values below 0.66 for k). 

− With the standard Smagorinsky SGS model, the use of Cs=0.1 provided the most 
accurate results, very close to those of the dynamic Smagorinsky model.  

− Unexpectedly, the best agreement between numerical and experimental values of 
k was found on the coarse grid. Note however that similar results were found by 
other authors in the past. 

− The SGMV technique showed that the SGS modeling and numerical errors were 
rather high for the simulation on Grid20. However, both error contributions are 
of opposite sign and eventually compensate each other, leading to a total error 
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comparable to the one on the fine grid and explaining the similarity of the 
computed values of U on the two grids.  

− The estimation of the modeling error for U by SGMV showed that it was very 
low for Cs=0.1 on Grid30, which is linked to the small difference in mean velocity 
results obtained on the fine grid with different Cs values (no plots were shown 
here). 

− According to the LES_IQ indicator, the simulations with the standard 
Smagorinsky model and Cs=0.1 with 20 (LES20-1) and 30 cells (LES30-1) per 
building side can be both classified as well-resolved LESs in the sense that they 
resolve at least 80% of the total turbulent kinetic energy in the region around the 
building (LES20-1: 80% on average; LES30-1: 91%) 

− The over-estimation of the measured values of k by LES30-1 was observed. The 
reason for this is not totally clear and this result needs to be confirmed on another 
test case.  

Future research on this topic will consist of: 

− Applying the SGMV procedure to the turbulent kinetic energy, on the same 
validation case. 

− Repeating the complete procedure on another validation experiment of flow 
around bluff bodies, for confirmation.  

− Testing the influence of the time step size and verifying the iterative convergence 
within each time step. In particular, the spectra of velocity fluctuations should be 
analyzed to further explain the k-values computed by LES. 

− Repeating the study with another CFD code (e.g. OpenFOAM). 

− Applying the procedure to other configurations representative of the built 
environment. 

Guidelines on the use of LES in wind engineering could be deduced from the presented 
results. 

In the following chapters, the superior performance of LES compared to RANS in terms of 
simulation of wind flow around bluff bodies is claimed, supported by research articles on the topic. 
However, to ensure completeness, the same case has been simulated with three different RANS models 
(those used in the next chapter to simulate dispersion around isolated buildings) and the results are 
presented in Appendix A (p. 89). 
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Chapter III 

Pollutant dispersion around 

buildings: CFD modeling 

This chapter has been published as: 

P. Gousseau, B. Blocken, G.J.F. van Heijst 
CFD simulation of pollutant dispersion around isolated buildings: on the role of convective 
and turbulent mass fluxes in the prediction accuracy 
Journal of Hazardous Materials 194 (2011) 422-434 

Computational Fluid Dynamics (CFD) is increasingly used to predict wind flow and pollutant 
dispersion around buildings. The two most frequently used approaches are solving the Reynolds-averaged 
Navier-Stokes (RANS) equations and Large-Eddy Simulation (LES). In the present study, we 
compare the convective and turbulent mass fluxes predicted by these two approaches for two configurations 
of isolated buildings with distinctive features. We use this analysis to clarify the role of these two 
components of mass transport on the prediction accuracy of RANS and LES in terms of mean 
concentration. It is shown that the proper simulation of the convective fluxes is essential to predict an 
accurate concentration field. In addition, appropriate parameterization of the turbulent fluxes is needed 
with RANS models, while only the subgrid-scale effects are modeled with LES. Therefore, when the 
source is located outside of recirculation regions (case 1), both RANS and LES can provide accurate 
results. When the influence of the building is higher (case 2), RANS models predict erroneous convective 
fluxes and are largely outperformed by LES in terms of prediction accuracy of mean concentration. These 
conclusions suggest that the choice of the appropriate turbulence model depends on the configuration of the 
dispersion problem under study. It is also shown that for both cases LES predicts a counter-gradient 
mechanism of the streamwise turbulent mass transport, which is not reproduced by the gradient-diffusion 
hypothesis that is generally used with RANS models. 
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III.1 Introduction 

Computational Fluid Dynamics (CFD) is increasingly explored and used to predict wind 
flow and pollutant dispersion around buildings. Accurate numerical simulation of this 
complex coupled process requires careful simulation of each of its constituents: (1) the 
incoming atmospheric boundary layer (ABL) flow; (2) the turbulent wind flow around the 
buildings submerged in the ABL; and (3) the transport process of the pollutant by 
convection and diffusion in the turbulent wind-flow pattern. Because of the turbulent 
and inherently transient nature of the flow around buildings, the accuracy of pollutant 
dispersion simulations is strongly influenced by the turbulence modeling approach used, 
which is generally either steady Reynolds-Averaged Navier-Stokes (RANS) or Large-
Eddy Simulation (LES). 

In turbulent flows, dispersion can be seen as the combination of the molecular, 
convective and turbulent mass transport, where the first is often negligibly small 
compared with the two others. Several earlier research efforts have compared the 
performance of RANS and LES approaches for pollutant dispersion in idealized urban 
geometries like street canyons (e.g. [Walton and Cheng, 2002; Salim et al., 2011a; Salim et 
al., 2011b; Tominaga and Stathopoulos, 2011]) and arrays of buildings (e.g. [Chang, 2006; 
Dejoan et al., 2010]). Other efforts have compared RANS and LES for isolated buildings 
(e.g. [Tominaga and Stathopoulos, 2010; Yoshie et al., 2011]), or in real urban 
environments (e.g. [Hanna et al., 2006; Gousseau et al., 2011a]). Overall, LES appears to 
be more accurate than RANS in predicting the mean concentration field because it 
captures the unsteady concentration fluctuations. Moreover, this approach provides the 
statistics of the concentration field which can be of prime importance for practical 
applications.  

Most of the aforementioned studies have analyzed the prediction accuracy of CFD 
by comparing the resulting mean concentrations on and around building surfaces. Only 
few of them have analyzed the performance of RANS and LES by focusing on the mass 
transport process itself. Tominaga and Stathopoulos [2011] compared the lateral and 
vertical turbulent fluxes inside a street canyon computed with RANS and LES. Yoshie et 
al. [2011] employed these two approaches to illustrate the horizontal distribution of the 
lateral turbulent mass flux around an isolated building with non-isothermal ABL flow. 
Rossi et al. [2010] compared the performance of different turbulent-flux models for 
RANS for dispersion around a cube. Direct Numerical Simulation was also performed 
for a uniform inflow profile and a Reynolds number equal to 5000. To the best of our 
knowledge, only Tominaga and Stathopoulos [2010] provided some information about 
convective and diffusive fluxes for the case of dispersion around a building in an ABL 
flow, but their study focused at only a few locations on the roof.  

In this paper, we present a detailed analysis of the transport process of a pollutant 
in the turbulent wind-flow pattern around isolated buildings. The relative influence of 
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convective and turbulent fluxes in the transport process is analyzed and the role of these 
fluxes in the prediction accuracy of RANS and LES simulations is clarified. For this 
purpose, two cases with distinctive features in terms of the transport process are selected, 
for which also detailed wind tunnel experiments are available: 

1. Dispersion from a stack located immediately downstream of an isolated 
rectangular building [Huber et al., 1980]; 

2. Dispersion from a rooftop vent on an isolated cubical building [Li and Meroney, 
1983a]. 

In case 1, the stack is relatively high and discharges the pollutants outside the 
building wake, which decreases the influence of the building on the dispersion of the 
plume. In case 2, the source is located directly on the roof of the building and the 
pollutant gas is released with low velocity ratio into the rooftop separation bubble. 
Validation of the CFD simulations is performed by comparing the numerical results with 
the wind-tunnel concentration measurements presented in [Huber et al., 1980] and [Li 
and Meroney, 1983a]. For case 1, concentration profiles along three lines located five 
building heights downstream of the building are used whereas for case 2, concentration 
contours on the roof and in the wake of the building are used. 

Some details about the numerical procedure are given in the next section. Then, for 
each case, the experiment is outlined, the numerical model is described and the results are 
presented and analyzed. 

III.2 Governing equations 

III.2.1 RANS and turbulence models 

With the RANS approach, the Reynolds-averaging operator is applied to the flow 
equations. Only the averaged quantities are computed and the effect of turbulence on the 
average flow field – symbolized by the Reynolds stresses – is modeled with turbulence 
models. In this study, four turbulence models will be used and compared: the standard 
k-ε model (SKE) [Jones and Launder, 1972], the realizable k-ε model (RLZ) [Shih et al., 
1995], the renormalization-group (RNG) k-ε model [Yakhot et al., 1992], and the 
Reynolds-Stress model (RSM) with a linear pressure-strain model and wall-reflection 
effects [Launder et al., 1975; Gibson and Launder, 1978]. The relevant equations can be 
found in the references. For brevity, only the model constants are given here. They are 
the default values in Fluent 6.3. For SKE: Cμ=0.09; C1ε=1.44; C2ε=1.9; σk=1.0; σε=1.3. 
For RLZ: C1ε=1.44; C2ε=1.9; σk=1.0; σε=1.2. For RNG: Cμ =0.0845; C1ε=1.42; C2ε=1.68. 
For RSM: Cμ=0.09; C1ε=1.44; C2ε=1.92; C1=1.8; C2=0.6; C’1=0.5; C’2=0.3; σk=1.0; σε=1.3.  
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III.2.2 LES and subgrid-scale models 

With LES, a spatial-filtering operator is applied to the Navier-Stokes equations to 
separate the smallest scales of motion, which have a more universal behavior and can 
therefore be modeled, and the large scales, which are explicitly resolved. The effect of the 
smallest scales on the resolved flow field is modeled with a subgrid-scale (SGS) model. In 
this study, the dynamic Smagorinsky SGS model [Smagorinsky, 1963; Germano et al., 
1991; Lilly, 1992] is used. LES is particularly interesting when dealing with mass transport 
phenomena since this process is mainly governed by the largest scales of motion.  

III.2.3 Numerical procedure 

For the RANS simulations presented here, all the transport equations (momentum, 
energy, turbulence variables and concentration) are discretized using a second-order 
upwind scheme. Pressure interpolation is second order. The SIMPLE algorithm is used 
for pressure-velocity coupling. Convergence is assumed to be obtained when the scaled 
residuals [Fluent Inc., 2006] reach 10-5.  

For LES, the filtered momentum equation is discretized with a bounded central-
differencing scheme. A second-order upwind scheme is used for the energy and 
concentration equations. Pressure interpolation is second order. Time integration is 
second-order implicit. The non-iterative fractional step method [Kim and Moin, 1985] is 
used for time advancement.  

III.2.4 Wall treatment 

In order to properly simulate the approaching ABL flow in the computational domain, 
horizontal homogeneity must be achieved, i.e. the vertical flow profiles that are 
prescribed at the inlet must be preserved along the domain before reaching the buildings 
[Blocken et al., 2007a; Blocken et al., 2007b]. 

For RANS simulations with the Fluent 6.3 CFD code, the standard wall functions 
[Launder and Spalding, 1974] are applied to the wall boundaries (ground, building and 
stack surfaces).  For the ground, the wall functions are modified for roughness [Cebeci 
and Bradshaw, 1977], which is specified by an equivalent sand-grain roughness height ks 
and a roughness constant Cr. Horizontal inhomogeneity of the ABL can be limited by 
adapting kS and Cr to the inlet ABL profiles, following the equation by Blocken et al. 
[2007b]: ks=9.793z0/Cr, where z0 is the aerodynamic roughness length of the terrain. 

To the authors’ best knowledge, such a relation does not exist for LES with Fluent. 
In this case, the law-of-the-wall is used and the wall roughness is not taken into account 
[Fluent Inc., 2006]. The same boundary condition is used for the smooth walls, i.e. the 
building and stack surfaces.  
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In both RANS and LES simulations, the upstream domain length is kept as short as 
possible (5H) to limit horizontal inhomogeneity [Blocken et al., 2007b]. A posteriori 
verification showed that the maximum wall-normal distance of the first centroid at the 
wall boundaries was approximately 100 wall units (z+=zu*/ν, where z is the wall-normal 
distance, u* is the friction velocity and ν is the kinematic viscosity of the fluid) for case 1 
and 40 for case 2.  

III.2.5 Dispersion modeling 

The instantaneous pollutant concentration (c [kg m-3]) is treated as a scalar transported by 
an advection-diffusion equation (Eulerian approach): 

∂c

∂t
+u.∇c=-∇.q

m
+sc (III.1)

where u is the velocity vector; sc is a source term; and qm is the mass flux due to molecular 
diffusion. 

Applying the Reynolds decomposition to the variables (x=X+x′ where X=<x> 
and x′ are the mean and fluctuating components of x, respectively) and averaging 
Equation (III.1) yields: ∇. Qm+Qc+Qt =Sc (III.2)

In this equation, Qm is the mean molecular mass flux [kg m-2 s-1], proportional to the 
gradient of mean concentration: 

Qm,i=-Dm
∂C

∂xi
 (III.3)

where Dm is the molecular mass diffusivity [m2 s-1]. In general, the molecular mass flux is 
negligible in comparison with the mean convective (the adjective “mean” will be omitted 

in what follows) and turbulent mass fluxes, symbolized by Qc and Qt, respectively. The 
former corresponds to the advection of the mean concentration by the mean flow; it is 
defined by: 

Qc,i=UiC (III.4)

The turbulent mass flux is given by: 

Qt,i=<ui'c'> (III.5)

Neither the velocity nor the concentration fluctuations are computed by the RANS 
models so, with this approach, the turbulent flux must be linked to the mean variables. 
Generally, the gradient-diffusion hypothesis is adopted, by analogy with molecular 
diffusion: 

Qt,i,RANS=-Dt
∂C

∂xi
 (III.6)
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where Dt is the turbulent mass diffusivity whose value is deduced from the computed 
turbulent viscosity νt and the input value of the turbulent Schmidt number Sct=νt/Dt. This 
parameter is known to have a large influence on the simulation of dispersion, with an 
optimum value that strongly depends on the configuration under study [Tominaga and 
Stathopoulos, 2007; Blocken et al., 2008].  

With LES, the effect of the smallest scales of motion on dispersion is modeled by 
the SGS mass flux qsgs that appears in the filtered dispersion equation: 

q
sgs,i

=uic-u̅ic=̅-Dsgs
∂c ̅
∂xi

 (III.7)

where the overbar denotes the filtering operation and Dsgs is the SGS mass diffusivity 
computed via the SGS viscosity νsgs and the SGS Schmidt number Scsgs=νsgs/Dsgs. Here, Scsgs 
is computed dynamically, with a similar procedure as the Smagorinsky coefficient Cs 
[Moin et al., 1991]. In the LES results presented here, the convective and turbulent fluxes 
are computed based on the resolved variables: 

Qc,i,LES=<u̅i><c>̅ (III.8)

Qt,i,LES=<u̅i'c'̅>+<q
sgs,i

>≅<u̅i'c'̅> (III.9)

The subscript “LES” will be omitted in what follows, as well as the subscript “RANS” in 
Equation (III.6). The mean SGS mass flux <qsgs,i> is neglected in the computation of the 
turbulent mass flux (Eq. (III.9)): in the two cases considered here it is generally at least 

two orders of magnitude lower than <ui'c'̅>1. 
All concentrations are expressed in non-dimensional form. The instantaneous 

concentration coefficient is defined by: 

Kinst=
c

C0
 (III.10)

where C0 is the reference concentration [kg m-3] given by: 

C0=
Q

e

H2Uref
 (III.11)

with Qe the pollutant exhaust rate [kg s-1]; H the building height and Uref the mean wind 
speed at reference height zref (zref=1.5H for case 1; zref=H for case 2). The mean non-
dimensional concentration coefficient K is defined as the average value of Kinst. A 
reference flux magnitude Q0=C0Uref is used to make the convective and turbulent mass 
fluxes non-dimensional. 

                                              
1 See proof for case 2 in Section IV.3. 
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III.3 Case 1: dispersion from a stack downstream of 
an isolated rectangular building 

III.3.1 Description of the experiment 

Huber et al. [1980] performed detailed experiments of gas dispersion around a 
rectangular building model in a wind tunnel. The building dimensions are H×2H×H in 
the longitudinal (x), lateral (y) and vertical (z) direction, respectively, where H=0.25 m. 
An ABL flow is simulated in the wind tunnel, with a Reynolds number based on Uref and 
zref (Re) equal to 6.0×104 and with z0=6.5×10-4 m at model scale (1:200). Immediately 
downstream of the building, a stack of height 1.5H and diameter 0.042H is emitting a 
mixture of air and methane1 with a velocity ratio (M) equal to 1.5. M is defined as the 
ratio We/Uref where We is the vertical exhaust velocity. The origin of the coordinate 
system is shown in Figure III.1-a. 

Experimental data used to validate the present simulations are the profiles of K 
along three lines 5H downstream of the source (Fig. III.1-a): H5-0 and H5-1.5 are 
horizontal lines located at ground (z/H=0.1) and stack (z/H=1.5) level, respectively, and 
V5 is a vertical line in the mid-plane (y/H=0). It should be stressed that the conclusions 
drawn here on the performance of each turbulence model hold for this particular 
location. The results are indeed quite different closer to the building (see case 2) or 
farther downstream, where the accurate simulation of the ABL is crucial. 

III.3.2 Domain, computational grid and boundary conditions 

The domain dimensions follow the COST 732 and AIJ guidelines [Franke et al., 2007; 
Tominaga et al., 2008b]: 26H (length)×14H (width)×7H (height), based on the model 
scale. An upstream length of 5H and a downstream length of 20H are provided to place 
the boundaries out of the zone of influence of the building (Fig. III.1-a).   

RANS and LES computations are performed on the same computational grid 
composed of 1,450,960 prismatic cells and constructed using the surface-grid extrusion 
procedure [van Hooff and Blocken, 2010]. The growth ratio of adjacent cells does not 
exceed 1.1. The building height and the stack circumference are divided into 20 and 64 

                                              
1 Properties of methane (CH4): ρCH4=0.6679 kg m-3; μCH4=1.087×10-5 kg m-1 s-1. 
Properties of air (also used in the next chapters): ρair=1.225 kg m-3; μair=1.7894×10-5 kg m-1 s-1. 
Molecular diffusivity of methane in air: Dm,CH4/air=2.88×10-5 m2 s-1. 

The density of the mixture ρmix is computed based on a volume-weighted mixing law: ρmix=1/ ∑ χi ρi⁄i , 

where χi and ρi are the mass fraction and density of the species i, respectively.  The viscosity of the 
mixture μmix is computed based on a mass-weighted mixing law: ρmix=∑ χiμii , where μi is the dynamic 

viscosity of the species i. These laws are also used in the next chapters. 
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cells, respectively (Fig. III.1-b). A grid-sensitivity analysis showed that grid refinement did 
not lead to significant change in the concentration results.  

The inlet profiles of Uin, k and ε are based on the wind-tunnel measurements 
reported in [Huber et al., 1980]. At the outlet, zero static pressure is prescribed. At the 
top and lateral boundaries, a symmetry boundary condition is imposed. The bottom 
boundary as well as the building and stack surfaces are defined as no-slip walls; wall 
treatment is set as described in Section III.2.4. A velocity inlet is defined at the top face 
of the stack, with an assumed turbulence intensity of 10%1 and a methane volume 
fraction of 1%, as in the experiment. 

For the LES computations, a time-dependent inlet profile is generated by using the 
vortex method [Sergent, 2002] with a number of vortices Nv=190. As shown by Sergent 
[2002], this parameter has only little influence on the generated velocity fluctuations. 
Furthermore, previous CFD simulations of air flow around a cube (not presented here) 
have shown that this method is suitable to generate turbulent fluctuations at the inlet in 
the case of ABL flow around a bluff body2. The results of the LES computation 
presented here are averaged over a period of 312 time units (tu=zref/Uref) with a constant 
non-dimensional time step Δt*=Δt/tu=0.062. It was verified that the averaging time is 
sufficient to obtain statistically-steady results by monitoring the evolution of K with time 
(moving average). 

III.3.3 Results 

The first three graphs of Figure III.2 (Figs. III.2-a,b,c) show the influence of Sct on the 
concentration values obtained with RLZ 5H downstream of the building model. For the 

                                              
1 Note that this value has been used for the RANS simulations only. With LES, no perturbations were 
super-imposed to the mean velocity at this boundary. 

2 See also Chapter II. 

Figure III.1. Case 1: (a) Domain, measurement lines for CFD validation and definition of  
parameters. Measurement lines: H5-0 corresponds to x/H=5 and z/H=0.1; H5-1.5 
corresponds to x/H=5 and z/H=1.5; V5 corresponds to x/H=5 and y/H=0. (b) Grid on 
building, stack and ground surfaces (total number of  cells: 1,450,960). 
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three measurement lines, RLZ can predict K-values in close agreement with the 
experiments when Sct is set to 0.5. A lower (resp. higher) value of Sct leads to an under- 
(resp. over-) estimation of the concentration values along lines H5-1.5 and V5. The 
sensitivity to Sct is lower on line H5-0 (Fig. III.2-a) because, close to the ground, 
turbulent mass transport – which is governed by this parameter – is limited by the 
presence of the wall.  

The other RANS models have been tested with Sct=0.5 (Figs. III.2-d,e,f). For this 
case, the difference between SKE and RLZ results is negligible. RSM also provides 
accurate results, with a slight overestimation of K in comparison with the measurements. 
RNG largely overestimates the concentration and should be used here with a lower Sct 
value. On line H5-0, the computed variables depend more on the wall treatment than on 
the turbulence model itself, explaining why the difference between the RANS models is 
low (Fig. III.2-d).  

Figure III.2. Profiles of  K along H5-0 (left), H5-1.5 (middle) and V5 (right). (a,b,c) Influence 
of  Sct value with RLZ. (d,e,f) Comparison between the four RANS models with Sct=0.5. 
(g,h,i) LES results. 
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The average LES results agree fairly well with the experiment on the three 
measurement lines. Figure III.2-i shows that, contrary to RANS models which compute 
the local maximum of concentration at the level of the stack (z/H=1.5), LES predicts 
that the centerline of the plume is shifted downwards, in agreement with the experiment. 
This deviation can also be observed when looking at the average shape of the plume 
symbolized by the isosurface K=1 in Figure III.3. As already suggested by the 
concentration profiles, the plume shape is rather similar with SKE, RLZ and RSM: it 
extends horizontally downstream without being much disturbed by the presence of the 
building, whereas the isosurface computed with RNG extends farther downstream. 
Figure III.3-f shows the isosurface Kinst=1 at t*=t/tu=312 computed with LES.  At this 
instant, the plume is largely different from its average shape: the region where K exceeds 

Figure III.3. (a,b,c,d,e) Average plume shape obtained with the five turbulence models. (f) 
Instantaneous plume shape obtained with LES at t*=312. 
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1 can extend farther downstream and reach zones close to the ground.  

The non-dimensional convective and turbulent mass fluxes are depicted in Figures 
III.4 and III.5, respectively. Because of the similarity between SKE and RLZ results, it 
has been chosen to show only the fluxes computed by the latter model for sake of 
brevity. The emitted pollutant gas is mainly convected downstream, as shown by the 
contours of convective flux in the streamwise direction (Figs. III.4-a,c,e,g). In these 
figures, the blue zone downstream of the building indicates the backflow of the wake 
recirculation zone, whose length is largely overestimated by the RANS models in 
comparison with LES. However, since only little pollution reaches this zone, the 
magnitude of the flux is low and only marginally influences the final concentration field.  

The vertical exhaust velocity from the stack creates a positive Qc,z around this 
position (Figs. III.4-b,d,f,h). Further downstream, the negative vertical velocity due to 
flow reattachment transports the pollutant towards the ground. Figure III.4-h shows that 
with LES, this downward convective flux occurs closer to the building – due to the 
smaller recirculation zone – and is more intense than with the RANS models. As a 
consequence, the centerline of the plume is deviated downwards, as already observed in 
the previous figures and in agreement to what was measured in the wind tunnel.  

In this case, the main difference between the mass fluxes computed by RANS and 
LES approaches lies in the streamwise turbulent flux Qt,x, shown in Figures III.5-a,c,e,g. 
Let us consider the concentration level at stack height. Following the gradient-diffusion 
hypothesis (Eq. (III.6)), the decrease of the concentration in the x-direction (∂C/∂x<0) 
generates a positive flux, represented in red in Figures III.5-a,c,e. Although the evolution 
of C is similar with LES, it is clear that the turbulent mass transport in this direction does 
not obey the gradient-diffusion hypothesis: Qt,x is negative and counters convective 
effects in the region above the stack (z/H>1.5) and it is positive below the stack for 
x/H>1 (Fig. III.5-g). It can also be noted that the values of |Qt,x/Q0| computed by LES 
are higher than with RANS. However, by comparing the left column of Figure III.4 with 
the one of Figure III.5 (the same contour levels are used for both figures), it is clear that 
the main mechanism of mass transport in the streamwise direction is convection. Hence, 
the deficiencies of the RANS models – and more particularly of the gradient-diffusion 
hypothesis – in terms of streamwise turbulent transport do not significantly affect the 
final concentration field. This explains why fairly accurate results can be obtained with 
these models and hypothesis. 

The balance between convective and turbulent mass transport is different in the 
vertical direction: the comparison of the right columns of Figures III.4 and III.5 shows 
that both mechanisms act with similar intensity. Turbulent vertical fluxes are even 
stronger, except in the near wake of the building and at the plume centerline. The roles of 
these mechanisms are different, however: while convection tends to act on the plume as a 
“block” (i.e. by moving its centerline), turbulence tends to “stretch” the plume in the  
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Figure III.4. Streamwise (left; Qc,x/Q0) and vertical (right; Qc,z/Q0) non-dimensional 
convective fluxes in the vertical mid-plane (y/H=0) obtained with (a,b) RLZ; (c,d) RNG; 
(e,f) RSM; and (g,h) LES. The isolines K=0.5; 1; 5 are also shown.  
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Figure III.5. Streamwise (left; Qt,x/Q0) and vertical (right; Qt,z/Q0) non-dimensional turbulent 
fluxes in the vertical mid-plane (y/H=0) obtained with (a,b) RLZ; (c,d) RNG; (e,f) RSM; 
and (g,h) LES. The isolines K=0.5; 1; 5 are also shown. 
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vertical (and lateral) direction. Indeed, it was already observed in Figure III.2-b, for 
instance, that if Sct is decreased (i.e. Qt,z is increased), the stretching effect becomes 
stronger in the vertical and lateral directions. Both RANS (Figs. III.5-b,d,f) and LES (Fig. 
III.5-h) models predict a similar trend for the contours of Qt,z/Q0, which supports the 
validity of the gradient-diffusion hypothesis in the vertical direction. This also holds for 
the lateral direction (not shown here).   

III.4 Case 2: dispersion from a rooftop vent on an 
isolated cubical building  

III.4.1 Description of the experiment  

The experiment by Li and Meroney [1983a] involves a cubic obstacle with height H=0.05 
m placed in the test section of a wind tunnel, with the windward face perpendicular to 
the ABL flow (Re=1.1×104; z0=7.5×10-5 m at model scale 1:2000). At the center of the 
roof, pure helium1 is emitted by a circular exhaust with relatively low velocity (M=0.19). 
Concentration contours on the top face of the cube and in the vertical mid-plane 
(y/H=0) downstream of the cube are presented here for CFD validation – contrary to 
case 1 where line profiles were used.  

III.4.2 Domain, computational grid and boundary conditions 

The domain is 26H long (5H upstream and 20H downstream of the cube), 11H wide and 
6H high (Fig. III.6-a) with the origin of the coordinate system at the center of the cube’s 
bottom face. The computational grid consists of 1,480,754 cells with 40 segments around 
the exhaust circumference (Fig. III.6-b). The cube was discretized using 25 cells in the 

                                              
1 Properties of helium (He): ρHe=0.1625 kg m-3; μHe=1.99×10-5 kg m-1 s-1. 
Molecular diffusivity of helium in air: Dm,He/air=6.7635×10-5 m2 s-1. 

Figure III.6. Case 2: (a) Domain and definition of  parameters. (b) Grid on building and 
ground surfaces (total number of  cells: 1,480,754). 
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horizontal directions and 32 cells in the vertical direction in order to increase resolution 
close to the roof where high concentration gradients occur. The ratio of two neighboring 
cell dimensions was kept below 1.1. This grid was selected after a grid-sensitivity analysis: 
the accuracy of the results was improved in comparison with a coarser grid and the use of 
a finer grid with twice the total number of cells lead to identical results with the RANS 
models and only a slight change in the LES concentration contours – since this model is 
by definition grid-dependent. However, we argue that this change did not justify the 
increase in computational resources required.  

The profiles of Uin, k and ε were imposed at the inlet, based on the experimental 
data. For LES, perturbations around the average velocity profile were imposed with the 
vortex method (Nv=190). The other boundary conditions are identical to those in case 1. 
The LES results are averaged over t*=594, with a constant time step Δt*=0.066. Note 
that a longer averaging period was required to get statistically-steady results compared to 
case 1, because the pollutant source is located in a zone of higher turbulence intensity. 

III.4.3 Results 

The measured and computed contours of K on the roof of the building are shown in 

Figure III.7. (a) Experimental and (b,c,d,e,f) numerical contours of  K on the roof. The 
arrows indicate the wind direction. The influence of  Sct is depicted in (c): - - -: Sct=0.3; —: 
Sct=0.5; - —: Sct=0.7. 
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Figure III.7. In the experiment, because of the low velocity ratio of the exhaust, the 
pollutant gas gets “trapped” in the rooftop recirculation zone and is transported 
upstream by the backflow, as can be seen in Figure III.7-a. SKE and RLZ fail to 
reproduce this backward transport: the emitted gas is mainly “blown away” in the wind 
direction. RNG and RSM are more accurate and clearly reproduce the upstream transport 
of the pollutant (Figs. III.7-d,e). Nevertheless, these two models are outperformed by 
LES (Figs. III.7-f) which predicts concentrations in good agreement with the 
measurements, although the lateral diffusion is slightly over-predicted. Similar 
conclusions about the prediction accuracy of the different models are made based on the 
K contours in the wake of the building (Fig. III.8).  

The Sct value does not strongly influence the RLZ results on the roof, as shown in 
Figure III.7-c where the isolines K=5 and K=50 are plotted for Sct=0.3 and 0.7. As in 
case 1, the reason is that turbulent mass transport is limited by the presence of the wall. 
In the wake of the building, the influence of this parameter is stronger and similar to the 
one in case 1 (Fig. III.8-c): when Sct decreases the plume becomes shorter and stretched 
in the vertical direction. However, changing the Sct value cannot compensate for the 
RANS model deficiencies in terms of flow field and the predicted levels of concentration 
remain high with RLZ, as well as with SKE. The use of RNG or RSM enhances the 
accuracy of the results but still LES is clearly better (Figs. III.8-d,e,f).  

The structures of the plumes computed by RNG and RSM are similar to the one by 
LES, yet slightly longer (Figs. III.9-c,d,e).  SKE and RLZ show a totally different result: 
only little pollutant reaches the leading edge of the roof and the zone close to the ground 
downstream of the building is contaminated in the sense that K>1. This is not the case 
with LES although some puffs of pollutant can reach this zone intermittently (Fig. III.9-
f).  

Several numerical simulations of air flow around a bluff body (e.g. [Murakami et al., 
1990; Rodi, 1997; Tominaga et al., 2008a]1) have demonstrated the superior performance 
of LES with respect to RANS in properly simulating several features of such a flow, 
including the rooftop and wake recirculation zones. This difference is verified in the 
present study: see Figures III.10-a,c,e,g, where these two backflow regions lead to an 
upstream mass transport  (blue zones in the contour plots of Qc,x/Q0) while pollutant is 
convected downstream in the rest of the domain. The rooftop recirculation zone is 
almost nonexistent with RLZ whereas its size is over-predicted by RNG and RSM 
compared with LES, with consequences on the concentration contours as already 
observed in Figure III.7. It can also be seen in Figure III.10 that the reattachment length 
in the wake is overestimated by the RANS models (due to the underestimation of k), 
which partly explains the higher levels of concentration observed in Figure III.8. Like in 

                                              
1 See also Chapter II and Appendix A. 
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case 1, this flow reattachment is responsible for a downward convective mass flux (Fig. 
III.10-b,d,f,h).  

It must be emphasized that, contrary to case 1, these recirculation regions are 
colored in dark blue when plotting the contours of Qc,x/Q0. In other words, these regions 
are the place of intense convective fluxes because they contain higher pollutant 

Figure III.8. (a) Experimental and (b,c,d,e,f) numerical contours of  K in the wake of  the 
building (y/H=0). x/H=0.5 corresponds to the leeward facade of  the building. The 
influence of  Sct is depicted in (c): - - -: Sct=0.3; —: Sct=0.5; - —: Sct=0.7. 
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concentrations. This shows the importance of the contribution of the recirculation zones 
to the overall mass transport and the necessity for the turbulence model to simulate them 
properly.  

Above the source, downstream of the building, the mean concentration decreases 
along the x-direction. The gradient-diffusion hypothesis adopted with RANS leads to 
positive values for Qt,x/Q0, as can be seen in Figures III.11-a,c,e. By contrast, LES 
predicts a negative streamwise turbulent mass flux in this zone (blue zone in Fig III.11-g), 
in qualitative agreement with the low Reynolds number DNS simulations by Rossi et al. 
[2010]. It proves the ability of the present LES modeling to reproduce this so-called 
counter-gradient mechanism that acts in the streamwise direction. This, together with the 
smaller reattachment length, contributes to a shorter plume predicted by LES (Fig. III.9-

Figure III.9. (a,b,c,d,e) Average plume shape obtained with the five turbulence models. (f) 
Instantaneous plume shape obtained with LES at t*=594. 
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e). In the vertical direction, the turbulent mass flux is predicted by LES with similar trend 
than RANS models, i.e. with a gradient-diffusion mechanism (Figs. III.11-b,d,f,h). 

The observation of the contours of |Qt,i/Qc,i| (not shown here) shows that for the 
x-direction the magnitude of the convective flux is generally one order of magnitude 
higher than the turbulent flux (except in the zones of very low streamwise velocity), 
proving the dominant role of convection as a mechanism of mass transport streamwise. 
In this direction, the turbulent mass transport plays a secondary role on the prediction 
accuracy of concentration. By contrast, convective and turbulent fluxes are of the same 
order of magnitude in the vertical direction. Turbulence even dominates convection, 
except on the centerline of the plume. 
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Figure III.10. Streamwise (left; Qc,x/Q0) and vertical (right; Qc,z/Q0) non-dimensional 
convective fluxes in the vertical mid-plane (y/H=0) obtained with (a,b) RLZ; (c,d) RNG; 
(e,f) RSM; and (g,h) LES. The isolines K=1; 5; 50 are also shown. 
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Figure III.11. Streamwise (left; Qt,x/Q0) and vertical (right; Qt,z/Q0) non-dimensional 
turbulent fluxes in the vertical mid-plane (y/H=0) obtained with (a,b) RLZ; (c,d) RNG; 
(e,f) RSM; and (g,h) LES. The isolines K=1; 5; 50 are also shown. 
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III.5 Summary and chapter conclusions 

Most previous studies on the prediction accuracy of RANS and LES have focused on the 
comparison of the resulting simulated and measured mean concentrations, rather than on 
the transport process itself. In this chapter, a detailed analysis of the transport process of 
a pollutant in the turbulent wind flow patterns around isolated buildings has been 
presented, for two configurations with distinctive features in terms of the transport 
process. Apart from comparing mean concentrations, the relative influence of convective 
and turbulent fluxes in the transport process has been analyzed and the role of these 
fluxes in the prediction accuracy of RANS and LES has been clarified. 

It was shown that LES is able to reproduce the counter-gradient mechanism that 
governs turbulent mass transfer in – and only in – the streamwise direction. This 
phenomenon was also pointed out by Rossi et al. [2010] who performed DNS of 
dispersion around a cube with uniform inflow at Re=5000. They attributed this 
mechanism to the large-scale structures that emanate from the leading edge of the cube1. 
In the present study, it was shown that the counter-gradient mechanism occurs not only 
for the cubic building with rooftop source immerged in a turbulent ABL flow, but also 
when the source is 1.5H high and a priori less affected by the building-generated 
turbulence. The very widespread gradient-diffusion hypothesis is therefore not valid in 
the x-direction for the two cases considered here2. 

However, this erroneous prediction of the streamwise turbulent mass flux by the 
RANS models did not influence significantly the results since convection was shown to 
act as the dominant mechanism of mass transport in this direction – contrary to laterally 
and vertically. Hence, if the pollutant source is located outside of detachment regions or 
any notable zone of the flow field that RANS models fail to reproduce (case 1), this class 
of models can predict fairly accurate convective fluxes around the source and, as a result, 
a fairly accurate concentration field. This requires correct parameterization of the 
turbulent fluxes via the turbulent Schmidt number, though. 

When the influence of the building on the dispersion process is higher (case 2), the 
accuracy of LES is clearly better because this model computes more accurate convective 
fluxes, especially in separation regions on the roof and in the wake of the building. In 
such cases, modifications of Sct will influence the spread of pollutant predicted by RANS 
models but cannot compensate for their deficiencies in terms of flow field. The use of 
LES is recommended in this situation despite the increase in required computational time 
(RANS approximately seven times faster than LES for this case).  

                                              
1 Further investigation of the physical mechanism of turbulent mass transport is presented in the next 
chapter. 

2 And more generally for shear-dominated flows; see Section IV.1 for a review of flow configurations 
characterized by the counter-gradient mechanism of turbulent mass transport. 
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Further research will focus on configurations where the role of turbulent mass 
transport is more important in the streamwise direction, in order to assess the need of 
more elaborate models for turbulent mass fluxes. 
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Chapter IV 

Pollutant dispersion around 

buildings: Physical mechanism 

This chapter has been published as: 

P. Gousseau, B. Blocken, G.J.F. van Heijst 
Large-Eddy Simulation of pollutant dispersion around a cubical building: Analysis of the 
turbulent mass transport mechanism by unsteady concentration and velocity statistics 
Environmental Pollution 167 (2012) 47-57 

Pollutant transport due to the turbulent wind flow around buildings is a complex phenomenon 
which is challenging to reproduce with Computational Fluid Dynamics (CFD). In the present study we 
use Large-Eddy Simulation (LES) to investigate the turbulent mass transport mechanism in the case of 
gas dispersion around an isolated cubical building. Close agreement is found between wind-tunnel 
measurements and the computed average and standard deviation of concentration in the wake of the 
building. Since the turbulent mass flux is equal to the covariance of velocity and concentration, we perform 
a detailed statistical analysis of these variables to gain insight into the dispersion process. In particular, 
the fact that turbulent mass flux in the streamwise direction is directed from the low to high levels of mean 
concentration (counter-gradient mechanism) is explained. The large vortical structures developing around 
the building are shown to play an essential role in turbulent mass transport. 

  



72 Pollutant dispersion around buildings: Physical mechanism 
 

IV.1 Introduction 

Computational Fluid Dynamics (CFD) is increasingly used to predict pollutant dispersion 
around buildings and in cities (e.g. [Tominaga et al., 1997; Meroney et al., 1999; Meroney, 
2004; Hanna et al., 2006; Tominaga and Stathopoulos, 2007; Blocken et al., 2008; 
Gromke et al., 2008; Balczó et al., 2009; Tominaga and Stathopoulos, 2010; Gousseau et 
al., 2011a; Gousseau et al., 2011b; Tominaga and Stathopoulos, 2011]). While most of 
these studies used the steady Reynolds-Averaged Navier-Stokes (RANS) approach, there 
is a consensus on the fact that Large-Eddy Simulation (LES) is more accurate for 
modeling of wind flow and dispersion. LES temporally resolves the flow and dispersion 
equations and gives access to the concentration statistics. This is important because in 
many environmental applications, not only the accurate prediction of the mean flow 
and/or concentration field(s) is needed, but also time-dependent information. This time-
resolving feature of LES also explains why this class of models generally performs better 
than RANS in simulating the inherently unsteady wind flow around buildings [Murakami, 
1993; Rodi, 1997; Tominaga et al., 2008a] and the dispersion process itself (e.g. 
[Tominaga and Stathopoulos, 2010; Gousseau et al., 2011a; Gousseau et al., 2011b; 
Tominaga and Stathopoulos, 2011]). Consequently, LES can be used as a research tool to 
evaluate less sophisticated turbulence modeling approaches such as steady RANS.  

With RANS, the turbulence-induced transport of concentration – and more 
generally, of scalars – is almost exclusively computed based on the gradient of the mean 
value, with the so-called gradient-diffusion hypothesis, or first-order closure [Franke et 
al., 2007; Franke et al., 2011]. For a transported variable a, this hypothesis is expressed as: 

Qa,t=-Da,t∇A (IV.1)

where Qa,t is the turbulent flux of a, Da,t is the turbulent diffusivity and A=<a> is the 
mean value of a.  

Although this assumption is generally valid, some cases exist where turbulent 
transport behaves in a different way. Dispersion from a rooftop vent on a cube is one of 
them, as shown in [Rossi et al., 2010] and [Gousseau et al., 2011b]. Rossi et al. [2010] 
performed Direct Numerical Simulation of scalar dispersion around a cubic obstacle in a 
uniform air stream at Reynolds number Re=5000. Downstream of the cube, the so-called 
counter-gradient (CG) mechanism was observed in the streamwise direction: the 
turbulent mass flux was directed backwards, from the low to high levels of concentration, 
in contradiction with Equation (IV.1). This phenomenon was also pointed out in Chapter 
III [Gousseau et al., 2011b], where LES was used to show that this CG mechanism is also 
present in the case of turbulent inflow at higher Reynolds numbers, also when the 
location of the pollutant source is higher (half the building height above the roof).  

CG turbulent scalar transport has also been reported for other configurations, for 
example in the case of a ground-level line source downstream of a wall-mounted 2D 
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square obstacle [Vinçont et al., 2000], a ground-level line source in a street canyon 
[Simoëns and Wallace, 2008], a line source in a turbulent boundary layer [Raupach and 
Legg, 1983; Lavertu and Mydlarski, 2005], or a stratified shear flow [Meroney, 1976]1. 

These examples from literature show that the concentration and velocity statistics 
can provide physical insight into the turbulent mass transport. However, to the best of 
the authors’ knowledge, detailed analysis of concentration and velocity unsteady statistics 
for the case of an isolated building have not yet been published. The present study 
provides such an analysis, based on LES. As opposed to our previous paper [Gousseau et 
al., 2011b], a closer look at the concentration and velocity statistics is provided here, in 
order to better understand the CG mechanism of mass transport in the streamwise 
direction and in particular which instantaneous events lead on average to this 
phenomenon. The configuration under study is briefly described in the next section; it is 
based on wind-tunnel experiments [Li and Meroney, 1983a; 1983b] whose concentration 
measurements are used to validate our numerical results (Section IV.3). In section IV.4, 
the concentration and velocity statistics at three monitoring points are presented and 
analyzed. Then, an attempt to relate these results to the turbulent flow patterns around 
the building is made (Section IV.5), after which conclusions are provided.  

IV.2 Computational model2 

IV.2.1 Domain, grid and boundary conditions 

The Ansys/Fluent 12 CFD code has been used to simulate dispersion around a cubical 
building model of side H=0.05 m immersed in a turbulent atmospheric boundary layer 
(ABL). The mean velocity profile is a power law with exponent 0.19. The aerodynamic 
roughness length z0=7.5×10-5 m. The longitudinal turbulence intensity of the 
approaching flow is equal to 11.8% at building height and to 15.2% at 0.015 m from the 
ground. Wind direction is perpendicular to the windward facade. At the center of the 
roof, helium is emitted by a 5 mm diameter circular exhaust with a low velocity ratio 
M=0.19 (M=We/UH where We is the vertical exhaust velocity and UH is the mean velocity 
in the approaching ABL at building height). The Reynolds number based on H and UH is 
equal to 1.1×104.  

The computational domain and grid used in this study are the same as those in 
[Gousseau et al., 2011b]. The domain has been conceived following the COST Action 
732 [Franke et al., 2007; Franke et al., 2011] and AIJ [Tominaga et al., 2008b] guidelines. 
Its dimensions are equal to 26H×11H×6H in the streamwise (x), lateral (y) and vertical 

                                              
1 All these cases are characterized by regions of high shear caused by the presence of obstacles or by the 
boundary layer flow. 

2 The computational model is the same as the one used for Case 2 in Chapter III. 
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(z) directions, respectively. The grid was generated using the surface-extrusion procedure 
by van Hooff and Blocken [2010], yielding a grid with 1,480,754 hexahedral cells. Part of 
the grid on the building and ground surfaces is shown in Figure IV.1; 32 cells are used for 
the building in the vertical direction and 25 in the longitudinal and lateral directions. The 
circular edge corresponding to the exhaust is discretized into 40 cells. Away from the 
building, the growth rate of the cell size has been kept below 1.1 to limit truncation and 
commutation errors [Franke et al., 2007]. The simulation was performed on two other 
computational grids with 20 and 30 cells per building side. Neither the average nor the 
standard deviation of concentration was significantly affected by grid refinement.  

Figure IV.1 also shows the location of the points P1, P2 and P3; they will be used 
as monitoring points to analyze the statistics of concentration and velocity in the near-
wake of the building. Their coordinates are summarized in Table IV.1.  

The profiles of mean velocity, turbulent kinetic energy and turbulent dissipation 
rate are prescribed at the inlet of the domain, 5H upstream of the windward facade of the 
building. The vortex method [Sergent, 2002] is used to generate a turbulent inflow: a 
given number of vortices (here: 190) whose size and intensity depend on the local values 
of the prescribed variables are randomly generated and transported at the inlet plane to 
generate fluctuations on the mean velocity profiles. At the outlet of the domain, zero 
static pressure is imposed. Symmetry boundary conditions are used at the top and sides 
of the domain. The building and ground surfaces are defined as no-slip walls. No 
particular treatment has been applied to the ground surface to take into account its 
roughness but the length of the domain upstream of the cube is short enough to limit 

Figure IV.1. Side view (a) and top view (b) of  the computational grid on the building and 
ground surfaces (total number of  cells: 1,480,754). For readability, only part of  the grid is 
shown in (b). 

Table IV.1. Non-dimensional coordinates of  the monitoring points used in the present study. 
Point x/H y/H z/H 
P1 1 0 1.24 
P2 2 0.25 1.24 
P3 1 0 0.86 
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horizontal inhomogeneity affecting the inlet profiles [Blocken et al., 2007a; Blocken et al., 
2007b]. The exhaust face is a velocity inlet injecting pure helium in the domain, with a 
constant exhaust rate Qe [kg s-1].  

IV.2.2 LES modeling 

In the remainder of the paper, the Reynolds decomposition is used for all variables; for 
example a is decomposed into its time-average component A=<a> and its fluctuation a′ 
such that a=A+a′. Furthermore, in what follows, the overbar is used to symbolize the 
spatial-filtering operator. Note that it will be used only in this section and will be omitted 
in the remaining of the paper. 

LES is used with the dynamic Smagorinsky subgrid-scale (SGS) model 
[Smagorinsky, 1963; Germano et al., 1991; Lilly, 1992]. The SGS Reynolds stresses τij are 
computed based on the SGS viscosity νsgs and the filtered rate of strain 
Sij=(∂u̅i/∂xj+∂u̅j/∂xi)/2, where ui is the component of the velocity vector in the  

direction i: 

τij-
1

3
τkkδij=-2νsgsSij (IV.2)

The SGS viscosity is computed following: 

νsgs=Lsgs
2 S (IV.3)

where S=(2SijSij)
1/2

, Lsgs=min(κd,CsVc1/3) is the SGS mixing length, with κ the von 

Karman constant, d the distance to the closest wall, Vc the volume of the computational 
cell and Cs the Smagorinsky coefficient evaluated at each time step, based on the smallest 
resolved scales of motion. To avoid numerical instabilities, its value is clipped to the 
range [0; 0.23]. 

In the filtered dispersion equation, the instantaneous SGS mass flux qsgs is assumed 
to be proportional to the gradient of resolved concentration. The i-th component of this 
vector (i=1, 2, 3) is given by:  

q
sgs,i

=uic-u̅ic=̅-Dsgs
∂c ̅
∂xi

 (IV.4)

where c is the instantaneous concentration [kg m-3] and Dsgs is the SGS mass diffusivity, 
linked to νsgs by: 

Scsgs=
νsgs
Dsgs

 (IV.5)

where Scsgs is the SGS Schmidt number, which is computed dynamically here [Moin et al., 

1991]. The total turbulent mass flux Qt is defined in the LES framework as the sum of 
the flux due to the resolved turbulent fluctuations and the mean SGS mass flux [Porté-
Agel, 2004]: 
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Qt,i=<u̅i'c'̅>+<q
sgs,i

> (IV.6)

Reference concentration (C0) and flux (Q0) are used to make the variables non-
dimensional. These quantities are defined by: 

C0=
Q

e

H2UH
 (IV.7)

Q0=C0×UH (IV.8)

Discretization of the filtered momentum equation is performed with a bounded 
central-differencing scheme. A second-order scheme is used for the spatial derivatives of 
the other equations (energy, concentration). Pressure interpolation is second order. The 
non-iterative time advancement scheme is used for the unsteady solver, with the 
fractional step method for pressure-velocity coupling [Kim and Moin, 1985]. One single 
outer iteration is performed per time step, allowing reduction of the computational time 
needed for the simulation. A fixed non-dimensional time step Δt*=0.066 (Δt*=Δt/tu, 
where Δt is the physical time step and tu=H/UH) has been set. After an initialization 
period, which allows losing the dependence on the non-physical initial state (which is 
here the solution of a preceding RANS simulation), averaging is performed during 
t*=t/tu=1584. The data at the monitoring points are stored at each of these 24,000 time 
steps. In Chapter III, these settings were shown to accurately reproduce the mean 
concentration fields on the roof and in the wake of the cube.   

IV.3 Mean concentration and turbulent mass flux 

The profiles of the non-dimensional concentration coefficient (K=C/C0) and the non-
dimensional standard deviation of concentration (crms/C1G=(<c′2>)1/2/C1G) obtained with 
LES along three vertical lines (x/H=1; 3; 5) are compared to the wind-tunnel 
measurements in Figure IV.2. The standard deviation of concentration is normalized by 
the mean ground concentration value at x/H=1 and y/H=0 (C1G). Along these three 
lines, a good agreement is obtained for K (Fig. IV.2-a). Close to the building, at x/H=1, 
the LES results over-estimate the concentration fluctuations (Fig. IV.2-b). Along the two 
other lines, there is a very close agreement1.  

With LES, the contribution of the non-resolved scales to the turbulent flux is often 
neglected (e.g. [Tominaga and Stathopoulos, 2010; Gousseau et al., 2011b]). Figure IV.3 
shows that with the grid resolution and SGS modeling used here, the SGS contribution 
to the total turbulent mass flux (<qsgs,i>=Qsgs,i in Eq. (IV.6)) is indeed negligible: the 

magnitude of Qsgs is several orders of magnitude smaller than the one of Qt. 

                                              
1 The discrepancies in this case can possibly be attributed to the sampling periods which are different for 
CFD (0.001 s) and experiment (0.005 s), and/or to the sampling area which is zero in the CFD results, 
contrary to the measurements.  
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Contours of the different turbulent mass flux components are depicted in Figure 
IV.4. In this figure, the isolines ∂C/∂xi=0 in the corresponding directions are also shown 
(dashed lines) and, in circles, the sign of ∂C/∂xi for each zone delimited by the dashed 
line. As far as the vertical and lateral components of the turbulent flux (Qt,z and Qt,y) are 
concerned, the color contours in Figures IV.4-c and IV.4-d show that turbulent mass 
transport operates as a diffusion mechanism directed from the high towards the low 
concentration values, i.e. from the centerline of the plume to its outer edges. In the 
streamwise direction, however, the mechanism is different. In the horizontal plane 
z/H=1.25 for example, and more generally in the large region above the roof level 
colored in blue in Figure IV.4-a, the streamwise turbulent mass flux is negative, i.e. 
directed towards the high levels of K. In this region where the turbulent mass flux and 

Figure IV.2. CFD validation: profiles of  (a) non-dimensional concentration coefficient 
K=C/C0 and (b) standard deviation of  concentration normalized by C1G along three 
vertical lines in the plane y/H=0. Symbols: wind-tunnel measurements [Li and Meroney, 
1983a; Li and Meroney, 1983b]; lines: LES in this study. 

Figure IV.3. Relative contribution of  the SGS mass flux to the total turbulent mass flux: 
contours of  |Qsgs/Qt| in the planes (a) y/H=0 and (b) z/H=1.25. In (a), the dashed line 
represents the position of  the horizontal plane shown in (b). 
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the mean concentration gradient are of the same sign, the CG mechanism of turbulent 
mass transport is present. Another CG zone is present in the near-wake of the building 
(where P3 is located) where both Qt,x and ∂C/∂x are positive. Note that the monitoring 
points P1, P2 and P3 have been selected in such a way that they are located in different 

characteristic zones of the Qt field. 

IV.4 Concentration and velocity statistics at the 
monitoring points 

The resolved concentration (c) and velocity components (u, v, w) have been recorded at 
the three monitoring points at each of the 24,000 time steps of the simulation. Various 
descriptive statistics of these variables are reported in Tables IV.2 to IV.5 for these three 
points. The subscript ‘rms’ indicates the standard deviation; Sa and Ka correspond to the 
skewness and kurtosis of the variable a, respectively; a′min and a′max stand for the minimum 
and maximum fluctuations of a. The sign of the local spatial derivative value of mean 
concentration is also included in Table IV.2 to verify that it corresponds to the sign of 

Figure IV.4. Contours of  the (a,b) streamwise, (c) vertical, and (d) lateral components of  the 
turbulent mass flux vector. The dashed lines represent the isolines ∂C/∂xi=0 in the 
corresponding direction: (a,b) xi=x, (c) xi=z, (d) xi=y. On each side of  the isoline, the sign 
of  ∂C/∂xi is indicated in circles (+: positive; -: negative). The CG mechanism of  turbulent 
mass transport is characterized by Qt,i and ∂C/∂xi of  the same sign for a given direction. 
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<u′c′> (CG mechanism) in the x-direction (Table IV.3) and to the opposite sign of <v′c′> 
and <w′c′> in the y- and z-direction, respectively (Tables IV.4 and IV.5).  

For the four variables of interest, the range of the non-dimensional fluctuations 
(a′k/arms, where k is the sample number) has been divided into 50 equal intervals Ii 
(i=1,…,50) and the frequency fi of occurrence of a′k/arms belongs to Ii has been calculated 
following Equation (IV.9) to build the histogram of frequency distribution: 

f
i
=

ni

N
(i=1,…,50) (IV.9)

where ni is the number of samples such as a′k/arms belongs to Ii and N is the total number 
of samples. 

The histograms for point P1 are shown in Figure IV.5. The histogram of 
concentration fluctuations (Fig. IV.5-a) has an exponential-like shape, which indicates 
that P1 is most of the time characterized by a low background concentration level and 
the occurrence of rare but extremely high peaks of concentration – also indicated by the 
high value of Kc, see Table IV.2. Approximately 60% of the samples are of negative 
fluctuation and the average is raised by peaks of c′ reaching up to 13 times the standard 
deviation. This asymmetry around the mean is quantified by the high skewness value. 
This shape of frequency distribution corresponds to measurements by Fackrell and 

Table IV.2. Non-dimensional statistics of  concentration at the three monitoring points. The 
signs of  the local spatial derivative of  mean concentration are also given. 

Point K=C/C0 crms/C0 crms/C Sc Kc c′min/crms c′max/crms ∂C/∂x ∂C/∂y ∂C/∂z
P1 3.00 3.62 1.21 2.39 11.10 -0.83 13.08 <0 ≈0 <0 
P2 0.50 0.97 1.94 2.98 11.42 -0.52 8.60 <0 <0 <0 
P3 2.46 1.74 0.71 2.20 8.38 -1.39 8.97 >0 ≈0 >0 

Table IV.3. Non-dimensional statistics of  streamwise velocity at the three monitoring points. 
Point U/UH urms/UH |urms/U| Su Ku u′min/urms u′max/urms <u′c′>/Q0 
P1 0.84 0.26 0.31 -0.57 -0.20 -3.51 2.33 -0.403 
P2 0.94 0.18 0.19 -0.67 0.71 -4.87 2.85 -0.094 
P3 0.15 0.20 1.33 0.06 -0.30 -3.15 3.54 0.089 

Table IV.4. Non-dimensional statistics of  lateral velocity at the three monitoring points. 
Point V/UH vrms/UH |vrms/V| Sv Kv v′min/vrms v′max/vrms <v′c′>/Q0 
P1 0.01 0.17 17 0.02 0.34 -4.33 4.21 -0.008 
P2 -0.04 0.11 2.75 0.52 0.87 -4.27 4.83 0.040 
P3 0.00 0.20 - 0.04 -0.06 -3.58 3.46 -0.006 

Table IV.5. Non-dimensional statistics of  vertical velocity at the three monitoring points. 
Point W/ UH wrms/UH |wrms/W| Sw Kw w′min/wrms w′max/wrms <w′c′>/Q0 
P1 -0.11 0.15 1.36 0.80 0.63 -3.97 5.29 0.160 
P2 -0.08 0.11 1.37 0.88 1.61 -2.89 6.08 0.023 
P3 -0.08 0.21 2.62 0.04 -0.16 -3.26 3.46 -0.127 

 



80 Pollutant dispersion around buildings: Physical mechanism 
 

Robins [1982] far from the ground in the case of an elevated point source and was 
attributed to the meandering motion of the plume caused by large turbulent eddies. Here, 
the largest turbulence scales are of the order of the cube size, larger than the size of the 
plume at P1, and tend to move the plume as a block, resulting in the high intermittency 
observed at this monitoring point.  

The frequency distribution of u′/urms shows negative skewness (Fig. IV.5-b): among 
the samples, the majority is of positive fluctuation but some of them are characterized by 
a large negative u′. The opposite holds for the vertical velocity fluctuations, whose 
frequency distribution is right-tailed (Fig. IV.5-d). Considering that P1 lies in the vertical 
symmetry plane of the computational domain, it is logical that the frequency distribution 
of v′/vrms is symmetric with respect to its zero mean (Fig. IV.5-c).  

A similar approach can be used to analyze the statistics of the variables two by two. 
The bivariate histograms have been built for the three couples of variables (c′/crms; 
ui′/ui,rms). For example, for two variables a and b, the range of the non-dimensional 
fluctuations has been divided into an arbitrary number of intervals (here: 20), say Ii for 
a′k/arms and Jj for b′k/brms. For given i and j, the frequency fi,j=f(Ii,Jj) is the ratio of the 
number of samples ni,j for which a′k /arms belongs to Ii and simultaneously b′k/brms belongs 
to Jj to the total number of samples N: 

f
i,j

=
ni,j

N
(i,j=1,…,20) (IV.10)

Each of the four combinations of signs of (c′/crms; ui′/ui,rms) is associated with a specific 
event of pollutant transport. Observing the bivariate histograms gives therefore an 
indication of which events are the most frequent among the samples and/or contribute 
the most to the turbulent flux. This so-called quadrant analysis was first introduced for 
momentum transfer [Shaw et al., 1983] but is also widely used in the case of scalar 
dispersion (e.g. [Chen, 1990; Katul et al., 1997; Cheng and Liu, 2011]). The definitions of 
the quadrants are shown in Table IV.6, together with the name given to the 
corresponding event in the vertical direction, for which quadrant analysis is often used. 
Note that this nomenclature can also be used here for the lateral direction, considering 
the symmetry of our problem. The frequency of occurrence of a given quadrant Qm is 
equal to the sum of the frequencies of the intervals which compose Qm. This frequency 
multiplied by the average of ui′c′ on Qm (<ui′c′>|Qm) gives the contribution of the 
quadrant Qm to the turbulent flux in the direction i. 

Table IV.6. Numbering and definitions of  the quadrants. The names of  the corresponding 
events hold for the vertical direction, following [Chen, 1990]. 

Quadrant ui' c' Name (z-direction) 
Q1 >0 >0 Ejection 
Q2 <0 >0 Inward interaction  
Q3 <0 <0 Sweep 
Q4 >0 <0 Outward interaction 
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The contours of fi,j in the planes (c′/crms; ui′/ui,rms) for P1 are shown in Figure IV.6. In 
the streamwise direction (Fig. IV.6-a), the most frequent situation among the samples is 
simultaneously u′>0 and c′<0 (Q4): 46% of the samples are in this zone. Nevertheless, 
the  most important  contribution to the  total  turbulent flux is due to Q2, for which the  

Figure IV.5. Point P1: frequency distribution histograms of  (a) c′/crms, (b) u′/urms, (c) v′/vrms, 
and (d) w′/wrms. For each variable, the x-axis limits correspond to the minimum and 
maximum sample values. The dashed line indicates the mean (zero) values of  the 
fluctuations. Mean values: K=3.00; U/UH=0.84; V/UH=0.01; W/UH=-0.11. 

Figure IV.6. Point P1: bivariate histogram of  frequency distribution for (a) (c′/crms; u′/urms), 
(b) (c′/crms; v′/vrms), and (c) (c′/crms; w′/wrms). 
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frequency (27%) is lower than for Q4 but for which the individual contributions u′c′ are 
on average higher in magnitude. The contributions of Q1 and Q3 are minor in this case, 
both in terms of frequency and magnitude.  The dominant contributions of Q2  and  Q4,  

Figure IV.7. Point P2: frequency distribution histograms of  (a) c′/crms, (b) u′/urms, (c) v′/vrms, 
and (d) w′/wrms. For each variable, the x-axis limits correspond to the minimum and 
maximum sample values. The dashed line indicates the mean (zero) values of  the 
fluctuations. Mean values: K=0.50; U/UH=0.94; V/UH=-0.04; W/UH=-0.08. 

Figure IV.8. Point P2: bivariate histogram of  frequency distribution for (a) (c′/crms; u′/urms), 
(b) (c′/crms; v′/vrms), and (c) (c′/crms; w′/wrms). 
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where u′ and c′ are of opposite signs, result on average in a negative turbulent flux <u′c′>. 
Concerning the lateral direction, the frequency distribution of (c′/crms; v′/vrms) is 
approximately symmetrical with respect to the axis v′=0, leading to a zero turbulent mass 

Figure IV.9. Point P3: frequency distribution histograms of  (a) c′/crms, (b) u′/urms, (c) v′/vrms, 
and (d) w′/wrms. For each variable, the x-axis limits correspond to the minimum and 
maximum sample values. The dashed line indicates the mean (zero) values of  the 
fluctuations. Mean values: K=2.46; U/UH=0.15; V/UH=0; W/UH=-0.08. 

Figure IV.10. Point P3: bivariate histogram of  frequency distribution for (a) (c′/crms; u′/urms), 
(b) (c′/crms; v′/vrms), and (c) (c′/crms; w′/wrms). 
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flux in the lateral direction (Fig. IV.6-b). Concerning the vertical direction, sweeps (Q3) 
are the most frequent events of vertical mass transfer at P1 (Fig. IV.6-c); they correspond 
to downward motions of fresh air. However, the calculation of the contribution of each 
quadrant to Qt,z shows that the dominant contribution is made by ejections (Q1), which 
occur less often but are more intense.  

One step further in the statistical analysis is to analyze the variables three by three, 
following the octant analysis by Vinçont et al. [2000]. The repartition of the samples 
among the eight octants of the three-dimensional space (c′/crms; u′/urms; w′/wrms) shows that 
the Q2 events in the x-direction coincide with the Q1 events in the z-direction (not 
shown here). Hence, the largest contribution to both Qt,x and Qt,z is due to samples for 
which (c′>0; u′<0; w′>0) i.e. upwards movement of polluted air coming from the plume 
centerline with lower streamwise velocity. The most frequent octant and second largest 
contribution to Qt,x and Qt,z corresponds to (c′<0; u′>0; w′<0): fresh air entrained from 
the top of the plume with relatively high streamwise velocity and downward motion.  

Figure IV.7-a shows the frequency distribution of c′/crms for P2. The trend is similar 
as for P1, with even higher values of skewness and kurtosis (see Table IV.2), because of 
the off-center position of the sampling point at which the plume intermittency is higher 
[Fackrell and Robins, 1982]. Approximately 65% of the samples have concentration 
values between zero and one third of the mean concentration value at this point. The 
velocity fluctuations in the x- and z-directions also have similar frequency distributions as 
those at P1, with a negative and positive skewness, respectively. The main difference with 
point P1 is the asymmetry of the histogram of v′/vrms, quantified by the non-zero 
skewness Sv=0.52. This feature is due to the position of P2 out of the symmetry plane of 
the geometry.  

The bivariate histogram of (c′/crms; v′/vrms) is similar in shape to the one of (c′/crms; 
w′/wrms) (Figs. IV.8-b,c): a large majority of the samples belongs to Q3 and the main 
contribution to the mass flux is due to intense ejections corresponding to quadrant Q1. 
Hence, both Qt,y and Qt,z are positive at P2. Concerning the streamwise direction, the 
bivariate histogram (Fig. IV.8-a) is similar in shape to the one at P1 and the octant 
analysis (not shown here) indicates that intense Q2 events in the x-direction coincide with 
Q1 events in the y- and z-directions.  

For P3, the frequency distribution of concentration fluctuations is different (Fig. 
IV.9-a). Its shape resembles a log-normal distribution, similar to what can be observed 
close to the ground in the case of an elevated point source in a turbulent boundary layer 
[Fackrell and Robins, 1982]. Note that at this location, in the near wake of the building, 
the intensity of the concentration fluctuations crms/C is weaker in comparison with P1 and 
P2 (Table IV.2). Noticeably, the three velocity components have a similar, symmetric 
distribution with a skewness value close to zero (Figs. IV.9-b,c,d).  

Despite the symmetry of the velocity frequency distributions, the bivariate analysis 
shows that simultaneity of concentration and velocity fluctuations of particular signs lead 
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on average to non-zero mass fluxes. The main contribution to streamwise mass transfer 
at P3 is due to Q1 and Q3 quadrants, the former being the most intense events and the 
latter the most frequent (Fig. IV.10-a). It explains the positive Qt,x at this location. The 
bivariate frequency distribution of (c′/crms; v′/vrms) is symmetric around the abscissa axis, 
resulting in a negligible Qt,y in comparison with Q0 (Fig. IV.10-b). Vertically, mass transfer 
is governed by frequent inward (Q4) and intense outward (Q2) interactions (Fig. IV.10-
c).  

The octant analysis shows the simultaneity of Q1 events in the x- and Q2 events in 
the z-direction. The event (c′<0; u′<0; w′>0) is the most frequent at P3, corresponding to 
motions of fresh air originating from zones closer to the ground. The other dominant 
contribution to the mass flux is due to the events (c′>0; u′>0; w′<0) which are less 
frequent but more intense. They correspond to movements of high streamwise velocity 
polluted air directed downwards.  

IV.5 Further analysis and discussion 

The contours of streamwise (Ruu) and vertical (Rww) two-point correlation coefficients in 
the plane y/H=0 are shown in Figure IV.11. Ruiuj is defined by: 

Ruiuj
(x,xref)=

<ui'(x)uj'(xref)>

ui,rms(x)uj,rms(xref)
 (IV.11)

The reference point Pref is taken at xref/H=1.020, yref/H=0 and zref/H=1.245. The 
computation of these coefficients is made by user programming (User-Defined Function) 
which allows accessing the data at cell centers; this is the reason why Pref is not located 
exactly at P1, but very close to it. By definition, the correlation coefficients take the value 
1 at Pref, as can be seen in Figure IV.11. 

The negative values of Ruu in the wake of the cube indicate the backflow 
characteristic of the recirculation zone (Fig. IV.11-a). In Figure IV.11-b, one can notice 
the alternation of zones with negative (blue) and positive (red) correlation coefficient Rww 
in the shear layer, starting from the top of the windward facade. This feature can be 
interpreted as an indication of the presence of large vortical structures in this zone 
[Savory et al., 2011], generated at the front corner and transported downstream with an 
increasing length scale. One can infer the occurrence of a similar flow phenomenon on 
the sides of the cube (not shown in figure), from which shear layers develop as well. 

Experimental investigation of the flow around a circular cylinder [Ong and Wallace, 
1996] shows that the vortex shedding which takes place in the wake of the cylinder acts 
on the skewness of the velocity. For the streamwise component, the skewness is low and 
positive at the center of the wake and turns to large negative values at its outer edges. 
Concerning the transverse velocity, if y=0 is the plane aligned with the flow direction and 
corresponding to the symmetry plane of the z-axis cylinder, the skewness tends to be 
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positive for y>0 and negative for y<0. Although the flow around a wall-mounted cube is 
fully three-dimensional and more complex (see e.g. [Wang and Zhou, 2009]) for a 
description of the flow around wall-mounted finite-length square cylinders), the link 
between vortical structures and velocity skewness appears to be similar. Figure IV.12-b 
shows the contours of Su in the horizontal plane z/H=0.75. In the wake of the building, 
the trend is the same as described above: Su is low and positive at the center of the wake 
and negative and high in magnitude at the outer edges, because of the presence of 
vortical structures in the side shear layers. The analogy with the circular cylinder holds 

Figure IV.11. Contours of  two-point velocity correlation coefficient in the vertical mid-plane 
y/H=0. (a) Ruu(x,y,z,xref,yref,zref) and (b) Rww(x,y,z,xref,yref,zref), with xref/H=1.020, yref/H=0 and 
zref/H=1.245. 

Figure IV.12. Contours of  the skewness of  the (a,b) streamwise, (c) vertical, and (d) lateral 
velocity in (a,c) the vertical mid-plane, (b) the horizontal plane z/H=0.75 and (d) the 
horizontal plane z/H=1.25. 
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also for Sv which is positive for y>0 and negative for y<0 (Fig. IV.12-d). The plane 
z/H=1.25 is shown and the trend is the same for z/H≤1. What occurs above the 
building is similar to what has been described above for the horizontal planes, as can be 
seen in Figures IV.12-a,c. However, the presence of the ground wall breaks the 
symmetry: large negative (resp. positive) values of Su (resp. Sw) are found in the shear 
layer above the building containing P1 and P2 but in the wake – where the large 
recirculation operates but only small-scale vortices are present [Li and Meroney, 1983b] – 
the trend is less marked and the skewness values are low in magnitude.  

In the shear layers, the peaks of velocity fluctuations – positive or negative, 
depending on the location and the velocity component – created by the instantaneous 
flow patterns often coincide with a preferred sign of concentration fluctuation. This was 
shown to be true at P1 and P2 and can reasonably be generalized to the roof and side 
shear layers. At these two points, for example, low-speed motions of polluted air 
originating from the center of the plume could be identified. They are rare but very 
intense and constitute the main contribution to the turbulent mass flux in the streamwise 
and vertical directions (and also laterally if an off-center point is considered).  

Behind the building and below z/H=1, in the near-wake recirculation zone, no 
large vortical structures are present, which seems to be the reason why no particular trend 
was observed for the skewness of the three velocity components. However, the bivariate 
analysis at P3 showed that, at this location too, the peaks of concentration fluctuations 
are likely to be associated with a preferred sign of velocity fluctuations, and generate a 
non-zero turbulent mass flux. At P3, intense motions of polluted air coming from the 
center of the plume with high streamwise velocity and frequent movements of fresh air 
coming from zones close to the ground were observed. Note that these results have been 
confirmed by the observation of the statistics at seven additional monitoring points 
located in various regions of the flow, which have not been reported due to space 
limitations.  

IV.6 Summary and chapter conclusions 

Wind-induced pollutant dispersion from a rooftop vent on top of a cubical building 
model has been simulated with Large-Eddy Simulation and the dynamic Smagorinsky 
SGS model. The unsteady statistics of concentration and velocity at three monitoring 
points located in the near-wake of the building have been collected for a sufficiently long 
period for a detailed analysis of turbulent mass transport. Mono- and bivariate histograms 
of concentration and velocity fluctuations at these three points have been built to detect 
the events contributing to turbulent mass transport. Octant analysis has also been 
performed and provided valuable insights (although no plots were shown here). A 
generalization of these results to the near-wake of the building has been proposed. 
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First, by comparing our numerical results with the wind-tunnel measurements of 
mean value and standard deviation of concentration, the good accuracy of the present 
LES modeling in predicting concentration statistics has been demonstrated for the case 
of dispersion around an isolated building. Moreover, the mean SGS mass flux has been 
shown to be negligible compared to the total turbulent mass flux with the grid resolution 
and SGS modeling used here. 

Due to the presence of large-scale vortices around the cube, the plume exhibits a 
meandering motion, as can be seen in the frequency distribution of the concentration 
fluctuations: it has approximately an exponential shape in the wake of the building above 
roof level (points P1 and P2) and a log-normal shape below roof level (P3). In both cases, 
the skewness and kurtosis values are high, indicating the existence of a relatively low 
background concentration punctuated by rare but extremely high peaks.  

The frequency distributions of the velocity fluctuations are also affected by the 
turbulent flow patterns. In the absence of large vortical structures (P3), the frequency 
distributions of u′, v′ and w′ are symmetric, with skewness values close to zero, whereas in 
the shear layers developing from the roof and side walls of the buildings (P1 and P2) the 
large vortical structures are responsible for peaks of velocity fluctuations quantified by 
the non-zero skewness values of the frequency distributions. 

In summary, the frequency distributions of both concentration and velocity 
fluctuations are affected by the same flow phenomenon. As a consequence, it seems 
logical to observe a direct link between ui′ and c′ events. The bivariate analysis showed 
indeed that for a given sign of c′ there is a preferred sign of ui′ which is more likely to 
occur. In the streamwise direction, it was shown at P1 and P2 that c′ and u′ most of the 
time have opposite signs, leading on average to a negative turbulent mass flux Qt,x and 
explaining the CG mechanism in this zone.  

It has been shown that specific unsteady events govern turbulent mass transport, 
which explains the failure of the first-order closure model (Eq. (IV.1)). If used, this 
model should be adapted to reproduce the CG mechanism of turbulent mass transport – 
for example by taking out the minus sign from the right-hand side of Equation (IV.1) – 
and to take into account the flow anisotropy, by use of a diffusivity vector.  

Some additional results of this simulation are presented in Appendix B: a few snapshots of the 
flow and concentration fields illustrate in which way the vortical structures act on the pollutant plume. 
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Appendix A 

RANS simulations of the wind 

flow around the 1:1:2 building 

In this appendix, the same case as the one simulated with LES in Chapter II is simulated with 
three RANS models: the realizable k-ε model (RLZ), the renormalization group k-ε model (RNG), 
and the Reynolds-stress model (RSM). These models are those used in Chapter III to simulate dispersion 
around isolated buildings.  

A.1 Computational model 

A.1.1 Turbulence models 

Three RANS models are used here and compared, with the values of the model constants 
corresponding to the default settings in Fluent 12.1 [Ansys Inc., 2009]: 

− The realizable k-ε model (RLZ) [Shih et al., 1995] with C1ε=1.44; C2ε=1.9; σk=1.0; 
σε=1.2. 

− The renormalization group k-ε model (RNG) [Yakhot et al., 1992] with  
Cμ =0.0845; C1ε=1.42; C2ε=1.68. 

− The Reynolds-stress model (RSM) with a linear pressure-strain model and wall-
reflection effects [Launder et al., 1975; Gibson and Launder, 1978] and with 
Cμ=0.09; C1ε=1.44; C2ε=1.92; C1=1.8; C2=0.6; C’1=0.5; C’2=0.3; σk=1.0; σε=1.3. 

Note that the results of the standard k-ε model are in this case rather close to those 
of RLZ and therefore this model is not used here. 

A.1.2 Domain, grid and boundary conditions 

The same computational domains and grids as those used with LES in Chapter II are 
used here: Grid20 and Grid30 with 20 and 30 cells per building side, respectively. The 
sensitivity of the results to the resolution will be tested in the next section with the RLZ 
model. The numerical results will be observed in the measurement planes introduced in 
Chapter II: V0 at y/B=0 and H10 at z/B=1.25. 
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At the inlet of the domain, the profiles of mean velocity (U), turbulent kinetic 
energy (k) and turbulence dissipation rate (ε) are prescribed for the three models, based 
on flow measurements in the test section of the wind tunnel [Meng and Hibi, 1998]. The 
building, ground and ceiling surfaces are defined as no-slip walls, with standard wall 
functions [Launder and Spalding, 1974] as a wall treatment. Symmetry boundary 
conditions are set at the sides of the domain and zero static pressure is imposed at the 
outlet. 

All the transport equations (momentum, k, ε) are discretized using a second-order 
upwind scheme. Pressure interpolation is second order. The SIMPLE algorithm is used 
for pressure-velocity coupling. Convergence is assumed to be obtained when the scaled 
residuals reach 10-5.  

A.2 Results 

A.2.1 Grid-sensitivity analysis 

Figure A.1 shows the profiles of non-dimensional velocity (Fig. A.1-a) and turbulent 
kinetic energy (Fig. A.1-b) in the vertical mid-plane V0 for the RLZ turbulence model on 
Grid20 (RLZ20) and Grid30 (RLZ30). The agreement of the numerical results with the 
measurements will be analyzed in the next section; the focus is here on the comparison of 
the CFD results on Grid20 and Grid30. The velocity profiles obtained on the fine grid 
are nearly identical to those obtained on the coarse grid (Fig. A.1-a). Some minor 
differences exist in the k-profiles computed by RLZ20 and RLZ30 but they are clearly 
negligible (Fig. A.1-b). Note that the grid-sensitivity analysis is presented here with the 
RLZ turbulence model but it has been checked that similar results are obtained with 
RNG and RSM. As a conclusion, the grid with 20 cells per building side is sufficiently 
fine to provide grid-independent results with the RANS models used here.  

A.2.2 Validation: comparison with the measurements 

The quantification of the agreement between CFD and experiment is performed by using 
the same validation metrics as in Chapter II. The definitions are given hereafter and the 
metrics values for the three simulations are reported in Table A.1.  

Hit rate (q): 

 q=
1

N
ni

N

i=1

    with    ni=
1  for  

Pi-Oi

Pi
≤Dq  or  |Pi-Oi|≤Wq

0  else
 (A.1)
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Fraction of predictions within a factor of 2 of observations (FAC2): 

	FAC2=
1

N
ni

N

i=1

    with    ni=
1  for  0.5≤

Pi

Oi
≤2  

0  else
 (A.2)

Fractional bias (FB): 	FB FBfn-FBfp   with   FBfn=
O fn- P fn

0.5 O fn+ P fn
;FBfp=

O fp- P fp

0.5 O fp+ P fp
 (A.3)

Normalized mean square error (NMSE): 

Figure A.1. Grid-sensitivity analysis: comparison between RLZ20 and RLZ30. Experimental 
(symbols) and numerical (lines) profiles of  non-dimensional (a) mean streamwise velocity 
and (b) turbulent kinetic energy in the plane V0. 
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 	NMSE=

O-P 2

O P
 (A.4)

In these definitions, Oi and Pi correspond to the observed (measured) and predicted 
(computed) values of a given variable for the sample i, respectively; N is the number of 
data points; Dq and Wq are the allowed relative and absolute deviations, respectively. The 
square brackets denote averaging on the whole dataset or on all the under- (resp. over-) 
predictions when they are followed by the subscript fn (resp. fp). Note that FB and 
NMSE cannot be used for variables that can take both positive and negative values and 
have therefore been used only for k. 

The streamwise velocity computed by RLZ, RNG and RSM on Grid20 is plotted 
along 5 lines in the planes V0 and H10 in Figure A.2. Overall, the agreement between 
CFD and experiment is fairly good, although some discrepancies are present in the far-
wake and at roof level. When taking into account the 186 measurement points, the hit 
rate for U/UH is equal to 0.74 for RLZ20 and 0.7 for both RNG20 and RSM20, which is 
below the values found with LES (between 0.85 and 0.9, see Table II.3, p. 29). One 
common feature of the three turbulence models is the large under-estimation of the 
velocity values at x/B=3.25. This can also be seen in the computed values of the 
recirculation length in the wake of the building (Xw) reported in Table A.2: they are about 
twice the one measured in the wind tunnel. The recirculation length above the roof (Xr) 
is also over-estimated by RNG and RSM, while RLZ does not predict any flow 
detachment at this location. This is of prime importance when the source is located on 

Table A.1. Validation metrics (hit rate q, factor of  two of  observations FAC2, fractional bias 
FB and normalized mean square error NMSE) for the three simulations. The metrics for 
U and k take into account the 186 measurement points while V is evaluated in the planes 
H1 and H10 and W in the plane V0. Thresholds for q: Dq=0.25; Wq=0.03 for U, V and W. 
Dq=0.25; Wq=0.003 for k. 

 U/UH V/UH (planes 
H1 & H10) 

W/UH (plane 
V0) 

k/UH
2 

 q FAC
2 

q FAC
2 

q FAC
2 

q FAC
2 

FB NMSE 

Ideal value 1 1 1 1 1 1 1 1 0 0 
RLZ20 0.74 0.817 0.68 0.608 0.53 0.576 0.31 0.769 0.138 0.50 
RNG20 0.70 0.780 0.55 0.558 0.56 0.591 0.33 0.785 0.295 0.41 
RSM20 0.70 0.817 0.72 0.625 0.53 0.667 0.18 0.715 0.375 0.40 

Table A.2. Non-dimensional length of  the rooftop (Xr/B) and wake (Xw/B) recirculation 
zones.  

Case Xr/B Xw/B 
Exp. [Meng and Hibi, 1998] 0.52 1.42 
RLZ20 0 2.97 
RNG20 0.70 3.21 
RSM20 0.76 2.57 
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the roof of the building, as shown in Chapter III. 

Figure A.3 shows the k-profiles for RLZ, RNG and RSM in the planes V0 and 
H10. In comparison with the measurements, the three models largely over-estimate the 
turbulent kinetic energy upstream of the building at x/B=-0.75. The inverse trend is 
observed downstream of the building: k is under-estimated, which explains partly the 
over-estimation of the wake recirculation length pointed out earlier. The maximum hit-
rate value for this variable is for RNG: q=0.33, to be compared to q=0.66 obtained with 
LES and the dynamic Smagorinsky SGS model on the same grid (Chapter II). 

Figure A.2. Experimental (symbols) and numerical (lines) profiles of  non-dimensional mean 
streamwise velocity in the planes (a) V0 and (b) H10. 
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A.3 Conclusion 

The performance of three RANS models (RLZ, RNG and RSM) applied to the 
simulation of wind flow around a high-rise building has been tested. A computational 
grid with 20 cells per building side was shown to be sufficiently fine to provide grid-
independent results: no significant changes in the U- and k-profiles were observed with 
further grid refinement. Fairly good agreement with the wind-tunnel measurements was 
found in terms of mean streamwise velocity, with hit-rate values from 0.70 to 0.74. 
However, the recirculation regions in the wake of the building and above the roof region 
were not well described. According to the metrics (no plots were shown here), the 

Figure A.3. Experimental (symbols) and numerical (lines) profiles of  non-dimensional 
turbulent kinetic energy in the planes (a) V0 and (b) H10. 
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agreement was poorer for the other components of velocity V and W. In dispersion 
studies, the accurate prediction of the turbulent kinetic energy k is needed because the 
turbulent diffusivity governing the dispersion process is directly linked to this variable. 
For k, the accuracy of RLZ, RNG and RSM is limited: the k-values are over-estimated 
around the front corner of the building and under-estimated in the wake. The hit-rate 
evaluated on all the measurement lines is below 0.33 for the three models tested here. 
Overall, when confronting the results presented here to those of Chapter II, it appears 
that LES is more accurate than the RANS models tested here to simulate the wind flow 
around an isolated building.  
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Appendix B 

Dispersion around a cubical 

building: Snapshots of the flow 

and concentration fields 

In this appendix, we present some additional results from the LES computation of dispersion 
around a cubical building of Chapter IV. The description of the numerical model is not repeated. The 
purpose is to help visualizing the instantaneous events that have been identified to contribute to turbulent 
mass transport. 

 

In Chapter IV, pollutant dispersion from the rooftop vent on a cubical building has been 
studied from a statistical point of view with LES. This statistical analysis takes into 
account 24,000 time steps, which is long enough to obtain converged values for C, U, V 
and W, i.e. the mean values of the variables c, u, v and w. To obtain the results presented 
here, the simulation has been run for an extra period and the contours of the fluctuations 
c′=c-C, u′=u-U and w′=w-W as well as the y-vorticity ωy=∂u/∂z-∂w/∂x in the vertical mid-
plane y=0 have been monitored. Figure B.1 shows these contours at four instants t1, t2, t3 
and t4 with 12 time steps (0.792 time units) between two successive instants. In the figure, 
each line of four images corresponds to a given time step. Note that the contours 
depicted here correspond to the dimensional variables with blue (resp. red) contours for 
negative (resp. positive) values; the non-dimensional values at P1 are indicated in each 
figure. These four particular instants have been selected because they correspond to a 
typical event of turbulent mass transport and allow clarifying the influence of the vortical 
structures on dispersion. 

In Chapter IV, the presence of vortical structures in the shear layer developing 
above the roof had been detected thanks to the contours of the two-point correlation 
coefficient of vertical velocity, which is an average quantity. In the vertical mid-plane, the 
axis of these vortices is approximately aligned with the y-axis. One of these vortical 
structures is circled with a dashed line in Figure B.1; it is located above the roof at t1 and 
is travelling downstream with an increasing size until t4. It can be identified in several 
ways. First, as can be seen in the first column of the figure, the vortex is characterized by 
u′<0 on its bottom side and u′>0 on its top side. Indeed, since the vortex is rotating 
clockwise, it accelerates (resp. decelerates) the mean flow on its upper (resp. lower) half. 
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Similarly, in the vertical direction, the vortical structure we are looking at is characterized 
by a positive vertical velocity fluctuation w′ on the upstream side and a negative one on 
the downstream side (see second column of Fig. B.1). It also corresponds to a red spot in 
the contours of y-vorticity. However, high values of ωy can also be associated to a high-
shear region without any vortex. It should be noted here that the reason why the velocity 
fluctuations created by the vortex in both streamwise and vertical directions are generally 
more intense in the direction opposite to the mean flow is not clear and should be 
investigated further.  

Figure B.1. Contours of  (first column) u′, (second column) w′, (third column) ωy and (fourth 
column) c′ in the vertical mid-plane at four successive instants. 
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At t1, the vortex we are following is located above the building roof, in the vicinity of the 
pollutant source. It originates from the shear layer that develops from the front corner of 
the cube. It is small in size and rather difficult to identify (first line of Fig. B.1). The 
backflow that it creates transports the pollutant emitted by the roof-centered source in 
the upstream direction, as can be seen in the last column of Figure B.1, on page 99. This 
puff of pollutant is then carried downstream by the vortex; it reaches the leeward facade 
of the building at t2, the point P1 at t3 and farther downstream at t4. The transport of the 

Figure B.1 (cont’d). See page 98. 
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highly polluted air by the vortex is clear in these snapshots: the pollutant is “trapped” in 
the vortex core that is transported downstream by the bulk flow.  

Let us now focus on what is occurring at P1 instead of following the vortex. It can 
be observed that at t1 this monitoring point is characterized by a high concentration value 
(red spot in the last column of Fig. B.1) coinciding with the presence of a vortical 
structure just above (see for example the contours of ωy in the third column). At this 
instant, the streamwise velocity fluctuation is negative and the vertical one is positive. 
Following the terminology used in Chapter IV, the couple (c′/crms; u′/urms) at t1 belongs to 
the quadrant Q2 of the bivariate histogram of P1 and (c′/crms; w′/wrms) belongs to Q1, 
corresponding to an ejection event. This is illustrated in Figure B.2 where the events at 
the four instants have been marked in the bivariate histogram presented in the above-
mentioned chapter. The intermediate values between the four instants considered here 
are also indicated by dashed lines. At t2 (second row of plots of Fig. B.1), P1 is in fact 
located between two pollutant-carrying vortices and consequently the concentration value 
is low, lower than the average value (c′<0). At the same time, u′>0 and w′<0. This is the 
most frequent situation at P1, as shown in the bivariate histograms. At t3, the vortex 
marked in Figure B.1 has reached P1 and a peak of concentration is observed. P1 is 
located in the lower part of the vortex and consequently a negative streamwise velocity 
fluctuation is observed. As far as the vertical component of velocity is concerned, the 
sign of w′ becomes positive at P1 after being negative (Fig. B.2-b). After the vortical 
structure has passed P1, the situation at the monitoring point becomes “normal” again 
until the passage of the next vortex: the values of the concentration and velocity 
fluctuations at t4 belong to the range of values which have been shown to be the most 
frequent.  

 

 
Figure B.2. Bivariate histogram of  frequency distribution at P1 for (a) (c′/crms; u′/urms) and (b) 

(c′/crms; w′/wrms). The fluctuation values at t1, t2, t3 and t4 are indicated by crosses. The values 
at the intermediate time steps are indicated by the dashed lines. 
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Part 2 
Actual Urban Areas 
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Chapter V 

CFD simulation of pollutant 

dispersion in an actual urban area 

This chapter has been published as: 

P. Gousseau, B. Blocken, T. Stathopoulos, G.J.F. van Heijst 
CFD simulation of near-field pollutant dispersion on a high-resolution grid: a case study by 
LES and RANS for a building group in downtown Montreal 
Atmospheric Environment 45 (2011) 428-438 

Turbulence modeling and validation by experiments are key issues in the simulation of micro-scale 
atmospheric dispersion.  This study evaluates the performance of two different modeling approaches 
(RANS standard k-ε and LES) applied to pollutant dispersion in an actual urban environment: 
downtown Montreal. The focus of the study is on near-field dispersion, i.e. both on the prediction of 
pollutant concentrations in the surrounding streets (for pedestrian outdoor air quality) and on building 
surfaces (for ventilation system inlets and indoor air quality). The high-resolution CFD simulations are 
performed for neutral atmospheric conditions and are validated by detailed wind-tunnel experiments. A 
suitable resolution of the computational grid is determined by grid-sensitivity analysis. It is shown that the 
performance of the standard k-ε model strongly depends on the turbulent Schmidt number, whose 
optimum value is case-dependent and a priori unknown. In contrast, LES with the dynamic subgrid-scale 
model shows a better performance without requiring any parameter input to solve the dispersion equation.  
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V.1 Introduction 

Outdoor air pollution is associated with a broad spectrum of acute and chronic health 
effects [Brunekreef and Holgate, 2002]. The pollutants that are brought into the 
atmosphere by various sources are dispersed (advected and diffused) over a wide range of 
horizontal length scales. Micro-scale dispersion refers to processes acting within 
horizontal length scales below about 5 km. It can be studied in detail by wind-tunnel 
modeling and by numerical simulation with Computational Fluid Dynamics (CFD). 
Wind-tunnel modeling is widely recognized as a valuable tool in wind flow and gas 
dispersion analysis but it generally only provides data at a limited number of discrete 
positions and it can suffer from incompatible similarity requirements. CFD does not have 
these two disadvantages; it provides “whole flow-field” data and it can be performed at 
full scale. Furthermore, it is very suitable for parametric studies for various physical flow 
and dispersion processes. On the other hand, the accuracy of CFD is a main concern, 
and grid-sensitivity analysis and experimental validation studies are imperative. 

In the past decades, CFD has been used extensively in micro-scale pollutant 
dispersion studies. A distinction can be made between generic studies and applied studies. 
Generic studies include configurations such as idealized isolated buildings (e.g. [Leitl et 
al., 1997; Li and Stathopoulos, 1997; Meroney et al., 1999; Blocken et al., 2008; Santos et 
al., 2009; Tominaga and Stathopoulos, 2009]), idealized isolated street canyons (e.g. [Leitl 
and Meroney, 1997; Chan et al., 2002; Gromke et al., 2008]) or regular building groups 
(e.g. [Kim and Baik, 2004; Shi et al., 2008; Wang et al., 2009; Buccolieri et al., 2010; 
Dejoan et al., 2010]). Applied studies refer to actual (isolated) buildings or actual building 
groups (urban areas) (e.g. [Hanna et al., 2006; Patnaik et al., 2007; Baik et al., 2009; 
Pontiggia et al., 2010]).  

Many previous studies have indicated that CFD simulations based on the steady 
Reynolds-Averaged Navier-Stokes (RANS) equations are deficient in reproducing the 
wind-flow patterns (e.g.[Murakami et al., 1992]) and near-field pollutant dispersion 
concentrations around buildings (e.g. [Leitl et al., 1997; Meroney et al., 1999; Blocken et 
al., 2008; Tominaga and Stathopoulos, 2010]), which motivates the use of Large-Eddy 
Simulation (LES) for micro-scale pollutant dispersion. A number of authors have applied 
LES to dispersion around isolated buildings (e.g. [Tominaga et al., 1997; Sada and Sato, 
2002]) and in street canyons (e.g. [Li et al., 2008; Hu et al., 2009]). One of the main 
concerns in micro-scale atmospheric dispersion modeling, however, is determining the 
spread of pollutants from sources in actual urban environments. During the past decade, 
the continuous progress in computational power has allowed us to also apply LES to this 
kind of street-scale dispersion problems. An overview of previous LES studies in actual 
urban areas is provided in Table V.1. For every study, the city name and location, the 
spatial extent of the urban study (near-field or far-field) and the subgrid-closure scheme 
are listed. It is also indicated whether RANS simulations were performed and whether 
validation by comparison with experiments was conducted. Finally, also the cell type and 
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the grid resolution are reported. The present study aims at expanding the current state of 
the art in LES dispersion modeling, as discussed below.  

The previous studies all involved a large group of buildings (13 or more) with the 
primary intention to determine the far-field spread of contaminants released from a 
source through the network of city streets and over buildings. This type of studies is 
called “far-field” dispersion studies in the framework of this paper. Given the extent of 
the computational domains involved, the grid resolutions in these far-field studies are 
generally relatively low, with a minimum cell size of the order of 1 m. An exception to 
this is the study by Camelli et al. [2005], who used cell sizes down to 0.22 m. Although 
the results provided by LES are generally promising, comparison with experimental data 
was only performed in two studies. For dispersion in actual urban areas, the relative 
performance of LES compared to RANS is not well known, as this was not addressed in 
previous studies.  

Up to now, to the knowledge of the authors, no high-resolution CFD studies of 
near-field gas dispersion for relatively large building groups which are accompanied by 
grid-sensitivity analysis and validation by comparison with experiments have been 
performed. The aim of this paper is to present this kind of study for pollutant dispersion 
around a building group in downtown Montreal. The focus is both on the prediction of 
pollutant concentrations in the surrounding streets (for pedestrian outdoor air quality) 
and on the prediction of concentrations on building surfaces (for ventilation system inlets 
placement and indoor air quality), i.e. two zones close to the source where the 
computation of the concentration distribution is known to be particularly challenging. 

Table V.1. Overview of  previous and present LES computations of  atmospheric dispersion 
in actual urban areas. 

Reference City Spatial 
extent 

Closure RANS Validation 
by exp. 

Cell type Resolution

[Camelli et 
al., 2005] 

Tysons Corner, 
VA, USA 

Far-field Smagorinsky No No Tetrahedral 0.22-6.1 m

New York, NY, 
USA 

Far-field  Smagorinsky Noa Noa Tetrahedral ≥ 2 m 

[Tseng et 
al., 2006] 

Baltimore, MD, 
USA 

Far-field  Scale-
dependent 
Lagrangian 
dynamic 

No No Hexahedral 6-8 cells/
building 

[Patnaik et 
al., 2007] 

Los Angeles, 
CA, USA 

Far-field  Monotone 
Integrated 

No Yes (field 
exp.) 

Hexahedral 
 

6 m 

[Tamura, 
2008]b 

Tokyo, Japan Far-field N/A No No N/A N/A 

[Xie and 
Castro, 
2009] 

London, UK Far-field Smagorinsky No Yes (wind 
tunnel) 

Polyhedral ≥ 1.5 m 

Present 
simulation 

Montreal, PQ, 
Canada 

Near-
field 

Dynamic 
Smagorinsky

Yes Yes (wind 
tunnel) 

Hexahedral 
(Body-fitted) 

0.04-8 m
(full-scale) 

a Comparisons with RANS simulations and field measurements of velocity vectors at several 
points in Hanna et al. (2006) 
b Details in [Tamura et al., 2006], in Japanese 
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The CFD simulations are validated by detailed wind-tunnel experiments performed 
earlier by Stathopoulos et al. [2004], in which sulfur-hexafluoride (SF6) tracer gas was 
released from a stack on the roof of a three-story building and concentrations were 
measured at several locations on this roof and on the facade of a neighboring high-rise 
building. Note that earlier CFD studies for the same case included none or only one of 
the neighboring buildings [Blocken et al., 2008; Lateb et al., 2010], while in the present 
study, surrounding buildings are included up to a distance of 300 m. For this purpose, a 
high-resolution grid with minimum cell sizes down to a few centimeters (full-scale) is 
used. The grids are obtained based on detailed grid-sensitivity analysis. Both LES and 
RANS simulations are performed.  

V.2 Description of the experiments 

Experiments of pollutant dispersion in downtown Montreal were conducted in 2004 by 
Concordia University and the IRSST (Institut de recherche Robert-Sauvé en Santé et en Sécurité du 
Travail) [Stathopoulos et al., 2004]. Two types of experiments were conducted: on-site 
and in the Concordia University boundary-layer wind tunnel [Stathopoulos, 1984], with a 
scale factor of 1/200. SF6 was used as tracer gas and released from a stack located on the 
roof of the BE building, which is a three-story building in the city center (Fig. V.1). In the 
present study, the laboratory experiments are reproduced. The reason for this choice is 
the higher controllability of the boundary conditions offered by wind-tunnel modeling, 
which allows a more reliable evaluation of the CFD simulations. The dimensions are 
expressed at model scale unless specified otherwise.  

The test section of the wind tunnel is 12.2 m long, 1.8 m high and 1.8 m wide. A 
combination of vortex generators and roughness elements along the test section floor 
allows the simulation of the atmospheric boundary layer (ABL). The mean velocity 
profile of the neutral ABL is given by: 

U(z)

Uref
=

z

z
ref

n

 (V.1)

 
Figure V.1. View from south of  the BE building and its surroundings in downtown 

Montreal and wind directions considered in the present study. 
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where the power-law exponent n is equal to 0.3, corresponding to urban exposure; 
Uref=12.5 m s-1 is the mean wind velocity at reference height zref=0.6 m (full-scale: 120 m); 
and z is the height above the ground. The streamwise turbulence intensity at the position 
of the model is 35% at ground level and 5% at reference height. The aerodynamic 
roughness length z0 is 0.0033 m and the longitudinal integral length scale Lint,x is 0.4 m. 

Measurements were performed for different wind directions, stack locations, stack 
heights and velocity ratios. The two cases used for the validation study are summarized in 
Table V.2 and illustrated in Figures V.2-a and V.3-a. In the table, θ is the angle between 
the north direction and the wind direction, as indicated in Figure V.4, hs is the stack 
height and M is the velocity ratio defined as M=We/UH, where We is the stack exhaust 
velocity and UH=6.5 m s-1 is the upstream undisturbed mean wind velocity at building 
height (H=6.8 cm). The stack location numbering corresponds to that by Stathopoulos et 
al. [2004] where in total four stack locations were considered. 

For the south-west wind direction (Fig. V.2-a), the BE building is located 
immediately downstream of the high-rise Faubourg building. It can be expected that 
plume dispersion will be strongly linked to the simulation of the recirculation zone in the 
wake of the Faubourg building. Concerning the westerly wind direction, the flow around 

Figure V.2. Case SW: (a) wind-tunnel model and (b) corresponding computational grid on 
the building and ground surfaces. 

Figure V.3. Case W: (a) wind-tunnel model and (b) corresponding computational grid on the 
building and ground surfaces. 

Table V.2. Parameters for the two case studies. 
Case Wind direction θ [°] Stack location hs [m] M [-] 
SW South-West 220 3 1 5 
W West 270 1 3 3 

 



108 CFD simulation of  pollutant dispersion in an actual urban area 
 

the BE building will supposedly be influenced by the far wake of the two high-rise 
buildings upstream and the corner vortex of the Faubourg building. These two 
configurations have been selected because the above-mentioned features make them 
highly challenging test cases for CFD simulation. 

SF6 was released from the 2 mm-diameter stack with a concentration of 10 ppm. In 
the wind tunnel, one-minute air samples were taken at several locations on the BE 
building roof, plus two locations at the top of the leeward facade of the Faubourg 
building in the case SW; the concentration was measured with a gas chromatograph with 
a precision of ±5%. The locations and labels of the measurement points for the two case 
studies are shown in Figure V.4 together with the measured values of 100×K, where K is 
the non-dimensional concentration coefficient given by: 

K=
χUHH2

Qe

 (V.2)

In this equation, χ is the mean mass fraction of SF6 and Qe is the SF6 emission rate  
[m3 s-1]. 

V.3 Governing equations 

RANS turbulence models can provide accurate solutions for a wide range of industrial 
flow problems while requiring relatively low computational resources. The basic principle 
of this turbulence modeling approach is the application of the Reynolds-averaging 
operator to the Navier-Stokes equations, resulting in the appearance of new unknowns: 
the Reynolds stresses. These stresses can be linked to the flow variables in different ways, 
which defines the type of turbulence model. 

 
Figure V.4. Measurement points on the roof  of  the BE building and facade of  the Faubourg 

building and measured concentration values (100×K, between brackets) for (a) case SW 
and (b) case W. The stack location is indicated by SL3 and SL1, respectively. 
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With LES, a spatial filtering operator is used to separate two categories of motion 
scales. On the one hand, the large eddies are highly problem-dependent and are directly 
resolved. On the other hand, the smallest scales of motion are known to have a more 
universal behavior and their effect on the flow field can therefore be modeled by a so-
called subgrid-scale (SGS) model. Contrary to steady RANS, the LES approach computes 
a time-dependent solution; it is usually more demanding in terms of computational 
resources.  

 In this paper, the Eulerian approach is used to model the dispersion process for 
both RANS and LES methodologies. The concentration in SF6 is considered as a scalar 
transported by an advection-diffusion equation: 

∂c

∂t
+u.∇c=Dm∇2c+sc (V.3)

where c is the mass concentration in SF6 [kg m-3]; u is the velocity vector [m s-1]; Dm is the 
molecular diffusion coefficient [m2 s-1]; and sc is a source term [kg m-3 s-1]. 

V.3.1 The RANS standard k-ε model 

All the steady RANS simulations presented in this paper use the standard k-ε turbulence 
model (SKE) [Jones and Launder, 1972]. The intention is to test the ability of this widely 
used model to predict concentration distributions in complex geometries. In addition to 
the averaged momentum, continuity and energy equations, two other equations are 
solved for the transport of k, the turbulent kinetic energy, and ε, the turbulence 
dissipation rate. SKE is used in combination with the Boussinesq hypothesis, which 
relates the Reynolds stresses to the mean-velocity gradients. This relation involves the 
turbulent viscosity νt, which can be calculated from k and ε. 

When using SKE in the present study, all the transport equations are discretized 
using a second-order upwind scheme. Pressure interpolation is second order. The 
SIMPLE algorithm is used for pressure-velocity coupling. The gradients are computed in 
a discrete way, based on the Green-Gauss theorem [Fluent Inc., 2006]. Convergence is 
assumed to be obtained when all the scaled residuals [Fluent Inc., 2006] reach 10-6. The 
values of the model constants are: C1ε=1.44; C2ε=1.92; Cμ=0.09; σk=1.0; σε=1.3. 

The application of the Reynolds-averaging operator to Equation (V.3) leads to the 

appearance of the turbulent mass flux Qt representing the effects of turbulence on mass 
transfer. Since in turbulent flows this flux largely dominates molecular diffusion, the 
accuracy of the concentration field prediction is strongly linked to the model used to 

determine Qt. By analogy with molecular diffusion, it is assumed to be proportional to the 

gradient of mean concentration: Qt=-Dt∇C, where Dt is the turbulent mass diffusivity  
[m2 s-1] and C is the mean concentration [kg m-3]. Dt is often assumed to be proportional 
to the turbulent viscosity. The relation involves a dimensionless parameter known as the 
turbulent Schmidt number (Sct=νt/Dt). Variations in the value of Sct are known to have a 
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large influence on the concentration field [Tominaga and Stathopoulos, 2007; Blocken et 
al., 2008]. In this study, three values of Sct are used: 0.3, 0.5 and 0.7, which are in the 
range of those used in previous studies (e.g. [Tominaga and Stathopoulos, 2007; Blocken 
et al., 2008]).	
V.3.2 Large-Eddy Simulation 

In the filtered Navier-Stokes equations, the SGS stresses τij represent the effect of the 
small eddies on the resolved field of motion. In order to close the equations for the 
filtered velocity, the dynamic Smagorinsky SGS model [Smagorinsky, 1963; Germano et 
al., 1991; Lilly, 1992] is used in this study: the components of the deviatoric SGS stress 
tensor (τijd) are linked to the filtered rate of strain by a linear relation: 

τij
d=-2νsgsSij (V.4)

where νsgs is the SGS turbulent viscosity [m2 s-1] and Sij=(∂u̅i/∂xj+∂u̅j/∂xi)/2 is the 

filtered rate of strain tensor. 

The mixing-length hypothesis is used to evaluate the SGS turbulent viscosity: 

νsgs=Lsgs
2 S (V.5)

where S=(2SijSij)
1/2

 is the characteristic filtered rate of strain and Lsgs=min(κd,CsVc1/3) is 

the SGS mixing length, with κ the von Karman constant, d the distance to the closest 
wall, Vc the volume of the computational cell and Cs the so-called Smagorinsky 
coefficient. In the present study, a dynamic procedure is used to evaluate this parameter, 
based on the resolved field. To avoid instabilities, the Cs value is kept in the range [0; 
0.23] [Fluent Inc., 2006].  

In the LES computations in this chapter, the momentum equation is discretized 
with a bounded central-differencing scheme and a second-order upwind scheme is used 
for the energy and SF6 concentration equations. Pressure interpolation is second order. 
Time integration is second order implicit. The non-iterative fractional step method [Bell 
et al., 1989] is used for time advancement. This method allows reducing computational 
time by performing only a single outer iteration per time step. For the pressure equation, 
the sub-iterations end within a time step when the ratio of the residual at the current sub-
iteration and the first sub-iteration is less than 0.25, with a maximum of 10 sub-iterations 
per time step. For all the other equations, this ratio and this maximum are 0.05 and 5, 
respectively. 

The application of the filtering operator to Equation (V.3) leads to the appearance 
of an SGS mass flux term qsgs, which represents the effects of the scales that are smaller 
than the filter size on the resolved concentration field. It is assumed to be proportional to 

the gradient of filtered concentration: qsgs=-Dsgs∇c,̅ where Dsgs is the SGS mass diffusivity 

[m2 s-1]. In the present study, it is evaluated dynamically at each time step based on the 
resolved concentration field, in the same way as Cs. 
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V.4 Domain, grid and boundary conditions 

V.4.1 Domain 

Two computational domains have been created, one for each wind direction (see Figs. 
V.2-b and V.3-b). The inlet and outlet planes are perpendicular to the flow direction, as 
required by the vortex method [Mathey et al., 2006] used to generate a time-dependent 
velocity profile at the inlet (more details in Section V.4.4). The streamwise, spanwise and 
vertical coordinates are denoted by x, y and z, respectively. The BE building is modeled 
in detail, including the rooftop structures. The other buildings are modeled based on the 
available full-scale data; they can therefore show some slight differences with the wind-
tunnel model. Some simplifications are made to limit the number of cells and to make the 
simulations computationally “affordable”: the vegetation is omitted (see Fig. V.2-a, on 
the left side), the side walls of the test section are not included as “walls” and, in the case 
SW, the most upstream buildings are not explicitly modeled because they are assumed to 
have limited influence on the plume dispersion. Note that in both case SW and W, at 
least one street block in each direction is explicitly modeled, in agreement with 
[Tominaga et al., 2008b]. The domain dimensions are based on the COST Action 732 
guidelines [Franke et al., 2007]. For case SW, the domain dimensions are 5×2.125×1.65 
m3 (full-scale: 1000×425×330 m3) in x, y, z direction. For case W, the domain dimensions 
are 5.75×2.3×1.65 m3 (full-scale: 1150×460×330 m3).  

V.4.2 Computational grids 

The high-resolution computational grids are composed of hexahedral cells arranged in a 
horizontally-unstructured and vertically-structured way. They have been created by using 
the surface-grid extrusion technique by van Hooff and Blocken [2010]. In the present 
study, the grid is first created in a horizontal plane and then swept in the vertical 
direction. This technique allows a large degree of control over cell shapes and sizes and 
avoids the use of tetrahedral and pyramid cells. For each case, RANS and LES are 
applied on the same computational grid. Previous numerical simulations of pollutant 
dispersion from a stack in a simple configuration (not presented here; see also [Tominaga 
et al., 1997]) have shown the importance of meshing the outlet face of the stack with a 
high resolution. Hence, the range of cell dimensions is broad: from a few centimeters 
around the stack exhaust to several meters close to the boundaries of the domain, in full-
scale dimensions. The ratio of two neighboring cell dimensions is kept around a value of 
1.1.  

For case SW, three different grid resolutions are used to analyze the grid sensitivity 
of the results. The medium grid, named SW-m, is composed of 4,791,744 cells. The stack 
circumference is divided into 32 segments. To ensure a reasonable aspect ratio of the 
cells around the stack exhaust, their vertical dimension is kept small. Because the grid 
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includes the four stack locations, the resolution on the surface of the BE building is very 
high: 130×96×49 cells including the rooftop structures. The resolution of the grid on the 
neighboring buildings ranges from 0.005 to 0.015 m (full-scale: 1 to 3 m), depending on 
the dimensions and the location of the building. In any case, a minimum of 10 cells per 
building height and between buildings in the horizontal plane has been used [Franke et 
al., 2007]. Away from the area of interest, the grid size tends progressively to 0.04 m (full-
scale: 8 m). To analyze the effect of grid resolution on RANS and LES simulations, two 
additional computational grids are created: one finer (SW-f) and one coarser (SW-c). 
Refinement and coarsening are performed by multiplying the cell dimensions on the 
edges of the buildings by a constant factor (1.26 for SW-c and 0.8 for SW-f). For case 
SW-f, refinement is not performed farther than one street block away from the BE 
building to limit the total number of cells. The main grid characteristics are summarized 
in Table V.3. 

Following the conclusions of the grid-sensitivity analysis for case SW (see Section 
V.5.1), the computations for case SW are performed with grid SW-m, and those for case 
W with a grid with a similar resolution (named W-m) which contains 5,257,343 cells.  

V.4.3 Boundary conditions 

With SKE, the profiles of U, k and ε are prescribed at the inlet of the domain, based on 
the measurements in the test section of the wind tunnel (see Section V.2). To generate a 
time-dependent velocity profile with LES, the vortex method is used [Sergent, 2002; 
Mathey et al., 2006]. In the inlet plane, a given number Nv of vortices are generated and 
convected randomly at each time step. Their intensity and size depends on the local value 
of k and ε whose profiles are prescribed at the inlet like for SKE. The fluctuations 
around the prescribed mean streamwise velocity are deduced from the perturbation 
caused by the vortices in the inlet plane. More details about this technique and validation 
studies can be found in [Mathey et al., 2006]. Previous studies on air flow around a wall-
mounted cube (not presented here1) have shown that the flow field can be simulated in 

                                              
1 See also Chapter II. 

Table V.3. Main characteristics of  the computational grids. 
Grid Nb of cells: 

Total 
Nb of cells: 
Stack circumf. 

Nb of cells: 
BE building 

Cell size at 
other 
buildings [m]a 

Cell size at 
exterior domain 
boundaries [m]a 

SW-m 4,791,744 32 130×96×49 1.5 to 3 8 
SW-c 2,860,531 24 104×77×42 1.9 to 3.8 10 
SW-f 6,651,874 40 164×118×60 1.5 to 3 8 
W-m 5,257,343 32 136×104×51 1.5 to 3 8 
a Full-scale dimensions 
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an accurate way with Nv=190; this value has therefore been retained for the present LES 
computations. 

The exit face of the stack is defined as a velocity inlet with a uniform velocity 
profile1. Turbulence quantities are computed based on the hydraulic diameter (Dh=0.002 
m) and an assumed value of turbulence intensity of 10%2. 

At the top and lateral boundaries, symmetry boundary conditions are prescribed. At 
the outlet plane, zero static pressure is imposed. All building surfaces are defined as 
smooth no-slip walls. For simulations with the SKE turbulence model, the standard wall 
functions [Launder and Spalding, 1974] are applied to compute the variables – including c 
– in the wall-adjacent cells. For case SW-m, the maximum value of z* on the building 
walls is equal to 830 (z*=Cμ1/4kP1/2zP/ν, where kP is the value of k at the centroid P of the 
wall-adjacent cells, zP is the height of P and ν is the kinematic viscosity of the fluid). 
However, in a large majority of the cells, z* is below 300, which justifies the use of the 
wall functions. With LES, the centroids of the wall-adjacent cells are assumed to fall 
either in the logarithmic-law region or in the linear sub-layer of the boundary layer, 
depending on their distance to the wall [Fluent Inc., 2006].  

The ground is defined as a rough wall boundary to take into account the effects of 
the surrounding terrain (i.e. all the buildings that are not explicitly modeled in the 
computational domain) on the ABL flow. With SKE and the standard wall functions, the 
roughness of the wall is characterized by the sand-grain roughness height ks [m] and the 
roughness constant Cr. In order to limit the longitudinal gradients which occur because of 
the incompatibility of the wall functions with the ABL profiles, these parameters are 
chosen according to the relation ks=9.793z0/Cr [Blocken et al., 2007b], where ks is taken 
smaller than zP (e.g. zP=0.00125 m for SW-m and W-m). In Fluent 6.3, a too high input 
value of Cr can create numerical instabilities so in this case where z0 is high and ks is low 
(e.g. ks=0.0012 m for SW-m and W-m), the Cr value is bounded to 7. Therefore, some 
longitudinal gradients will occur. The wall treatment used with LES in Fluent does not 
take into account the roughness of the wall. To limit the longitudinal gradients of the 
inflow profiles in both the RANS and LES simulations, the upstream length of the 
domain has been kept intentionally short (around 0.3 m). In addition, it is reasonable to 
assume that the flow patterns around the BE building are to a large extent determined by 
the neighboring buildings and that the influence of the short-fetch upstream degradation 
of the ABL flow is low.  

                                              
1 Properties of sulfur hexafluoride (SF6): ρSF6=6.27 kg m-3; μSF6=1.41×10-5 kg m-1 s-1. 
Molecular diffusivity of SF6 in air: Dm,SF6/air=6.1×10-6 m2 s-1. 

2 Contrary to the previous cases (Chapter III and Chapter IV), the Reynolds number at the exhaust is 
relatively high (Re≈4.5×103) and therefore turbulent velocity fluctuations have been generated with the 
vortex method (Nv=50) at this boundary.  
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V.4.4 Unsteady parameters for LES 

As pointed out in Section V.4.2, the large dimensions of the domain combined with the 
necessity to refine the grid around the source location lead to heterogeneous cells 
dimensions in the computational grid. On the one hand, the time step size is usually 
limited by the dimensions of the smallest cells. On the other hand, the large dimensions 
of the domain require a long averaging time to get a statistically-steady solution: several 
“flow-through” time units (Tft=Lx/Uref where Lx is the domain dimension in the 
streamwise direction) are generally used. In practice, satisfying these two conditions is not 
affordable in terms of computational time and a compromise must be made. 

For the medium grid, the time step is set to Δt=5×10-4 s, which leads to a Courant 
number (= uΔt/hc, where u is the local velocity magnitude and hc is the local grid size) 
below one in the majority of the cells. This value corresponds to the scaled-down model; 
the equivalent time step at full scale with the same reference velocity is 0.1 s. The grid-
sensitivity analysis was performed at constant Courant number: the time step has been 
increased to 6.3×10-4 s for grid SW-c and decreased to 4×10-4 s for grid SW-f. 

The LES computations are initialized with the solution from the SKE simulations. 
Before averaging, the computation is run during 2 s to remove the influence of the initial 
condition. Then, data are averaged over a period of 4 s (full-scale: 800 s), corresponding 
to 10Tft. The monitored evolution of K with time (moving average) at the measurement 
points indicates that this period is long enough to get statistically-steady values, although 
it is smaller than the averaging time in the wind tunnel.  

V.5 Results and discussion 

V.5.1 Grid-sensitivity analysis for case SW 

The results of the simulations performed on the grids SW-c, SW-m and SW-f with SKE 
and Sct=0.5 are shown in Figure V.5-a, where the concentration values obtained with the 
coarse and fine grids (vertical axis) are compared to those on the medium grid (horizontal 
axis). A slight change in the results can be observed from SW-c to SW-m, whereas the 
results obtained with SW-m and SW-f are similar. 

In the case of LES with implicit filtering, the local filter width is equal to the 
computational cell size. As a consequence, the LES model is in essence grid dependent 
and the conclusions of the grid-sensitivity analysis are less straightforward than in the 
RANS case. In particular, it is known that a grid-independent solution cannot be found 
[Klein, 2005]. As can be seen in Figure V.5-b, it appears that the values predicted with 
SW-c are lower than those predicted with SW-m. In contrast, the use of the grid SW-f 
leads to a slight increase of the concentration values, especially at the points of lower 
concentration. It is argued that this slight difference does not justify the large increase in 
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computational time required with SW-f. Thus, in the next section, the results of SW-m 
will be presented and a resolution similar to SW-m was adopted for the study of case W.  

V.5.2 Comparison between standard k-ε and LES on medium 
grid for case SW 

The values of non-dimensional concentration (100×K) obtained with the numerical 
simulations are compared to the wind-tunnel results in the scatter plots of Figure V.6. 
With SKE, it is clear that – as expected – variations of Sct can have a large influence on 
the concentration values (Fig. V.6-a). No large discrepancies are observed with LES: 
except for point 15 (on the Faubourg building), the computed K values are within a 
factor of three from the wind-tunnel measurements (Fig. V.6-b). It should also be noted 

Figure V.5. Grid-sensitivity analysis: scatter plots of  100×K values for case SW obtained 
with three different grids with (a) SKE - Sct=0.5 and (b) LES. 

Figure V.6. CFD validation: scatter plots of  100×K values for case SW with (a) SKE and (b) 
LES in comparison with experiments. 
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that, except for point 9 (close to the stack), the values of K provided by the LES 
computation are all under-estimated compared to the experiment. 

The average (eavg), maximum (emax) and median (emed) values of the relative error over 
all the data points are given in Table V.4. The relative error e (%) is defined for each data 
point by: 

e=100
|KExp-KCFD|

KExp
 (V.6)

where KExp and KCFD are the measured and computed values of the concentration 
coefficient, respectively. The lowest values of eavg and emax with SKE are obtained with 
Sct=0.7; emax remains high, however. With LES, both eavg and emax are low, and emed is very 
close to the average value, which shows the symmetric distribution of the error values 
around eavg. By contrast, emed<eavg for SKE denotes a skewed distribution of the error 
values and the presence of outliers. Indeed, Table V.5 shows that the value of e at point 9 
(close to the stack) is very high.  

Figure V.7 shows the contours of non-dimensional mean streamwise velocity 
(U/Uref) in the vertical plane y=ystack which is aligned with the flow direction and contains 
the center of the stack. In accordance with previous numerical simulations for simplified  
 

 

Table V.4. Average, maximum and median values of  the relative error for case SW-m. 
 SKE - Sct=0.3 SKE - Sct=0.5 SKE - Sct=0.7 LES 
eavg (%) 125.2 58.9 42.3 51.7 
emax (%) 1406.0 508.9 178.8 73.5 
emed (%) 25.2 25.2 33.8 54.0 

 
Table V.5. Dimensionless concentration coefficient (100×K) and relative error values at each 

measurement point for case SW-m. 
Point 
label 100KExp 

SKE - Sct=0.3 SKE - Sct=0.5 SKE - Sct=0.7 LES 
100KCFD  e (%) 100KCFD e (%) 100KCFD e (%) 100KCFD  e (%) 

1 27 20.2 25.2 13.4 50.4 7.7 71.4 12.6 53.3 
2 32 32.7 2.3 23.9 25.2 15.1 52.9 16.2 49.4 
3 57 70.1 23.0 53.9 5.4 34.3 39.8 27.8 51.2 
4 71 69.7 1.9 62.3 12.2 50.0 29.5 32.7 54.0 
5 60 125.5 109.1 104.2 73.7 78.6 31.1 47.8 20.4 
6 104 174.2 67.6 124.0 19.3 68.8 33.8 38.1 63.3 
7 68 62.4 8.2 68.5 0.8 66.9 1.7 30.5 55.1 
8 96 90.5 5.7 91.6 4.6 84.3 12.1 42.1 56.1 
9 131 1972.8 1406.0 797.7 508.9 365.2 178.8 227.3 73.5 
10 79 59.5 24.7 74.0 6.4 81.7 3.4 31.3 60.4 
11 69 73.5 6.6 82.5 19.6 87.8 27.2 40.0 42.0 
12 120 77.7 35.2 70.6 41.1 69.2 42.3 43.1 64.1 
13 59 77.1 30.7 37.9 35.7 23.2 60.7 52.4 11.2 
14 925 314.3 66.0 624.2 32.5 858.3 7.2 439.7 52.5 
15 1050 354.0 66.3 548.2 47.8 596.0 43.2 327.2 68.8 
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building models1 (e.g. [Murakami et al., 1992; Tominaga et al., 2008a]), the recirculation 
zone in the wake of the Faubourg building (denoted by A) extends farther downstream 
with SKE than with LES because of the under-estimation by SKE of the turbulent 
kinetic energy at this location. In this region, the backflow tends to transport the 
pollutant towards the Faubourg building. Indeed, with both models, the maximum 
concentrations occur on the leeward facade of the Faubourg building (Fig. V.8) and the 
concentration values on the building surfaces and the surrounding streets predicted with 
LES (Fig. V.8-b) are overall lower than those predicted with SKE with Sct=0.7 (Fig. V.8-
a). However, on the roof of the Faubourg building, LES predicts high concentration 
values. This is not the case with SKE, and is attributed to the fact that this model does 
not reproduce the rooftop separation and recirculation zone B (Fig. V.7).  

 

                                              
1 See also Appendix A. 

Figure V.7. Contours of  mean streamwise velocity (non-dimensionalized by Uref) in the 
vertical plane y=ystack for case SW obtained with (a) SKE and (b) LES. The dotted lines 
indicate the limits of  the recirculation zones (A: wake; B: rooftop). 

Figure V.8. Contours of  100×K on building surfaces and surrounding streets for case SW 
obtained with (a) SKE - Sct=0.7 and (b) LES. 
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V.5.3 Comparison between standard k-ε and LES on medium 
grid for case W 

Figure V.9-a shows that the simulations of case W with SKE show a poor agreement 
with the measurements. The discrepancy between CFD and experiments is minimal for 
Sct=0.3, as confirmed by the relative errors shown in Table V.6. Figure V.9-b shows the 

Figure V.9. CFD validation: scatter plots of  100×K values for case W with (a) SKE and (b) 
LES in comparison with experiments. 

Table V.6. Average, maximum and median values of  the relative error for case W-m. 
 SKE - Sct=0.3 SKE - Sct=0.5 SKE - Sct=0.7 LES 
eavg (%) 80.2 81.5 82.9 66.8 
emax (%) 104.5 201.9 215.3 99.9 
emed (%) 88.6 95.6 98.7 64.9 

Table V.7. Dimensionless concentration coefficient (100×K) and relative error values at each 
measurement point for case W-m.  

Point 
label 100KExp 

SKE - Sct=0.3 SKE - Sct=0.5 SKE - Sct=0.7 LES 
100KCFD  e (%) 100KCFD e (%) 100KCFD e (%) 100KCFD  e (%) 

1 222 32.9 85.2 1.8 99.2 0.1 100.0 0.1 99.9 
2 225 178.3 20.8 244.7 8.7 273.8 21.7 148.4 34.1 
3 380 776.6 104.4 1147.2 201.9 1198.3 215.3 135.7 64.3 
4 236 482.6 104.5 364.9 54.6 209.9 11.1 102.2 56.7 
5 527 244.5 53.6 214.3 59.3 130.9 75.2 274.8 47.9 
6 539 29.2 94.6 4.6 99.1 0.6 99.9 9.3 98.3 
7 458 198.1 56.7 401.4 12.4 593.4 29.6 458.1 0.0 
8 458 55.4 87.9 26.1 94.3 9.2 98.0 157.7 65.6 
9 380 15.7 95.9 2.4 99.4 0.3 99.9 44.2 88.4 
10 175 8.2 95.3 1.5 99.1 0.3 99.9 9.0 94.9 
11 265 115.7 56.4 194.8 26.5 224.4 15.3 385.2 45.4 
12 310 43.0 86.1 24.7 92.0 10.1 96.7 120.1 61.3 
13 189 20.1 89.4 6.0 96.8 1.3 99.3 26.2 86.1 
14 185 14.2 92.3 4.7 97.5 1.2 99.4 13.3 92.8 
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scatter plots for the LES computation. Although maximum errors remain large, on 
average the accuracy is improved: the average relative error drops to 66.8% (Table V.6).  

The contours of 100×K on the building roofs and on the surrounding streets are 
shown in Figure V.10. With SKE, the horizontal spread of the plume increases as the 
value of Sct decreases (not shown in the figure). Among the three values tested here, this 
spread is maximal for Sct=0.3 (Fig. V.10-a). Figure V.10-b shows that it is even higher 
with LES, resulting in higher concentration levels at the downstream neighboring streets. 
Note that with both models the centerline of the plume is not aligned with the wind-flow 
direction: the complex interaction of the oncoming wind-flow with the buildings and the 
elevated rooftop structures of the BE building results in a velocity component in the y-
direction at the location of the stack, which tends to deviate the plume. It seems that this 
deviation was not observed in the wind tunnel since the concentration values at the 
points located in the zone y≤ystack (namely: points 6, 9, 10, 13, and 14; see Table V.7) are 
largely underestimated by the numerical simulations. This can likely be attributed to the 
complex combination of vortex shedding from the Faubourg building and the long 
rooftop structure on the BE building. Small deviations in reference wind direction are 
expected to have a large influence here. Another high discrepancy occurs at point 1, very 
close to the stack, which appears to be one of the most difficult locations to predict. 

V.5.4 Discussion 

Numerical simulation of atmospheric dispersion in urban environments is difficult and 
the selected turbulence modeling approach largely determines the quality of the results. In 
the present study, the case where the BE building is located in the wake of a high-rise 
building (case SW) shows the best agreement between CFD and experiments, especially 
with LES. In this case, the pollutant is transported towards the leeward facade of the 
Faubourg building. From a practical point of view, if this wind direction is likely to occur 
often (which is the case in reality; see [Stathopoulos et al., 2004]), ventilation intakes of 
the Faubourg building should preferably not be located on this facade and, according to 
the LES results, also not on the roof or the sides of the building. Pollutants can also 

Figure V.10. Contours of  100×K on building roofs and surrounding streets for case W 
obtained with (a) SKE - Sct=0.3 and (b) LES. 
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contaminate the indoor air of the Faubourg building if the windows of the leeward facade 
are open. Air quality can deteriorate in the street between the BE and Faubourg buildings 
(Fig. V.8) and this can affect pedestrians. Why the concentration values predicted with 
LES are generally under-estimated compared to the experiment is not totally clear. A 
possible reason is the way in which the concentration is computed in the cells adjacent to 
the building surfaces, where all data points are located. Further investigation of near-wall 
modeling effects on surface concentration predictions is required.   

Also for case W, LES provides more accurate concentration values on the roof of 
the BE building than SKE. For this wind direction, the plume trajectory is less disturbed 
than for case SW. The buildings located downstream will be affected by pollution. The 
horizontal spread of pollutant is high and the streets located in a wide region downstream 
of the BE building will be polluted as well. The numerical simulations also indicate a 
deviation of the plume which is considered to be responsible for the significant under-
estimation of K at the points located in the zone y≤ystack. 

For both wind directions under study, it was verified that the results of the SKE 
simulations are highly dependent on the value of Sct. Moreover, its optimum is a priori 
unknown and strongly case-dependent. For example, among the three values tested, the 
best value is 0.7 for case SW and 0.3 for case W1. By contrast, LES with the dynamic 
Smagorinsky SGS model and the dynamic computation of Dsgs can provide more accurate 
results without any parameter input to solve the dispersion equation. This is considered a 
main advantage of the LES approach. 

Because it is an unsteady model, LES can also provide the extreme values of the 
concentration everywhere in the domain. From a practical point of view, this information 
will be required when dealing with hazardous materials whose concentration must not 
exceed a certain threshold. However, LES is approximately seven times more demanding 
in terms of computational cost than SKE in this study where the same grid has been used 
for both RANS and LES. LES is also very sensitive to the type and resolution of the 
computational grid used; in the present study, the refinement of the grid has led to an 
increase in the computed concentration values. Finally, it should be emphasized that 
wind-tunnel experiments providing both velocity and concentration measurements in an 
actual urban environment would be of great interest for further evaluation and 
comparison of turbulence models applied to atmospheric dispersion problems.  

V.6 Summary and chapter conclusions 

High-resolution CFD simulation of near-field pollutant dispersion in a building group in 
downtown Montreal was performed with two different turbulence modeling approaches: 

                                              
1 For case W, the low Sct value was an artificial way to increase the lateral spread of the plume and in this 
way to correct for the unexpected plume deviation mentioned above. 
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RANS standard k-ε and LES with the dynamic Smagorinsky SGS model. Contrary to 
most of the previous CFD studies of urban dispersion which focused on the far-field 
spread of contaminants, the present simulations focused on the concentration values 
close to the source (on the building surfaces and in the surrounding streets) and were 
performed on high-resolution grids. They were validated by comparison with wind-tunnel 
measurements for two different wind directions: south-west, for which a high-rise 
building is located immediately upstream of the emitting building, and west, for which the 
obstacles are located farther upstream. Both RANS and LES computations were 
performed on the same grids. The grid-sensitivity analysis indicated that the medium grid 
SW-m was suitable for the problem. For this grid, the stack circumference was divided 
into 32 segments, the BE building was discretized into 130×96×49 cells and a full-scale 
resolution of 1.5 to 3 m was used for the neighboring buildings. The agreement between 
numerical simulations and wind-tunnel measurements was good in the case SW but larger 
discrepancies were observed in the case W. Nevertheless, LES was better in both cases 
and has the advantage of solving the dispersion equation without any parameter input 
when the SGS mass diffusivity Dsgs is computed with a dynamic procedure. The 
simulation by the numerical model of the flow separation at the sharp edges of the 
buildings appears to be crucial for the proper simulation of the concentration field. 
Future work will consist of testing the ability of various turbulence modeling approaches 
and turbulence models to accurately reproduce flow separation on computationally 
affordable grids for generic cases including isolated buildings1 and street canyons. It will 
also include investigation of the influence of small deviations in wind direction on the 
concentration field. 

 

                                              
1 Such a study has been presented in Chapter II. 
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Chapter VI 

From generic to applied cases: 

Evaluation of the mass fluxes in 

downtown Montreal 

To date, this chapter has been submitted for publication in Building and Environment as: 

P. Gousseau, B. Blocken, T. Stathopoulos, G.J.F. van Heijst 
Micro-scale pollutant dispersion in an urban area: Investigation of the mass transport 
mechanism by Large-Eddy Simulation 

Large-Eddy Simulation of micro-scale pollutant dispersion from a stack on the roof of a low-rise 
building in downtown Montreal is performed. Two wind directions are considered, with different wind flow 
patterns and plume behavior. The computed mean concentration field is observed and analyzed by means 
of the convective and turbulent (including subgrid-scale) mass fluxes. This decomposition allows gaining 
some insight into the dispersion process and evaluating common turbulent transport models used with the 
Reynolds-Averaged Navier-Stokes approach, such as the gradient-diffusion hypothesis. Despite the 
specific character of the flow and dispersion patterns due to the complex geometry of the urban area under 
study, some similarities are found with the generic case of dispersion around an isolated simple building. 
Moreover, the analysis of dispersion in downtown Montreal is facilitated by the physical insight gained by 
the study of the generic case. In this sense, the present study supports the use of generic, simplified cases to 
investigate environmental processes in real and more complex situations. Reciprocally, the results of this 
applied study show the influence on the dispersion process of the rooftop structures and of the orientation of 
the emitting building with respect to the incoming wind flow, providing directions for further research on 
generic cases. 
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VI.1 Introduction 

The turbulent nature of the wind flow around buildings is the reason why the accuracy of 
Computational Fluid Dynamics (CFD) applied to wind engineering problems strongly 
depends on the choice of the turbulence modeling approach. Two approaches are 
generally used in computational wind engineering: steady Reynolds-Averaged Navier-
Stokes (RANS) and Large-Eddy Simulation (LES).  

In turbulent flows, molecular diffusion of a pollutant gas is generally negligible and 
pollutant dispersion can be seen as the combination of convective and turbulent mass 
transport, corresponding to the transport by the mean flow and by the turbulent 
fluctuations, respectively [Gousseau et al., 2011b]. This decomposition is actually the 
basic principle of the RANS turbulence modeling approach. With RANS models, the 
convective mass flux (Qc,i≡Ui×C, where Ui=<ui> is the mean velocity in the direction i 
and C=<c> is the mean concentration) is computed based on the mean variables while 
the turbulent mass flux (Qt,i≡<ui′c′>, where the angle brackets denote averaging and ui′ 
and c′ are the velocity and concentration fluctuations) needs to be modeled because the 
turbulent fluctuations of velocity and concentration are not explicitly resolved. The 
turbulent mass flux is generally assumed to be proportional and opposite to the gradient 
of mean concentration, with the so-called gradient-diffusion (GD) hypothesis or first-
order closure: Qt,i=-Dt×∂C/∂xi, with Dt the turbulent mass diffusivity. A large majority of 
the CFD studies of pollutant dispersion with the RANS turbulence modeling approach 
use the GD hypothesis to compute the turbulent mass flux, mainly because of the 
simplicity of this model (e.g. [Riddle et al., 2004; Blocken et al., 2008; Lateb et al., 2010; 
Chavez et al., 2011; Hang and Li, 2011]). RANS simulations of pollutant dispersion with 
other mass-flux models are rather rare in the literature (e.g. [Rossi and Iaccarino, 2009; 
Wang et al., 2009]). The GD hypothesis has the disadvantage of being strongly dependent 
on the turbulent Schmidt number (Sct=νt/Dt) input value that allows computation of Dt 
based on the turbulent viscosity νt [Tominaga and Stathopoulos, 2007]. Furthermore, in 
some cases like for example dispersion from a rooftop vent on a cubical building and, 
more generally, for shear-dominated flows, it appears that this hypothesis is not always 
valid: in the streamwise direction, turbulent mass transport can act from the low to high 
levels of mean concentration and the GD hypothesis is therefore not valid [Rossi et al., 
2010; Gousseau et al., 2011b]. Further investigation of the underlying physical 
mechanism performed in Chapter III [Gousseau et al., 2012] showed the importance of 
the large-scale vortical structures present in the shear layers developing from the roof and 
sides of the cubical building with its windward facade perpendicular to the approach 
flow. These structures create peaks of both velocity and concentration fluctuations. The 
fluctuations of streamwise velocity and concentration are most of the time of opposite 
sign, which explains why the covariance (i.e. <u′c′>, the streamwise component of the 
turbulent mass flux) is negative, hence of the same sign as the mean concentration 
derivative in this direction. 
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In the present chapter, micro-scale pollutant dispersion in the real urban 
environment of downtown Montreal (Canada) is studied with LES. The term “micro-
scale” means that horizontal dimensions below 5 km are considered. Pollutant gas is 
emitted by a stack on the roof of a low-rise building, under two different wind directions. 
The density of the surrounding buildings is high, which makes the flow and 
concentration field particularly complex and challenging to predict. The wind-tunnel 
experiments by Stathopoulos et al. [2004] are reproduced. The comparison of the 
measured tracer gas concentration values at several locations on the roof of the emitting 
building with those computed by the CFD model has been performed and reported in 
[Gousseau et al., 2011a] (Chapter V). By contrast, in the present study, we focus on the 
plume structure and dispersion process rather than on the near-field mean surface-
concentration values.  

The evaluation of the convective and turbulent mass fluxes in this urban area is 
performed by the use of LES. Contrary to steady RANS models which by definition only 
resolve the mean flow variables, LES provides the time-resolved velocity and 
concentration fields, which gives access to the time statistics of these variables and hence 
to the turbulent mass flux. With LES, only the influence of the smallest scales of motion 
on the dispersion process is modeled. If this influence can be quantified and shown to be 
minor – which will be the case in this study – LES provides an accurate estimation of the 
turbulent mass flux and can therefore be used to evaluate various turbulent transport 
models used with RANS such as the GD hypothesis.  

The decomposition of pollutant transport into convective and turbulent 
components has already been performed by the authors in the past for generic cases of 
dispersion around isolated buildings (see Chapter III, [Gousseau et al., 2011b]). It was 
shown to be an effective and efficient way to explain the accuracy of various turbulence 
models applied to pollutant dispersion problems. Furthermore, it provides some physical 
insight by representing the transport of pollutant rather than the resulting concentration 
field. By applying this approach to a real urban area, it is also expected to reveal some 
similarities and/or differences between a complex applied case and simpler generic cases. 
Based on this study, conclusions on the relevance of generic studies to investigate 
environmental processes that in reality occur in more complex applied cases will be 
drawn. 

In summary, the present study aims at: (1) analyzing the wind-induced pollutant 
transport mechanism in a complex urban area by looking at the convective and turbulent 
mass fluxes; (2) evaluating the GD hypothesis for this complex case; and (3) observing 
the link between the present results and those obtained earlier for generic cases of 
pollutant dispersion. 

The numerical model is described in the next section. Then, the results are 
presented and analyzed separately for each wind direction (namely case SW and case W). 
In the last section, the results are summarized and discussed before drawing conclusions. 
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VI.2 Numerical model 

VI.2.1 Domains, grids and boundary conditions 

Two wind-tunnel experiments of pollutant dispersion in downtown Montreal performed 
by Stathopoulos et al. [2004] at scale 1:200 are reproduced with ANSYS/Fluent 6.3. SF6 
is used as a tracer gas and is released from a stack on the roof of a three-story building 
(named ‘BE building’) in the city center (see Chapter V, Fig. V.1). The first case (case 
SW) is for South-West wind direction, a stack height hs=1 m (full-scale dimensions) and a 
velocity ratio M=5, the latter being defined as the ratio We/UH with We the stack exhaust 
velocity and UH the mean approach-flow wind velocity at building height (H=13.6 m). 
For this wind direction, the BE building is located immediately downstream of the 
Faubourg building (Fig. VI.1). The second case (case W) is for westerly wind direction, 
hs=3 m and M=3. In this case, the emitting building is located in the far wake of several 
high-rise buildings (Fig. VI.2). Note that the stack location is different for these cases. 

The computational domains and grids are identical to those used for the simulations 
in Chapter V [Gousseau et al., 2011a], where they were named “SW-m” and “W-m”. The 
domain dimensions are based on the COST Action 732 and AIJ guidelines [Franke et al., 
2007; Tominaga et al., 2008b]: 5×2.125×1.65 m³ (73.5H×31.2H×24.3H) for case SW and 
5.75×2.3×1.65 m³ (84.5H×33.8H×24.3H) for case W (at reduced scale 1:200), and the 
inlet and outlet planes are perpendicular to the flow direction (x) in both cases. The 
spanwise and vertical coordinates correspond to y and z, respectively.  

The high-resolution computational grids are shown in Figures VI.1 and VI.2. They 
have been created with the surface-grid extrusion technique [van Hooff and Blocken, 
2010]. The grids for the cases SW and W are composed of 4,791,744 and 5,257,343 
hexahedral cells, respectively, arranged in a horizontally-unstructured and vertically-
structured way. The dimension of the cells ranges from a few centimeters around the 
source (full-scale dimensions) to several meters at the external boundaries of the domain 
in order to keep a reasonable total number of cells. This inevitably leads to cells with a 

Figure VI.1. Case SW: (a) computational domain, (b) computational grid on the building and 
ground surfaces (total number of  cells: 4,791,744) and (c) a close view of  the grid on the 
BE building. The wind flow is in the x-direction (from back to front of  the page in (b) and 
(c)). 
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high aspect ratio which are not optimal for LES but which can hardly be avoided in 
practice. Previous LES study of wind flow around an isolated building with aspect ratio 
1:1:21 have shown that 20 cells per building side are sufficient to ensure a well-resolved 
LES in the sense that 80% of the total turbulent kinetic energy is resolved. Considering 
the high-resolution used here to discretize the emitting building (e.g. 130×96×49 for case 
SW), it can be inferred that the present simulation constitutes a well-resolved LES in the 
region of interest around the emitting building. The conclusion of the grid-sensitivity 
analysis that has been conducted for case SW and presented in [Gousseau et al., 2011a] is 
that for LES the concentration values on the roof of the BE building increase slightly (on 
average by 11%) when a higher grid resolution is used, but it is argued that this variation 
does not justify the large increase in computational time required (up to one month for 
the complete simulation run in parallel on eight processors). Moreover, while a change 
was observed in the surface concentration values (due to the better resolution of the 
near-wall gradients), the plume structure and flow field calculated on the two grids were 
nearly identical away from the wall boundaries. 

At the inlet of the domain, the profiles of mean wind speed U, turbulent kinetic 
energy k and turbulence dissipation rate ε are imposed, based on the wind-tunnel 
measurements. For both wind directions the mean velocity profile corresponds to a 
power law with the exponent equal to 0.3; it represents an atmospheric boundary layer 
flow in an urban environment. The streamwise turbulence intensity Iu (=σu/U with σu the 
standard deviation of u) is 35% at ground level and 5% at 0.6 m height in the wind 
tunnel. The k-profile has been deduced following k=(Iu×U)2, which assumes σu2=σv2+σw2 
[Tominaga et al., 2008b; Ramponi and Blocken, 2012]. The ε-profile has been computed 
assuming equilibrium between production and dissipation of turbulent kinetic energy in 
the incoming flow: ε=u*3/κ(z+z0), with u*=1.01 m s-1 the friction velocity, κ=0.41 the 
von Karman constant and z0=0.0033 m (model scale) the aerodynamic roughness length. 
The prescribed profiles allow generating the time-dependent velocity profile at the inlet 
of the domain using the vortex method [Mathey et al., 2006] with 190 vortices. Two-

                                              
1 See Chapter II. 

Figure VI.2. Case W: (a) computational domain, (b) computational grid on the building and 
ground surfaces (total number of  cells: 5,257,343) and (c) a close view of  the grid on the 
BE building. The wind flow is in the x-direction (from back to front of  the page in (b) and 
(c)). 
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dimensional vortices whose individual size and intensity depend on the local value of k 
and ε are created and transported randomly in the inlet plane and generate in this way 
perturbations on the lateral and vertical velocity components. Perturbations imposed on 
the mean streamwise velocity are deduced from the perturbations induced in the inlet 
plane [Mathey et al., 2006]. The resulting vertical profiles of non-dimensional mean 
streamwise velocity U/UH and streamwise turbulence intensity Iu obtained with the 
vortex method are compared to those measured in the wind tunnel in Figure VI.3. Note 
that the numerical profiles are averaged in the lateral direction. While the agreement is 
good for U/UH, one can notice the under-estimation of Iu by the CFD model, by about 
36% at the BE building height. This is attributed to the vortex method which generates 
too low velocity fluctuations in the streamwise direction, and to the assumptions stated 
earlier for the computation of the turbulent kinetic energy and turbulence dissipation rate 
at the inlet. However, the under-estimation of Iu at the inlet is argued to have low 
influence on the plume dispersion since the turbulence at the location of the emitting 
building is mainly generated by the presence of the surrounding buildings. 

The exhaust face of the stack is defined as a velocity inlet. The hydraulic diameter 
(0.002 m at model scale) and an assumed value of turbulence intensity of 10% are 
prescribed in order to generate fluctuations on the mean velocity profile (uniform on the 
exhaust face) with the vortex method [Mathey et al., 2006]. The top and lateral 
boundaries of the domain are defined as symmetry boundaries. At the outlet plane, zero 
static pressure is imposed. The ground and building surfaces are defined as walls and 
each wall-adjacent cell’s centroid is assumed to fall either in the linear sub-layer, in the 
buffer layer or in the logarithmic region of the boundary layer, depending on its distance 
to the wall [Fluent Inc., 2006]. Note that the roughness of the ground is not taken into 

 
Figure VI.3. Experimental (symbols) and numerical profiles generated at the inlet of  the 

computational domain (lines) of  non-dimensional mean streamwise velocity (U/UH) and 
streamwise turbulence intensity (Iu). 
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account in the wall treatment imposed at this boundary but the empty length upstream of 
the buildings is sufficiently short to limit the degradation of the inflow profiles imposed 
at the inlet of the domain [Blocken et al., 2007a; Blocken et al., 2007b]. In addition, the 
presence of the upstream buildings and the related building-generated turbulence is 
expected to significantly reduce the influence of any unintended streamwise gradients 
[Blocken et al., 2007b] in the empty upstream length of the domain. 

VI.2.2 Turbulence and dispersion modeling 

With LES, the flow equations are filtered so that the distinction is made between the 
scales of motion which are smaller than the filter width (equal to the grid size in this case) 
and those which are larger. Only the largest scales of motion are explicitly resolved. LES 
is used here with the dynamic Smagorinsky subgrid-scale (SGS) model [Smagorinsky, 
1963; Germano et al., 1991; Lilly, 1992] which mimics the influence of the smallest, 
unresolved scales of motion on the resolved flow field. The Smagorinsky coefficient is 
computed at each time step based on the smallest resolved scales. 

Dispersion of the pollutant gas is treated with the Eulerian approach: the SF6 
concentration (c) is transported by an advection-diffusion equation. The results are 
expressed in non-dimensional form with the concentration coefficient K: 

K=
χH2UH

Qe

 (VI.1)

where χ is the mean SF6 mass fraction and Qe is the exhaust rate [m3 s-1]. Note that 
following the definition used in the report of the experiments K is expressed as a function 
of χ, which is directly linked to the concentration c [kg m-3].  

Once filtered, the dispersion equation contains the so-called SGS mass flux qsgs, 
representing the effects of the smallest scales of motion on the resolved concentration 
field. It is computed based on the gradient of the resolved concentration:  

q
sgs,i
≡uic-u̅ic=̅-Dsgs

∂c ̅
∂xi

 (VI.2)

where the overbar represents the filtering operator and Dsgs is the SGS mass diffusivity 
computed via the SGS viscosity νsgs and the SGS Schmidt number Scsgs=νsgs/Dsgs which is 
here computed at each time step using a test filter, with a similar procedure as the 
Smagorinsky coefficient Cs [Moin et al., 1991; Porté-Agel, 2004]. 

To analyze the dispersion process, the mean mass transport is decomposed into the 
transport by the mean flow field and by the turbulent fluctuations. The former 

corresponds to the (mean) convective mass flux Qc and the latter to the turbulent mass 

flux Qt. In the LES framework, these fluxes are defined as follows: 

Qc,i=<u̅i><c>̅ (VI.3)
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Qt,i=<u̅i'c'̅>+<q
sgs,i

> (VI.4)

where the angle brackets denote the averaging operator, the overbar indicates a filtered 
variable and the apostrophe denotes the fluctuation of a given variable in such a way that 
c(t)=<c>+c′(t). Note that the mean value of a variable is symbolized by a capital letter: 

<c>=C. By extension, Qsgs	corresponds to the vector of components Qsgs,i=<qsgs,i>. In the 

next section the computed fluxes are presented in non-dimensional form with Q0 the 
reference flux [kg m-2 s-1] defined by: 

Q0=
Q

e
ρ

SF6

H2  (VI.5)

where ρSF6 is the density of SF6. 

VI.2.3 Numerical procedure 

The momentum equation is discretized with a bounded central-differencing scheme and a 
second-order upwind scheme is used for the energy and SF6 concentration equations. 
Pressure interpolation is second order. Time integration is second order implicit. The 
non-iterative fractional step method [Kim and Moin, 1985] is used for time advancement. 
The time step is set to Δt=5×10-4 s in both cases, leading to a Courant number below 1 
in the majority of the cells. The corresponding non-dimensional time step is 
Δt*=Δt×UH/H=0.048. The results presented hereafter have been averaged over a period 
of 6 s (12,000 time steps), corresponding to 15 flow-through times (Tft=Lx/Uref, where Lx 
is the length of the domain and Uref is the mean streamwise velocity at 0.6 m height) for 
case SW. 

VI.3 Results: South-West wind direction (case SW) 

VI.3.1 Mean concentration field 

The comparison between numerical and experimental values of K at 15 measurement 
points (13 on the roof of the BE building and 2 at the top of the leeward facade of the 
Faubourg building) has been performed in Chapter V [Gousseau et al., 2011a]. 
Agreement was fairly good for this case, with computed values within a factor of 3 from 
the measurements. Here, the focus is on the whole concentration field, contrary to the 
aforementioned reference where only surface values were considered. The isosurface 
K=1 is a representation of the average plume shape; it is shown in Figure VI.4-a. The 
contours of K are also shown, in the vertical plane y=ystack aligned with the wind direction 
and containing the stack (Fig. VI.4-b) and in the horizontal plane z/H=1.47, 
corresponding to 20 m height in full-scale dimensions (Fig. VI.4-c). The plume is 
deviated towards the leeward facade of the upstream Faubourg building, against the 
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approach-flow wind direction. This implies that the occupants of the Faubourg building 
are likely to be exposed to polluted air if the ventilation intakes are located on this facade 
or if the windows are open. In the horizontal plane, one can notice the asymmetry of the 
plume shape with respect to the plane y=ystack (Fig. VI.4-c). This feature is attributed to 
the irregular shape of the Faubourg building. Further analysis of the plume features can 
be performed by the observation of the mass fluxes presented in the next section. 

VI.3.2 Mass fluxes 

In order to evaluate the relative contribution of mass transport modeling (Qsgs) with 

respect to what is resolved by the LES model (<u̅i'c'̅>), the ratio of the SGS mass flux 
magnitude by the total turbulent mass flux magnitude is depicted in Figure VI.5. Note 
that the SGS contribution is evaluated here with the model in use (Eq. (VI.2)), whose 
accuracy is not proven. However, if not perfectly accurate, this model can reasonably be 
assumed to provide the correct order of magnitude for the SGS mass flux. In the region 

above the emitting building, the magnitude of Qsgs is at least two orders of magnitude 

smaller than Qt. This is consistent with the fact that, in turbulent flows, mass transport is 

mainly governed by the large scales of motion. This is attributed to the high grid 
resolution that has been used to discretize the BE building and to discretize the stacks on 
its roof (the four stack locations used in the experiment were included in each 
computational grid). The contribution of the subgrid scales becomes more important 
around the Faubourg building and reaches levels above 10%. The reason is twofold: first, 
larger cells are used in the computational grid around this neighboring building and, 
second, relatively large gradients of concentration are present at these locations (see Eq. 
(VI.2)). However, it should be emphasized that since the fluctuations of velocity and 
concentration are weaker at this location, the magnitude of the total turbulent flux is low 
and the relatively large contribution of the subgrid scales does not significantly affect the 
dispersion of the pollutant. Note that the dynamic treatment of Scsgs dispenses the input 
of any parameter to compute the SGS mass flux. Otherwise, Scsgs is a user input. It seems 

Figure VI.4. Case SW: (a) isosurface K=1 and (b,c) contours of  non-dimensional 
concentration coefficient K in the planes (b) y=ystack and (c) z/H=1.47. The wind direction 
is indicated by the arrows. The dashed line in (b) indicates the position of  the plane shown 
in (c), and vice versa. 
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that no consensus exists in literature on the value to prescribe, considering the various 
values that can be found, e.g. 0.5 in [Tominaga and Stathopoulos, 2011], 0.6 in [Dejoan et 
al., 2010], 0.72 in [Cheng and Liu, 2011] or 0.9 in [Boppana et al., 2010]. 

The contours of non-dimensional convective mass flux in the streamwise direction 
(Qc,x/Q0) are depicted in Figures VI.6-a,b. In the plane y=ystack (Fig. VI.6-a), the blue zone 
corresponds to the mean backflow occurring in the wake of the Faubourg building. The 
negative values of mean velocity observed in this region are partly (together with the 
turbulence effects, see later) responsible for the backward transport of the pollutant and 
the resulting K-contours observed earlier. In the upper region (around the Faubourg 
building’s roof level) and farther downstream, the mean streamwise velocity is positive 
and carries the pollutant gas downstream (Qc,x>0). At first, the flow and dispersion 
patterns in the wake of the Faubourg building seem rather similar to the case of a 
pollutant source placed in the wake of a generic simple building [Huber et al., 1980; 
Yoshie et al., 2011]. However, the observation of the contours in the horizontal plane 
z/H=1.47 (Fig. VI.6-b) reveals that small irregularities in the Faubourg building shape are 
responsible for significantly different flow characteristics. Instead of being negative in the 
whole region behind the building (i.e. what would happen for a rectangular-shaped 
building with wind flow perpendicular to the facade), the convective mass flux is positive 
in the zone colored in red for y>ystack, and a totally different plume shape could be 
expected if the source was located in this region. The asymmetry of the wake can also be 
observed in the contours of Qc,y/Q0 (Fig. VI.6-d); the stack is located in a region of 
negative convective flux in the lateral direction, which partly explains the slight deviation 
towards the negative y-direction at the level of the stack as observed in Figure VI.4-c. 
The relatively high vertical velocity at the exhaust can be observed in Figure VI.6-c: the 
vertical convective flux is intense and reaches high values up to the roof of the Faubourg 
building. Farther downstream, reattachment of the flow occurs, leading on average to 
negative mean vertical velocity and Qc,z<0.  

The contours of the turbulent mass flux components normalized by Q0 are depicted 
in Figure VI.7. In the streamwise direction (Figs. VI.7-a,b), the sign of the flux is  

Figure VI.5. Case SW: relative contribution of  the SGS mass flux to the total turbulent mass 
flux. Contours of  |Qsgs/Qt| in the planes (a) y=ystack and (b) z/H=1.47. 
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Figure VI.6. Case SW: contours of  the (a,b) streamwise, (c) vertical and (d) lateral components 
of  the non-dimensional convective mass flux in the planes (a,c) y=ystack and (b,d) z/H=1.47. 

Figure VI.7. Case SW: contours of  the (a,b) streamwise, (c) vertical and (d) lateral components 
of  the non-dimensional turbulent mass flux in the planes (a,c) y=ystack and (b,d) z/H=1.47. The 
dashed lines represent the isolines ∂C/∂xi=0 in the corresponding direction: (a,b) xi=x, (c) 
xi=z, (d) xi=y. On each side of  the isoline, the sign of  ∂C/∂xi is indicated in circles (+: 
positive; -: negative). 
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opposite to that of ∂C/∂x in the vicinity of the stack, with blue (resp. red) zones 
corresponding to “+” (resp. “-”) sign. Hence, the gradient-diffusion (GD) hypothesis 
generally used with RANS models is verified in this zone. As stated earlier, it is shown 
here that the deviation of the plume towards the leeward facade of the Faubourg building 
is not only due to the mean flow but also to the turbulent fluctuations. At the Faubourg 
building’s roof level, Qt,x is opposite to Qc,x and is relatively less intense (Fig. VI.7-a). This 
large region colored in blue and light blue is partly characterized by a decrease of mean 
concentration in the zone marked “CG” in the figure: here the turbulent mass transport 
obeys a counter-gradient mechanism, presumably due to the vortical structures generated 
at the front corner of the Faubourg building that are transported downstream in this area 
[Gousseau et al., 2012]. However, due to the location of the pollutant source in this case, 
this phenomenon does not play a major role on dispersion, contrary to the case where 
the emitting building would directly face the ABL flow without upstream obstruction 
[Gousseau et al., 2011b]. Another CG zone of turbulent mass transport is identified in 
the horizontal plane z/H=1.47 (Fig. VI.7-b): the blue zone starting from the northern 
corner of the Faubourg building where Qc,x and ∂C/∂x are both negative. As described in 
Chapter IV [Gousseau et al., 2012] for a cubical building, vortical structures are present in 
the shear layers developing on the sides of the building and are responsible for this 
mechanism of turbulent mass transport. In the vertical and lateral directions (Figs. VI.7-
c,d), the GD hypothesis is generally verified: Qt,z and Qt,y are directed from the high to 
low levels of mean concentration. In these directions, the convective and turbulent mass 
transport mechanisms act with similar intensity. 

VI.4 Results: West wind direction (case W) 

VI.4.1 Mean concentration field 

The isosurface K=1 and the contours of K in the planes y=ystack and z/H=1.47 for case W 
are shown in Figures VI.8. Note that the figures are flipped compared to case SW to 
allow visualizing the plume: the wind direction is from right to left. The buildings that 
can be seen upstream of the BE building in Figures VI.8-b,c are relatively far from it, 
outside of the plane y=ystack (see also Fig. VI.2) and do not significantly disturb the plume 
trajectory. As a consequence, the pollutant gas is mainly transported downstream by the 
wind flow. In Figure VI.8-c, it can be seen that the plume centerline is not aligned with 
the flow direction. The plume is subjected to a deviation towards the positive y-direction 
which was not observed in the wind-tunnel experiment and was therefore interpreted as 
the main reason for the relatively large discrepancies observed for this case between 
numerical and experimental values of concentration on the roof of the emitting building 
(see Chapter V).  
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VI.4.2 Mass fluxes 

The contribution of the unresolved scales to the total turbulent mass flux in the area of 
interest is also minor in this case. In the two planes shown in Figure VI.9, the SGS mass 
flux is about two orders of magnitude smaller in magnitude than the total turbulent mass 
flux. Higher contributions are observed around the Faubourg building without large 
impact on the plume dispersion. 

Contrary to case SW, the pollutant source in case W is not located in the immediate 
vicinity of high-rise buildings and the plume is consequently less disturbed, as already 
shown in the previous section. No backflow is observed at the stack location and the 
streamwise component of the convective mass flux is therefore positive in this region 
(Figs. VI.10-a,b). Note that a small region downstream of the Faubourg building is 
characterized by Qc,x<0 (see Fig. VI.10-b) but the magnitude of the associated flux is low 
because only little pollutant reaches this zone. The vertical velocity is negative in the 
plane y=ystack (except around the stack exhaust), leading to Qc,z<0 (Fig. VI.10-c). This is 
due to the downflow created by the very high-rise buildings present in the upstream 
region of the domain (see Fig. VI.2). As far as the lateral component of the convective 
flux is concerned, Figure VI.10-d shows that it is positive at the stack, which creates the 
plume deviation observed in the mean concentration contours. The positive V-values at 
this location are due to the presence of the Faubourg building which causes a change in 
the direction of the incoming wind flow. It should be noticed that the sign of Qc,y 
becomes opposite very close to the stack. Therefore, a small change in the stack location 
towards the zone colored in blue in Figure VI.10-d would cause a very different plume 
behavior. This constitutes a possible explanation for the poor agreement between the K-
values computed by LES and those measured in the wind tunnel, and it underlines the 
necessity of creating a numerical model with exactly the same geometry as the wind 
tunnel model. This holds especially for complex configurations in which flow and 
dispersion are difficult to foresee qualitatively. Here, the CFD model was built based on 
the geometries of the wind-tunnel model and of the full-scale configuration, and 

Figure VI.8. Case W: (a) isosurface K=1 and (b,c) contours of  non-dimensional 
concentration coefficient K in the planes (b) y=ystack and (c) z/H=1.47. The wind direction 
is indicated by the arrows. The dashed line in (b) indicates the position of  the plane shown 
in (c), and vice versa. 
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consequently the experimental and numerical models might show some slight geometrical 
differences. 

In Figure VI.11-a, the contours of the streamwise turbulent mass flux in the plane 
y=ystack are shown. It appears that while the mean concentration is decreasing from the 
stack exhaust towards the positive x-direction, the streamwise component of the 
turbulent mass flux is negative. Turbulent mass transport is therefore following a CG 
mechanism in this direction and at this location, marked “CG” in the figure. However, 
when observing the field of Qt,x/Q0 in the plane z/H=1.47 (Fig. VI.11-b), one can see 
that the link between the signs of the x-components of the turbulent mass flux and mean 
concentration gradient is not evident: Qt,x is changing sign along the plume centerline, 
from negative around the stack to positive farther downstream. Note that this change of 
sign is occurring at the level of the large structure present on the roof of the BE building. 
In [Gousseau et al., 2012], the role of the vortical structures on the process of turbulent 
mass transport was shown. Here, the turbulent eddies generated by the rooftop structure 
interact with those emanating from the front corner of the emitting building and possibly 
affect in this way turbulent mass transport in the streamwise direction, resulting in the 
contours of Qt,x observed. Another important difference with the case of isolated 
buildings studied in the aforementioned reference is the orientation of the emitting 
building with respect to the incoming flow direction. It is known indeed that the 
structure of the flow around bluff bodies is strongly dependent on this parameter [Castro 
and Robins, 1977]. Further research on the influence of wind direction and of rooftop 
structures on the turbulent dispersion mechanism is needed to clarify this point. In the 
vertical direction (Fig. VI.11-c), Qt,z>0 in the region where ∂C/∂z<0, and vice versa: the 
GD hypothesis of turbulent mass transport is verified. The same conclusion holds for the 
lateral direction, as shown in Figure VI.11-d. 

Figure VI.9. Case W: relative contribution of  the SGS mass flux to the total turbulent mass 
flux. Contours of  |Qsgs/Qt| in the planes (a) y=ystack and (b) z/H=1.47.  
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Figure VI.10. Case W: contours of  the (a,b) streamwise, (c) vertical and (d) lateral components 
of  the non-dimensional convective mass flux in the planes (a,c) y=ystack and (b,d) z/H=1.47. 

Figure VI.11. Case W: contours of  the (a,b) streamwise, (c) vertical and (d) lateral components of  
the non-dimensional turbulent mass flux in the planes (a,c) y=ystack and (b,d) z/H=1.47. The 
dashed lines represent the isolines ∂C/∂xi=0 in the corresponding direction: (a,b) xi=x, (c) 
xi=z, (d) xi=y. On each side of  the isoline, the sign of  ∂C/∂xi is indicated in circles (+: 
positive; -: negative). 
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VI.5 Discussion 

For case SW, the pollutant source is located in the wake recirculation zone of the high-
rise Faubourg building. This wake has a particular asymmetric shape, different from the 
one downstream of a simple rectangular building because of the irregular shape of the 
Faubourg building. The plume is deviated towards the leeward facade of the Faubourg 
building, not only due to the mean backflow, but also because of the turbulent 
fluctuations. Nevertheless, convection appears to be the dominant mechanism of mass 
transport in the streamwise direction, emphasizing the need for accurate prediction of the 
mean flowfield by the CFD model. The use of LES is therefore recommended for this 
kind of study, taking into account its superior accuracy in comparison with RANS for the 
simulation of wind flow around bluff bodies.  

The analysis of flow and dispersion around an isolated cubical building performed 
in Chapter IV has shown the crucial role played by the vortical structures in the turbulent 
dispersion process. These structures are responsible for the counter-gradient mechanism 
of turbulent dispersion occurring in the streamwise direction. This CG mechanism is not 
observed around the source for case SW, because of the absence of large-scale vortical 
structures at this location, in the wake of the Faubourg building. However, in the shear 
layers developing from the roof and sides of the Faubourg building, regions with a CG 
mechanism, i.e. where the turbulent mass flux is directed from the low to high levels of 
mean concentration, are present. Like in the case of dispersion around an isolated 
building, this is attributed to the vortices generated at the windward edges of the 
Faubourg building. In the lateral and vertical directions, convective and turbulent mass 
fluxes are of similar intensity and the turbulent mass flux is directed from the high to low 
levels of mean concentration, acting like a diffusion process.  

For case W, the influence of the surrounding buildings on the dispersion process is 
less pronounced, as can be seen in the plume shape and mean concentration contours. 
However, the vertical convective flux is negative, suggesting a significant influence of the 
high-rise upstream buildings on the local flow pattern around the BE building, even 
though they are located relatively far away from the BE building. The stack lies in a 
critical zone of the flowfield where the lateral component of velocity – and of convective 
mass flux – is changing sign within a short distance. Thus, a small change in the stack 
location would result in a very different plume behavior, which constitutes a possible 
explanation for the discrepancy observed in a previous study [Gousseau et al., 2011a] 
between computed and measured concentration values on the roof of the BE building. 
The CG mechanism of turbulent mass transport in the streamwise direction can be 
observed but only in a limited region around the source, which contrasts with the case of 
dispersion around an isolated building. The location where Qt,x is changing sign coincides 
with the position of a rooftop structure on the emitting building, which suggests that 
these structures affect turbulent dispersion and should not be neglected in the CFD 
model. Similarly, the orientation of the building with respect to the incoming wind flow 
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direction affects the turbulent flow patterns and constitutes a possible explanation to the 
complexity of the turbulent mass flux field in this case. In the vertical and lateral 
directions, turbulent mass transport acts as a diffusion mechanism – like for case SW, 
with the turbulent mass flux directed from the high to low levels of mean concentration.  

These conclusions show the strong anisotropy of turbulent mass transport and the 
variability of its properties within the flow domain. If LES is applied to derive the 
turbulent diffusivity Dt to be used with the gradient diffusion hypothesis, a diffusivity 
vector with space-dependent components will be obtained. Note that a least-square 
approach can subsequently be applied to derive the turbulent Schmidt number 
[Tominaga and Stathopoulos, 2012], which will also be a function of the spatial 
coordinates.  

For the two wind directions under study, the magnitude of the SGS mass flux 
appears to be at least two orders of magnitude smaller than the one of the total turbulent 
mass flux in the region of interest, i.e. the region with high pollutant concentrations 
above the emitting building. This is an indication of appropriate grid resolution in this 
region. Larger contributions (>10%) of the scales smaller than the grid size are observed 
around the surrounding buildings due to an increase of the cell size and a decrease of the 
velocity and concentration fluctuations at these locations. However, this is sufficiently far 
from the source to have a small effect on the plume dispersion. It should be noted that 
by analogy with RANS modeling of the turbulent mass flux, the SGS mass flux with LES 
is assumed proportional and opposite to the gradient of resolved concentration.  
Considering the low contribution of the SGS mass flux, the SGS Schmidt number can be 
expected to have low influence on dispersion. However, this assumption needs 
confirmation and further research on and the appropriate value for this parameter is 
needed. In the present study, it was computed with a dynamic procedure [Moin et al., 
1991; Porté-Agel, 2004]. Other SGS models – for both momentum and mass fluxes – 
should also be tested in future studies. 

VI.6 Conclusion 

Large-Eddy Simulation of micro-scale pollutant dispersion in the actual urban 
environment of part of downtown Montreal has been performed. The case under study 
involves a stack on the roof of a low-rise building in downtown Montreal, for two 
different wind directions (South-West and West). The focus has been on the convective 
and turbulent (including subgrid-scale) mass fluxes computed by LES. The latter allows 
evaluating the gradient-diffusion (GD) hypothesis generally used with the steady RANS 
turbulence modeling approach for turbulent mass transport. Also, an attempt has been 
made to link the results obtained here to those of earlier studies of dispersion around 
isolated buildings, in order to assess the relevance of generic studies for more complex 
practical applications. 
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Because of the particular geometry of the building group, the wind flow and 
dispersion patterns in the modeled part of downtown Montreal are complex and difficult 
to predict, even qualitatively. In this sense, the present results have shown differences 
when compared to the simpler case of dispersion around an isolated building. For 
example the structure of the wake of the irregular-shaped Faubourg building for case SW 
was significantly different from the one of a rectangular building.  

However, also some important similarities with the case of the isolated building 
were found, such as the occurrence of the CG mechanism of streamwise turbulent mass 
transport for both wind directions. When using RANS, the turbulent mass flux model 
should therefore be able to reproduce this mechanism – contrary to the GD hypothesis. 
Another example is the relative importance of the turbulent and convective mass 
transport: in the same way as dispersion around an isolated building, convection is 
dominant in the streamwise direction whereas the two flux types act with similar intensity 
in the two other directions for both cases SW and W. The physical insight gained in the 
study of generic cases is also precious when analyzing the results of more complex and 
applied cases. It has for example been possible to explain the absence of the CG 
mechanism of the streamwise turbulent mass transport around the source for the case 
SW, based on the conclusions of an earlier study of dispersion around an isolated 
building. Furthermore, simple generic cases can generally be simulated on computational 
grids containing a reasonable number of cells. Hence, the simulations are more 
economical to run and can be used to test the accuracy of the numerical model which can 
subsequently be applied to more complex applied cases. In this way, the present study 
supports the relevance of the investigation of environmental processes on generic, 
simplified cases. 

Reciprocally, it appeared in this study that applied cases are useful to give 
indications on which parameters are relevant to be tested on simplified cases. For 
example, the influence of the rooftop structures and of the orientation of the emitting 
building was indicated by the analysis of dispersion under westerly wind direction. 
Further research should therefore focus on – among others – the influence of these 
parameters on micro-scale pollutant dispersion around buildings. 
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Chapter VII 

Conclusion 

VII.1 Summary of the results 

The results presented in this report are summarized by chapter: 

Chapter II 

The validation and verification (V&V) procedure was applied to the LES computation of 
wind flow around an isolated building. Among the SGS models tested, the Smagorinsky 
model with Cs=0.1 and the dynamic version – the one used in the following chapters – 
provided the most accurate results. The vortex method was shown to be suitable to 
generate inflow turbulence in the case of ABL flow. Good agreement was found between 
the numerical and experimental results for the mean velocity, on the two grid resolutions 
tested (20 and 30 cells/building side). The SGMV technique showed that numerical and 
modeling errors were higher in magnitude on the coarse grid but compensated each 
other, leading to a similar level of total error as on the fine grid. More turbulent kinetic 
energy was resolved on the fine grid compared to the coarse one (91% vs. 80% around 
the building) but, unexpectedly, resolving more turbulent kinetic energy led to the 
overestimation of the experimental results. In addition, the same case was simulated with 
three different RANS models in Appendix A, demonstrating the superior accuracy of 
LES with respect to RANS for the simulation of the wind flow around buildings. 

Chapter III 

The RANS (with four different turbulence models) and LES turbulence modeling 
approaches were applied to two cases of pollutant dispersion around isolated buildings. 
CFD validation was performed by comparing the numerical results with mean 
concentration measurements from reference wind-tunnel experiments. The dispersion 
process was decomposed into the (mean) convective effects on the one hand and the 
turbulence effects on the other hand, to facilitate the model evaluation. With RANS, the 
convective mass fluxes were predicted incorrectly when the source of pollutant was 
located close to flow detachment regions around the building. Moreover, the turbulent 
mass fluxes needed correct parameterization (via the turbulent Schmidt number) to 
ensure the accurate prediction of the mean concentration field. With LES, the convective 
fluxes showed that the recirculation zones around the building were reproduced. The 
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turbulent mass flux field was characterized in both cases by a counter-gradient 
mechanism of turbulent mass transport in the streamwise direction, with the mass flux 
directed from the low to high levels of mean concentration. 

Chapter IV 

One of the cases studied in the previous chapter (dispersion from a rooftop vent on a 
cubical building) was further investigated in an attempt to explain the counter-gradient 
mechanism of streamwise turbulent mass transport. A detailed multi-variate statistical 
analysis was performed for this purpose: the time-history of velocity and concentration 
was observed at three monitoring points in the near wake of the building. Large-scale 
vortical structures were identified in the shear layer developing from the front corner of 
the building, acting on the frequency distribution of both velocity and concentration 
fluctuations. It resulted in the simultaneity of the fluctuation events for these variables; 
for example the fluctuations of streamwise velocity and concentration were most of the 
time of opposite sign, leading to a negative covariance, i.e. a negative streamwise 
component of mass flux corresponding to the CG mechanism. A visualization of these 
events was proposed in Appendix B, illustrating the crucial role played by the vortical 
structures in the transport of pollutant. 

Chapter V 

Contrary to the first three chapters focusing on simplified configurations, pollutant 
dispersion in an actual urban environment with multiple buildings (part of downtown 
Montreal) was simulated in this chapter, with the RANS standard k-ε model and LES 
with the dynamic Smagorinsky SGS model. Two wind directions with different features 
were studied. A grid-sensitivity analysis was performed, showing the high dependence of 
the numerical results on the grid resolution – especially with LES. CFD validation was 
made by comparing the mean concentration values on the roof of the emitting building 
with wind-tunnel measurements. Better results were obtained with LES, although for the 
west wind direction the discrepancies remained high (average relative error 
CFD/experiment equal to 67% with LES compared to 80% with k-ε). With RANS, it 
was confirmed that the results are sensitive to the Sct parameter. The best value for each 
case is the one that compensates for the deficiencies of the model in terms of turbulent 
viscosity prediction. Here, it was different for the two wind directions under study: 0.7 
for the south-west and 0.3 for the west wind direction. No parameter input was needed 
with LES and the dynamic computation of the SGS mass flux, which is considered – 
together with the time resolution of the variables – as one of the main advantages of this 
approach. 
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Chapter VI 

Following the same approach as in Chapter III, the convective and turbulent mass fluxes 
were computed with LES for the case of dispersion in downtown Montreal under the 
two wind directions considered earlier. First, with the present dispersion modeling the 
SGS contribution to turbulent mass transport was shown to be minor in the region of 
interest around the emitting building: the SGS mass flux was two to four orders of 
magnitude smaller than the total turbulent flux. The observation of the convective and 
turbulent mass fluxes allowed explaining the pollutant plume shape. Similarities were 
found with the generic case of dispersion around an isolated building, for example the 
occurrence of the CG mechanism of mass transport in the streamwise direction at certain 
locations of the flow field. However, due to the particular geometry, the dispersion 
process was clearly more complex for this applied case. It was influenced by the 
orientation of the emitting building with respect to the incoming ABL flow and by the 
presence of rooftop structures on its roof, suggesting future research tracks for 
dispersion studies on generic configurations. 

VII.2 Conclusions 

Pollutants emitted in the built environment are transported by the wind flowing around 
the buildings. The resulting turbulent flow patterns are complex and highly unsteady, 
which renders the CFD simulation of urban pollutant dispersion very challenging. This is 
particularly true when multiple buildings with irregular shapes and locations are 
considered. The study of flow and dispersion around simplified configurations 
representative of the built environment (e.g. isolated simple-shaped buildings) facilitates 
the understanding of the physical mechanisms involved. The validation of numerical 
models is also advised on these generic configurations because of the lower 
computational requirements and the easier reproducibility in comparison with actual 
urban areas. 

Wind-induced pollutant dispersion around buildings can be decomposed into the 
effects of the mean flow and those of the turbulent fluctuations. Mathematically, this is 
done by applying the Reynolds-average operator to the dispersion equation. Both 
components play an important role in the transport of mass and have to be treated with 
equal care. This decomposition has been shown to be efficient in evaluating the physical 
models used in the CFD simulation – in particular the models for turbulence and 
dispersion – and to investigate the physical mechanism of dispersion. For a cubical 
building with the windward facade perpendicular to the approach flow and with a 
pollutant source located on its roof, the vortical structures in the shear layers developing 
from the front corners of the building carry pollutant gas in their core and cause the 
meandering motion of the plume. They contribute in this way to the high variance of 
concentration that occurs in the vicinity of the building. Since it is governed by unsteady 
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events, turbulent mass transport can hardly be linked to mean variables and modeling is 
challenging for steady turbulence models. 

In comparison with the experimental approach, CFD presents many advantages to 
undertake wind-induced pollutant dispersion problems. However, since high-accuracy 
numerical solutions (e.g. with DNS) are so far not available for a large majority of wind 
engineering problems, the accuracy of a given CFD simulation is usually understood as 
the agreement with experimental data and therefore these two approaches are 
inseparable. The CFD simulations presented in this thesis have been validated in this 
way: by comparing their results with wind-tunnel measurements. This allowed identifying 
several crucial issues that have to be treated with care in order to guarantee the accuracy 
of a given CFD simulation of wind-induced pollutant dispersion.  

One of them is the precise knowledge and correct implementation of the boundary 
conditions to be applied at the boundaries of the computational domain. Among them, 
the ABL profiles at the inlet of the domain as well as the accurate geometrical 
representation of the urban area under study are particularly important as they 
significantly affect the computed flow and concentration fields.  

For each case encountered in this thesis, several computational grids have been 
tested to ensure sufficient spatial resolution. Although the generation of each grid has not 
been described in detail, it should be emphasized that this process can be challenging and 
time-consuming, in particular for applied studies of dispersion in actual urban areas. Up 
to several weeks of work can indeed be needed to generate computational grids with a 
complex arrangement of buildings. The reason is the large range of spatial scales that is 
encountered in typical urban dispersion studies, for example in the case of Montreal from 
a few centimeters around the source (full-scale dimensions) up to several meters at the 
external boundaries of the domain. Note that the numerical schemes to discretize the 
flow equations also affect the results; those presented in the description of each 
simulation have been chosen based on considerations on accuracy, stability and rapidity. 

Last but not least, the accuracy of CFD applied to the simulation of pollutant 
dispersion depends strongly on the choice of the physical models used to model 
turbulence and dispersion. The two main approaches used in wind engineering to model 
turbulence, namely RANS and LES, have been compared for the wind flow and 
dispersion around isolated buildings (Chapter II & Appendix A; Chapter III) and in an 
actual urban environment (Chapter V). Regarding the results, the use of LES is advised 
for the simulation of pollutant dispersion in the built environment. This turbulence 
modeling approach has indeed the advantage to provide time-dependent information 
about the concentration field. It also simulates the flow field around buildings in a more 
accurate way compared to RANS – without needing significantly higher grid resolution, 
as sometimes stated. Modeling of the turbulent mass flux is also limited to the smallest 
scales of motion which have been shown to constitute a non-significant contribution to 
total turbulent mass transport when the grid is fine enough.  
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By contrast, with RANS the whole spectrum of the turbulent mass flux is modeled. 
The mechanism is often assumed to be diffusive, with the mass flux directed from the 
high to low levels of mean concentration. LES – in this case used as a research tool to 
evaluate less sophisticated models – has showed that it was not always the case: the 
counter-gradient mechanism of streamwise turbulent mass transport was identified and 
explained for dispersion around isolated buildings and encountered later in the applied 
case of dispersion in downtown Montreal. Furthermore, the degree of freedom let by the 
prescription of the turbulent Schmidt number value with RANS is high. On the one hand 
the influence of this parameter on the computed concentration field is high. For example 
in the Montreal study, the mean concentration value at a point on the emitting building’s 
roof could vary by a factor of 3 between Sct=0.3 and 0.7. On the other hand, the 
optimum value of this parameter is not fixed because it is the one that compensates for 
the inaccuracies of the turbulence model in terms of turbulent viscosity computation for 
a particular case. As far as the pollutant transport by the mean flow is concerned, the 
investigation on the isolated building showed that the RANS modeling approach fails in 
simulating accurately the flow detachment regions. This will have minor consequences if 
the pollutant source is located outside of the zone of influence of the building but the 
accuracy on the concentration prediction will deteriorate in the other cases. Significant 
differences in terms of flow field prediction were also found between RANS and LES for 
multiple buildings in a real city, although no validation was shown for this case. 

The use of RANS to simulate wind-induced pollutant dispersion in cities can 
sometimes be justified by the limited computational resources available and/or the need 
for only the average variables as an output of the simulation. In this case, one must be 
aware of the deficiencies of the particular turbulence model used in terms of flow-field 
prediction and make sure that they will not affect the dispersion from the pollutant 
source in a significant way.  

VII.3 Suggestions for future work 

The problem of numerical modeling of wind-induced pollutant dispersion offers a 
multitude of tracks for further research efforts. The scope of the present study can be 
extended by dropping the assumptions as they were stated in the introduction.  

In particular, while the study of the wind flow and dispersion for generic 
configurations has been chosen to focus on the isolated building case, the method and 
procedure used in Chapter II to Chapter IV to assess the quality of LES, to evaluate 
various turbulence models applied to pollutant dispersion and to analyze the physical 
mechanism of dispersion can be applied to other generic configurations such as the street 
canyon or the array of buildings.  

The numerical simulation of flow and dispersion in the presence of trees and 
moving vehicles is known to be a challenging task and the effect of these elements on 
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pollutant dispersion is not fully understood. Further research on these topics is needed to 
be able to include them in the simulation of dispersion in actual urban environments, 
with a computational model as close as possible to reality. These efforts should focus on 
the LES technique, considering the conclusions drawn from the present work, and be 
initiated by the study of generic configurations (e.g. simplified alley of trees, isolated 
street with moving vehicles, etc.). As far as dispersion is concerned, chemical reactions 
and deposition should be included in the numerical model to ensure close agreement 
between the virtual- and real-world situations. 

Some assumptions have also been made in this thesis concerning the features of the 
generic buildings under study: only sharp-edged buildings with the windward facade 
perpendicular to the approaching flow direction have been considered. A different 
orientation of the building with respect to the incoming flow will affect the vortical 
structures generated at the roof and, following, the dispersion process. This constitutes 
an interesting case to investigate. Furthermore, buildings of original shape with rounded 
edges are not rare in modern cities and the study of the flow and dispersion around 
buildings with this feature would constitute an important step towards simulations that 
can represent any kind of urban areas. Note that such a study would have to deal with the 
simulation of boundary layer separation along curved surfaces, a phenomenon known to 
depend strongly on the surface roughness and the Reynolds number, and challenging to 
reproduce with CFD. Finally, the last chapter of the thesis has suggested the influence of 
building elements such as rooftop structures on pollutant dispersion. This certainly holds 
for other types of building structural elements like for example balconies. These elements 
should be studied in more detail to assess the level of detail needed to represent the 
buildings in a model urban area. Note that all the aforementioned suggestions concerning 
the study of the influence of the building characteristics on flow and dispersion would 
require new campaigns of wind-tunnel experiments to allow for CFD validation. 

In the author’s opinion, the present work demonstrates that LES is the most 
suitable turbulence modeling approach to simulate pollutant dispersion around buildings. 
As a consequence, future research efforts should naturally focus on this technique. This 
perspective is supported by the general increase of computational power available, which 
allows undertaking LES computations on large computational grids. To apply LES 
trustfully to wind-induced pollutant dispersion problems, the validation and verification 
study initiated in Chapter II could be extended to other urban configurations. Different 
techniques to evaluate the various types of error biasing the numerical solution could be 
considered, in particular the use of DNS of low-Reynolds number flows around bluff 
bodies. The study of the Montreal configuration presented in the last two chapters of this 
thesis has shown the complexity of flow and dispersion in such a complex urban 
environment. The validation of the CFD simulations was performed by comparing 
surface concentration values on the roof of the emitting building to wind-tunnel 
measurements, with sometimes limited agreement. A more rigorous validation would 
require experimental data on both the concentration and velocity fields, with 
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measurement points distributed in the whole flow domain, not only on the building 
surfaces. To the author’s knowledge, such a validation experiment is not available to date, 
but would certainly constitute a precious dataset for CFD validation. Concerning LES, 
the validation of the velocity and concentration statistics would also be needed, including 
spectral information. The quantification of the agreement between CFD and 
measurements in this case would require metrics adapted to time-dependent data sets. 

As explained earlier, the performance of the RANS turbulence modeling approach 
applied to dispersion problems is not only limited by the accuracy of this class of models 
in terms of flow-field prediction, but also by the difficulty to model turbulent mass 
transport based on average values. While the former aspect seems to be inherent to the 
RANS approach and no significant improvement can be expected on this side, enhanced 
models for turbulent mass transport could ameliorate the accuracy of the computed 
turbulent mass flux and should be investigated. Note that these models are more 
complex than the gradient-diffusion hypothesis and sometimes require higher-order 
statistics which are not directly provided by two-equation RANS models.  

The inclusion of the temperature stratification in the ABL flow is to date an 
ongoing research work by the author. Note that experimental data for the case of 
dispersion under stratified conditions are rare, which limits the options for validation of 
the numerical models. Another ongoing project is the evaluation of the different 
turbulent inflow generation techniques for the LES of the ABL, as exposed in the thesis 
introduction. They are currently being implemented in OpenFOAM, an open-source 
CFD code, in combination with rough-wall models, to be evaluated and compared. 

Finally, the coupling of micro- and meso-scale models should be mentioned here as 
a future research trend. With the latter class of models (usually used for weather 
forecasting applications), spatial scales up to several hundred kilometers are simulated 
and the output is used after down-scaling as a boundary condition for the CFD micro-
scale model, allowing to better take into account the variability of the boundary 
conditions. 
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