
 

On the range of validity of an approximation method for some
wave equations
Citation for published version (APA):
Schuurmans, M. F. H. (1971). On the range of validity of an approximation method for some wave equations.
[Phd Thesis 1 (Research TU/e / Graduation TU/e), Applied Physics and Science Education]. Technische
Hogeschool Eindhoven. https://doi.org/10.6100/IR109085

DOI:
10.6100/IR109085

Document status and date:
Published: 01/01/1971

Document Version:
Publisher’s PDF, also known as Version of Record (includes final page, issue and volume numbers)

Please check the document version of this publication:

• A submitted manuscript is the version of the article upon submission and before peer-review. There can be
important differences between the submitted version and the official published version of record. People
interested in the research are advised to contact the author for the final version of the publication, or visit the
DOI to the publisher's website.
• The final author version and the galley proof are versions of the publication after peer review.
• The final published version features the final layout of the paper including the volume, issue and page
numbers.
Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal.

If the publication is distributed under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license above, please
follow below link for the End User Agreement:
www.tue.nl/taverne

Take down policy
If you believe that this document breaches copyright please contact us at:
openaccess@tue.nl
providing details and we will investigate your claim.

Download date: 17. Nov. 2023

https://doi.org/10.6100/IR109085
https://doi.org/10.6100/IR109085
https://research.tue.nl/en/publications/7df91004-fc41-4475-84da-2f761472fa09




ON THE RANGE OF VALIDITY OF AN 

APPROXIMATION METHOD FOR SOME 

WAVE EQUATIONS 

PROEFSCHRIFT 

TER VERKRIJGING VAN DE GRAAD VAN DOCTOR 

IN DE TECHNISCHE WETENSCHAPPEN 

AAN DE TECHNISCRE HOGESCHOOL TE EINDROVEN, 

OP GEZAG VAN DE RECTOR MAGNIFICUS DR.IR.A.A.TH.M.VAN TRIER, 

HOOGLERAAR IN DE AFDELING DER ELEKTROTECHNIEK, 

VOOR BEN COMMISSIE UIT DE SENAAT 

TE VERDEDIGEN OP 

DINSDAG 2 FEBRUARI 1971, DES NAMIDDAGS TE 4 UUR 

DOOR 

MARTINUS FRANCISCUS HENDRIKUS SCHUURMANS 

GEBOREN TE VENLO 

------.... ... ' ................ ---
8 I 8 tl 0 T H E F. 1< . 

r---------------~ 
770GS7t 

T. H. EINOHOVEN 



Dit proefschrift is goedgekeurd door de promotor 

PROF. DR. L.J.F. BROER 



Aan mijn Oudezos 

Aan Viatoizoe 



Acknowledgement 

The author of this thesis is with Philips Research Laboratories. However, 

the investigations were carried out in the Theoretical Physics Department 

of the Technical University of Eindhoven. 



C 0 N T E N T S 

CHAPTER I INTRODUCTION ••••••••••••••••••••••••••••••••••••••••••• 

CHAPTER II ON A SIMPLE WAVE APPROXIMATION, 

* L.J.F. Broer , J.Eng.Math., Vol.4, 1970 ••~••••••••••••••• 7 

CHAPTER Ill ON A SIMPLE WAVE APPROXIMATION TO A NONLINEAR PROBLEM, 

L.J.F. Broer, to be published in J.Eng.Math. •••••••••••••• 31 

CHAPTER IV ON THE RANGE OF VALIDITY OF A SIMPLE WAVE APPROXIMATION 

OF A SET OF DIFFUSIVE WAVE EQUATIONS, 

CHAPTER V 

to be published •••••••••••••••••••••••••••••••••••••••• 51 

A NUMERICAL STUDY OF AN INITIAL VALUE PROBLEM FOR A SET 

OF DIFFUSIVE WAVE EQUATIONS, 

A.P.M. Baayens, Report Technological University Eindhoven, 

70-WSK-05 •••••••••••••••••••••••••••••••••••••••••••••• 71 

CHAPTER VI ON A UNIQUE CONTINUUM REPRESENTATION FOR THE LINEAR 

CHAIN PROBLEM, 

L.J.F. Broer, to be published in Physica ••••••••••••••••• 91 

CHAPTER VII ON A SIMPLE WAVE APPROXIMATION OF A SET OF LINEAR DISPER

SIVE WAVE EQUATIONS, 

to be published ••••••••••••••••••••••••••••••••••••••••104 

SAMENVATTING ••••••••••••••••••••••••••••••••••••••••••••••••••••••124 

CURRICULUM VITAE•••••••••••••••••••••••••••••••••••••••••••••••••••129 

*This is the name of the coauthor. 



-1-

INTRODUCTION 

Interest in nonlinear dissipative- and dispersive wave equations has been 

focused in the last twenty years especially on the Burgers respectively 

Korteweg-de Vries (KdV) equation. The first equation approximately des

cribes the propagation of finite amplitude shock waves in a continuous 

medium and is given by 

where subscripts denote partial differentiations. 

Korteweg and de Vries first derived the KdV equation in their study of 

long water waves in a relatively shallow channel, cf. [1]. Recently, this 

equation has been derived in plasma physics and the theory of anharmonic 

lattices, cf. the references in [2]. It is given by 

u + uu + u = o. 
t X XXX 

The Cauchy problem for Burgers' equation is exactly solvable, cf. [3] and 

[4]. The KdV equation has been extensively investigated analytically as 

well as numerically, cf. [2] and [5], 

(I) 

(2) 

(1) and (2) have been derived using a long-wavelength and small-nonlinearity 

approximation and assuming that the wave-phenomenon is approximately des

cribed by waves travelling in one direction only. The original equations, 

describing the physical situation under consideration;.admit solutions 

travelling in both directions. The right- (towards positive x) and left 

moving waves interact due to both nonlinear and dissipative (or dispersive) 

terms in the equations. Moreover, the nonlinearity generates small wave

lengths in the Fourier spectra of the solutions as well. Therefore, it seems 

reasonable to assume that the approximation, which lead to Burgers or KdV 

equation, only holds for some finite interval of time and it is useful to 

ask for the range of validity (in some sense) of that approximation. 

This thesis mainly deals with that problem. It consists of six papers, 

listed in the contents as II - VII, 

The general problem is quite complicated, Concerning the Burgers equation, 

we restrict ourselves to the class of equations 

(3) 



{4) 

where c, d, ~ and E are constants chosen SUCh that, if ~ = 0, the remaining 

set is hyperbolic. The positive parameters ~ and E are measures for the dis

sipation, respectively nonlinearity. 

The derivation of the Burgers equation then goes in the following way. Let 

us consider the special initial conditions 

a(x,O) " f(x}, 

S(x,O) = s0 (flo constant), 

(5) 

(6) 

that is we, start at t • 0 with a wave moving in one direction only. 

When~=. O, equation (4) is satisfied identically by S(x,t) = s0 and a is' 

a simple wave solution, cf. Lax [6]. When ~ # 0, but small; the assumption 

is that, at least for some time, a-s
0 

is small and a is approximately des

cribed by the solution a 0 of 

(7} 

and (5). 

By means of a transformation of scale, ('7) inay easily be reduced to Burgers' 

equation. This approximation method, which we shall call the simple wave {sw) 

approximation ·method, has been used a~ o, by Lighthill [ 7], We remark that, 

recently, Burgers' equation (and the KdV equation also) has been derived by 

means of .the method of stretching coordinates (or singular perturbation as 

it iS also called) from more generd systems than (3) and (4), cf. [2] and 

[8]. When that method is applied to our equations (3) and (4), we also find 

(7). 

In II, equations (3) and (4) where c = d = 0 are studied. This is the most 

simple case. Thkm the equations describe the longitudinal motion of an elas"'

tic bar with ·some viscous stress in Lagrangian coordinates. For square in

tegrable so'lutions a and ct
0

, a
0 

is called a good (useful) SW approximation 

of a in the interval of time [t
1
,t

2
J, if, for every t € [t

1
,t

2
J': 

2 "' ., 2 
f la- a0 1 dx << f 1al dx. (8) 

!" 2 
f la! dx is a quite suitable norm for this problem as it may be seen as a 

measure for the energy of the a-mode. 



_,_ 

It is shown in II that, if the spectral range of the initial value f(x), 

and thus of ~. e and ~0 as it is a linear problem, vanishes identically out

side a finite interval [-6,6], (8) holds in the interval of time [O,T], 

where 63
p

2T << l. This demonstrates that, the smaller the spectral range of 

the initial value f(x) is (long wavelength), the longer the approximation 

holds. As t + oo, we find (8) again. This is due to the fant that the dissi

pation for small wavelengths is much larger than for large ones and there

fore, when we wait long enough, only the long wavelengths significantly 

contribute to the waveform. 

In the following paper Ill, attention is paid to a set of nonlinear equations 

that, when the diffusion terms are linearized, agrees with (3) and (4) where 

c has been put equal to zero and d = 2. The set describes the same system 

as in II, but in Eulerian coordinates. The linear set considered there can 

be derived from the nonlinear set by means of a simple nonlinear transfor

mation. Using this fact it is shown that, when e is small enough, the results 

concerning the range of validity and the behaviour as t + oo of the approxi

mation, are quite similar to those we find for the linear equations, The 

definition of a good .sw approximation is similar to that given in II. The 

linear- as well as the nonlinear set of equations that we treat in Il, res

pectively III, do not admit shock waves for solutions, In the first case this 

is trivial. In the latter, it may be seen immediately from the fact that the 

characteristic velocity {put p = 0) of the a-mode depends on B and of the 

S-mode on a only. From a physical point of view, nonlinear equations ad

mitting shock waves for solutions, are the most interesting, but undoubtedly 

the most difficult to study. 

In IV a problem of this kind is considered. We have put c = l and d = 0 = 

y-3
1
, where y = C le , Then (3) and {4) form an approximation emanating from 

y+ p V 
the Navier-Stokes equations. They are obtained by Lighthill [7] in his paper 

on viscosity effects in sound waves of finite amplitude and approximately 

describe the propagation of small amplitude sound waves in a real gas. 

Now we shall speak about a good sw approximation in the interval of time 

[O,TJ if, for all t e (O,T]: 

~ 2 
<< f lfl dx. 

Evidently this is a much weaker condition than (8). However, for not too 



large times and a small dissipation (i.e.~<< 1), J~lfl 2dx will not deviate 

much from J~lai 2dx. The condition then is quite useful. Using this definition 

an upper bound for the range of validity is obtained in terms of f, ~. c and 

0. This upper bound is "always" smaller than the time a shock wave starts to 

develop (assuming of course we start from smooth initial conditions). Partly, 

this is due to the method we followed to derive that bound. An indication is 

given in what direction future investigations might proceed to derive more 

accurate results. 

Finally, in V, some numerical computations are reported, The results give a 

graphical impression of the development of the solutions a and 8 of the equa

tions with c = d • 0. At the initial stage of our investigations, they have 

been used to gain some more insight in the supject studied. 

Next we consider a sw approximation to a dispersive set of equations. We have 

restricted ourselves to the derivation of a linearized KdV equation from a 

representation of the linear chain problem intermediate between the exact 

continuum representation and the lowest continuum linear limit, i.e. a, the 

lattice constant, tends to zero. In VI, we have studied the problem of ob

taining a unique continuum representation of the linear chain problem. This 

has been done by requiring the Fourier transforms of square integrable so

lutions of the continuum representation to vanish identically outside a 

finite interval [-rra-l ,rra- 1]. 

The intermediate representation is then given by 

a +a 
t X 

-~(a+ 8) (~ = a 2/24), 
XXX 

The Cauchy problem for these equations is stable in the sense that a positive 

definite norm for the solutions exists which is,uniformly with respect to 

time, bounded in terms of the corresponding norm of the initial conditions. 

When no restriction is put to the spectral range of the solutions, this is 

not true. The dispersion equation 

2 2 a
2k4 

w=k- 12 

is not positive for all real k. 

Starting 'at t 0 from the initial conditions (5) and (6), the sw approxi-

mation of the a-mode is given by the solution a
0 

of 
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and (5). 

In VII, it turns out that, in the sense of (8), one can speak about a good 
5 2 sw approximation for t E [O,TJ, where A ~ T << I (A defined as before). As 

t + oo, (8) is no longer satisfied. This is due to the oscillatory character 

of the solutions. The behaviour of a, ~ and a
0 

as t + oo is considered in 

detail, Finally, some remarks concerning the derivation of de KdV equation 

(2) from a nonlinear set are made. 
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ON A SIMPLE WAVE APPROXIMATION 

L.J.F.Broer and M.F.H.Schuurmans 

Department of Physics, Technical University,Eindhoven, 
The Netherlands. 

An approximation (the linear version of Burgers' equation with appropriate 

initial data) to a simple wave initial value problem for a set of two linear 

coupled dissipative partial differential equations is discussed. It has been 

shown that for the class of square integrable initial functions of which the 

spectra (Fourier transforms) have bounded support 2A the approximation is 

valid for some finite interval of time [O,T(A)] • For some finite time 

T
1 

> T(A) the approximation may fail. However, for t ~~,it is asymptotically 

valid again. For the class of initial conditions mentioned above expansions 

in series of the two solutions, which for every finite interval of time 

[O,T] are convergent, may be constructed. 

I. INTRODUCTION. 

1.1. Statement of the problem. 

In physics one occasionally deals with the following simple wave initial 

value problem 

a(s,O) • f{s), 

B(s,O) "' 0 

for the set of nonlinear dissipative partial differential equations 

Bt· - [l+tY(a,S)] B = p(S -a ) s ss ss 

(I) 

(2) 

(3) 

(4) 



-~ 

where s. runs through the interval (-=,~), t through [O,oo), t(a.S) and ~(a,S) 

are continuous, often even monotonic functions of u and S, p and e are real 

positive constants and the subscripts s,t denote partial differentiation with 

respect to s, respectively t. Moreover t, ~ and E have been chosen such that 

if p:o the remaining set is hyperbolic. A well-known example is found in 

Lighthill's theory of waves in a real gas {Lighthill {!]). 
An exact and complete solution of this initial value problem is at present 

beyond all possibilities. Therefore Lighthill used an approximation. When 

p=O it is seen that (4) is satisfied identically. (3) then becomes a first 

order equation in a, which is readily solved. The resultant solution is a 

simple wave solution (cf. Lax [2]) for the hyperbolic set obtained by 

putting. p=Q. This explains the name we gave to the initial value problem. 

Lighthill's approximation is based on the assumption that, when p is 

small, B will be negligible, at any rate for some finite interval of time. 

In this way one obtains from (3): 

(5) 

which is an equation of Burgers type. In Lighthill's example t is linear in a. 

The exact solution of the initial value problem is knowt1 in that case. 

The approximation of the solution a of (1), •••• ,(4) by the solution o0 of (l) 

and (5) henceforth will be called the simple wave approximation. 

Now some, questions that arise are: 

I. May, for some finite interval [o,T] of time and some f(x), the simple wave 

approximation be used indeed? If this is true, what can be said about the 

dependence of T on the initial data? May T tend to infinity? 

2. Frequently in such problems one attempts an expansion in series of a 

where o0 is the first term in the expansion. Does such an expansion 

really exist for some finite interval of time [o.rJ and some f{x) and 

if so, does T depend on f(x} and may T tend to infinity? 

In general these questions would present rather formidable difficulties. 

Therefore we make a simplification by studying the linear system 

subject to (l) and (2). 

(7) 



The Burgers approximation equation is given by 

(8) 

The ;olution of (8) subject to (I) will be called ~0 again. 

We still did not speak about what precisely we mean with a useful approxi

mation. For solutions which are square integrable (we restrict ourselves 

to these solutions) we shall call the solution a 0 a useful approximation 

to~ in the interval of time (t
1
,t

2
] (t

2
>t

1
) if for every t € [t

1
,t

2
] 

£:1ai 2ds often has the meaning of the energy of the a-mode. It then provides 

a quite suitable norm for such a problem. 

In a forthcoming paper we will treat a physical problem which leads to a 

special form of (3) and (4). In this case the equations can be transformed 

into linear equations of the form (6) and (7). Therefore the following 

considerations have at least some physical meaning. 

2. DEFINITIONS AND NOTATIONS. 

R: the interval (-oo,oo) of the real numbers. 

Q: a strip in the s-t plane containing all the points satisfying the 

inequalities -ro < s < oo and 0 < t < T < oo. 

Consider vector valued functions of n complex-valued components 

u = col.(u
1
(s,t), •.•• ,un(s,t)) defined on R (t fixed) and Q 

L
2

(R) is a Hilbert-space containing all square integrable n 

vector valued functions on R, with inner products ( , ) and 

defined by 

(u,v) "' + Lu (s) v(s) ds I lull ! (u,u) , 

u+ being the hermitian transpose of u. 

respectively. 

component 

norms 11 11 
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The Sobolev-space w2m(R) ( m a positive natural number } is a Hilbert-space 

containing all vector valued L2(R} functions u(s) whose generalized derivatives 

Dku, (k=l,2, ••• ,m) also are elements of L2(R) (Smirnow [3]). The inner product 

and norm are respectively 

1ll i i 
(u,v)m =i~l (Du, D v) + (u,v); 

1 
(u,u)~ 

C(R) is the set of all continuous-, Ci(R) the set of all i times continuously 

differentiable. functions on R. 

L
2

A(R) is a Hilbert-space containing all vector valued functions u(s} in 

L
2

(R), of which the Pourier transform u(k), defined by 

u(k) = £:u(s) exp(-iks).ds, 

vanishes identically outside a finite interval [-A,A] (A € R),with inner 

products ( , )R,A and norms I I I IR,A defined by: 

(u,v)R,A = £:u+(s) v(s) ds; I lui IR,A = (u,u>!,a· 

Using Parseval's theorem one easily finds 

2 I A -+ -
lluiiR,A = 211 La u (k) u(k} dk • 

LA
2 

(Q) is a Hilbert space containing all vector valued square integrable ,q 

(I) 

functions on Q, with the properties: The Fourter transforms defined similar 

to (1), for almost every t e [o,T] vanish identically outside a finite 

interval [- A,A), A eR. The inner products ( , }Q,q,A and norms I I I IQ,q,A 

are defined by 

I T A 2 -t - 112 (u,v)Q,q,A 211 !0 La q (k,t) u (k,t} v(k,t) dkdt; I lu Q,q,A 

where q is a positive continuous function of k and t, which for every 

k € [-A,A], t e [O,T) is bounded from above and from below. 
A 

If q = 1, we simply write L2 (Q), 11 IIQ,A and { , )Q,A • 

(u,u), 
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Finally we quote (for the proof see Smirnow [3], p.486}: 

LEMMA 1: 

Let u(s) e ~(R) then Dpu(s) + 0 (I ! p <m} and u(s) + 0 when JsJ + ~ 

Remark: Where not stated otherwise all integrations are in the sense of 

Lebesque and all differentiations are meant in the generalized sense, 

although the classical notation will be retained. 

3. THE SOLUTION OF THE INITIAL VALUE PROBLEM. 

3.1 Existence and uniqueness. 

Consider, for vector valued functions of two components u(s,t) defined on 

Q, the operator equation 

Au, 

where 

A 

-I 0 

A. ·I' -I 

D 

0 -I 

u col. (a,S). 

(I) 

As A satisfies: (i) A is closed (ii) for every u e DA Re(u,Au) ! !3J.(u,u) 

(iii) for every v e D~Re(v,A~)! !32(v,v) (iv) DA = w;(R) is dense in L2(R), 

where DAis the domain of A, Kthe adjoint operator and !3 1,!32 are real 

positive constants, it can be proved that (de Graaf [4]): 

THEOREM I. 

I. The operator equation ut= Au is uniquely solvable for every u(s,O) e ~(R), 
n! 0 (~(R) = defL (R)) and for every 0 < t < T < the solution is 

2 n 2 
an element of w2(R). 

2. u(s,t) + u(s,O) for t + 0 in the sense of the L2-norm. 



3. For an arbitrary initial condition u(s,O) e wi<R) (n ~ 0), u(s,t) may 

be represented by 

u(s,t) ~ z; £: exp- (Ak
2 

+ ikD)t. f(k) exp (iks).dk, 

where f(k) is the Fourier transform of the initial value·u(s,O) and 

i 1-1. 
A 4. The results of (1), (2) and (3} are true for L2(R) instead of L2(R) as 

well. 

(2) 

For purely parabolic equations u(s,O) e L
2

(R) implies u(s,t) e wi(R). The 

linear Burgers equation, to which the existence theorem applies in the same 

manner, belongs to this class of equations. The coupled system (I) however 

is not purely parabolic as A has an eigenvalue zero. This constitutes an 

essential difference between the coupled system and the linear Burgers 

equation satisfied by a. 

3.2 Stability and a maximum-modulus principle. 

THEOREM II. 

Let u(s,O) f(s) e L2(R). The solution of the system (I) is stable in the 

sense that for every t > 0 

where K is a positive constant. 

Proof: 

Let f(s) e L~(R). Premultiply ut- Du
8

- Au
88 

0 with ut, take the complex 

conjugate of the resulting equation and add. We find 

aT a++ T t at (u u) +aB (-u Du- u Au
8

- u
6 

Au) + 2u
8 

Au
8 

= 0. (3) 

This is essentially the energy balance equation. If we integrate (3) along 

the entire s-axis and use lemma I, we get 

llu(t)ll! llfll (t :: 0) • (4) 
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The remaining part of the proof depends on closure. As L~(R) is dense every

where in L
2

(R) it is possible to find a sequence {fn} c L~(R) which converges 

to f € L
2

(R) in the sense of the L
2
-norm. Then the solutions un(s,t) corres

ponding to fn(s) also converge in that norm and according to (4) kim un(s,t) 

u(s,t), u(s,O) 

the theorem. 

f(s), u(s,t) is a solution and I lu(t)l I ~ I If I I. This proves 

From a physical point of view it often is desirable or even necessary to have 

a maximum-modulus principle. It is given by: 

THEOREM Ill. 
I 

Let u(s,O) = f(s) € w2(R) and I If I I 1 ~ o/2 (o is some real positive constant), 

then we may define a function ~(s,t) € C(R) such that for t ~ 0 

~(s,t) = u(s,t) a. e., 

where 1~1 1~1 + 1s1 • 

Proof: 

Let u(s,O) = f(s) € L~(R) and I If I I 1 ~ o/2. If u is a solution, us is too. 

In this way we find the balance-equation (3) where u has been replaced by 

us. Adding (3) and the new equation, integrating the result along the entire 

s-axis and using lemma I, we obtain 

( t ~ 0). (5) 

By means of closure we may show that. (5) I also holds for f(s) € w2(R). From 

Sobolev's embedding theorem (Peletier [5]) we deduce the existence of a 

positive number M and a function ~(s,t) € C(R) such that for t ~ 0 

~(s,t) = u(s,t) a. e., 

According to the before mentioned paper [5] the lowest value of M that may 

be chosen equals ~/2, which completes the proof 'of the theorem. 



3.3 The solution of the simple wave initial value problem. 

The solution (2) may be written as 

where 

a(s,t) = ~11 [£:1 + £)] g(
2

) (z) exp h(z,l,;)t.dz , 

B(s,t) = .L [/''1 + /"2] g(l) (z) exp h(z,l,;)t.dz , 
21T -= -co 

s 
t 

- -1 
f()J z), 

(6) 

(7) 

The number I respectively 2 through the integration symbol means integration 

in the first-, respectively second sheet of the complex z-plane. The first 

sheet is defined by 

l~i-- = -i (0 ::: arg z =: 11). 
z 

and the second by 

. (l-z2)! 
fif.--z- i (0 =: arg z =: 'IT). 

This corresponds to cutting the z-plane from -oo to -1 and from I to "'• 

In the remaining part of this paper we shall confine ourselves almost 

1 ' ' ' 1 d ' 8 ( } 1 h f a ways to LnLt~a ata Ln L 2 R , a t ough most o the results also apply 

to other classes of functions. 
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4. A SERIES EXPANSION OF THE SOLUTION. 

A Let f(s} belong to L2(R). Defining the operators M and N by 

M= .L + L- ()2 
Clt as llw' 

we find by applying the first one to (1.6) and the second to (1.7) 

(I) 

(2) 

where 

The initial conditions for this system are given by 

a(s,O} = f(s) , (3) 

a. (s O) = _ df + d
2

f 
t ' ds J.l dS7 (4} 

1\(s,O) = 0, (5) 

(6) 

As we assumed a. and 8 to be in L;(R), all the operations were allowed indeed. 

By now it may be seen that (1),., •• ,(6) are equivalent to (1.6) and (1.7) 

subject to (1.1) and (1.2). Consider, in L~(Q), the integral equations 

(7) 

a Bll + 110 



which hold for every t e [O,T} and almost every s e R and where 

~(k,t) ' 

{8) 

Using these integral equations an expansion in series of the solution of our 

original system (1.6) and 0. 7) will be derived. Of course other integral 

equations could have been used. However we choose the present ones as a0 
satisfies Burgers' equation and the initial value a{s,O) = f(s) exactly. 

THEOREM IV. 

For every finite A and every finite positive number T, (7) has a solution 

which for every t e [o,T] belongs to L~(R). It is the limit of the sequence 

f-o a(n) for N + ~ , where 

Ba (n) (n 0, 1 , 2, •••• ) • 

Proof: 

From 

If ~(n) (k,t)l = 
n=t 

(9) 

where 
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we immediately deduce 

11 r."" a (n) 
n=l 

2 3 
::, (et).l b. -1). 11 a(O) (t) !I (10) 

which implies that for all t € [O,T] ~=O a(n) (t) has a Hmit for N->- .. 

in the sense of the L~(R) norm. The limit will be called a. Furthermore we 

have: 

For every t e [O,T] and almost every s 

~ ~(n) 
ti=o ~ 

which implies, using{;~ I la- nt-O a(n) llq,• = o, Nl~ IIB(a ~ (n) >11 ~~ ~ ~ n=Oa Q,b.= o: 

I I a - Ba - a0 llq,li. = 0 • 

However as, according to (9), a is a continuous function of t, we obtain 

that for every t € [o,T] and almost every se R a satisfies (7). 

THEOREM V. ----
The solution a(s,t), found in theorem IV, for every t € [o,T] is unique in 

the sense of the L~ -norm and 

(t e [o,Tj). 

b. Let a' be another solution belonging to L2(Q) as well. 

Introduce the function q(k,t) by 
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Call the difference a -a' &. Using Schwarz's inequality we find: 

IIB&IIq
2 

A , ... ,q 

As a= B& for all t e [o,r]and almost every s e Rand 0 = I la-Bal lq2 ~ ,ll,q 

!llallq
2 

A we infer that llailq A = 0 and so ll~ilq, = 0. Using the ,u,q ,u,q ,u 

continuity with respect to t of a, this proves the first part of the theorem. 

The second part follows immediately from (10) and the relationship I la0 1 IR,t. 

~ I la I IR,ll which will be proved in the next section. 

Corollary I. 

It is clear that similar results may be proved for the a-mode by using 

"" (n) 
~=I S , where 

BS(n) (n=l ,2,3, •••• ). 

Corollary 2. 

For functions f(s) e L2(R), but not in any L~(R), similar theorems may be 

proved (the integration-interval with respect to k then runs from -oo to oo) 

if f(k) tends to zero at least as fast as exp (-clkl 3) (c ~ o > 0) when 

I k I + ""• This may be seen from (9). 
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It remains to be proved that a and a thus found also satisfy the original 

differential equations (1.6) and (1.7), subject to the initial conditions 

a(s,O) = f(s), S(s,O) = 0. Using the formulas of appendix 1, it is easily 

shown that they satisfy (1), .••• ,(6) but then we immediately may deduce 

that they satisfy the original equations and initial conditions as well. 

S.BEHAVIOUR WHEN t ~ ~. 

5.1 The simple wave approximation when t ~ ~. 

At first we note an interesting relation between the energy of the a-mode 

and the energy of the B-mode. 

THEOREM VI. 

Let f(s) e L2(R), then for all t ~ 0 

where I Ja0 ! !2 is the energy of the solution a0 of the equivalent Burgers 

problem. 

Proof: 

(I) 

Using (4.8}, Parseval's theorem and transformation to the integration variable 

z by mean~ of z = ~k gives 

(2) 

As is easily seen from (3.6) and (3. 7) the solutions a and a may be repre

sented by one integral (with respect to z) each. Transforming the integration 

variable z to k, using Parseval's theorem and transforming backwards, we find 

that 

(3) 



Remark: 

Until now we have not been able to prove this relationship without using the 

integral-representations of the solutions. An alternative proof is based on 

the remark that,using the notation of 3.1, 

This can be worked out, using the representation (3.2). In this way one is 

led to (I) provided that the second component of f(k) in (3.2) vanishes. 

The main theorem of this chapter is given by: 

THEOREM VII. 

Let f(s) € L~(R), f(k) analytic in a vicinity of k = 0 and f(O) 1 0. Then a 

constant K exists such that for t ~ ~ 

Proof: 

The proof will be split into some lemmas. 

LEMMA 2. 

Let f(s) e L2(R). For every t ~ 0 

where 

~ (z)t Wb(z)t 
I = 2'11" [ £) + £) ] 0 (z) [ea + e ]dz, 

-J 2 I 2 
Wa(z) = ~ [iz + iz(J-z ) 2 - 2z ], 



-21-

Proof: 

Similar to the proof of theorem VI. 

In the three following lemmas we assume f(k) to satisfy the conditions of 

theorem VII. 

LEMMA 3. 

A real positive constant L exists such that when t + oo 

Proof: 

Using the method of saddle-points (de Bruijn [6]) one easily finds 

(t + eo) , 

from which the lemma immediately follows. 

LEMl1A 4. 

Real and positive constants K
1 

and K
2 

exist such that when t + .. 

Proof: 

At first we remark that if the points -1 and I are contained in the inte

gration interval the integrals 
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-t/)! 2 where e > 0, 6 > O, for t + oo are cr'(e t } when e and tS are chosen small 

enough. Let e and 6 be chosen in that way then 

where, if 11~ > l+o 

c = [-11~.-1-o] + [-l+e,t-e] + [l+o,p~] 

and if 11~ :::; 1+6 

c = [-J+e;,l-e:}. 

The real part of h(z,O) is smaller than -(2p)-l at the positive side of the 

cuts in both sheets of the z-plane. This implies that the integrals along 

[-p~,-1-6] and [1+6,1!~] are d(e-t/ 11 } for t + oo, As ~~(z,O} # 0 for 

z € [-l+p,l-p] we find by using appendix 2 that the part of the first two 

integrals in the right hand side running from -l+e to 1-e; is ~(t-2 ) when 

t + oo, The remaining integral from -l+e; to 1-e can be approximated by means 

of the saddle-point techniques which finally results in (4). The second part 

is also proved by using these techniques. 

LEMMA 5. ---
When t + oo 

I 

Proof: 

As in lemma 4 we may choose e > 0 and o > 0 such that 

I • 1, '!' (z)t 'i' (z}t -t/ 
[ f +u • + f +e ·] 0 (z) [e a + e. b ]dz = 0"( t e JJ) 

l-e:3 -1-63 



when t ~ ~. The contributions of [-~A,-1-6] and [l+o,~A] ( if there are any) 

are ~(exp -(1+~13)~-it) when t + m. Remain two integrals running from -l+e 

to 1-e. Using appendix 2 we find the integral defined in the first sheet to 

be ~(t- 2 ). Application of the method of saddle-points to the second integral 

then yields the required result. We now return to the proof of our theorem. 

From lemma 2, 4 and 5 we deduce the existence of a real positive constant K 

such that when t + w 

From this relationship and lemma 3 the theorem immediately follows. 

Remark 1. 

The condition f(O) + 0 is not essential to the proof. If f(O) = 0 the result 

turns out to be similar. 

Remark 2. 

The proof may also be given for other classes of functions, for instance the 

Hermite functions 

(n 0,1,2, ••• ) ' 

the "Laguerre functions" 

n s 
s e s :: 0 

f(s) = (n o, 1,2, ••. ) (5} 
0 s > 0 

and modulations of these functions with exp (ik
0
s). Only slight modifications 

have to be made. 

Remark 3. 

Although the spectral range of the initial function f(s) may be very large 

we see that when t + oo Burgers' equation perfectly describes the behaviour 

of the a-mode. This rather surprising result is essentially due to the fact 

that the solution when t + ~ almost only depends on the spectrum f(k) of f(s) 

in a vicinity of k = 0. 



5.2. The asymptotic behaviour of <l and a when t ...... 

As the results concerning the a and a-mode are a bit surprising it seems 

worth while to look at the asymptotic behaviour of the solutions a and a 

itself and to see what actually is going on, 

For this purpose we'll use the method of saddle-points again. These are 

located at the roots of ah • 0 or 
az 

I;; - -2iz - G(z). 

It is clear that with the possible exception of a finite number of values 

of l;;,h(z,l;;) has three saddle-points. The reflectionprinciple of Schwarz 

(Bieberbach [7)) shows that G(iz) = G*(iz*) where z* is the complex conju

gate of z. If h has a saddle-point in iz then G*(iz) = G(iz) and so 

G(iz) = G(iz*) which implies that the saddle-points are located symmetrically 

with respect to the imaginary axis of the z-plane. As G1(z) = -G2(-z) (the sub

script defines the sheet of the z-plane the function is defined in), it 

follows that if the pair {l;;,z} satisfies I;;= G1(z) then {-1;;,-z} is a 

solution of I;; = G2(z). Therefore we can confine our investigation to I;; ~ o. 
By now it may be seen quite easily that if I;; runs from 0 to oo,h2 has a 

saddle-point z 1 (~;;) running along the imaginary axis of the z-plane from 

-ioo to ioo and h 1 has two saddle-points z2 (~;;) and z3(1;;) in the upper half· 

plane. They ar~ situated as shown in fig. I. 

fig. I The contours of the saddle-points z
1

(1;;), z2 (1;;) and z
3

(1;;) 



By now it is quite standard to derive the asymptotic expansions of the 

integral-representations. We shall not go into the details of this procedure 

but merely sketch its result derived for the case we use the continuous 

functions of (5) as initial data. When t ~ oo the a-mode of the wave -

phenomenon consists of a right- and a left travelling wave. It has sharp 

"peaks" around and maxima along s • t (of IY(t -~)) and s = -t (O'{t-3/ 2)). 

To the left and to the right of these maxima~ IY(e-ct), c > o. 
The a-mode has the same features as the ~-mode, however both maxima are 

cr(t-3/ 2). The amplitudes at these maxima are opposite in sign. The width at 

half maximum of the peaks is O'(t-1), In fig. 2 and 3 the situation, when n 

is even, is drawn. 

s = -t s =t 

--s --s 

the a-mode. the s-mode. 

For L~(R) and also for Hermite functions similar results may be derived. 

6. CONCLUSIONS. 

{}. 
For every f(s) e L2(R) we have shown that for every finite interval of time 

[o,T] a convergent expansion in series of the solutions ~ and a does exist 

indeed. The first term in the expansion of a is given by a0 , the solution 

of the Burgers approximation problem. Furthermore for every t e [o,T] 
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which shows that the approximation in the interval [o,T] may be made as 

close as one wants to by choosing A, u and T. 

From (5.1), (5.2) and (5. 3) some further information may be drawn. Let 

f(s) = " 
-I 

that is 
-I 

z) = I for I z I I 
- -1 = 0 else-s • .:: and f(u z) 

where on the real z-axis. Then from (5.3) we easily obtain for t l.l 

or using (5.1), (5.2) and the triangle inequality 

which implies that under circumstances the simple wave approximation may 

break down. 

However, as we have seen before, when t ~ oo a positive constant K exists 

such that 

and so the approximation may be used again. 

APPENDICES 

Appendix 1. 

Define 

LEMMA 6. 

For every t € [o,T] and almost every s €. R: 

!...ea - a0 ) 
3t 
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Proof: 

t A aj . t 
J
0

dT £Adk -. l(k,t-T,s) (ik) a(k,T) (j=O,l,2; t=O,I,2, ••• ) converges uni-
atJ 

formly with respect to s e R, t e [o, T] for 

A and a e L
2

(Q) as we have seen before. 

Now we have 

for P(k,O,s) = Q. 

a(a-a0 ) 
P(k,O,s)] a(k,T) = -

9
t---

The other formulae can be proved in a similar way. 



Define 

I 1N ( ) h(z}t dz -N g z e 
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(t,::O,N>N >0), 
0 

g(z) and h(z) are complex valued functions satisfying: 

~For every z satisfying N > lzl ;:: a > 0 a positive constant p exists such 

that 

(t + oo), 

b For every lzl S N, t ;:: 0 

~For every lzl S N h(z) is three times continuously differentiable and 

dIN lg(z)l dz < ... 
- -N 

~ g(z) is analytic in a vicinity of z = 0. 

LEMMA 7 • 

When t +"" 

Proof: 

Let g(z) be analytic in an open interval containing [-E,E] (£ ;:: o > O). 

As is easily seen using ~ and ~ a positive constant p exists such that 

w;hen t + ""· 
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From partial differentiation of the remaining integral using £• ~ and the 

analyticy of g(z) one obtains 

2 
I • cr'(e-pt) + ~ 

2 
t 

_ 3(g'h'~gh' ')} eh(z)t dz, 
(h ')4 

where the accent(s) denote differentiation(s). 

(I) and b now immediately imply the theorem. 
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ON A SIMPLE WAVE APPROXIMATION TO A NON-LINEAR PROBLEM 

L.J.F.Broer and M.F.H.Schuurmans* 

Department of Physics, Technical University,Eindhoven, The Netherlands. 

!. INTRODUCTION. 

1.1 Statement of the problem. 

In physics one occasionally has to deal with sets of partial differential 

equations which are both non-linear and either dissipative or dispersive. 

An example of such a set might be 

Bt- [1 + £1ji(a,t>)]fl = ll(l3 -a ) , 
X XX XX 

(I) 

(2) 

where X runs through the interval c~,oo), t through [O,oo), $(a,~) and ~(a,S) 

are continuous, often even monotonic functions of a and 13, ll and E are real 

positive constants usually much smaller than one and the subscripts x,t de

note partial differentiation with respect to x, respectively t. A well known 

example of equations of this type is found in Lighthill's theory of waves in 

a real gas (Lighthill [1]). 
An exact and complete solution for these equations is, at present, beyond all 

possibilities. Therefore,various approximations have to be used. In this paper 

we are concerned with a problem arising in an approximation method used by 

Lighthi11. It applies to a certain class of initial value problems for (l) 

and (2), viz.: 

a(x,O) f(x) (3) 

13(x,O) = a0 (4) 

where 130 is a constant which can be taken equal to zero without any loss of 

generality. 

*Detached by Philips Research Laboratories. 
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When ~ = 0, it is easily seen that (2) is satisfied identically. Then, (I) 

becomes a first order equation in ~. which is easily solved. The resultant 

solution is a simple wave solution for the hyperbolic set obtained by putting 

~ = 0. 

Now, Lighthill's approximation, which for obvious reasons will be called the 

simple wave approximation henceforth, is based on the assumption that, when 

the initial conditions (3) and (4) are prescribed for the equations (I) and 

(2) with ~ small but not zero, B will be negligible, at any rate for some finite 

interval of time. In this way one obtains from (1): 

at + [1 + E•(~,o)]m = ~~ , 
X XX (5) 

which is an equation of Burgers type. In Lighthill's example~ was linear in 

m. The exact solution of the initial value problem is known in that case. 

Now, the problem is that B will grow slowly from zero and therefore it is not at 

all obvious that m satisfies (5) for longer intervals of time too. In general 

to answer this question would present rather formidable difficulties. In the 

present paper these will be circumvented by choosing a special form for (I) 

and (2) for which the question can be answered. In this example it turns out 

that a and S may eventually become of the same order. 

1.2 Choice of the example and method of solution. 

Our problem could be stated in the following terms. When v = 0 we have as so

lution a simple wave. That is a pure ~-wave running to the right (towards 

positive x). The dissipative terms in the right hand side provide some 

coupling. This coupling presumably will cause both the appearance of an 

m-wave running to the left and S-waves in both directions. A first compli

cation is that, when ~ = 0, a shock wave might develop. Undoubtedly this is 

the most general and physically the most important case. However, to keep things 

as simple as possible, we will avoid this which can be done by considering 

only so called totally exceptional equations in the sense of Lax [2]. In 

these equations • depends on B only, ~ on a. Then, it is easily seen that the 

characteristic speed in a simple wave is constant, therefore no shock wave 

develops. 

The second point is that it seems plausible to assume that the exact form of 

the right hand side of (I) and (2) is not of great consequence for our pro

blem as long as the leading terms are of the type indicated. This enables 

us to choose a form which can be transformed into a linear set of equations 
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by means of a non-linear transformation. These linear equations can be solved 

formally. Application of the inverse transformation, then supplies the answer 

to our questions. As a matter of fact most of the information needed can be 

obtained from the solutions of the linear equations directly. In section 2 the 

set of non-linear equations having the required propertie~ as well as the linear 

system obtained by using a non-linear transformation will be given. They admit 

a conceivable physical interpretation. The linear equations have been treated, 

in connection with the simple wave approximation, extensively in [3]. Some of 

the mathematical results obtained in that paper and some new ones will be dis

cussed and interpreted in sections 3, 4, 5 and 6. In section 7 we return to 

the non-linear equations. 

2. THE MODEL EQUATIONS. 

A suitable set of equations can be derived from the equations for longitudinal 

waves in an ideal elastic bar (Broer [4]) by adding a viscous stress term. The 

coefficient of viscosity is some function of the density. It is possible to 

choose this function in such a way that the equations become linear upon trans

formation to moving (Lagrangian) coordinates. We assume therefore the mass and 

momentum equations in the form 

(1) 

(2) 

where p is the density, v the velocity, Y
0 

a constant viz. Young's modulus. 
. I -l -I 2 In an ideal elastic bar the specific energy of deformation 1s 2 Y

0
(p -p

0 
) , 

-1 -l 
the stress Y0 (0 - p0 ). u is a small positive constant of the dimension of 

a kinematic viscosity coefficient. The subscript:zero refers to the unstrained 

situation. The sound speed a is given by 

2 a (3) 

Its value a0 for p • Po will be useful as a reference speed. When u 0 the 

equations are hyperbolic and the characteristic variables are a a - v and 

13 = a + v. 



It is easy to write (1) and (2) in terms of these variables. For our purposes 

it is convenient to make the equations dimensionless by putting: 

X Lx', t 

In these equations L is some reference length connected with the initial value 

a(x,O), e.q. the dominant wavelength, Ea dimensionless measure for the strength 

of the wave that mostly will be chosen such that the absolute maximum of the 

sum of the solutions. a' and 13' is equal to or smaller than one. 

Performing the indicated substitutions in(!), (2) and (3), and dropping the 

accents we obtain: 

13 - [1 + 2ctt.] 13 
t X 

(5) 

The equations are of the required form, When terms of cr(E~) are dropped they 

reduce to special (and when~= 0 totally exceptional) cases of (1.1) and (1.2). 

Now, we transform (4) and (5) to the Lagrangian coordinate p
0

s = m, where m 

is the mass coordinate as used in [4]. The details of this transformation 

will be stripped. We notice only the formulas 

(ax) -1 ( ) as t = PoP = 1 + E a + 8 , 

where a, 8, x, s and t are dimensionless. For the transformed equations we 

find 

which are linear indeed. 

(6) 

(7) 

(8) 

(9) 



The initial conditions will be stated in the following way 

a(s,O) f(s), (10) 

8(s,O) = 0 • (I I) 

3. BALANCE EQUATIONS. 

Some conservation laws and balance equations will be derived for (2.8) and 

(2.9). These equations themselves are in the form of a conservation law. 

Adding and subtracting them gives: 

a 
~ (a + 8) + (a - S) = 0, 

describing conservation of mass, respectively momentum. 

For every natural number n ~ 2, it is possible to construct two linearly 

(I) 

independent balance equations of degree n. They may be written in the form: 

n a [ n n-1 
-as)] + ~(n-l)na(n-Z)a (a - S

5
) = 0, (2) a +a; a + ~na (13

5 s s 

an -
as 

Isn + ~nl3n-l (8 - as)] - ~(n-l)nS(n-2 )s (a - Ss) = O, (3) 
s s s 

and have been found from (2.8) and (2.9) by premultiplying the first one by 

an-I and the second one by Sn-l. When (2) and (3) are added and n has been 

put equal to 2 the equation of balance of energy (kinetic- + deformation 

energy) is found: 

a >] + 2~(a - a )2 = o. s s s 

From subtracting and putting n = 2 a Bernoulli-like equation (when ~ 0 

it is the exact Bernoulli-equation) 

is found. 

(4) 



It is obvious that ,C o.2ds , if it exists, may be seen as the total energy 
.. 2 

of the o.-mode at time t. lro B ds can be giveu a similar interpretation. This 

will be used later on in the paper. 

4, SOME MATHEMATICAL AND PHYSICAL ASPECTS OF THE LINEAR EQUATIONS. 

4.1 Some notations. 

R: the interval (-oo,ro) of the real numbers. 

Q: a strip in the s-t plane containing all the points satisfying the in

equalities ~ < s < m and 0 < t < T < oo, 

Consider scalar valued functions u(s,t) defined on R (t fixed) and Q res

pectively. 

L
2

(R) is a Hilbert-space containing all square integrable functions on R 

with inner product (,) and norm I I I I defined by 

(u,v) • l: u*(s)v(s)ds ; I lul I = (u,u)i, 

u* being the complex conjugate of u. 
m The Sobolev-space w

2 
(R) (m a positive natural number) is a Hilbert-space 

containing all L
2

(R) functions u(s) that have generalized derivatives Dku e 
L2(R), where k = I, ••• ,m (Smirnow [5]). The inner product (,)m and norm 

I I I I are respectively 
m 

m i i ! (u,v) = ~· (D u, D v) + (u,v); llullm = (u,u)m • 
m 1=! 

L~(R) is a Bilbert-space containing all functions u e L2(R), of which the 

Fourier transform ~(k) defined by 

~(k) = Cu(s) exp(-iks)ds (I) 

vanishes identically outside a finite interval [-A,A] (A eR), with inner 

product (,)R,A and norm I I I IR,A defined by 
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Where not stated otherwise all integrations are in the sense of Lebesque and 

all differentials are meant in the generalized sense, although the classical 

notation will be retained. The Fourier transform with respect to s of a 

function u(s,t) will sometimes be called the spectrum of u. 

4.2 Existence and uniqueness. 

In [3] it has been proved that equations {2.8) and (2.9) are uniquely sol-
m 6 vable for every f e L2(R} (W2 (R), L2 (R)) and that for every 0 < t < T < oo 

the solution is an element of L
2

(R) (W
2
m(R), L2

6 (R)). Furthermore a+ f and 

S + 0 as t + 0 in the sense of the L2(R) (L
2
6 (R)) norm. The solutions may be 

represented by 

(2) 

(3) 

where 

i = l-1, ~ = st-l 

and f(k) is defined similar to (1). 

The number I respectively 2 through the integration symbol means integration 

in the first-, respectively second sheet of the complex k-plane. The first 

sheet is defined by 

lim o-/kz) I 
-i ( 0 :: arg k :; 1T), 

lkl-~ 

and the second by 

lim (h.12k2) l 
= i ( 0 argk5_1f). 

lkl- ).lk :: 

This corresponds to cutting the k-plane from..., to -I 
and from l.l 

-I 
-j.l to ~. 
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4.3 Stability and positive definiteness of p. 

It is shown in [3] that for every f e L2(R) the solution of (2.8), •.. ,(2. 11) 

is stable in the sense that for all t ~ 0 

which means that the total energy of the system is bounded from above by the 

initial energy. This result has been derived using the equation of balance 

of energy (3.4). In a physical problem p, the density, must be essentially 

positive i.e. p ;:: 6 > 0. Now, one may wonder whether it is possible to 

choose the initial conditions and £ in such a way that this is satisfied. 

Let f e w2
1(R) and I if! I 1 ~ /2. From [3] we infer the existence of ~(s,t) 

and S(s,t), continuously depending on s, such that for all t ~ 0 

et (s, t) ci:(s,t) (a.e.), 

S(s, t) a (s 't) (a. e.), 

sup !ci: + si ~ 1. 
seR 

the last condition being equivalent to the one posed in section 2 concerning 

the definition of e. It is clear that for e ~ I - o < I, p = I + e(a+S) ~ o > 0 

indeed. 

5. MONOCHROMATIC WAVES. 

Following section I the simple wave approximation of the set of linear 

equations under consi"deration is given by 

a
0

(s,O) = f(s). 

(I) 

(2) 

In this section we shall deal with the particular simple case of solutions 

(a, S, a0) that are periodic functions with respect to s. This may serve 

as an introduction to the more difficult problems arising in dealing with 

a general initial function f(s). 
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Let 

(k
1 

real). 

The solutions a and ~ may formally be found from (4.2) and (4.3) by substi

tuting f(k) = 2no(k-k
1
), where o(x) is the Dirac 6-function. We find for 

lkl :: ll-
1 

a = exp(iks - ikct 2 ~1 2 
pk t) + -zc exp(iks + ikct- pk t), 

8 = ipk exp(iks - ikct - uk2t) - iuk exp(iks + ikct - )Jk2t) 
2c 2c 

and for jkj 

a = 

-1 
::: jJ 

( . 2 ) C+i (. k 2 exp ~ks + kCt- JJk t + ~ exp ~ s- kCt- uk t), 

a -- JJk exp('ks + kCt - uk2t) JJk exp( 4ks - kCt - uk2t) " 2C • .. 2C • .. ' 

where 

c<k> I o - ik2> 11 

C(k) = I (JJ 2
k2 - 1)!1 

I 
-J 

(jk !U ), 

-1 ( lkl ::: ll ) 

and, for convenience, the subscript 1 has been dropped again. 

ao is given by 

(3) 

(4) 

(5) 

(6) 

(7) 

(3) and (4) clearly demonstrate the development of right- and left moving 

waves. c(k) can be seen as a fase velocity. When jkl > u-l, we can speak of 
. . . . ) exp(ikct) - exp(-ikct) 

travell~ng waves no longer. Subst~tut1ng s1n (kct = 
2

. 
-1 l 

in (3) and (4), we find for jkl ! ll 

a = [exp(-ikct) + i(c-1) sin(kct)] exp(iks - llk2t), 
c 

e = )lk sin(kct) exp(iks- JJk2t), 
c 

(8) 



showing that a may also be seen as a superposition of a right moving- and a 

standing-, e as a pure standing wave. 

If l~kl < I we expand (I-u2k2)! around ~k = 0. In this way we find from (8) 

a= [1 + ±iu
2
k

3
t + ..• J exp(iks- ikt- ~k2 t) + 

+[-Itu
2
k

2 
sin(kt) + ••• ] exp(iks- ~k2t). (9) 

However, as a is an analytic function of uk for all finite k (see (3)), this 

expansion also holds for lukl ~ 1 and so, for all finite k. 

We have, using (7) and (8) 

( . . 2 2 ) exp Lks - 1kt -u k t 1. 2 2 • < > c· z < > ~u k sLn kt exp Lks- uk t)+ ... , 10 

from which we infer that the difference between a and a.
0 

is "small" if 

P
2 1ki\ « }. 

The expansion (9) may also be found in a different way which will turn out 

to be succesful for f e L2a(R) too. 

Write 

a.= ~(k,t) exp(iks), 

S = B(k,t) exp(iks), 

then a. and B satisfy 

and so 

a. + 
t 

2 - 2-
(ik + uk )a. = uk s, 

2 - 2-
Bt + (-ik + uk )S uk a., 

2- 2 4 2 - 2 4-
a.tt + 2uk a.t + (u k + k )a. = u k a.. 

The initial data for (11) become 

;;(k,O) = I, 

(11) 
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Now, it is quite elementary to show that a satisfies the integral equation 

~(k, t) 

where ao(k,t) - ao(s,t) exp(-iks). 

The solution of this equation may be found by means of iteration: 

;;-Co)(k,t) 

so "' - (n) [ J a = ~.0a (k,t) exp(iks) (for a proof, see 3 ). 

Some computations show this expansion to be identical to the one found be-

fore. 

For S a similar procedure may be followed. 

From (10) we see that as t ~"' the simple wave approximation breaks down. 

This turns out not to be true when f e L2
6 (R}, ~swill be shown in the next 

section. Looking at (3), ••• ,(6) we observe that as t ~ oo the dissipation 
. A at high frequencies k is much larger than at low frequenc1es. When f e 1 2 (R) 

the solution a (see (4.2)) may be seen as a superposition (integral with 

respect to k) of monochromatic solutions. When t + "'• only the values in a 

small {~(t-!) as was proved in [3]} vicinity of k = 0 will contribute 

significantly to the integral. This "explains" why f e 12 A (R), as t ->- "'• 

leads to results different from those found for monochromatic waves. In 

particular it will turn out that, as t + oo, the simple wave approximation 

holds again. 

6. L2
6(R) solutions. 

6.1 An expansion of the solution. 

To get some insight in the problem stated by (l.l), ••• ,(l.4), one sometimes 

uses an expansion in a series of a and S, where the solution of the simple 

wave approximation (1.3) and (1.5) is used as the first term in the expan

sion of a (c.f. Lighthill [1]). 
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The convergence of such an expansion, as far as we know, never has been 

treated. In general this would be very complicated. However, it has turned 

out to be possible to show convergence of such an expansion for the simple 

case treated here, 

Let f e L
2
A(R) and a(Zn) and a(Zn-l) satisfy 

a (2n) + a {2n) _ ~a (2n) • 
t s ss 

(2n-1) 

a (2n-1) 
t 

a (2n-l) + ~a (2n-I) • 
s ss 

(2n-2) 
(n I ,2, ... ) 

= o. 
In [3] it has been shown that for all finite t ~ O, 

N (2n+l) 2n+l . 

N (2n) 2n 
~.0a ~ converges to 

ll . 
a, fi.0s ~ converges to S as N ~ ~ Ln the sense of the 1 2 (R) norm. 

The method used there runs along lines quite similar to those used in section 

5 to obtain an expansion in a series of monochromatic solutions. 

Other important results, found in [3], are given by 

ll a-~ 2n+l.,(2n+l)ll < ll(E tn2nll3n)llll 
" n=O~ " R,ll - ~ n•N+l ~ et R,il' 

(1) 

and will be used repeatedly in the next sections. Finally we add the remark 

that it is possible to prove convergence for functions of which the spectrum 

is not of bounded support. However these functions will not be treated here. 

6.2 The start of the 8-mode and the left running a-mode. 

From our considerations in the sections 1.2 and 5 we expect the appearance 

of a left running a-wave and a-waves in both directions. Let a3u2T << 1, 

then for every t e [o,rJ: 



[ ] 
2 (2) 

which implies that for every t e O,T , a
0 

+ ~ a is a good approximation 

to a and so is ~e(l) to e. As is easily seen 

' 2 2 
df { I (s-;-t) J _ [ (s-E;+t} ] }dt; 
d!; exp 4~t exp 4~t ' 

which confirms our expectations. Some insight in the initial state of the 

a- and s-mode may be gained by using an asymptotic expansion as t ~ 0 

(appendix 1). We find 

(I) I [df df J f! ~ - -(s-t) - -(s+t) + o'(t). 
2 ds ds 

6.3 The simple wave approximation. 

For solutions a which are square integrable a0 will be called a useful (good-) 

approximation to a in the interval of time [t 1,t2] (t2 > t 1} if for every 

t e [t
1
,t

2
] 

I la - a0 11 « llall 

Of course, if (2) is satisfied a0 locally still may deviate considerably 

from a. 

Using (2} we immediately find 

3 2 

jja - aoiiR,A ~ (ell Jl t - I} llaiiR,t. 

and so, for every t e [o,r], where t.3J.l
2T << I, a0 is a good approximation 

in the sense of (2). This result is entirely similar to the one found in 

section 5 where we dealt with monochromatic solutions. 

(2) 
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In [3) it has been shown that the simple wave approximation may fail for 

some finite time, but as t ~ oo it holds again as then a positive constant 

K exists such that 

This result has already been discussed in section 5. In this context we may 

notice the following interesting relation, used in some proofs in [3]: 

It holds for every f e L2(R). 

7. THE NON-LINEAR EQUATIONS. 

7.1 The inverse transformation. 

Let f e w;(R) and absolutety integrable on R. Then, a and S are elements 

of w; (R) too and according to (3.1) £! (~ + ~)ds' exists in the sense of 

Riemann. So, by integrating (2.6) and (2.7) we find for every finite t ~ 0: 

s • x- e £![a'(s' ,t) + B(s' ,t)]ds'. (I) 

We are interested in the conditions to be satisfied by f(s) and £ that are 

sufficient for s to be solvable from (!) as an univalent function of x and t. 

Let I If I I 
1 

~ 12; £ ~ 1-6 < I again. Define 

~0 == x, (2) 

8
n-l "" "" sn • x- c ~ [a(s' ,t) + S(s' ,t)}ds'. (3) 

I"' "' "" ax From section 4.3 we deduce. sup a + si ~ I and p ~ 6 > 0, so <as)t is es-
seR 

sentially positive and consequently (l) is uniquely solvable. Furthermore 

which implies that the sequence defined in (2) and (3) converges to s(x,t) 

for every finite t. 
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It is easily verified that s = r €ns(n) where 
n=O ' 

= x, 

(I) x~ "' ] s = ~La(s',t) + ~(s',t) ds', 

+ B(s',t)]ds' (n 2,3, ••. ). 

7.2 On a simple wave approximation. 

Consider (5. I) and (5.2) where s is replaced by x as the simple wave appro

ximation to the non-linear problem. This is not entirely equivalent to sec

tion I, as the initial value a 0(x,O) should have been equal to f[s(x,O)]. 

However, this is just a mathematical difference and is not essential to the 

problem as all the aspects of approximating a non-linear problem by a linear 

one are retained. 

Besides we will choose £ and f(s) such that at t = 0 the simple wave appro

ximation does hold indeed. Let f e L2~{R) and absolutely integrable such that 

a) I If! I 1 ~ /2 b) £:!f{s)lds =M {a positive constant) c) f{k) is analytic in 

a vicinity of k = 0 and let £ ~ 1-o < !. Define 

~(s,t) = £![~(s',t) + B(s' ,t)]ds'. 

Using I~+ si ~ I, the mean value theorem of differential calculus and 

£!k
2

!g(k) !
2
dk ~ ~2£~1g(k)! 2dk, we find: 

~2L:Ia- aol 2ds + 2£:1ao(s + E$,t) - ao(s,t)! 2
ds ~ 

2 2 2 aao 2 
~2£:1a- a0 1 ds + ze [ W@il~<s,t>l J J:las-<s + ee~,t> I ds ~ 



where 0 ~ e ~ I. 

Using the conservation law of mass {3.1) we find 

~{s,t) = £!f(s')ds' + !~[~(s,t')- ~(s,t')]dt', 

which implies that 

l~(s,t)l ~M+ t. 

Substituting this in (4) and using (6.1), we obtain that for all t e [o,T] 

{T finite) 

"'I 1z [ 2 3 ]2 z 2 z "'I 12 £., a - a
0 

dx :; { 2 exp (T\.1 ll ) - I + 4E ll (M + T) } £.., a
0 

dx, 

4 4 2 1 
which implies that if MEA<< I, T << A(\.1 A+ t ) 2 the simple wave approxi-

mation does hold indeed. 

Of course we are also interested in the situtation as t ~ "'• Now, a diffi

culty shows up as an inequality of the form (5) can be used no longer. 

However, in appendix 2 it has been shown that, as t ~ "'• ~~(s,t)l ~ 2M. 

(4} 

(5) 

This implies that given the condition MA£ << I the simple wave approximation 

holds again. Therefore, when t and/or ll are chosen small enough the situation 

is entirely equivalent to the case treated in the former sections. 

APPENDICES. 

Appendix I. 

Define 

A 
Let g € L2 {R). As t·-.. O, K.±.{s,t) has the following asymptotic expansion 

I I dzn "' 
K~(s,t)% 2 !=o(4\.lt)nL(2n)!]- r(n + 2) dxzn g(s + t), (I) 
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where 

g(x) = g(x) (a.e.) 

"' and g(x) is analytic on the real axis. 

Proof. 

Define 

o, l A -
g(x) = Zn £6 g(k) exp(ikx)dk, 

then g(x) = g(x) (a.e.) and g(x) is analytic on the real axis. So g(x) may 

substitute g(x) in (I) and a. positive number p exists such that for 

!x- s j;_ tl ~ p 

"' "' n g(x) = l: a x 
n=O n 

I 
a = t 
n n. dxn 

+ t). 

Furthermore, using formula 7.1.13 of Abramowitz and Stegun [6]: 

8p- 1(>tt)![I +(I+ 16it>!ri exp[-p 2(4>tt)- 1] (maxl&<z>l>· 
~ dR 

Now, all conditions required by de Bruijn , page 68, to construct an 

asymptotic expansion of K±(s,t) are satisfied. We find (1). 

Appendix 2. 

LEMMA. 

Let f(s) satisfy the conditions required and~ be defined as in section 7.2. 

Then, as t -+ oo 

IHs,t) I < 2M. 

Proof. 

As is seen from (4.2) and (4.3) 



[ A A } -1 [ -1 J [ -1 J £A1 + £A2 (ik) ~(k){ exp h(k,st )t - exp h(k,-Nt )t }dk, (2) 

where N >> I and 

f(k) is analytic in a p-vicinity of k=O so we are able to choose a number 

0 < o < P such that along c 
6 

: = {k 11 k I 6, ±. I :: arg k ::, I .±. I} 
±. 

I I 3 -I -
w(k) :: ~ i£<o>l. (3) 

(2) may be rewritten in the form 

(4) 

As for all k eR, where lkl ~ 6, Re h(k,st-l) < -~o2 , the first two integrals 

in the right hand side of (4) are ~(t exp(-62~~)) as t ~ =. (ik)- 1w(k) is 

analytic in a vicinity of k = 0 in the first sheet of the complex k-plane. 

Using the method of saddle-points it is quite standard to derive 

Consider 

(5) 

Choose o < ~~2 and define£= 26~-l. Lets~ (I+ E:)t. Then by choosing o 
small enough, Re h::, 0 along c

0
+. Thus, substituting k = oei~ in (5) and 

using (3) we find !r 11 :: tlf(O) I· If s ::, (I - E:)t, then, to obtain Re h < 0, 

we must shift the path of integration to c0_. This leads to !1 1 I :: fit(O;I. 
Now, let (1 - £)t < s < (1 + £)t. The saddle-point of h(k,st- 1) is located 

on the imaginary axis of the k-plane, inside the circle !kl = p (c.f. [3]). 
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By using the method of saddle-points as developed by van der Waerden [8]. we 

find that, as t ~ ro, lr1 I ~ tlf(O) I· Applying the results concerning 11 to 

(4) and using the results obtained earlier in the proof we deduce the lemma. 
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ON THE RANGE OF VALIDITY OF A SIMPLE WAVE APPROXIMATION 

OF A NONLINEAR SET OF DIFFUSIVE WAVE EQUATIONS 

* M.F.H. Schuurmans, 

Department of Physics, Technical University, Eindhoven, The Netherlands. 

SUMMARY, 

The set of wave equations considered is an intermediate approximation of the 

Navier-Stokes equations. A further approximation leads to Burgers' equation. 

The range of validity of this simple wave approximation has been studied. 

The method used is especially useful for small nonlinearity. 

I. INTRODUCTION. 

In some preceding papers [1, 2], L.J.F. Broer and the present author have 

paid attention to the validity of an approximation method which applied to 

a certain class of initial value problems for the set 

Where e and ~ are positive constants, the subscript x (or t) denotes par

tial differentiation with respect to x (or t) and, if ~ • 0, the remaining 

set is hyperbolic. 

In [1], this has been done for a linear set of equations (e = 0) by making 

use of the explicit solution and in [2] for a set which is, as ~ = O, totally 

exceptional in the sense of Lax [3], 

The latter equations could be transformed into the linear equations studied 

in [1]. This was done by means of a nonlinear transformation. In both cases, 

the solutions of the equations did not contain shock waves. In this paper, 

we shall deal with equations that do have solutions of that kind. 

In the hierarchy of approximations emanating from the Navier-stokes equations, 

LighthiU [4] finds the set 

*Detached by Philips Research Laboratories. 
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0, 

where a is the sound velocity, v the flow velocity, y 

diffusity of sound. We have 

4 + lJV + k 
0 = J V y-1 'P""C , 

Po o p 

(I) 

(2) 

where p is the density, v the kinematic-, 1Jv the bulk viscosity and k the 

coefficient of heat conduction. The subscript zero refers to the undisturbed 

situation. 

The left hand side of equations (I) and (2) are the exact forms of the 

equations for sound waves of finite amplitude under thermodynamically rever

sible conditions. They form the basis of Riemann's classic analysis [5]. The 

right hand side consists of a linearized approximation of the diffusion and 

heat conducting effects, obtained by assuming that o and the dimensionless 

velocities a-a
0
/a

0 
and v/a

0 
are small. 

We shall not concern ourselves with the validity of the approximations 

Lighthill used to arrive at (I) and (2) but assume that, if o and the dimen

sionless velocities are small enough, (I) and (2) describe a real physical 

situation. 

By introducing the Riemann variables 

we find 

B I +~ 2v y-1 ' 

[
y+l y-3 J I 8t - -2- B + -2- a 8x = 2 o(Bxx - axx). 

These equations are of the required form. 

(3) 

(4) 

The approximation we shall consider and which is due to Lighthill, has been 

described extensively in [I] and [2]. Here we shall only give a brief account 



of the ideas behind it. The approximation applies to the class of initial 

conditions 

a(x,O) f{x), 

If ~ 0, then (4) is satisfied identically and the solution of (3) is a 

simple wave. Now, the approximation which, as in [I] and [2],will be called 

the simple-wave (sw) approximation henceforth, is based on the following 

assumption. When ~ is small but not zero, then, for some finite interval of 

time,B will be negligible and a will be approximately described by the 

solution of an equation of Burgers type: 

(5) 

However, the problem is that e-e0 will grow from zero and therefore, it is 

not clear a priori that a satisfies (5) for longer intervals of time too. 

In this paper we shall indicate a range of validity of this sw approximation. 

The equation of Burgers, which is exactly solvable ([4, 6, 7]), is often 

used to describe the behaviour of small amplitude shock waves. Therefore, 

it is especially interesting to know whether or not the sw approximation 

holds, in a sense yet to be defined, in an interval of time larger than 

that necessary for a shock wave to develop. 

In sections 2 and 3 some mathematical notation needed and the definition 

of what we shall call a good sw approximation is given. The method we shall 

follow to deal with the problem is explained in section 4. It is based on a 

priori estimates. In section 5 local a priori estimates are constructed. 

from these estimates, we obtain an upper bound for the range of values of 

t, for which the sw approximation holds. That upper bound is "always" 

smaller than Tcrit' the time at which a shock wave starts to develop. Partly 

this is due to the method followed. In section 6, using global a priori 

estimates for Burgers' equation, we shall deal with the question whether or 

not it will be possible to improve the results found in section 5, in this 

way. 



-54-

2, MATHEMATICAL NOTATIONS. 

R is the interval of the real numbers. 

T and N are positive numbers. 

Q~ is the rectangular domain of points x,t satisfying 0 s t s T, lxl s N. 

As a rule .the index N will be omitted. If N = ~, QT is denoted by Hr· 
rT is that part of the boundary of QT consisting of the line segments 

t = 0, x = -N and x = N. 

L
2

(R) is the Hilbert-space consisting of all real square (Lebesque) integrable 

functions. The inner product (,) and norm are defined by 

(u,v) = £:u{x)v(x)dx, 
1 

I lull = (u,u) 2
, 

wi<R) is the Hilbert-space consisting of all elements of L2(R) having gene

ralized derivatives up to order n inclusively, that are square integrable on 

R. The inner product (,)n and norm I I I In are defined by 

n i i I 
(u,v)n = E (Du, D v) + (u,v), I lul In= (u,u)n 

i=l 

where Diu is the generalized derivative of order i, 

Introduce the following distance in QT: 

where P
1 

= (t', x') and P
2 

= (t", x"), 

Let 
lu(P 1) - u(P2)1 

lul 0 = suplul, lul~ = lul 0 + Qsu ~ 
QT T d(P

1
, P2) 

lul 1 +~ 

0 < ~ < I, 

c2+v(QT) is the Banach-space consisting of all functions u on QT for which 

lul 2+~ < oo, The norm is defined by lul 2+a (cf. Friedman [8]). 
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Consider in ~ a quasi-linear system of the form 

Lu .!!t; - A~ + B(!:.)~ = Q., 

in which !:.(x,t) = (u1(x,t), .•• , un(x,t))is an unknown vector function, A is 

a constant, nonnegative n x n-matrix and B a n x n-matrix of which the 

elements depend on u. 

Definition. 

In HT' a classical solution of the Cauchy problem 

L!:. = 2. ' (I) 

(2) 

is a solution that is continuous in HT' that has continuous derivatives 

~and~ and satisfies(!) at all interior points of HT, that remains 

bounded as lxl +~and for which (2) is valid (cf, [11]), 

Finally we state two lemmas that will be used in the sequel. 

LEMMA 1. 

Let u E wi(R), then Dju + 0 as lxl + oo, where j = 0,1, ••• , n-1. 

A proof may be found in Smirnow [9], p.486. From Peletier and Wessels [10], 

we infer 

LEMMA 2. 

Let u E W~(R), then a continuous function~ exists with u = u a.e. and 

sup j;i(x) I ,;; ~/2 lluii
1

• 
XER 

The lemma is known as Sobolev's first embedding theorem. 

3. THE DEFINITION OF A GOOD SW APPROXIMATION. 

First, we shall write equations (1.3) and (1.4) in dimensionless form. 

Assume 3 :?: y > 1 (Air y "' I ,4). Introduce 
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Lx', 
-I 

X= t = La
0 

t', 0 2a0L11, 

a0 2e:a0 ao 2e:ao ' 
a = --+--a' 13 = -- + y:;:y- 13 y-1 y+l y-1 

where Lis some reference length connected with a'(x' ,0), e: a dimensionless 

measure for the strength of the wave. e: and L will be chosen such that the 
da' absolute maximum of a'(x' ,t) + 13'(x' ,t') is not larger than, and of dX'(x' ,0) 

is equal to one. It is not a priori clear that this is possible for all 

t ~ 0. However, it will turn out to be possible for the range of t-values we 

are interested in. 

Performing the indicated substitutions in (1.3) and (1.4) and dropping the 

accents, we obtain 

13t- [I + e:l3 + e:0a]l3x Jl(l3xx- axx)' 

where 0 = y-3 (-1 < 0 s 0). 
y+l 

The initial conditions become 

a(x,O) f(x), 

13(x,O) 0 . 

(I) 

(2) 

(3) 

(4) 

The sw approximation is given by the solution a
0 

(here and in the following, 

the subscript zero no longer denotes the undisturbed value of a quantity) 

of 

(5) 

a 0 (x,O) f(x). (6) 

Definition. 

For solutions a and a
0

, both belonging to L2(R) (these are the only ones we 

consider here), a0 will be called a good sw approximation of a in the 

interval of time [O,T] if, for all t E [O,T]: 

I I a - a
0 

I I s o I I f I I (O < o < I). (7) 
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o is a measure for the deviation of a0 from a. Let Tm be the largest value 

of T for which (7) still holds. Our problem will be to find an estimate for 

Tm in terms of~. ~. e and the initial condition f(x). 

Finally we remark that this definition of a good sw approximation is weaker 

than that used in [I] and [2]. There, (7) has been repfaced by 

110'.- 0'.
0

11 « llall. 

4. METHOD OF SOLUTION. 

From now on, speaking about a, e and a0 , we shall mean the classical solu

tion of (3.1), ••• , {3.4), respectively (3.5) and (3.6). 

Assume that, for all t E [O,T] (in this and the next sections we assume 

T ~ Tm)' a, Sand a0 belong to w;(R). Then according to (3.1), (3.2), (3,5) 

and lemma 2, for all t E [O,T],at and a
0

t are in L
2

(R) too. Subtracting 

(3.5) from (3.1), multiplying the resulting equation by a- a0 and inte

grating with respect to x over the entire x-axis, we find: 

+ 2ee f (a- a0)saxdx c 2~ f (a- a
0
)(a- a0 - S)xxdx. 

-oo _, 

The interchangement of differentiation with respect to t and integration 

with respect to x was allowed as, for all t E [O,T], a - a
0 

and at - a
0

t 

belong to L
2

(R) and depend continuously on t. For all t E [O,T], 
2 a - a

0 
E w2(R) so, a - a0 tends to zero as lxl + "'• Therefore the second 

integral in the left hand side vanishes. Furthermore, as (a - a0)(aa -
1a 3 2 1 2 x · 

(l'.o(l'.ox> • 3 ax<a - ao> + (Cl'. - 0'.0) Cl'.Ox + I 0'.0 ao) and, due to lemma 

2 and the continuity in t, sup la0 (x,T)I < "'• we have fort E [O,T}: 
x,T E Ht x 

where 



Using Schwarz's inequality we find 

where 

R(t) sup max[lax(x,T)I, ISx(x,T)I]. 
X>t E Ht 

Now, we find, for all t E [O,T]: 

!-11 a - a 11 - .!. t:R 11 a - a 11 ,;;. ;.d I (et - S) 11 + 1J 11 aOxx 11 - t:0RII 1'\ 11. dt 0 2 0 0 · ~, · XX 

Multiplication of this inequality by exp[~ t: !~R0 (t)dT], integration with 

respect tot and use of: R
0

(t) ~ R
0
(t') when t ~ t', gives 

t 
il(et- a0 Ht)ll ~ lJ J

0
EII(axx- Sxx)(T)II + lla0xx(t)ll-

where 0 ~ t ~ T. 

By now, our problem is reduced to finding estimates for R, R0 , I ISI I, 

ll(a- S)xxll and llaaxxll· 

5, THE RANGE OF VALIDITY OF THE SW APPROXIMATION, 

(I) 

As we already noticed in the introduction, it will be quite interesting to 

compare Tm with Tcrit' the time a shock wave starts to develop. It will 

turn out that Tcrit for the solution of (3.1), ••• , (3.4) as well as for the 

solution of (3.5) and (3.6) is the same. It is defined as the smallest 

time at which the solution of the hyperbolic equation(s), obtained by 

putting p = 0 in (3.5) ((3.1) and (3.2)), has (have) a vertical tangent. 

For p = 0, we infer that 

a= a0 = f(x- t- £at), S = 0. 



Therefore 

<: sup[-f 1 (x)] ' 
XER 

where the accent denotes differentiation with respect to x. 

If f(x) contains a compressive phase, i.e. sup[-f'(x)] > O, then Tcrit is 
XER finite. 

The main object of this section is the derivation of an expression for Tm in 

terms of e, ~. 0 and f(x), We shall use a priori estimates which also 

hold for ~ = 0. Therefore, those estimates in which derivatives are involved, 

probably will not hold for times.exceeding Tcrit and with this method, we 

expect to find Tm < Tcrit' However, method is of interest as long as e: 

is so small that the sw approximation breaks down before t = Tcrit' 

Let us introduce some additonial notations: ax = r, ex = s, axx = p, Sxx = q, 

a0x r 0 and a0xx = p0 • We shall assume that r, s satisfy the ones-, p, q the 

twice-, with respect to x, differentiated partial differential equations and 

initial conditions (3.1), •.. , (3.4), in the classical sense. Furthermore, let 

r 0 satisfy the ones-, p
0 

the twice-, with respect to x, differentiated 

equations (3.5) and (3.6), in that sense. 

THEOREM I. 
4 Let, for all t E [O,T], a, B and a0 belong to w2(R) and y ~ 0. Then, for 

2y 0 :s; t :s; "'S-e: (71I,..--:e"')~A7( f7,-y~} ' (I) 

where, for shortness, 

A ( f, y) = I I f" ! I exp ( y) + I I f ' I I exp ( t y) , 

the following estimates hold 

llp(t)l1 2 
+ l!q(t)ll 2 ::; 2 11 f"ll exp (2y), 

!lr(t}ll 2
+ lls(t)ll 2 :s; I If' I 12exp(2y/5), 

lla(t}ll 2 
+ IIB(t)ll 2

:s 
2 4 llfll exp[s ey/(1 - 0)]. 

R(t) s; llf"llexp(y) + llf'llexp(y/5), (2) 
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llp0(t)ll o> llf"llexp(y), 

R0(t) o> llf"llexp(y) + llf'llexp(y/5). 

Proof 

From (3,1), {3.2) and lemma 2, we easily infer that, for all t E [O,T], 

atE L2(R) and ~t E L2(R), Upon multiplying (3.1) by a, (3.2) by ~. inte

grating with respect to x from -ro to ro and adding the resulting equations 

we find: 

The interchangement of differentiation with respect to t and integration 

with respect to x was allowed as a, B, at and ~t belong to L
2

(R) and depend 

continuously on t. Using Cauchy's inequality, we obtain 

In a similar way it is seen that: 

and 

2 
+ 2ee ! (r - s)pqdx • -2~ ! [p - qx] dx. 

-oo X 

From these relations, we infer: 

llr(t)ll
2 

+ lls(t)ll
2 

o> llf'll
2
exp[e:R(t)(l- 0)t], 

llp(t)!l
2 

+ llq(t)li
2 ~ llf"li

2
exp[5eR(t)(J- 0)t]. 

According to lemma 2 and [sup max(lrl,ls1)] 2 ,; 2(suplri) 2 + 2(supls!)2 , 
XER XER X€R 

we get 

(4) 

(5) 



2 21 2 2j 
sup max( I r I ,Is I } ~ ( 11 r 11 + 11 s 11 ) 2 + ( 11 P 11 + 11 q 11 ) , 
x.:R 

or combining with (4) and (5) 

R(t} ~ llf'llexp[-} ER(t}(l- e)t) + llf"llexp[~ER(t)(l·- e)t]. (6) 

We have 

holding for 0 ~ x ~ 1. 

Assume that 

5 8R(t)(t - e)t ~ 
2 y "' I, 

then we infer from (6) and (7) 

R( t) ~ y( I I f' I I + I I f" I I ) 

(y > 0)' 

5 
y- 2 e:t(l - e){A(f, y) - I If' II - llf"ll} 

(7) 

(8) 

(9) 

Assumption (8) must be satisfied. This implies that (1) must hold. Using (I), 

we find from (9) the inequality (2). From (8), (3), (4) and (5) and the 

remark that all estimates already found also hold for ~ = e 0, the remaining 

part of the theorem follows. 

REMARK. 

Instead of (7} we could have used: ex~ (I - x)-l for x E [0,1], However, 

this leads to a quite complicated algebraic equation of order three. 

THEOREM 2. 

Let ~. S and a0 be defined as in the preceding theorem. If 

where 

Tm = max min[T0(y)/£,oT
1
(y,e)/p), 

y<!O 

2y 
5(1 - e)A{f , y) ' 



llilfllexp(- ~ y) 
T I (y, e:) • ------------.;:;._-----;;2----

Jl(l+ 12)1 I f"llexp(y) - e0ll f!IA(f, y)exp[s ey/ (0 - I) J 

then the sw approximation may be called good. 

Proof. 

As is easily seen, using theorem I, fort,;; min[T
0

/e:, oT
1
/Jl], (4.1) holds. 

As y ~ 0 is still arbitrary, we may choose this number such that min[T
0

/e:, 
oT

1
/J1] assumes its maximum for some given e:, ]1, 0 and f, thus proving the 

theorem., 

Corollary. 

We have 

,;; .!. max 2y l ' 
e: y~o 5(1- eHII£'11 + llf"ll)exp(sy) 

and so, using the triangle inequality, lemma 2 and suplf'(x)l ~ sup[-f'(x)], 
I XER XER 

we obtain T ,;; _I T • • It is thus seen that T < T • indeed. 
m e crJ.t m crtt 

Let e:0 be a special value of e: for which t+!e:(l+0)(a+S)~o>O holds in 

Then the sound velocity a is real positive which is a necessary physical 

condition. As we assumed sup la+ Bl ,;; l (section 3), we may choose 
x,tEHr 

2-26 e:0 • l+e ·Let T0 (y) assume its maximum for y • ym. As may be easily veri-

fied ym • ym(llf' 11/11£"11) and l ,;; ym 5. Define e:
1 

by 

TO(ym} ,. oTI (ym' "'1) 

e:l lJ 

e:
1 

may be infinite and even negative. Let y
1 

and y2 satisfy 

and put y3 • min(y 1 , y2). If e: 1 ~ O, then define e: 2 • min(e0 , e: 1), else 

e:2 = e:o· 



THEOREM 3. 

Let a, Band a
0 

be defined as in theorem I. The sw approximation is good 

{ii) for e: 2 < e: s e:0 (assuming this interval is not empty) if Tm = T0 (ym)/e. 

If o!lfll 11£'11 1 I 11£"11 « 1 is satisfied, we have e: 2 » ll·* 

Proof. 

Let 0 s e: s e:
2

, then T
0

(y)/e: and oT
1 
(y, r.)/!1, considered as functions of y, 

have two points of intersection and 

{

T
0

(y)/e 

min[T0/e, oT 1/ll] = cT 1(y, e)fll 

To(y)/e 

(0 s y s y3), 

(y3 s y s max[y
1

, y2J), 

(y;;: max[yl 'y2]). 

For 0 s y s ym' T0(y) is a monotonically increasing-, for y ;;: ym a mono

tonically decreasing function. As T1(y, e:) is monotonically decreasing with 

respect to y, (i} follows. 

Let e:
2 

< e s e:
0 

and assume this interval is not empty. Then T
0

(y)/e: and 

&T 1(y, e:)/~ do not intersect and for ally;;: 0, T
0
te < oT 1/).l. 

This proves (ii). 

Finally, using 1 ~ ym ~ 5 and -1 < 0 ~ 0, we obtain for e 1 E [O,e0]: 

llll f"ll 
e:2 ;;: soli f 11 11 f 1 11 ' 

I 

from which the remaining part of the theorem immediately follows. 

For e
2 

< e s e:0 , the upper bound Tm' [see (ii)], is essentially due to the 

method followed (see also the corollary after theorem 2). If 0 se s e
2 

then 

that bound results from the coupling between the a- and ~-mode and Tm is a 

monotonically decreasing function of e and ~· This agrees with what we ex

pected from a physical point of view, 

In case the equations are linear, i.e. e = 0, we find: 

*According to the definition of e (section 3), we can always choose e~e 0 • 



Furthermore, when the ratio 11 f" I I I !I f I I decreases and e: is small enough, 

Tm increases. This happens when we start at t = 0 with a wave packet with a 

larger dominant wave length, 

If f (x) satisfies o 11 f 11 I If' I 11 I 11 f'' I I « I , a condition which could be 

expressed by: "f(x) should not vary !£2_ slowly", then e: 2 » l.l and the method 

followed is useful for a large range of e:-values. 

One may ask whether it is possible to improve the results found by using 

other types of estimates, We remark that we have not taken advantage of the 

dissipative terms in equations (3,1), (3.2) and (3.5). Therefore, especially 

when e: E· [e: 2,e:0J, it may be even possible to prove that the sw approximation 

holds for times exceeding Tcrit' 

In the next section, some global a priori estimates have been constructed for 

the solution of Cauchy's problem for the Burgers equation. Unfortunately, 

this has not been possible for the solution of (3.1), ••• , (3.4). However, 

with help of the global estimates found, we may estimate the second term in 

(4.1). This gives at least some indication whether or not, in this way it 

will be possible to improve the results found in this section. 

6 •. A PRIORI ESTIMATES FOR BURGERS' EQUATION, 

First, we shall study the mixed problem for the equation of Burgers: 

(!xi ,;;; N), 

(0 :s; t :s; T), 

where xN(x) is a sufficiently smooth function such that 0,;;; xN,;;; 1, xN = I 

for lxl ,;;; N- IN- I, xN = 0 for lxl ~ N, x~(±N) = x~(±N) 0 and the 

derivatives of XN are uniformly bounded with respect to N, f(x) is defined 

as in the preceding sections. 

Extend the definition of f(x) to QT by putting f(x,t) = f(x) for all x,t E Q . 
2+v 2+v T 

Let f(x,t) E C (QT)' then, l;>y a suitable choice of xN' (xNf)(x,t) e C (QT) 

and the compatibility condition ([I + e:cr0 (x,O)Ja
0

x(x,O} = ].JaOxx(x,O)) at 

x = ±N is satisfied. So according to Oleinik and Kruzhkov [12], a unique 

solution a0(x,t) E c2+"(QT) exists for all T > 0. In the following, we shall 

denote this solution by u~. 



As a direct consequence of the generalized maximum principle for parabolic 

equations (see eh, I., section 2 of [11]), we have, for all T > 0: 

N sup ia
0
(x,t)l ~sup lf(x)l. 

x,t~~ lxl~ 

Next, we state: 

LEMMA 3, 

For all T > 0: 

{9 2 e: .
1 

I 2 
5 max 2 e ~sup f ] , sup [(xNf)']} • 

1l lxi~N lxi~N 

The proof may be given by using the method of auxiliary functions due to 

Bernshtein (cf. [12]), It is postponed to the appendix. 

Now, we return to the Cauchy problem. 

THEOREM 4. 

The solution a0(x,t) of (3,5) and (3,6) where f e c2+v(HT)' for all T > 0, 
2+v exists, is unique and belongs to C (HT), Furthermore, for all T > 0: 

sup la
0
(x,t)l ~ suplf(x}! ~ l, 

x,te~ xER 

9 2 E[ ]2 [ 9 2 q sup la0x(x,t)l 5 max{suplf'(x)l, 2e -suplf(x)l } :<> max l, 2e -J· (I) 
x, t€~ XER . ]l XER 1l 

The(existence and uniqueness follow·immediately from theorem 8.1, p.495 of 

[11]. Let us consider a~ for N > N0 in a fixed cylinder Q~o, Then in [11] 

it is show that a subsequence {a~k} exists that converges together with 

the derivatives a~~· a~~ and a~~ to the solution a0 of the Cauchy problem 

(3.5) and (3.6) and the corresponding derivatives in any fixed Q~0 • Now, 

choose xN(x) such that !x~(x}l ~ c/(IN + I) (c a positive constant), Tben, 

for any positive numbers e: and e:', a number N1(e:,e:') can be found such that 

for Nk > N1(e:,e') 



and suplf'l 
X€R 

+ e:, 

I r 9 2 e:[ , ]2 + max{sup f (x)l, 2 e - suplf(x)l }, 
XER " \l XER 

As e:, e:' and N
0 

are arbitrary we immediately deduce (!). The proof of the 

remaining inequality runs along similar lines. 

REMARK. 

To show that the estimate obtained for la0xl is quite accurate, we remark 

that the front of a shock wave solution of Burgers' equation,when fully 

developed, is approximately described by a steady state solution of that 

equation (Murray [13], Lighthill [4]). That is by 

where a 1 (a2} is the value of a0 immediately behind (before) the front of the 

shock wave. Differentiation of this expression with respect to x shows that 

the result obtained has the same order of magnitude as the second term between 

curly brackets in (!), 

Finally, we prove 

THEOREM 5. 

Let f e: c2+v(HT), p
0

,defined as in section 5, satisfy the twice with respect 

to x differentiated equations (3 •. 5) and (3.6) in the classical sense and let, 
4 for all t E [O,T], a0 belong to W2(R}. Then, fortE [O,T]: 

Proof. 
2+v According to the preceding theorem a0 € C (HT) for every T > 0. Differen-

tiate {3.5) with respect to x twice. For all t E [O,T], POt E L2(R) as may be 



seen from the resulting equation easily. Multiply that equation by p0 ~d 

integrate over the entire x-axis. Then, using lemma I, partial integration 

with respect to x and interchanging differentiation with respect to t and 

integration (cf. theorem 1), we find: 

According to Cauchy's inequality 

(v > 0). 

Then, using theorem 4, we obtain 

Choosing v • 5e/2~, we deduce the theorem. 

Using the last two theorems, we infer from (4.1) that 

Now, for the terms between curly brackets to be smaller than ol lfl I, it is 

necessary that 

t (2) 

Assume that oll£11 11£'11 1 I 11£"11 «I. Then e
2 
»~and according to the 

former section we do not expect Tm to be larger than This is confirmed 

by the method followed in this section as is easily seen from (2). However, 

if oil f 11 11 f' 11 1 I 11 f" 11 « I is violated, it does seem possible that 

Tm ~ Tcrit for some initial condition. Therefore, I think future investiga

tions should be concerned with a priori estimates for the set of nonlinear 

equations. This is not easy, for the nonlinear set (3.1) and (3.2) is not 

purely parabolic. It might be termed a mixed parabolic-hyperbolic set, 
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APPENDIX. 

We shall give a proof of lemma 3. 

First, we prove that for all T ~ 0: 

N 
maxln0 (x,t)l ~ max l(f{x)xN(x))' i· 
r x lxi,;N 

T 

Define 

N v = a
0 

+M exp[-K(x + N)J, 

{1) 

(2) 

where K ~ k > 0, M~ m> 0 but further, as yet, arbitrary. Substitution of 

(2) in {3.5) and putting K • 2~-l (! + ~ max lfl), we obtain: -v - v 
lxlsN t x 

-cn~vx + ~vxx > 0. Therefore v cannot assume a positive maximum in QT/rT. 

Since v(t,x) assumes its greatest value for x = -N, then, v~ ,; 0 for x = -N 

and therefore n~xlx • -N $ MK. By considering a~- M exp[-K(x + N)] we find 

similarly that n~xlx. -N ~ -MK. Thus, we have an estimate for la~xl at 
x • -N and similarly for x =N. As M is arbitrary, we find (1). 

Next, we prove the remaining part of the lemma. Substitute the unknown 

function a~ • ~(v), ~'{v) ~ ~O > 0 in (3.5). Then, we obtain 

Differentiation of this equation with respect to x is allowed according to 

theorem 9 of Oleinik and Kruzhkov [12]. Therefore, the function p = vx 

satisfies 

At a maximum of lpl in QT/rT we have px = O, -ppxx ~ 0 and ppt 2: 0, 

So we find 

• 3 ~ .. ' 4 
0 $ -~~ p + ~($') p (3) 
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Now, choose 

v m 
+(v) m -2M + 3eM f exp(-s )ds 

0 

where M= max lfl. 
lx!~ 

(m> 0), 

If a~ varies in the interval [-M,M], v varies over a finite interval 

[v
1
,v2J. Since 

l/3e m 
> f e-s ds, 

0 

we obtain 

1 
-< 
3e VI < v2 < I. 

Now, using (3). (4) and (5). it is seen that 

m 

I pi 
E: 3eMe-v 

~- m-2 
ll m(m-l)v 

I 
=- < 

e 

I m -s 
f e ds, 
0 

The right hand side of this inequality approximately assumes its smallest 

value for m = 2. Putting m • 2 and using (5) once again, we find, for all 

T <: 0 

N 
If la0xl does not assume a maximum in QT/rT' then 

Combining (1), (6) and (7), we find the lemma. 

(4) 

(5) 

(6) 

(7) 



REFERENCES. 

1. Broer, L.J.F, and M.F.H. Schuurmans, On a Simple Wave Approximation, 

J.Eng.Math., Vo1.4, 1970. 

2. Broer, L.J.F. and M.F.R. Schuurmans, On a Simple Wave Approximation to 

a Nonlinear Problem, to be published in J.Eng.Math •• 

3. Lax, P.D., Hyperbolic Systems of Conservation Laws II, Comm.Pure.Appl. 

Math., Vol.IO, p.p. 537-566, 1957. 

4. Lighthill, M,J., Viscosity Effects in Sound Waves of Finite Amplitude, 

Surveys of Mechanics, Cambridge, 1956. 

5. Courant, R. and K.O. Friedrichs, Supersonic Flow and Shock Waves, 

Interscience, New York, 1948. 

6. Ropf, E,, The Partial Differential Equation ut+ uux • vuxx, Comm.Pur. 

Appl.Math., Vol.3, p.p. 201-235, 1950. 

7. Cole, J.D., On a Quasi-Linear Equation Occuring in Aerodynamics, Quart. 

Appl.Math., Vol.9, P•P• 225-236, 1951. 

8. Friedman, A., Partial Differential Equations of Parabolic Type, 

?rentice-Hall, New York, 1964. 

9. Smirnow, W.I., Lehrgang der Hoheren Mathematik, Vo1.5, VEB, Berlin, 1967. 

10. Peletier, L.A. and J. Weasels, On Sobolev's First Embedding Theorem, 

J.Math.An.Appl., Vol."23, P•P• 614-625, 1968. 

11. Ladyzenskaja, O.A., Solonnikov, V.A. and N.N. Ural'ceva, Linear and 

Quasi-Linear Equations of Parabolic Type, Am.Math.Soc., 1968. 

12. Oleinik, O.A. and S.N. Kruzhkov, Quasi-Linear Second-Order Parabolic 

Equations with many Independent Variables, Russ.Math.Surv., Vol.16, 

P•P• 105-144, 1961. 

13. Murray, J.D., Singular Perturbations of a Class of Nonlinear Hyperbolic 

and Parabolic Equations, J.Math. & Phys., Vol.47, p.p. 111-132, 1968. 



-71-
T.H.-Report 70-WSK-05 

Mei 1970 

A NUMERICAL STUDY OF AN INITIAL VALUE PROBLEM FOR 

A SET OF DIFFUSIVE WAVE EQUATIONS 
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J. INTRODUCTION 

In this report we study the set of partial differential equations 

(I) 

(2) 

subject to the initial conditions 

r(x,O) f(x), 

s(x,O) o, 

where x runs through (-oo,oo), 0 $ t $ T < oo, rand s are real functions of x 

and t, v is a (small) positive constant, the subscript x (or t) denotes 

partial differentiation with respect to x (or t) and f(x) is a sufficiently 

smooth function. The reasons for our interest are, very briefly stated, the 

following: 

If v << I it seems likely that for some small interval of time the behaviour 

of the r-mode can be described with sufficient accuracy in some sense by the 

solution ; of the so-called Burgers equation 

subject to the initial condition 

r(x,O) = f(x). 
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However one might wonder whether this would be true for all t ~ 0. 

An incomplete answer to this problem was given by L.J.F. Broer and the second 

author [1]. It turned out that, for an interesting class of initial functions 

f(x) given by 

cos (k
0

x) exp (ox), X$ 0, 

f(x) 

0 X > 0 

(n = 1,2, ••• , k0 and 6 are real positive numbers), the above-mentioned 

solution,~. as t ~ ~. may be used as a quite satisfactory approximation in 

the sense that 

-1 
:;; Kt 

where K is a real positive constant. 

t -+ oo, 

However, it was not clear at all whether one might speak of an accurate 

approximation (in some sense) for all times t ~ 0. As we only knew the 

behaviour of r and s for small and large times this was quite a difficult 

problem. To get some more insight we decided to investigate the behaviour 

of the solutions r and s by means of a computer. This has been done for the 

initial-value function 

X$ 0, 
f(x) 

X > 0. 

2. THE MIXED INITIAL AND BOUNDARY VALUE PROBLEM 

At first sight it seemed useful to start from the integral representation 

of rand s, found in [1]. However, in this attempt a number of problems were met. 

Both integrands are strongly oscillating functions with a "period" depending 

not only on x and t but also on the variable of integration, called z. 

The amplitude of this oscillation varies rapidly with z, x and t. However, as 

from a basic point of view the use of a difference method for the set of 

partial differential equations seemed to be a more interesting one, we did 

use the latter method. 
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For the construction of an unconditionally convergent scheme (a precise 

definition will follow later on) an implicit difference scheme should be used. 

The latter in fact implies that the pure initial-value problem should be 

translated into a mixed initial-boundary-value problem, which must be chosen 

such that it represents in some (as yet undefined) norm the original problem 

sufficiently well. 

Let D be the rectangular region •I x•l < a < "'• 0 < t < T < "' and C its boundary. 

Then consider the following initial and boundary data 

·{ 
g(x), -a $X ::; -a+ t:, 

r(x,O) x6exp (6x), -a + e: ::; X~ 0 (I) 

0 0 < X ::; a 

s(x,O) 0 ' lxl ,; a ' (2) 

r(-a, t) r(a,t) s(-a,t) s (a, t) o, t2:0 (3) 

in connection with (1. l) and (1.2) and look for the solutions rand sin D. 

As the problem should be well posed(c.f. Richtmeyer (3]), the function 

g(x) will be chosen such that r(x,O) is a twice continuously differentiable 

function that goes to zero together with these derivatives as lxl + a. These 

conditions are sufficient but certainly not necessary for the well-posedness 

of the problem. As e: may be chosen arbitrary small and we are going to use a 

numerical procedure in which only a few significant digits of a result are of 

interest, the precise choice of g(x) is not of interest at all. 

Finally the question remains to what extent the solution of this problem 

agrees with that of our original one. The answer is given quite easily. In 

the final computations we have chosen T 20. It then turns out that a may 

be chosen equal to 40 because a further increase of a is of no influence on 

the significant digits of the numerical solution. This has been verified 

experimentally. 
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3. THE METHOD OF SOLUTION 

'cover the domain D + C by a lattice of discrete points with coordinates 

(xm,tn) given by 

where h 

xm • -a +m h, m • 0,1, ••• , M+1, 

n 0,1, ••• , N+l, 

2a 
m• 

T 
k • ~ are the net spacings, 

We shall introduce the notation 

and use the following difference approximations: 

( 1 ) um,n+1 - um,n + N(k2), ut m,n+ 2 • k v 

u - 2u + u + u - 2u + u 
m+l,n m,n m-l,n m+J,n+l m,n+1 m-l,n+l + O'(h2), 

2h2 

Using this so-called Cranck-Nicholson scheme of approximations we find for 

m= 1,2, ... ,M; n • 0,1, ... ,N+I: 

a rm-J,n+l + d rm,n+l + c rm+1,n+l + b(sm-l,n+l - 25m,n+l + 5 m+l,n+l) • 

- {a rm-l,n + e rm,n + c rm+l,n + b(sm-l,n- 28m,n + 8m+l,n)}, (I) 

b(rm-l,n+l - Zrm,n+l + rm+l,n+l) + c l,n+l + d 8m,n+l +a 8m+l,n+l • 

- {b(rm-l,n- Zrm,n + rm+l,n) + c 8 m-l,n + e 8 m,n +a 8 m+l,n}' (Z) 

where a, b, c, d, e are defined in appendix I. 
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The initial and boundary data are specified in the obvious way: 

r r(xm,O), s m,O " s(xm,O) = 0, m = 0, I, ••. ,M+ I, m,O 

rO,n 5 0,n rM+J,n = 8M+J,n = 0 • n O,I, ••• ,N+l. (3} 

For each t = tn' equations (I) and (2) form a system of 2M linear equations 

in 2M+4 unknowns r , s The required additional equations are n,m n,m 
supplied by (3). So we find 

(4) 

(5) 

where 

r(n) = col. (r ) l,n' • • • 'rM,n 

and the matrices A, Band Care defined in appendix I. AT is the transposed 

of A. 

Now, at first sight it seems impossible to avoid using the methods of Crout 

or Jacobi and Seidel (Isaacson and Keller (2], page 51) for solving (4) and 

(5). However, a more direct method, requiring a smaller number of operations, 

has been found. 

Multiplication of (4) from the left by AT and of (5) by bB and subtraction 

of the resulting equations gives 

Gr(n+l) 

E.(n+l) = b(a-c) col. (sl,n+P 0, ... ,0, sM,n+l) • 

where the matrices G, D, and E are defined in appendix 1. 

As sl,n+l' sM,n+l are very small (a has been chosen such that innreasing a 

has practically no influence which implies that r and s go to zero very 

smoothly as x ~!a), we introduce only a very small error by choosing for 

some fixed n: 



"' s l,n 

s .. s 
M,n+l M,n 

Besides it will turn out that in the neighbourhood of lxl 

(6) 

(7) 

a the numerical 

approximation is not very accurate anyhow (see section 5 too). Using (6) 

and (7) we find 

(8) 

Multiplication of (4) to the left by bB and of (5) by A, followed by a 

subtraction of the resulting equations and an approximation similar to (6) 

and (7) gives 

(9) 

q(n) = b(a-c) (r
1 

,0, ... ,0, rM ), 
,n ,n 

where H,D2 and F can be found in appendix 1. By using a triangular decom

position of G and H, (8) and (9) can be solved easily. The latter requires 

only 12M operations consisting of multiplication and division, while the 

operational count for the Crout method requires ~(M3) (c.f. [2], page 52). 

4. CONSISTENCY, CONVERGENCE AND STABILITY 

In this section we shall denote the solution of the difference problem by 

a capital letter and that of the exact problem by a lower case. 

Let us represent the partial differential equations (1.1) and (1.2} and the 

boundary and initial data (2.1), (2.2) and (2.3) symbolically by 

L u = 0 (x,t) <: D, (I) 

B~ = £(X,t) (x,t) € C, (2) 

whe:r:.e-

u =col. (r,s). 
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In a similar way the difference problem may be represented by 

where B/:; 

L U = 0 
/:;- -

B and 

(x,t) E D, 

(x,t) E C, 

k Lr:,.!! = E Bj.!!(x+jh, t+k) - Cj.!!(x+jh, t). 
j=-1 ,0, I 

The matrices B. and C. are defined in appendix I. 
J J 

(3) 

(4) 

For numerical work equations (3) and (4) are used only at the lattice points, 

but they will be taken to apply equally well to other points of the interval 

I xl ~a such that if .!!(x,t) is specified for all lxl ~a, .!!(x,t+k) is deter

mined for lxl ~a by equations (3) and (4). Starting from this point of view 

we are able to use the Hilbert-space 1z ([-a,a]). It contains all square

(Lebesque) integrable two-component vector-valued functions on [-a,a], with 

inner product (,) and norm 11 11 defined by 

where 

(_u,_v) = l_ fa 
2a -a 

+ 
E. (x)~(x)dx; 

and u+ is the hermitian transpose of u. 

Def. I 

11 E.! I "' 

Let ~(t,x) be any function with sufficiently many continuous partial 

derivatives in D+C, For each such function and every point (x,t) E D+C, 

define the truncation error by 

T(~(t,x)) = L(~(t,x))- 1/:;(~(x,t)) 

and for every point (x,t) E C let the truncation error be 

S(~(t,x)) = B(~(t,x))- B/:; (~(t,x)), 

Then the difference problem (3), (4) is unconditionally consistent with 

problem (I), (2) iff 



'1"(!4) .... 0, f3(!4) ..;. 0 ' 

when h .... 0, k + 0 in any manner. 

From a Taylor expansion we deduce that < = &(h2 + k2). Furthermore 8 0 

and so unconditional consistency ·is clearly satisfied. 

Def. 2 

The difference scheme (3), (4) is stable iff there exists a constant K, 

independent of the net spacing, such that 

ll!!.<t=nk)il $ K II!!.<O>II ' n = 0, 1 , ••• , N+ 1 , 

for any £(x,O) € L2([-a,a]), 

To prove stability we shall proceed in the following way. As for all 

0 $ t T the solution £(t,x) is zero at the boundaries x = a and x = -a, 

we may formally expand !!. in a Fourier series: 

£(t,x) = E 
j=-oo 

,!(t,j) i1rjx 
exp a , 0 

Substituting this in (3) and (4) we find 

A,!(t+k,j) B,!(t,j), 

,!(j,o) = f a U (x,O) exp (- i1Tjx) 
-a- . a 

where 

a+a -a 
A= 

-s S+ii 

a = -4~2i ~ sin 1rjh 
h a 

and ~ is the complex conjugate of a. 

As 

a--s 
B = 

a 

$ t T. 

dx, 

e 

a-S 

det(A) = 16 + 64 ~A sin
2 ~ + 4A

2
h

2 
sin2 ~ > 0, 

we may conclude from (5) that 

(5) 
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Y<t ~ nk,j) = G~(O,j), 

where 

-t I lz -t G = A B = ( a - 86) 

Usually, G is called the amplification matrix. 

Now using Parseval's theorem we see that 

jju(t) ll's{max jjG(j ,h,k) 11 }n 11!!.(0) 11, 
- j 

where the norm of the matrix G is defined by 

+ + v G Gv 

+ 
V V 

and G+ is the hermitian transpose of G. 

The two eigenvalues AI and A
2 

of G+G are given by 

and so 

IIGjjs I, 

from which the stability immediately follows. 

Def. 3 

S(a + a) 

The difference solution is unconditionally convergent to the exact solution 

iff for any ~(x,O) e L2([-a,a]) 

ll!!.{t,x) - ~(t,x) 11 + 0 

as h + 0, k + 0 in any manner. 
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According to Richtmeyer ([3], page 56), our consistency definition implies 

consistency in the sense of Lax and Richtmeyer. The definitions 2 and 3 

are entirely equivalent to those of Lax and Richtmeyer and, as our continuous 

problem is well posed, we may conclude from Lax's equivalence theorem to the 

convergence of the solution of the difference scheme to that of the exact 

problem. 

5. SOME EXPERIMENTAL DATA 

The computations were done on the EL-X8 computer of the Technological 

Universiry of Eindhoven, using an Algol-60 program. 

Stability and convergence of the numerical solution in the sense of the 

definitions given in the preceding section were confirmed experimentally. 

To eliminate the influence of the truncation error we used the Romberg

Stiefel extrapolation method. However, as we were limited by the totally 

"available" computer-time, we could not make both mesh widths as small as 

we wanted. Some trial runs indicated that the influence of h seems more 

important than that of k. So we decided to use the Romberg-Stiefel method 

only with respect to hand to hold k fixed, in fact equal to 0.1. 

The solutions r and s consisted of some wave crests separated and surrounded 

by valleys of very small amplitude. Comparision of the amplitudes in the 

wave crests for various values of h showed that the relative error made in 

choosing h = 0.05 varied from about 0.1 to a few per cent (the latter of 

course depending on where one wants to cut off the wave crest(s)). In fact, 

down from the top of a wave crest of one of the functions the absolute 

error only slowly decreases while the function itself mostly decreases 

quite rapidly. So at the top the relative error is much smaller than far 

below the top. Use of the Romberg-Stiefel procedure in these areas gave a 

still better result. 

In the valleys, however, the relative error could be considerably larger, 

up to (if the amplitude was very small) 100 per cent. The cause of this large 

relative error probably must be found in loss of significant digits. Of 

course the Romberg~Stiefel procedure was of no use in these areas. Fortunately 

the solution there is of no interest at all. 

In drawing the graphs we have not used the Romberg-Stiefel values but the 

values of r and s obtained with h = 0.05. This was done because the difference 

between the two values was hardly discernable in the graphs. In drawing the 

graphs we confined ourselves to the relevant part of the wave cres·ts. 



6. ON THE GRAPHS 

The graphs themselves (which can be found in appendix 2) hardly need any 

comment. The development of left- and right moving r and s-waves is clearly 

demonstrated. We have not been able to carry out the computations beyond 

t = 20, because of practical reasons (e.g. available computer-time). 

Fortunately this is not necessary. The development of ~he solution when 

t >,20 can be accounted for by the asymptotic analysis as given in [1]. 

First we shall pay attention to the s-mode. From our asymptotic information 

([I]) we infer that as t + ~ there are only two dominant wave crests having 

sharp peaks around and extrema along x t and x = -t. The first extremum 

is a maximum, the second one a minimum. 

Looking at the numerical solution at t = 20 we see that two wave crests 

are situated around x = t and x = -t. They have the expected signs. But 

there are two additional crests. By comparing the absolute values of the 

extrema of the latter with those of the first ones, we found that the wave 

crests situated nearest x = t or x = -t decrease more slowly than the 

other ones. So we may expect the solution s to go to the asymptotic solution 

(in this respect) indeed. 

The same situation arises for the other mode r. It is easily seen that in 
the wave running to the left the minimum becomes dominant over the maximum. 

Therefore we may expect the numerical solution to go to the asymptotic 

solution again. 

For clarity the situation for t + oo is sketched in the figures below. 

ti 

x=t 

-x -x· 

~: the r-mode fig. 2: the s-mode 



Looking at the graphs in appendix 2 another interesting feature can be 

noted. For the waves travelling to the right the relation s = 1 rx seems 

to be satisfied approximately. For the backward running waves the analogous 

relation would be r = I sx 

].! 
Substituting s = 2 rx in (1.1) and (1.2) gives 

r = 0 
xxxx 

and so 

r(x,t) A(t)x 3 + B(t)x2 + C(t)x + D(t), (I) 

s(x,t) = 1 [3 A(t)x2 + 2 B(t)x + C(t)J. (2) 

Using r = ~ sx we find (I) and (2) but with r and s interchanged in the 

two formulae.Thus in the regions where r (s) can be described (to a 

certain accuracy) by a polynomial of degree three the relation s = I rx 

(r =I sx) holds with the same degree of accuracy. Looking more precisely 

we see that these relations are only valid for small intervals of the 

x-axis and are not of much practical use. The approximation s = ~ r has 
2 X 

been used for the first time (so far as we know) by Lighthill [4] in his 

theory of real gases. 
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APPENDIX I. 

A number of "constants" and matrices will be given. 

A= 

c 

A k 
• h2 

a = A(h+21l) 

b = -211t. 

c .. A(2\l - h) 

d ,. -4(1 + \lA) 

e = 4 (I - \lA) 

d c 
a d c 

0 ' \\' 
\ \ 

\ \ \ 
\ \ \ 

\ \ \ 

0 \ \ \ 
'a d c 

a d 

e c 
a e c 

0 \ \ \ 
\ \ \ 

\ \ \ 
\\ \ 

\ \ 

\\\ 0 \ a e c 
a e 

-8+4A.h 4 
4 -8 

' ' ' ' 
' " 

4, 

' ' 
0 ' 4 

' ' 
" ' 

-2 I 
I -2 I 

0 \ \ \ 

\ \ \ 

B \ \ \ 

\ \ \ 

\ \ \ 
0 \ \ 

I -2 I 
I -2 

-8-4A.h 4 
4, -8 4 

" ' " ' ' D = ' ' I ' ' ' 0 "4 

0 

' ' ' " '-8 4 
4 -8+4A.h 

' 
0 

' ' ' ' " ' '4 -8 
4 -8-4Ah 



Putting 

and 

u ac b2 

V ce + ad + 4b
2 

2 
+ 

2 de -w - c a + 

X • cd + ae + 4b2 

y •w + b2 -

z "' w + b2 2 
a 

a cd + ad + 4b
2 

13 
2 + d2 + 

2 a c 

13 + b2 - 2 
y c 

2 0 • B + b2 a 

E ATC b 2B2 

F CAT b2B2 

G • ATA- b2B2 

H AAT - b2B2 

we find 

E 

G 

y X U 

vwxu 
u,v,"\x,u, 0 
'' ' ' ' ' ' ' ' ' , ... , ... , .... ' 

',', ...... ',', 
' ' ' ' ' 0 ,,,,, 

y a u 
a B a u 

u v w·x u 
uvwx 

U V Z 

u a 13 a u 
' ' ' ' ' ','<' ,',:,, 

0 

0 

' ' ' ' ' ',',',,', ,,, .... , .... , 
'ti'a.'f3'a"u 

u a 13 a 
u a ll 

6b2 

6b2 

F 

H 

Z X U 

vwxu 

u,v,::,x, u,, 0 

' ' ' ... ' ' ' ' ' ' ' ' ' ' ' ' '' ' ' ' ' ' ' ' ' ' ' .... ' 0 ' .. ' ... ', ' 

o a u 
a 13 a u 

U V W X U 

uvwx 
uvy 

uaSau 0 ' ... ' ' ', 
' ' ' ' ' ',,',',', 

'' ' ' ' ' ' ' ' ' 
0 ' .. ' ''' '''' 

u a S a u 
u a S a 

u ay 
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All mentioned matrices are of dimension MxM. 

Finally we define 

B -l 

Bl -cl 

B 
0 

c 
0 

APPENDIX Il. 

a b 

b c 

c b 

b a 

d -2b 

-2b d 

e -Th 

-2b e 

The pictures below still deserve some comment. Along the vertical axis the 

value of the amplitude of the s-mode (S), the forward-running part (Rr) 

or the backward~running part (R~) of the r-mode has been plotted. At t 0.6 

these parts can hardly be separated. Therefore we simply wrote R. This has 

been done for t = 0 too. Along the horizontal axis we have plotted at t = o 

the value of x, at all times t > 0 the value of x/t. 
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ON A UNIQUE CONTINUUM REPRESENTATION FOR THE LINEAR CHAIN PROBLEM 

L.J.F. Broer and M.F.H. Schuurmans* 

Department of Physics, Technical University, Eindhoven. 

Summary. 

An exact unique continuum representation for the one-dimensional linear chain 

problem has been constructed. Some aspects of intermediate approximations are 

discussed. 

l. INTRODUCTION. 

In physics courses one often studies the longitudinal motion of an infinite 

chain of identical masses and springs as an one-dimensional model of a crystal. 

It is well-known that this motion is described by the infinite set of equa

tions: 

u 
n 

(I) 

where un(t) is the deviation of then th particle from the equilibrium posi

tion: un = xn - na (a is the lattice constant) and w0 is the resonant 

frequency of a simple linear spring-mass system. 

In the standard treatment it is also shown that solutions of the equation: 

2 2 'd . w
0 

a , prov1 e an approx1mate 

lutions of (1). This means that Ju(na,t) 

(2) 

continuum representation of the so

-u (t)J is small in some sense for 
n 

small amplitude, long wavelength motions, at least during some finite inter-

val of time. Long wavelength means that Jun+l - unJ is small, again in "some" 

sense. The restriction in time is necessary as (l) and (2) have different 

dispersion laws. These results can be derived e.g. by using Taylor expansions 

up to the second order. 

*netached by Philips Research Laboratories. 
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All these facts are elementary and well known, apart perhaps from details 

about the "in some sense" restrictions. In this paper we will dwell upon two 

questions connected with this treatment which are somewhat less elementary 

and upon which the available literature gave no clear-cut answers. 

The first question is whether an exact and unique continuum representation 

of the solutions of (I) exists. By this we mean: We require a one-to-one 

relation between numbers un and functions u(x) such that un u(na). 

Of course there are infinitely many functions satisfying that requirement. 

So a suitable choice has to be made. We want to do this in such a way that 

a linear operator A exists with the property that the, unique, solutions of 

utt = -Au (3) 

correspond to the solutions of (l) in the way mentioned above if and only if 

the initial conditions upon (I) and (3) correspond in this way. 

As our problem is linear we expect that the required mapping of numbers on 

functions is linear too. As the whole problem is invariant for translations 

over a multiple of a we only have to choose a suitable representation for 

un ono' It turns out that this is u = a(~x)-l sin(~xa- 1 ). The operator A 

then can be constructed by requiring that its spectrum corresponds to that 

of the right-hand side of (1). In section 3 we will make these statements 

more precise and supply the proofs. Some mathematics needed in that section 

will be explained in section 2. 

The second problem is that of intermediate representations. By this we mean 

a representation "between" (2) and (3), containing more information than (2), 

e.g. some dispersion, but not an exact representation. This looks simple 

enough. Using e.g. Taylor expansions up to the fourth order we find the 

equation: 
2 2 

2 a c 
c uxx + ~xxxx' 

On closer inspection this is not quite satisfactory as (4) is not stable. 

The dispersion equation is: 

2 
w 

(4) 

(5) 

which is not positive definite. In section 4 we shall return to this ques

tion. 
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2 , MATHEMATICAL PRELIMINARIES. 

R: the interval (-oo,~) of the real numbers. 

A: a positive number. 

z2 is a Hilbert-space containing all complex-valued sequences ~ = {an}:=-oo 

where~ la 1
2 is finite. The inner product ( , ) and norm I I I I are 

n=-o:~ n 

defined by 

r alJ4 b , ll!l! 
n=-oo n n 

where a* is the complex conjugate of a • 
n n 

L
2

( [-n,n]) is a Hilbert-space containing all square-integrable complex-valued 

functions on [-ll,ll], with inner product ( , )A and norm I I I la satisfying 

If [-n,ll] R we shall use the notations L
2

(R), ( , ) and 11 11· 
Of course L2([-A,A}) ~ L2(R). 

For every element u e L2(R) define the Fourier transform ~(k) by 

~(k) • I N -ikx 
l.1.m.7(2;) £Nu(x)e dx, 
N._ 

then according to the Fourier-Plancherel theorem (Titchmarsh [!]) ~ e L
2

(R) 

and 

(u,v) = (~,;;:), (I) 

L2li(R) contains all square-integrable complex-valued functions u(x) on R of 

which ~(k) is identical to zero outside the interval 

duct ( , ) R, ll and norm 1/ 11 R,ll are defined by 

,A]. The inner pro-

(u,u)La 

It is easily seen that L2
8

(R) is a Hilbert-space. It is a subspace of L
2

(R). 
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When the Fourier transform is considered as an unitary mapping of L2(R) in 

x onto L2(R) ink then the subspace 6(R) is mapped Jnto L2([-a,6]) ink. 

THEOREM I. 

Each function f e L
2
6

(R) has a continuous representation f, where for almost 

every x eR: f =f. 

According to the definition of L2
6 (R) to each function f e L

2
6 (R) a function 

f e L2C[-t.,6]) exists such that for almost every x eR 

I A- ikx 
f(x) = I(Z~) £6f(k)e dk. 

Using the inequality of Schwarz we see that 

and so £!f(k)eikxdk is a continuous function with respect to x. 

Putting 

f I A- ikx 
(x) = /(2~) £6f(k)e dk, 

the theorem is proved. 

Define the operators T
1 

and T
2 

by 

(T
1
!!)(k) 

N in~k 
E an exp(- - 6-) 
n=-N 

and 

the second equation holding for almost every x e R. 



THEOREM II. 

The operators T
1 

and T2 are isometric mappings (Achieser and Glasmann [2], 

p.77) from l
2 

onto L
2

([-A,A]) and L2 ((-~.~J) onto L2A(R) respectively. 

Furthermore 

Proof. 

The statements simply result from well known Fourier theory (Yosida [3] , 
p. 86-88, Titchmarsh [2], ch.III). 

Define on t 2 

THEOREM III. 

~ 
The operator T is an isometric mapping from z2 onto L2 (R), given by 

Li.m. ~ rr~-lf sinc(~x- nrr) 
*"" n=-N n 

(2) 

where the so-called extrapolation- or filter- function sinc(x)is defined by 

sinc(x)= sin(x) • 
X 

The inverse operator may be defined by 

where ~(x) is the continuous representation of f(x). 

Proof. 

T is isometric. This follows directly from 



According to theorems II and III 

which proves (2). 

For f e L
2
A{R) we have 

which proves the remaining part of the theorem. 

Remark. 

T may be seen as an extrapolation - T-l as a sampling operator. 

Corollary I. 

{(!)! sinc(Ax- ~t), t 
1T 

0, ~1, ~2, ••. } forms a complete orthonormal set in 

Lz"'(R). 

Corollary 2. 

A function f € ,L
2

A{R) is completely determined by the values of its continuous 

representation~ at the lattice-points ~11 , n • 0, +!, +2, ... , i.e., if f(n~) 
" - - A t:, 

has been found by sampling f(x), there is only one function in L2 (R) that 

equals f(~11 ) at the lattice-points. This function is f. The reverse is also true. 

Corollary 2 is the essential tool required in the next section to construct a 

unique continuum representation. 

3. A UNIQUE CONTINUUM REPRESENTATION 

First, we write equation (1.1) in the form 

j! + Ay Q, (I) 
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where the sequence ~ is defined by 

and the operator A by 

where 

u .. {u }"" 
n n=-oo 

d' a u }"'" 
m=-cxo nm m n=-oo 

a 0 nm (n (. m,m:!: I), 

Consider equation (1) with the initial conditions ~(0) = f € z2 , ~(0) = ~ € 

z
2

• This problem will be called the discrete initial value problem (divp}., 

Next consider the operator equation 

utt + A u = O, 

with the conditions u(x,O) f(x) A A 
€ L2 (R), ut(x,O) g(x) e L2 (R). 

!:. 'f' -I Th' A is defined on L2 (R) but as yet not further spec:L :Led. !:. .. 11a • 1s 

problem will be called the continuous initial value problem (civp). 

Let T
1

, T
2 

and T be defined as in the last section. 

Definition. 

The civp will be called a unique continuum representation of the divp if and 

only if 

Tf f, (2} 

Tg = g, (3) 

imply for all t > 0 

T!! u. {4} 



THEOREM IV. 

Let 

where 

Then the civp is a unique continuum representation of the divp. 

Proof: 

The square root of A is given by 

1 -1 
A 2 = T

2
wT

2 
• 

This is a bounded operator as for all f e L2
6

(R) 

~ 2 2 2 
I lA f 11 R l1 ~ { max w (k)} 11 f 11 R t, , 

• ke[-A,l1] • 

Therefore the solution of the civp is given by 

where 

cos (A it) 
iAit -iA~t 

e + e 
2 

iA! -iA ~t 1 e t 
sin(A 2 t) = - e 

2i 

and 
1 

iA•t oo 1 n 
e = E (itA 2

) • 

n=O 

Using (6) and 

(5) 

(6) 
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the solution may be written as 

u(t) = r
2 

cos(wt)T
2
- 1f + T sin(wt)T 

2 w 2 

By means of substitution in (1.1), it is easily seen that the solution of the 

divp is given by 

u =col.{ I /' (, r. (k)t}T f + sin[w(k)t]T ) eiknadk}"' 
- /(2a) -11lf05 Lw ]- w{k) lg n=-oo 

or 

T -J ( )T f T -1 sin(wt)T g = 1 cos wt 1_ + 1 ---w--- 1 ~. 

So 

Tu T ( )T f T sin(wt)T = 2 cos wt 1_ + 2 w 1 ~. (7) 

Now, we use (2) and {3) to find 

and 

Substitution of these relations in (7) gives (4) and proves the theorem. 

Corollary. 

Using the interpretation given at the end of section 2 we deduce 

a. At the lattice-points na, n 0, ~1, ~2, ••• ,, the continuous representation 

of the solution u of the civp agrees for all t with the solution ~ of the 

divp. 

b. The solution u is completely determined by the values of its continuous 

representation ~ at the lattice-points. The reverse is also true. 

The first statement has, for clarity, been given separately. However, it may 
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be deduced from b. We observe that the expression "continuum representation" 

may be misleading in this context. The solution of the civp is not necessa
/:; 

rily continuous. However, as it belongs to L2 (R), it has a continuous 

representation. 

4. SOME REMARKS ON STABILITY. 

An initial value problem is called stable when there exists a positive de

finite norm for the solution which is, uniformely with respect to time, 

bounded in terms of the corresponding norm of the initial conditions. For 

the present purpose it is not necessary to go into the details of stability 

theory. We have to point out however that only equations stable with respect 

to some norm are in general useful in mathematical physics. 

In many cases of physical interest (counterexamples can readily be derived) 

a suitable norm is provided by the energy equation. For instance the equation 

~E Ju 2 I 2 ( - u ) 2} 
dt n=-® 2 n + ZWo un n-1 0. (I) 

which is satisfied by all solutions of (I. I), ensures the stability of (I. I) 

as the expression between curly brackets is positive definite. 

In the same way we deduce from the energy balance equation 

satisfied by the solutions of (1.2), the relation 

0. 

Therefore (1.2) is stable too, as is well known. 

Multiplying (I. 3) by ut and integrating we find: 

o. 

As A is, according to the preceding section, a positive operator on its 
/:; 

entire domain L
2 

(R), (1.3) is stable. 

(2) 

(3) 

(4) 



We now turn to the intermediate approximation (1.4). The solution of the ini

tial value problem in L2(R) does indeed exist uniquely for any finite inter

val of time. To be admissible in mathematical physics a stability proof is 

the only further requirement. 

The energy method is of no help here. There is a balancaequation analogeous 

to (3), viz.: 

0, (5) 

As the bracket expression is not definite this does not yield stability. 

On the other hand this is not a proof of instability, which is often more 

difficult to achieve. As a matter of fact (1.4) is unstable. This can be in

ferred from (1.5), showing that w2 can be negative for real k. Another argu

ment, using a counterexample runs as follo~s: 

The solution of (1.4) for the initial value problem u(x,O) = ~xp(-x2 /4a2 ), 
ut(x,O) = 0 is: 

where Q = ck(l -

Using Parseval's theorem: 

2 
11 u(t) 11 = 

2 "' 2 a
2
k

2 J 2 2 
~ a !L cosh {ckt(-yz-- IT} exp(-2a k }dk 

where L is some number such that a
2
L

2 
> 12. It is not difficult to see that 

this expression grows,exponentially when t tends to infinity. 

We will not dwell further upon the difficult subject of instability proofs. 

In stead of this we will consider the possibility of repairing the present 

unsatisfactory state of affairs. This is not without interest for the 

following reason. The suspect equation (1.4) can also be derived by ex

pansion from (1.3), which is essentially an integral equation. These proce

dures are not unfamiliar in physics. An example is the derivation of the 
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Fokker-Planck equation from a master equation, Obviously the resulting diffe

rential equation may be useless due to instability even when it has a unique 

solution. 
In general this is a quite difficult problem. In the present case there are 

however two fairly easy ways out. 

The first is, rather obviously, to attempt restriction of the solution to 

reduced wave numbers. That is, we consider (1.4) as an equation on L2~(R) 
in stead of L

2
(R), where A= ua- 1 is the maximum of lkl. It is easily shown 

that u(t) stays in L
2
A(R) when the initial data belong to this space. ln 

this restricted space (!.5) clearly is positive definite. It is also possible 

to show that the bracket expression in (5) is positive definite in this space. 
~ When this restriction to 1 2 (R) would, e.g. for computational reasons, be in-

convenient we can proceed in the following way: The physical content of (1.5) 

is that it approximates the dispersion for not to short waves, that is for 

small values of ak. For this purpose the relation 

2 2 2 a2k2 -1 
w = c k (I + 1'2) (6) 

would do about as well. An equation having (5) as dispersion relation would 

be stable as w
2 

can not be negative for real k. This equation is: 

2 
uttxx - c uxx = O. (7) 

In stead of (2) we now find the balance equation 

o. (8) 

The first bracket is positive, therefore (8) provides a stability proof in 

that domain in L2(R) where (7) is uniquely solvable. We mention without proof 

that this domain lies dense in L2(R). These stable solutions are reasonable 

approximations only within L2~(R). 
Both methods of obtaining stable approximations to (1.3) can be adapted to 

higher order equations. obtained by continuing the expansions to a further 

stage. As this is by now merely a technical matter we will not enter upon 

this extension here. 
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ON A SIMPLE WAVE APPROXIMATION OF A SET 

OF LINEAR DISPERSIVE WAVE EQUATIONS 

M.F.H. Schuurmans • 

Department of Physics, Technical University,Eindhoven, The Netherlands. 

The validity of an approximation a
0 

of one of the solutions a of a set 

of two linear coupled dispersive wave equations has been discussed. 

a
0 

is the solution of a linear Korteweg - de Vries equation and satisfies 

the same initial condition as a· It is shown that, for square integrable 

solutions having a spectral range not exceeding [-6,6] , the approximation 

is useful, for A 5 ~ 2 t << I, in the sense that I la- a0 j I << I Jai J(L2 - norm). 

~ is a measure for the dispersion. The approximation fails in that sense 

as t + oo, Some remarks to a similar nonlinear problem are made. 

I . INTRODUCTION. 

In two papers, [1] and [2], L.J.F. Broer and the present author have 

considered a set of two linear coupled dissipative wave equations. 

We were interested especially in the range of validity of an approximation 

of this set applying to a certain class of initial value problems. 

The approximation "leads" to a linear Burgers'equation. 

In this paper, a similar approximation for a set of linear dispersive 

wave equations will be treated. This set is given by 

a + et 
t X 

~ (a+e ) 

~(a+a ) 

XXX, 

xxx, 

where ~ is a positive constant and the subscript t{or x) denotes 

partial differentiation with respect to t(x). 

• Detached by Philips Research Laboratories 

(I) 

(2) 
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An example of such a set is furnished by an intermediate representation 

of the equations describing the longitudinal motion of an infinite 

chain of identical masses and springs. By an intermediate representation 

we mean a representation "between" the exact continuum representation 

and the lowest continuum limit (cf. [3]). It is given by 

(3) 

where a is the lattice constant and c is the propagation speed of waves 

in the lowest continuum limit, i.e. a + 0. 

For reasons of uniqueness of the exact continuum representation (see[3] ), 

it is necessary that u is square integrable and has a spectral range not 

exceeding [- na-l, na- 1}. Then, as is shown in [3] too, stability is 

also assured. 

Substituting a = - ut + cux' !3 = ut + cux and putt"ing c "' I (which can 

be done without any loss of generality), from (3) we find (I) and (2) 

with J.l = a2/24. 

The approximation we shall study applies to the class of initial value 

problems 

a(x,O) f(x), 

S(x,O) = 0. 

When J.l = 0, it is seen that (2) is satisfied identically. Then (I) 

becomes a first order equation in a, which is easily solved. The 

resultant solution is a simple wave solution for the hyperbolic set 

obtained by putting J.l = 0. 

(4) 

(5) 

Now, the approximation, which as in [t] and [2] will be called the 

simple wave approximation henceforth, is based on the assumption that, 

when the initial conditions (4} and (5) are prescribed for the equations 

(I) and (2) with J.1 small but not zero, B will"be negligible, at any 

rate for some finite interval of time. In this way one obtains from (I) 

(6) 



-106-

This method of approximation has been used by Zabusky [4] in his theory 

of wave propagation in a nonlinear one-dimensional lattice. He obtains 

the Korteweg - de Vries (KdV) equation. (6) is the linearized form of 

that equation. 

Now, the problem is that S will grow slowly from zero and therefore it 

is not at all obvious that a satisfies (6) for longer intervals of time. 

In section 4 the range of validity of the simple wave approximation and 

an expansion of a and S will be considered. Some mathematical notations 

and the representations of the solutions a, S and a0 needed there, will 

be given in sections 2 and 3. a
0 

is the solution of (6) subject to (4). 

The situation as t ~ oo is discussed in section 5 and the last section 

is devoted to some remarks concerning a similar problem for nonlinear 

equations. 

2. MATHEMATICAL NOTATIONS. 

R is the interval ( - oo,oo ) of the real numbers. Consider scalar -

valued complex ,functions u(x) defined on R. 

L2{R) is a Hilbert-sJ>ace containing all square integrable functions on R 

with inner product ( , ) and norm 11 11 defined by 

(u,v) =_! u"'(x)v"'(x)dx ; I lul I = (u,u)i, 

where u"' is,the complex co~jugate of u. 

The space L2
8 (R) is a Hilbert - space containing all functions u e L2 (R) 

of which the Fourier transform u(k) defined by 

u(k) = 1 u(x) exp(-ikx)dx 
-oo 

is vanishing identically outside a finite interval [·-A,A] (A eR). 

The inner product ( )R,A and norm 11 11 R,A are defined by 

(u,v)R,A ·-Z u"'(x)v(x)dx ; llullR,A = (u,u)i,8 

Where not stated otherwise all integrations are in the sense of 

Lebesque. 
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3. L~(R) SOLUTIONS. 
/':, 

Let f e L2 (R). Assume, for reasons of uniqueness of the exact continuum 

representation (see section 1 and [3]), /':, ~ !n{6v)-! henceforth. As may 

be verified now easily, a and e are given by 

1 [ /':, a=- f + ~/':, 2] (k + w) 2 f{k) exp{ikx- iwt)dk, (I) 
2n -!':, "-/':, 4wk 

l [ /':, 13 a:- .r +J/':, 2] k2 - w2 f(k) exp (ikx - iwt)dk, {2) 
2n -!':, -!':, ~ 

where 

W{k) = k(l 

and the numbers I and 2 through the integrationsymbol mean integration 

in the first - respectively second sheet of the complex k - plane. The 

first sheet is defined by 

(0 :;: arg k :;: n) 

and the second by 

w~~) = tl(2p) (0 :;: arg k:;: n). 

Finally 

(3) 

4. THE VALIDITY OF THE SIMPLE WAVE APPROXIMATION. 

4.1. Periodic solutions. 

Consider the periodic initial condition 
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The solutions a,S and a
0 

may formally be found by substituting 

f(k) = 2~6 (k- k1) in (3.1), (3.2) and (3.3). Therefore 

where 

a = (I + c)
2 

exp(ikx - ikct) 
4c 

l - c2 
S = ~ exp(ikx - ikct) + exp(ikx + ikct), 

and the subscript 1 has been omitted again. 

The formulae (J) and (2) clearly demonstrate the development of left 

and right moving waves, whereas 9o consists of a right travelling wave 

only. 

Substitution of sin(kct) =-hI exp(ikct) - exp(-ikct)] in (1) and (2) 

leads. to 

a= 
2 

exp(ikx- ikct) - ~i (!-c) 
c 

e2-l a= H c sin(kct) exp(ikx), 

sin(kct) exp(ikx), 

(1) 

(2) 

showing that a may also be seen as a superposition of a right moving -

and a standing, 6 as a pure standing wave. Expanding (I - 2Jk2 )! around 

k = 0 gives 

+ (-!i).l2klt sin(kt) + ••• ] exp(ikx). 

From this equation we infer that, if J.l 2 lkl 5 t << 1, 

(3) 

so we may speak of a good simple wave approximation. 



If ~k2 << 1, the left travelling part of the a- mode is still small 

compared with the remaining part as t + ~. However, the difference 

between the phases of a's right moving part and a
0 

may be large and 

therefore (3) fails to hold. If one is not interested in the relative 

phases mentioned, as is often the case in dealing with periodic waves, 

one may still speak of a useful approximation. A similar problem will 

arise in dealing with L;(R) solutions. 

4.2 Expansion in a series of L~(R) solutions. 

To get some more insight in the character of solutions of equations like 

(1.1) and (1.2), one often uses expansions in a series. We shall construct 

such .an expansion of a, taking as the first term in the series a0 • The 

methdd we shall use is entirely similar to that used in [1], therefore 

all details will be stripped. Let f e L~(R). Introduce the operators 

Then, (1.1) and (1.2) become 

Nf3 

so 

MNa 

jlQ 
xxx, 

which implies that a and S satisfy 

Li3 

respectively. 

(4) 
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L is given by 

a2 a2 
L =-- - 2)J 

at2 ax2 ax4 ax6 

The initial data become 

a(x,O} = f(x), 

et (x,O) = _ df(x} d3f(x) 
t dx - lJ(ii'J" ' 

B(x,O) = 0, 

St(x,O) = ~x) • 
dx 

The solution of (4) and (5) satisfies 

where 

In a similar way, we find that S satisfies 

where 

-1 {!,. 
13 = -f ik3T(k) sin 

I 21r_
6 

[(k- vk3)tJ exp (ikx)dk. 
k - )Jk3 

(6) and (7) may be solved by means of iteration: 

(5) 

(6) 

(7) 
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(0) 
a = a

0
, 

(n I ,2, •.• ) • 

Now, starting from (8) it may be shown, similar as was done in [1] and 

choosing the function q2(k,t) used there equal to 
1/+klO t J .. 

exp [ - (I _ ~k2)2e - t , that, for all f1n1te t ~ 0, 
N 2n (2n) 
E ~ et 
n=O N 2n+l (2n+l) converges to a, E ~ S converges to S as N + oo in the sense of 

n=O 
{:, 

the L2 (R) norm. Furthermore 

4.3 The simple wave approximation. 

We shall call a0 eL~(R) a good simple wave approximation to ae L~(R) in 

the interval of time [t
1
,t2] if and only if for every t e [t

1
,t2] 

(8) 

( 10) 

According to (9), (10) is satisfied forte [O,T] where ~2~5T <<1. 

This result is entirely similar to that found in case of periodic 

solutions discussed in section 4.2. Now, we shall show that (10) is 

certainly not satisfied for all L~(R) solutions as t + oo • This is in 

constrast with the result we found in [1] for the simple wave 

approximation of the dissipative set of equations. 

By using Parseval's theorem we find from (3. 1), (3.2) and (3.3) 
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where 

lia0 11R,ll ~ llflt R,t.' 

II~SII 2 .. .!./(k2 -w2)2 sin2(wt)lt!
2

dk. 
R,b 2~_8 4k2w2 

In these formulae w will be chosen in the first sheet of the complex 

k - plane. We may also write 

(12) 

w and w + w
0 

may have two-, w - w0 three pointsof stationairy phase for 

k e [-b,t.]. They are located symmetrically with respect to k • 0. 

Assuming that f(k) is of bounded variation in [-t.,A], we find by applying 

the method of stationairy phase to (11) and (12) (Lauwerier [5]) and 

using the lemma of Riemann - Lebesque 

It is thus proved that (10) does not hold for all L~(R) solutions as 

t + oo, The result is due to the oscillatory character of the solution 

for large t and will become more clear in the next section. 

5. ASYMPTOTIC BEHAVIOUR AS t + ""• 

Let f e L~(R) and f(k) analytic in {-6,n). Write 

where 
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a =! ~~ (k+w) 2f(k) exp [ih(k,s)t]dk 
j 211_

11 
4wk 

h(k,~) = k~ - w(k), 

-1 
t; = xt • 

(j = 1,2). 

We shall study the asymptotic behaviour of a
1 

as t ~ ~ by means of the 

method of stationairy phase. The function a 2 may be treated in a similar 

way. 

Let, from now on until stated otherwise, all functions defined in the 

k-plane, be defined in the first sheet of that plane. Let £ and o be 

positive, but arbitrary small, numbers. The points of stationairy phase 

of h(k,t;) are solutions of 

I;= v(k), 

where the group velocity v(k) = :~ is given by 

If v(ll) ~ ~ < 1, two such points exist (say) k(t;) and -k(~)(k ~ 0). Outside 

that range of I; - values there is none. So, if - oo < s ~ v(ll) - o or 

1 + £ < ~ < oo we find by means of partial integration: 

-2 + 0'( t ) ( t + 00) • 

According to Copson [6], the method of stationary phase yields, 

if v(!l) + o ~ t; ~ I - e, 

e~ 1 • [-2"v'<k>trl[iz + "WF{I<k>ei[kx- "Wt + 11/4] + 

4wk 

+ f(-k)e-i[kx- wt + 11/4}}+ ~(t-l)(t + oo}, 

where w = w(k) and v'(k) is the first derivative of v(k). 

(I) 

(2) 
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When~~ v(6), we have lkl ~ 6. Therefore, the domain v(k) - o < ~ < v(k)+o 

has been omitted from the range of ~ - values. Another method is necessary 

in that case. However, as these values of ~ are relatively unimportant, we 

shall not proceed in that direction. 

As ~ ~ 1, v'(k) + 0. So,only if f(O) = 0 is satisfied, (I) may be used 

for v(A) + 6 < ~ ~ 1. Then, thanks to the analyticity off in a vicinity 

of k = 0, f(k) = O(k) as k + 0. 

Now, let f(O) + 0. 

Theorem 1. 

Define n =;- I. Let lntl ~ 1. As t + oo, 

(3) 

where the Airy - function Ai(x) is defined by 

Proof. 

f(k) is regular for lkl < A. Split the interval of integration in three 

parts: [-A, ·-p), [-p, p] and (p, A] where 0 < p < A. By means of 

partial integration we see that the contributions of the first- and 

third interval are d(t-1) as t + oo. 

Introduce a new variable u by means of 

If n = 0 this equation has one - otherwise three solutions 

all regular in a vicinity of u = 0. 

Choose that solution for which h
1 

is real, so b
1 

= I. 
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It follows that 

(k + w)2f(k) dk "" c un 
4wk du = ~=0 n 

where c0 = f(O). Write 

(k + w)2f(k) dk f(O) + u~(u), 
4w~ du = 

so, as t ....;.. oo, 

a
1 

= -}
11
/{f<o) + u~(u)} exp[iunt + iJ.tu3t]du + O'(t-

1
), (4) 

-q 

where 

q=u(p). 

We may write (4) in the form 

(t + oo), 

where 

q (-q "" 
I 2ii J u'!'(u) exp(iunt +i)Ju3t]du- f(O) J + J j exp[iunt+i)Ju\]du. 

-q 2n , -«> q 

In the appendix it is proved that I= O'(t-213 ) as t ~ ""• This proves the 

theorem. 

The theorem gives information about the asymptotic behaviour in the 

shaded region of fig. I. 
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fig. l 

Still, we don't have information ·about the regions A and B. Most 

important of course is A. 

Theorem2. 

As t + w , the range of validity of (2) and (3) can be extended to A. 

Proof. 

We shall demonstrate that formal expansions of (2) and (3) fit together 

in A. Let Dt < 0. Expand with respect to large n, in particular 

(t fixed)-nt(3~t)-l/ 3 >> 1. From Abramowitz and Stegun [7} we obtain 

as z -)- eo • Using this result we find from (3) as t + oo,-nt2/ 3 + oo: 

- 2 2 -J/4 · [ 2 -n l 1r1 a
1 
~ f(O)(- 3n n~t) sLn- Jn ( 3~) t + 4J' 

Expand all quantities in (2) for small n• We find as D + 0 

and so, for n + 0, t + ro, (5} may be deduced again. This proves the 

theorem. 

(5) 

Speaking in terms of singular perturbation theory one may call (2) the 
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outer - and (3) the inner solution. Then, n is interpreted as the large 

outer - and small inner variable. In fact we have made an outer 

expansion of the inner solution and the reverse and demonstrated they 

fit together (Kaplun [8]). 
If one is able to construct asymptotic expansions of a

1 
for 

I~- 11 < t, lntl ~I and for I+ t ~ ~ < oo, it must surely be possible 

to fit them together in B. However, this leads to severe mathematical 

difficulties lying beyond the scope of this paper. 

For a
2 

we also find (I) and (2), but now, all functions are defined in 
t (w+k)2 4 the second sheet of the k - plane. As ~ = ~(k ) as lkl + 0 in that 

sheet, (I) holds for v(A) + 6 ~ ~ < oo and - oo < ~ ~- I, (2) for 

- I ~ ~ ~ v(A) -o. Now, we may sketch the wave phenomenon. 

fig.2: f(k) = I Clkl :: 8), A < 1/211! 

VI (A) = (I-41!A2)/ I0-21!A2)! I· 

The front of the right travelling part of the a - wave is formed by the 

"Airy wave". Such a wave may described by a carrier wave which is 

amplitude modulated. However, the carrier wave has a wavelength 

infinitely longer than that of the modulation. This kind of waves also 

constitutes the so called tidal waves. The steepness of the front of 

the Airy wave and the "wavelength" directly behind the front increase 

of the cube root of t. 

tOf course, k is now the negative solution of ~ = v(k). 
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The asymptotic behaviour of a0 can be described in a similar way. The 

result is sketched in fig. 3. It turns out that if ~~2 << l,a and a
0 

resemble each other for x ~ 0 in the sense that local amplitude and 

wavelength only slightly differ. Then, the left moving part of the 

a - mode is small (in the maximum norm) compared with the right 

moving part. Therefore, in that sense, one may call a
0 

a good 

approximation of a as t + oo • This result resembles that of section 

4.2 very much. This section also explains the remark made at the end 

of section 4.3. 

fig.3: f(k) = I (ikl ~ ~), ~ < (3~)-!, 
v2 (~) = I - 3~~2 

(3pt)~ 
1 r~ 

6. SOME CRITICAL REMARKS ON A NONLINEAR CASE. 

In this section we want to devote some attention to a simple wave 

approximation of a set of nonlinear equations. Let that set be given by 

at + [1 + E(a + B)]a = -~(a + B) , x x= 

~(a + B) , 
x= 

(I) 

(2) 
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and the initial conditions by (1.4) and (1.5). 

Then, by a similar reasoning as used in section I, we may argue that 

for some finite interval of time the behaviour of the a - mode 

approximately is described by the solution a
0 

of 

We suppose again that f € L~ (R). 

(3) 

(4) 

Equations (I) and (2) are used by Zabusky [4] as an intermediate 

representation for the equations describing the behaviour of a nonlinear 

one-dimensional lattice. Then, by the further approximation indicated, 

he finds (3), which is the KdV equation. This equation has been studied 

by him and several other authors (9, 10, 11] extensively. It is also 

used as a long wavelength approximation in various fields of physics 

such as the theory of cold plasmas and shallow water theory (see [11, 12, 

13]). 

Here we want to make some remarks on equations (I) and (2) and the 

corresponding simple wave approximation. First, it is not clear at all 

whether the equations (I) and (2) subject to (1.4) and (1.5) have 

stable solutions. The solution a
0 

of (3) subject to (4) is stable. 

By stability we mean that a positive definite norm for the solution 

exists such that, uniformly with respect to time, it is bounded in terms 

of the corresponding norms of the initial conditions. (1. I) and (1.2) 

gave rise to the same problem. However, in that case, stability is 

assured due to the boundedness of the spectral range of the solutions 

(see f3]). The solutions of (I) and (2) subject to (1.4) and (!.5) have 

an unbounded spectral range for each t > 0. 

This unboundedness also leads to the remal:k that the. simple wave 

approximation probably will break down even faster than in the linear 

case. However, one should be very careful stating that conjecture as, 

especially for large times t, the solution of the KdV equation (3) 

subject to (4) is of an entirely different character than that of the 

linearized version (1.6). The nonlinear solution consists of solitons 

which are steady progressive solutions of (3). 
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They result from a balance between the dispersive- and nonlinear effects, 

Nevertheless, when we are !!! before breakdown time, that is the time at 

which the solution of (3) where v = 0 starts developing a shock wave, 

the solution of (3) and its linear version probably will look very much 

alike (cf.[4]). In that case, the conjecture made above, presumably is 

useful. 

APPENDIX. 

We shall prove that I, defined in section 4, equals ~(t-213 ) as t 

Denoting 

and writing 

we have 

c .. 
I =.....!. f uP du -

21T"""" 

Choose q ~I. Now, using partial integration twice 

ltrno> + c 1uJP dui~ I/" _P dui+ 
q q u 3i).lt 

/f(O}/+Ic 1 /q I"" (-if(O) if(O}nt 
J p I + + I + --du 

3vtq2 q u3 u2 u2 3i!lt 

< lcll/ntl \-1-+ 1/: (int 
dui}+ 3jlt 3!ltq 3 u3 

< 

.... ""· 

(I) 
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[3lf(O)j + 2[c1j] (3jf(O)j + 2[ I] lc11 
+ < ______ _.;:._ + -.---. 

3q2]Jt 3q2\lt 3q"JJ2t2 

-q 
In a similar way, we may estimate f 

By partial integration we also 

q 
If u2x (u)P du I :::_ max bi9l.L + 
-q u•;tq 

< constant. 

3]Jt 

-I 
(3\lt) • 

find 

\£: 

[f(O) + c1u]P du. 

Iint X (u) + :~1 du \ < 

At this place, the reason for the further splitting (I) becomes clear. 
q 

Upon partial integration of f u~(u)P du, we would have introduced a 
-q 

pole in the new integrand. 

Finally 

from which the statement made at the beginning of this appendix immedia

tely follows. 
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SAMENVATTING 

In de laatste twintig jaren heeft de interesse in niet-lineaire dissipatieve 

en dispersieve golfvergelijkingen zich vooral toegespitst op de Burgers-, 

respectievelijk Korteweg-de Vries-vergelijking. De eerste vergelijking be

schrijft, bij benadering, de voortplanting van kleine amplitude scbokgolven 

in een continu medium en wordt gegeven door 

u + uu - u • o. 
t X XX 

(I) 

De indices geven partiele differentiatie aan. 

Korteweg en de Vries leidden de KdV-vergelijking af in hun studie van lange 

watergolven in een relatief ondiep kanaal, zie [1]*. Recentelijk werd de 

vergelijking ook afgeleid in de plasmafysica en de theorie van anharmonische 

roosters (zie de referenties in [2]). Ze wordt gegeven door 

u + uu + u ~ o. 
t X XXX 

(2} 

Het Cauchy probleem voor de Burgers-vergelijking is exact oplosbaar, cf. [3] 

en [4]. De KdV-vergelijking is intensief bestudeerd zowel m.b.v. analytische 

als numerieke metboden, cf. [2] en [5]. 

(I) en (2) zijn afgeleid door gebruik te maken van een lange golflengte en 

kleine niet-lineariteit benadering en de aanname, dat het golfverschijnsel 

bij benadering wordt beschreven door golven, die slechts ~~n kant uitlopen. 

De oorspronkelijke vergelijkingen, welke de beschouwde fysische situatie be

schrijven, bebben golven als oplossingen, die beide kanten uitlopen. Als ge

volg van de termen van niet-lineaire en/of dissipatieve (of dispersieve) aard 

in die vergelijkingen, zijn de naar rechts (in positieve x-richting) en de 

naar links lopende golven in wisselwerking met elkaar. Bovendien zorgt de 

niet-lineariteit van bet probleem ervoor dat ook kleine golflengten in de 

Fourierspectra van de oplossingen worden gegenereerd. Dearom lijkt het re

delijk om te veronderstellen, dat de benadering die leidt tot de Burgers- of 

de KdV-vergelijking, alleen "geldt" voor een eindig tijdsinterval en is bet 

zinvol om te vragen naar het geldigheidsbereik van die benadering. 

Dit proefschrift houdt zich voornamelijk bezig met dat probleem. 

Het bestaat, buiten de inleiding, uit zes manuscripten, welke in de inhouds

opgave genummerd zijn als II - VII. 

*[a] correspondeert met referentie no. a uit de "INTRODUCTION". 
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Het algemene probleem is erg geeomplieeerd. Wet betreft de Burgers-verge

lijking zullen we ons beperken tot de klasse van vergelijkingen 

[l + E(cS + d~)J~ v(S - ~ ), 
X = = 

(3) 

(4) 

waarin c, d, v en e constanten zijn die z6 gekozen worden dat, voor v = 0, 

het resterende stelsel hyperbolisch is. De positieve parameters v en E zijn 

maten voor de dissipatie, respectievelijk niet-lineariteit. 

De afleiding van de Burgers-vergelijking verloopt dan als volgt. Besehouw 

de speciale beginwaarden 

a(x,O) f(x), 

(80 constant). 

(5) 

(6) 

M.a.w. op t = 0 starten we met een golf, die slechts een kant uitloopt. Als 

~ = 0 voldoet S(x,t) = s
0 

identiek aan vergelijking (4) en is a een enkel

voudige golf oplossing, cf. Lax [6]. lndien ~ ongelijk aan nul doch klein 

is, dan wordt verondersteld dat, tenminste gedurende enige tijd, s-s
0 

klein 

blijft en a bij benadering besehreven wordt door de oplossing a
0 

van 

(7) 

en (5). 

(7) ken door middel van een sehaaltransformatie gemakkelijk gereduceerd 

worden tot de Burgers-vergelijking. Deze benaderingsmethode,welke we de en

kelvoudige golf (e.g.) benaderingsmethode zullen noemen, is o.a. gebruikt 

door Lighthill [7]. We merken op dat recentelijk de Burgers-vergelijking 

(en ook de KdV-vergelijking) afgeleid is voor meer algemene systemen dan 

(3) en (4) m.b.v. de eoordinaten-vervormingsmethode (ook wel singuliere 

storingsrekening genoemd), zie [2] en [8]. Als die methode wordt toegepast 

op (3) en (4), vinden we weer (7). 

In II w~rden de vergelijkingen (3) en (4) met c en d beide gelijk aan nul 

beschouwd. Dit is het eenvoudigste geval. De vergelijkingen beschrijven dan, 

in Lagrange-coordinaten, de longitudinale beweging van een elastische balk 

met visceuze spanning. Voor kwadratiseh integreerbare oplossingen 

a en a0 , noemen we a0 een goede e.g. benadering van a in het tijdsinterval 



(8) 

00 2 
Omdat J 1~1 dx kan worden beschouwd als een maat voor de energie in de ~-mode, 

is dit een zeer bruikbare norm. 

In II wordt aangetoond dat, als het spectrale bereik van de beginwaarde f(x) 

en dus, omdat het een lineair probleem betreft, van a, S en a
0

, identiek nul 

is buiten een eindig interval [-8,8], (8) geldt voor t E [O,T] met 8 3~2t << ), 

Dit laat zien dat hoe kleiner het spectrale bereik van de beginwaarde f(x) 

is, des te langer geldt de e.g. benadering. (8) geldt weer als t ~ oo, Dit 

vindt zijn oorzaak in het feit dat de dissipatie voor kleine golflengten 

veel groter is dan voor grote. Als we dus maar lang genoeg wachten, dan dra

gen alleen de grote golflengten nog significant bij tot de golfvorm. 

In het volgende manuscript III, wordt aandacht geschonken aan een stelsel 

niet-lineaire vergelijkingen dat, als de diffusietermen ervan gelinearizeerd 

zijn, overeenstemt met (3} en (4) waarin c • 0 en d • 2. Het stelsel be

schrijft hetzelfde fysische systeem als in II, doch nu in Eulerse coordinaten. 

Het lineaire stelsel dat in (2) beschouwd wordt kan m.b.v. een eenvoudige 

niet-lineaire transformatie worden verkregen uit het niet-~ineaire stelsel, 

Gebruik makend van dit feit is aangetoond dat, indien e klein genoeg is, de 

resultaten m.b.t. het geldigheidsbereik en het gedrag voor t ~m van de be

nadering, van dezelfde soort zijn als die, welke we voor de lineaire ver

gelijkingen vinden. De definitie van een goede e.g. benadering is dezelfde 

als in II. 

De lineaire, als ook de niet-lineaire vergelijkingen welke in II, respectie

velijk III worden bekeken, laten geen schokgolf-oplossingen toe. In het 

eerste geval is dit triviaal. In het tweede blijkt dat onmiddelijk uit het 

feit dat de karakteristieke snelheid van de a-mode alleen van B, van de 

B-mode alleen van a afhangt. 

Uit fysisch oogpunt zijn niet-lineaire vergelijkingen die schokgolf-oplos

singen toelaten de meest interessante, echter ongetwijfeld ook de moeilijk

ste vergelijkingen om te bestuderen. 

In Ill wordt een probleem van deze soort bekeken. We hebben c = l en 
y-3 

d = 0 = y+T , met y = cp/cv gesteld. (3) en (4} vormen dan een benadering 
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van de Navier-Stokes-vergelijkingen. Ze ~ijn afgeleid door Lighthill in zijn 

publikatie [7] over viscositeitseffecten in geluidsgolven van eindige ampli

tude en beschrijven bij benadering de voortplanting van kleine amplitude 

geluidsgolven in een echt gas. 

Nu zullen we spreken over een goede e.g. benadering in het tijdsinterval 

[O,T] indien voor iedere t E [O,T]: 

2 "" 2 
! la - aol dx << ! lfl dx. -

Het is duidelijk dat dit een veel zwakkere conditie is dan (8). Echter voor 

niet te grote tijden en een kleine dissipatie (d.w.z. ~ << l) zal 

!
00

lfl
2
dx niet veel verschillen van /"lal 2dx. De voorwaarde is dan zeker 

bruikbaar. Uitgaande van deze definitie is een bovengrens voor het geldig

heidsbereik verkregen in termen van f, ~. E en e. Deze bovengrens is altijd 

kleiner dan het tijdstip waarop een schokgolf zich begint te ontwikkelen 

(er natuurlijk van uit gaande dat de beginwaarden "glad" zijn). Dit vindt 

gedeeltelijk zijn oorzaak in de methode die we volgen om een uitdrukking 

voor die bovengrens af te leiden. Er wordt een richting aangegeven waarin 

toekomstig onderzoek zich zou kunnen begeven om scherpere resultaten te ver

krijgen. 

In V tenslotte wordt verslag gedaan van enkele numerieke berekeningen. De 

resultaten geven op grafische wijze een indruk van de ontwikkeling van de 

oplossingen a en e van de vergelijkingen met c = d = 0. Ze zijn, in het be-
. . 

ginstadium van het onderzoek, gebruikt om wat meer inzicht te krijgen in het 

bestudeerde onderwerp. 

Vervolgens beschouwen we een e.g. benadering van een stelsel dispersieve 

golfvergelijkingen. We hebben ons beperkt tot de afleiding van een gelineari

zeerde KdV-vergelijking uit een intermediaire representatie van de vergelij

king welke de longitudinale beweging van een oneindige keten van identieke 

puntmassa's en veren beschrijft.We bedoelen daarmee een representatie "tussen" 

de exacte continuum-representatie en de laagste continuum-limiet (d.w.z. 

a + 0) in. a is de roosterconstante. In VI hebben we een eenduidige conti

nuum-representatie voor het systeem van gekoppelde lineaire oscillatoren ge

construeerd. Dit is gebeurd door te eisen dat de Fourier-getransformeerden 

van kwadratisch integreerbare oplossingen van de continuum-representatie 

identiek nul zijn buiten het eindige interval [-r.a-l ,na- 1]. 



De intermediaire representatie wordt dan gegeven door 

Het beginwaardeprobleem voor deze vergelijkingen is stabiel in de zin dat 

een positief definiete norm voor de oplossingen bestaat welke, uniform in de 

tijd, begrensd is in termen van de corresponderende norm van de beginwaarden. 

!ndien geen beperking wordt opgelegd aan het spectrale bereik van de oplos

singen, dan is dit niet waar. De dispersievergelijking 

is nl. niet positief voor elke reele k. 

Uitgaande van de beginwaarden {5) en (6), wordt de e.g. benadering van de 

a-mode gegeven door de oplossing a
0 

van 

at + ax + ~axxx = 0 

en (5). 

In VII blijkt dat we, in de zin van (8), over een goede e.g. benadering 

kunnen spreken voor t E [O,TJ met 85~ 2T << I (8 is gedefinieerd als voor

heen). Voor t + ~ geldt (8) niet langer. Dit wordt veroorzaakt door het os

cillatorisch karakter van de oplossingen. Het gedrag van a, S en a0 is, 

voor t + oo, m.b.v. asymptotiek in detail bekeken. Tot slot worden enkele 

opmerkingen gemaakt die betrekking hebben op de afleiding van de KdV-verge

lijking (2) uit een niet-lineair stelsel. 
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CURRICULUM VITAE 

De auteur van dit proefschrift werd op 17 juli 1946 geboren in Venlo. 

Van 1958 tot 1963 doorliep hij de H.B.S.-B op het St.Thomaseollege te Venlo. 

Daarna studeerde hij tot !968 voor natuurkundig ingenieur aan de Technische 

Hogeschool te Eindhoven. Na beeindiging van deze studie, trad hij in dienst 

van de N.V. Philips en werd wetenschappelijk medewerker van het Natuurkundig 

Laboratorium te Waalre. Door de N.V. Philips werd hij in de gelegenheid ge

steld in de groep theoretische natuurkunde van de Technische Hogeschool te 

Eindhoven het promotieonderzoek te verrichten dat resulteerde in dit proef

schrift. 



S T E L L I N G E N 

J, Het argument, dat Zabusky gebruikt om een intermediaire representatie van 

een vergelijking, die een eendimensionaal anharmonisch rooster beschrijft, 

te reduceren tot de Korteweg-de Vries vergelijking is niet juist. Bovendien 

is het niet duidelijk dat die intermediaire representatie stabiel is in de 

zin van Lyapunov. 

Zabus ky, N. J. , A Synerge tic: Approcwh to Problems of Non lineal' Dis

persive ~lave Propagation and Intercwtion, Proceedings of the Sym

on Nonlineal' Partial Differential Equations, Aaademic Press, 

New York, 196?. 

2. De gelinearizeerde Korteweg-de Vries vergelijking is, in de zin van dit 

proefschrift, voor grote waarden van de tijd t, geen goede enkelvoudige 

golf benadering meer van de gelinearizeerde, in stalling 1 genoemde inter

mediaire representatie van Zabusky •. 

Dit proefschrift, p. 112. 

3. De door Lighthill afgeleide vergelijkingen voor vlakke geluidsgolven van 

eindige amplitude in een gas 

V + VV + 
t X 

a 
t 

+ va 
X 

y-1 
+ --

2 

a a 
X 

ov 
XX 

= 0 • 

waarin a de geluidssnelheid, v de stroomsnelheid, y = C /C en o de "diffu
p V 

sity of sound" is, gelden in feite slechts voor golven die, bij benadering, 

een kant uit lopen. 

LighthiZZ, M.J., Viscosity Effeats in Sound Waves of Finite Ampli

tude, Surveys of Mechanics, CaJ!ibridge, 1956. 

4, De enkelvoudige golf benadering van de gelinearizeerde versie van de in de 

vorige stelling genoemde vergelijkingen van Lighthill is, in de zin daaraan 

gegeven in dit proefschrift, niet voor elke tijd t een goede benadering. 

Dit proefsahrift, hoofdstuk II. 



5. Laat de verstrooiing van een uit negatieve x-richting komend golfpakket aan 

een deltafunctiepotentiaal beschreven warden door de oplossing van het 

Cauchy-probleem 

!:!tt + R2u S;;!o(x) 

f(x) X< 0 ~(x) X < 0 

Q 0 
, !:!t(x,O) 

Q 0 X::: X > 

y(x,O) 

met!:! ko1Gm(u1(x,t), •.. , un(~))en A, R enS constante reele nxn-matrices. 

is positief en diagonaal, R enS zijn symmetrisch. 

d . 2 1 -1 2 -1' A-l A-I · · f · (d 1 · n;et · f In 1en vA R A S pos1t1e 1s e worte 1s • negat1e en sym-

metrisch gedefinieerd), dan is de oplossing van het Cauchy probleem stabiel 

in de zin van Lyapunov. 

6. Voor een voldoend "gladde" reele oplossing van het Cauchy probleem 

"'t + axx (de vergelijking van Burgers), 

a(x,O) ~ f(x), 

geldt vocir elke T > 0 de afschatting 

IT J"'az dxdt < 2ac + b + zla2c2+abc, 
O _., XX 

b - ~oooo(ddxf)2dx, I 1£( )' . £2() - c = 2 sup x i en a = c J x dx. 
xe(-oo,oo) 

7. De door Sjoberg bewezen stelling over de e,xistentie en eenduidigheid van de 

oplossing van het Cauchy probleem voor de Korteweg-de Vries vergelijking, 

met periodieke beginwaarde, is onbevredigend. 

SjobeP~, A., On the EO~teweg-de Vries Equation, Existence and Unique

ness, Uppsala University, Dep~tment of Computer Saienoes, Uppsala, 

SWeden, 1967 (niet gepubZioeerd). 



8. Het existentie- en eenduidigheidsbewijs,dat Oleinik en Kruzhkov geven voor 

de klassieke oplossing van het Cauchy probleem voor een klasse van niet li

neaire parabolische vergelijkingen,is niet volledig. 

Oteinik, O.A. en S.N. Kruzhkov, Quasi Linear Seaond Order Parabotia 

Equations with Many Variables, Russ.Math.Surv., Vol. 16, p.p. 105-

144, 1961. 

9. De definitie van een meting van de eerste soort zoals Jauch die geeft in 

zijn boek "Foundations of Quantum Mechanics" is geen zinvolle omdat hij 

niet experimenteel verifieerbaar is. 

Bovendien zijn de meeste metingen niet van die soort. 

Jauah, J.M., Foundations of Quantwn Meahanias, Addison-flestey, 1968. 

JO. Het reductiepostulaat uit de quantuimnechanica, inhoudende dat, als perfecte 

meting van de observabele A (met bijbehorende lineaire zelfgeadjungeerde 

operator A met een volledig orthonorm stelsel eigenvectoren op een Hilbert

ruimte) de waarde ak oplevert, de toestand van het systeem na meting wordt 

gegeven door ~k met A~k = akak, is absurd. 

Het is betreurenswaardig dat men dit postulaat, ook wel het (sterke) pro

jectiepostulaat genoemd, nog in enkele leerboeken over quantummechanica, zo

als de hierna genoemde, aantreft. 

Blokhintsev, D. I., Quantwn Mechanias, D. ReideZ PubZ. Co., Dordreaht

HoZZand, 1964, p.5B, 

Diraa, P.A.M., The Prinaiples of Quantwn Meahanics, Oxford University 

Press, Oxford, 1949, p.36, 

Messiah, A., Quantwn Meahanias, Vol. I, North-Hotzand Publ-. Co., 

Amsterdam, 1967, p.198. 

11. In veel leerboeken over quantummechanica wordt te weinig aandacht besteed 

aan en onkritisch gesproken over het meetproces in de quantummechanica. Met 

name schenkt men te weinig aandacht aan de experimentele implicaties van die 
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12. Het zou wenselijk zijn dat in de toekomst meer aandacht wordt besteed 

aan gemengd hyperbolisch-parabolische ~tels~~ van partiele differentiaal

vergelijkingen, dit met name m.b.t. de (globale) existentie en eenduidig

heid van Cauchy en randwaarde problemen voor deze vergelijkingen. 




