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Summary 

In every digital signal processor arithmetical operations are applied to 

signals, which are represented with a finite wordlength. These opera­

tions generally lead to an increase of wordlength. Therefore precaution 

measures have to be taken for signal wordlength reduction, namely quan­

tizations and overflow corrections . This wordlength reduction causes a 

filter to operate deviating from the linear behaviour . In a recursive 

digital filter wordlength reduction results in a number of characteris­

tic instabilities such as limit cycles, subharmonics and overflow oscil­

lations. The aim of this thesis is to analyse these instabilities and to 

search for measures for suppressing the unwanted phenomena. 

The effects of quantization and overflow are treated independently. The 

overflow stability is analysed in first-order, second- order , direct­

form, wave, normal and state - space digital filters . Freedom from ove r­

flow oscillations in these filters is proved with the second method of 

Lyapunov , starting with a properly chosen quadratic energy function, 

which is positive definite and time-decreasing without wordlength re­

duction . If, moreover, wordlength reduction lowers the energy for all 

possible states, this energy function is a Lyapunov function, which 

guarantees freedom from overflow oscillations . 

The quantization stability is analysed for the same type of filters. 

Freedom from zero-input limit cycles in these filters is proved with the 

same Lyapunov theory. But forced-response s t ability cannot be guaran­

teed . A new type of digital filter has been introduced, whi ch is free 

from subharmonics for discrete-time per iodi c input signals with a given 

period N. Using the theory of cyclotomic polynomials this filter struc ­

ture is so extended that it is also free from subharmonics for input 

signals which are periodic with a divisor of N. 

Suppression of subharmonics for all possible periodic input signals 

appears to be impossible. Therefore we have analysed the subharmonics in 

digital filters in more detail . A computer program has been developed, 

performing a search for all possible subharmonics in a given filter 

structure. The region of filter coefficients for which a subharmonic can 

occur has been derived and subharmonics are described by an e f fective 

value model and by a linear time -variant system. Finally they have been 

analysed by a new decomposition method . 
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Samenvatting 

In iedere digitale signaalprocessor vinden rekenkundige bewerkingen 

plaats op signalen die met een eindige woordlengte gerepresenteerd zijn. 

Deze bewerkingen leiden in het algemeen tot een toename van de benodigde 

woordlengte . In zo'n geval moet de signaalwoordlengte verminderd worden: 

kwantisatie en overflow correctie. Deze woordlengte-reductie veroorzaakt 

een afwijking in de filterwerking ten opzichte van het lineaire gedrag. 

In een recursief digitaal filter resulteert woordlengte-reductie in een 

aantal karakteristieke instabiliteiten, zoals limit cycles, overflow­

oscillaties en subharmonischen . Het doel van dit proefschrift is het 

analyseren van deze instabiliteiten en het mogelijk onderdrukken ervan . 

De gevolgen van kwantisatie en overflow worden onafhankelijk van elkaar 

beschouwd. De overflow-stabiliteit is geanalyseerd in eerste-orde, 

tweede-orde, directe-vorm, golf, normale en toestands digitale filters . 

Vrijheid van overflow-oscillaties wordt met behulp van de tweede methode 

van Lyapunov bewezen. Deze methode gaat uit van een geschikt gekozen 

kwadratische energiefunctie, die positief definiet is en zonder woord­

lengte-reductie vermindert in de loop van de tijd. Als, bovendien, over­

flowcorrectie energieverlagend werkt, dan is stabiliteit gegarandeerd. 

De kwantisatie-stabiliteit is voor dezelfde typen filters geanalyseerd. 

Vrijheid van zero-input limit cycles wordt ook met de Lyapunov-theorie 

bewezen. Maar, forced-response stabiliteit kan niet worden gegarandeerd. 

Er is een nieuw type filter ontwikkeld dat vrij is van subharmonischen 

voor tijddiskreet-periodieke ingangssignalen met een gegeven periode N. 

Onder gebruikmaking van de theorie der cyclotomische polynomen kan deze 

filter structuur worden uitgebreid, zodat de schakeling ook stabiel 

wordt voor ingangssignalen die periodiek zijn met een deler van N. 

Onderdrukking van subharmonischen voor alle mogelijke ingangssignalen 

schijnt onmogelijk te zijn. Daarom zijn ze nader geanalyseerd . Er is een 

computerprogramma geschreven, dat zoekt naar alle subharmonischen in een 

gegeven filterstructuur.Het filterparametergebied waarvoor ze kunnen op­

treden is afgeleid en ze zijn beschreven met een effectieve waardemodel 

en met een linear tijd-varierend systeem. Tenslotte zijn ze geanalyseerd 

met behulp van een nieuwe decompositiemethode. 
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1. Finite wordlength effects in digital signal processing 

1 . 1 . Introduction 

This thesis is concerned with the processing of digital signals . Such 

signals have a discrete character in time and in amplitude, i.e. they 

occur at distinct (mostly equidistant) times and can only assume 

distinct values. In the commonly used fixed-point representation these 

values are integer multiples of an elementary quantum so that such 

signals are throughout referred to as "quantized". In many applications, 

a digital signal is derived from an analog signal through an AD-conver­

sion, in which the discreteness in time is obtained by the process of 

sampling, while the discreteness in amplitude occurs through applying an 

appropriate quantization (resulting e . g . in the signal on a compact disc 

record). However, there are also natural digital signals, like the 

balance of a bank-account, in which the successive account statements 

have no direct relation to time . 

Digital signals are often desired to be processed, in order to extract 

or separate or modify characteristic information carried by such 

signals. In one application the removal of additional noise may be 

required, in another one the separation of two frequency bands may be 

desired, while in a third one the distortion set up by a preceding 

system may be wished to be compensated . 

signals can be performed with suitable 

computers or with special-purpose hardware . 

Such processing of digital 

software in general-purpose 

In idealized form, digital signal processing studies the processing of 

discrete-time signals, which are data sequences of real or complex 

numbers . The signal processing in digital filters is intended to be 

performed in the form of linear operations, which for the important 

class of time- invariant systems are of the convolution type. On the 

other hand in a practical digital processor the signals are represented 

with a finite wordlength as a consequence of the encoding of the signals 

in a particular, mostly binary, format and due to the fact that the 

signal must be stored in the (limited) memory of the processor . 
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In every digital signal processor arithmetical operations take place, 

such as the multiplication of a signal with a constant factor and the 

addition of two or more signals. Irrespective of the encoding of the 

signals (binary or decimal, fixed-point or floating-point) these arith­

metical operations generally lead to an increase in the required word­

length. Therefore precaution measures have often to be taken for signal 

wordlength reduction, namely quantizations after multiplications with 

non-integer factors and overflow corrections after additions of signals 

and multiplications with factors larger than unity. This wordlength 

reduction causes a filter to operate deviating from the linear 

behaviour. Fortunately, this deviation can be made arbitrarily small 

through choosing sufficiently long binary words. Yet there remain 

typical finite-wordlength effects that cause an actual digital filter to 

behave as a (weakly) nonlinear system . 

Contrary to the finite wordlength of the signals to be processed the 

finite wordlength of the filter coefficients in a system with infinite 

signal wordlength does not affect the linearity of the filter behaviour. 

This effect only amounts to restrictions on the linear filter character­

istics, resulting in discrete grids of pole-zero patterns (see [97]). 

Once a filter design with some combination of permitted coefficients 

meets the required specifications (with regard to amplitude and phase 

characteristics) the actual filter performance differs from that pre­

dicted by linear theory only as to the previously mentioned nonlinear 

finite-wordlength effects. These effects form the subject matter of this 

thesis. 

In a non-recursive (finite impulse response) filter a wordlength 

reduction is not strictly required. It is in fact only applied for 

practical reasons in order to avoid too long words . Furthermore the only 

effect due to the wordlength reduction is the addition of an error 

signal, which is correlated with the main signal and can result in such 

effects as quantization noise and crosstalk. 

The situation is basically different for recursive (infinite impulse 

response) structures. In the first place quantization and overflow 
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correction are absolutely necessary in every feedback loop of the 

processor to prevent an unlimited increase of the wordlength. 

Secondly the errors introduced by the nonlinear operation corresponding 

to this wordlength reduction are fed back in the filter resulting in a 

number of characteristic instabilities, such as limit cycles, sub­

harmonics and overflow oscillations. 

The instabilities due to quantization (limit cycles, subharmonics) have 

relatively small amplitudes . Together with quantization noise and 

crosstalk they are considered as the most serious deviation from linear 

behaviour under normal operating conditions of a digital filter. 

The oscillations associated with overflow correction have large 

amplitudes; because of their disastrous effects on the filter behaviour 

they have to be absolutely avoided. 

The aim of this thesis is to analyse these instabilities and to search 

for measures for reducing or possibly suppressing the unwanted 

phenomena. 

The results of this paper mainly concern first- and second-order filter 

sections, since higher-order digital filters can be constructed as 

cascades or parallel configurations of these sections. In due course, we 

summarize more general results for higher-order filter sections. 

We conclude this section with a few remarks on the content of this 

thesis . In Chapter 1 some basic theory of digital signal processing is 

reviewed. In Section 1.2 we analyse the linear response of the idealized 

digital filter, in which there is no finite wordlength reduction. 

Section 1. 3 contains some alternative approaches for wordlength reduc­

tion, for quantization as well as overflow correction. In Section 1.4 

nonlinear wordlength reduction effects are investigated for two differ­

ent input conditions: zero input (leading to limit cycles) and non-zero 

periodic input signals (leading to subharmonics and jump phenomena). 

In Chapter 2 we demonstrate some methods for suppressing overflow 

oscillations in elementary digital filters. 
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In Section 2 . 1 the common approximation is stated that quantization and 

overflow are not only conceptually decoupled, but also analytically 

treatable as independent effects . Overflow stability is analysed in 

first-order filters (2 . 2), second-order filters (2 . 3), direct form 

digital filters (2 . 4), wave digital and normal filters (2 . 5) and state­

space digital filters (2.6). Freedom from overflow oscillations is 

proved with the second method of Lyapunov. In all these digital filters 

a quadratic energy· function has to be found which is positive definite 

and decreases with increasing time. If furthermore for one of such 

functions overflow correction lowers the energy for all possible states, 

freedom from overflow oscillations is guaranteed . 

In Chapter 3 the quantization stability is analysed for the same type of 

filters (Sections 3.1 to 3 .4). Absence of zero-input limit cycles is 

again proved with an adequate Lyapunov function, but forced-input 

stability cannot be realized in these digital filters . In Section 3 . 5 we 

introduce a new type of digital filter which is free from subharmonics 

for discrete-time periodic input signals with a given period N . Using 

the theory of cyclotomic polynomials we can extend the new digital 

filter structure in order to make it also free from subharmonics for 

periodic input signals with other periods (3 . 6) . In Section 3 . 7 we 

mention a general principle to convert a stable autonomous state-space 

digital filter into a digital filter which is free from subharmonics for 

a periodic input signal with a given period N. 

Suppression of subharmonics in digital filters for all possible input 

signals appears to be impossible . Therefore in Chapter 4 we present some 

investigations into the properties of subharmonics in digital filters. 

In Section 4.1 a computer program is presented, performing a search 

procedure for all possible subharmonics in a given structure. The region 

of filter coefficients for which a subharmonic can occur in a digital 

filter is calculated (4.2) and the results are in agreement with compu­

ter simulations. Subharmonics in digital filters can be described by an 

effective value model (4 . 3) and by a linear time-variant system (4 . 4) . 

In Section 4.5 we analyse these periodic oscillations by a new decompo­

sition method . Finally in Chapter 5 some conclusions are formulated. 
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1.2. Linear analysis of digital filters 

Before analysing the nonlinear effects due to the finite wordlength 

representation of the signals in a digital signal processor the linear 

response of the idealized filter will be determined in this section. 

This linear filter theory is well described in many textbooks on digital 

signal processing (see [13, 19, 22, 41, 78, 79, 108 , 132, 164, 166, 167, 

191, 200, 218, 273, 274, 286, 290, 297, 305]) . 

In linear form, a single-input-single-output time-invariant recursive 

digital filter with a total of J time-delay elements can be described by 

the state equations 

,x:(n+l) A·,x:(n) + .Q. · u(n) 

y(n) 
T 

- £ ·,x:(n) + d · u(n), (1.2 . 1) 

where u(n) denotes the input signal (u(n) E R; n E Z) 

,x:(n) denotes the state signal (,x:(n) E RJ; n E Z) 

y(n) denotes the output signal (y(n) E R; n E Z) 

A denotes the system matrix (A E RJ x RJ) 

11. denotes the input scaling vector (.Q. E RJ) 

£ denotes the output scaling vector (£ E RJ) 

d denotes the direct input-output scalar (d E R) . 

Strictly speaking, u(n) is a single number from the sequence for a given 

index n , while {u(n)) denotes the entire finite , or countably infinite 

sequence. However, we will follow the general practice of using u(n) to 

represent the entire sequence as well as a number from the sequence , 

depending on whether n is assumed to be a running or fixed variable. The 

same holds for the state signal ,x:(n) and the output signal y(n) [164] . 
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A linear time- invariant digital filter can also be described by a 

convolution equation 

y(n) 2 h(m) · u(n-m), (1.2.2) 

m - -co 

where h(m) is the impulse response of the filter, which is the response 

on an input u(n) - 6(n) , 

where 6(n) is the unit-sample or impulse sequence: 

6(n) 1 

0 

for n - 0 

for n ,.. 0. (1.2.3) 

Substitution of (1.2.3) in the state equations (1 . 2.1) shows that for a 

system with ~(n) - Q for n s 0: 

h(n) 0 

d 

for n < 0 

for n - 0 
T n-1 

- £ ·A ·12. for n > 0 . 

In this thes i s we only consider causal systems for which 

h(n) 0 for n < 0. 

Then the convolution equation (1.2 . 2) can be reduced to 

"' 
y(n) 2 h(m) · u(n-m). 

m - 0 

(1.2 .4) 

(1.2 . 5) 

(1.2 . 6) 

The z-transform U(z) of a sequence u(n), (U(z) E C; z E C), is defined 

according to 

U(z ) 
-n u(n) · z , 

n - -co 

(1. 2 . 7) 
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with the inverse z-transform given by the complex contour integral 

u(n) 1 f n-1 - - U(z) · z 2wj 
c 

dz, (1.2.8) 

where C is a counter clockwise closed contour in the region of conver­

gence of U(z) around the origin of the complex plane . 

The z-transform of the impulse response h(n) is the transfer function 

H(z), which is given by 

Y(z) 
00 

2 
-n H(z) U(z) h(n) · z 

n- 0 

T -1 - £ · (z·I - A) ·Q + d, (1.2 . 9) 

with I the J x J unit matrix. 

For a controllable and observable filter, the eigenvalues q of the 
f.l 

system matrix A are the poles of the transfer function H(z): 

Det[A - q ·I] - 0. 
f.l 

(1.2.10) 

The filter is stable if and only if all poles q are within the unit 
f.l 

circle: 

for all poles q , 
f.l 

corresponding with a bounded-input-bounded-output system, where 

00 

2 lh(n) I < oo . 

n - 0 

(1.2.11) 

(1. 2 .12) 
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The general second-order digital filter has a system matrix A of the 

form 

A 

with a determinant and a trace defined by 

Det[A) - ail.a22 - al2.a21 

Tr[A) - a11 + a 22 . 

(1.2.13) 

(1. 2 .14) 

For the second-order filter the stability condition (1 . 2.11) is equiva­

lent to 

IDet(AJI < 1 

and 

ITr[A) I < 1 + Det(A). (1.2.15) 

As an example, we consider the second-order digital filter in "direct 

form", shown in Fig . 1.2.1. 

y(n) 

u(n) 

Fig. 1. 2 . 1. Second-order digital filter in direct form. 
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With the wordlength corrections included, it is described by the non­

linear state equations 

x
1

(n+l) 

x2(n+l) 

y(n) 

- NL1 (NL2(a ·x1 (n)l + NL2(b ·x2(n)) + u(n)) 

= x
1 

(n) 

= x1 (n+l), (1.2.16) 

where NL
1
(·) and NL

2
( · ) are two wordlength reduction operators . In the 

idealized linear filter there is no wordlength reduction so 

and 

NLl (x) - x 

NL2(x) - x . (1.2 . 17) 

The impulse response h(n) of this second-order direct form filter, 

satisfies the relation 

h(n) a ·h(n-1) + b ·h(n-2) + 6(n) 

so the transfer function H(z) becomes 

H(z) 

with poles 

2 
z 

z
2 

- a·z - b 

a +} a 2 + 4b 
2 

for n 2: 0, (1.2 . 18) 

(1.2 . 19) 

(1.2 . 20) 

The linear filter is stable for filter coefficients a and b in the 

interior of the "stability triangle", shown in Fig . 1.2.2, as described 

by the inequalities 

1 - lal - b > 0 

1 + b > 0. (1.2.21) 
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j2 
b 

2 

a~ 

Fig. 1.2.2. Stability region of the second-order direct form filter. 

The impulse response h(n) of this second-order filter section is 

h(n) 

For complex conjugated poles 

ql,2 p · exp (±j /J) , 

we have 

a 2p · cos(IJ) 

b 
2 - p 

' 

and the impulse response is 

h(n) 
pn · sin((n+l) /J) 

sin( /J) 

for n ~ 0. 

for n ~ 0. 

(1.2.22) 

(1.2.23) 

(1. 2 0 24) 

(1.2.25) 
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Intermezzo 

For the pair of filter coefficients a - b - 1, we have an unstable 

filter. The impulse response h(n) of this filter forms the sequence 

h(n) 1, 1, 2, 3, 5, 8, 13, 21, 34 , 55 , 89, ... (1.2.26) 

which (at a first glance) can be recognized as the Fibonacci numbers . 

This guess is correct , since h(n) satisfies the well-known recurrence 

relation [287] 

wi th 

h(n+2) 

h(O) - 1 

- h(n+l) + h(n) 

and h(l) - 1, 

according to equation (1.2 . 18) . 

for n ~ 0 

(1.2 . 27) 

In the z - domain, this filter is descr ibed by a transfer function H(z) 

which has poles q1 - r and q2 - 1/r, with 

r 
1 1 2 + 2}:5 - the Golden secti on rati o. (1.2 . 28) 

According to equation (1.2.22) we can write the impulse response h(n) in 

the form 

h(n) (1.2.29) 

which is a closed form to calculate the i ndividual Fibonacci numbers. 

Further we confirm one of the special properties of the Fibonacci 

numbers: 

1 . h(n+l) 
1m li(i1) -

n -+ oo 

r ( 1. 2. 30) 

0 
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In the further course of this thesis, we often consider input signals 

u(n), which are discrete- time periodic with a given period N, acco.rding 

to 

u(n+N) u(n) for all n . (1.2 . 31) 

In a stable linear time-invariant digital filter such an input signal 

u(n) is a eigenf~nction of the system. So the state K(n) and the output 

y(n) are periodic -with the same period N as the input signal, which can 

also be concluded from (1.2 . 32): 

"' 
y(n) 2 h(m)·u(n-m) 

m- -a:> 

N-1 "' 

2 u(n-m) · 2 h(m + i·N) 

m- 0 i - -a:> 

N-1 

2 u(n-m) ·h(m), (1.2.32) 

m- 0 
where 

"' 
h(n) 2 h(n + i ·N) . (1.2 . 33) 

i - -a:> 

Equation (1.2 . 32) shows that the output y(n) is determined by the cir­

cular convolution of the periodic input signal u(n) with the periodic 

impulse response h(n) . This equation can be translated to the frequency 

domain. 

The Discrete Fourier Transform H(k) of the periodic impulse response 

h(n), (H(k) E C; k E z) ·, is defined according to 

N-1 

ii(k) 2 h(n) · exp[-j
2;kn], (1. 2 . 34) 

n - 0 
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and the Inverse Discrete Fourier Transform by 

N-1 

h(n) ; l H(k) · exp~ 2;kn] . (1.2.35) 

k - 0 

With Y(k) and U(k) denoting the Discrete Fourier Transform of y(n) and 

u(n) respectively, equation (1.2.32) is equivalent to 

Y(k) - H(k) . U(k). (1.2 . 36) 

Substitution of equation (1.2.33) in (1.2.34) shows that 

H(k) - H(z) f [
.21rk] or z - exp J~ . (1.2.37) 

For the second-order direct form filter we have 

[ n+l 
n+l 

.,.] h(n) 1 ql q2 
. N 

ql - q2 1 ql 1 -
(1.2.38) 

and 
1 

H(k) (1.2.39) 

[ql · exp[-j2;k] - 1] · [q2·exp(-/;k] - 1] 

For complex conjugated poles the periodic impulse response h(n) of the 

second-order direct form filter is 

n n+N 
p ·sin((n+l)6) + p ·sin((N-n-1)6) 

h(n) 
[1 - 2 · pN·cos(N6) + p2N] ·sin(6) 

( 1. 2. 40) 
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1.3. Types of wordlength reduction 

In normal filter operation the wordlength reduction is usually performed 

by affecting the least significant bits only, which takes place for 

quantization after multiplication of a signal with a constant non­

integer value. Sometimes the result of an arithmetical operation exceeds 

the largest machine-representable number so that an overflow correction 

is necesarry, which requires a change of the most significant bits . For 

both types of wordlength reduction there exists a number of alternative 

methodes (see the many review articles [21, 60, 66, 67, 92, 93 , 94, 96, 

127 , 131, 154, 169, 170, 272, 281, 285, 289]). 

For quantization we mainly choose from three quantization schemes with 

specific individual merits : (a) rounding RO, (b) magnitude truncation MT 

and (c) value truncation VT (see Fig. 1 . 3.1, where q denotes the 

quantization step size) . Each method is characterized by a peculiar 

instruction rule concerning the direction of quantization (upwards or 

downwards): (a) for RO towards the nearest machine-representable number, 

(b) for MT towards zero and (c) for VT always downwards . Let x and Q(x) 

denote the unquantized and quantized number, respectively, and let 

further 

! (x) Q(x) - x (1.3.1) 

denote the "quantization error", and q the quantization step size, then 

we have 

I fRO (x) I :S q/2 

I!MT(x)l < q 

I!VT(x)l < q, (1.3.2) 

which admits the conclusion that rounding is the most attractive form of 

quantization with regard to the average error signal amplitude. 



-15-

3q 

r 
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-3q -2q q 2q 3q -3q -2q 2q 3q 

-q 
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-3q -3q 

(a) roWJding (b) aagnitude truncation 

r a ex> 
VT 2q 

3q 

q 

-3q -2q -q 111 q 2q 3q 

X---+ 

( c) value truncation 

Fig . 1.3 . 1 . Quantization characteristic for (a) rounding, (b) magnitude 

truncation and (c) value truncation . 

The specific advantage of magnitude truncation lies in its inherent 

capability of limit cycle suppression, that follows from energy con­

siderations in connection with the basic MT property 

(1.3.3) 
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Finally, value truncation is the natural quantization method for a 

two's-complement arithmetic. Its formal treatment is similar to that of 

rounding due to the simple relation 

(1.3 .4) 

stating that VT yields the same result as RO after adding the constant 

signal q/2 to the unquantized signal. 

Comparing the two main quantization schemes "rounding" and "magnitude 

truncation" we observe fundamental differences in their nonlinear signal 

processing behaviour, which follow from their error characteristics E(x) 

(cf . Fig.l.3 . 2). 

3q 

r 
£ (XJ 
MT 2q 

q 

- q 
X ----+ X ----+ 

-2q -2q 

-3q -3q 

( a ) rounding (b) aagnitude truncation . 

Fig. 1.3.2. Quantization error characteristic E(x) for (a) rounding 

and (b) magnitude truncation . 

It is true that both characteristics are strictly deterministic, i.e. 

with every x a unique signal E(x) is associated. Nevertheless, we are 

inclined to attribute "quasi-random" features to the rounding charac­

teristics in the following sense. 



-17-

Let x(n) represent a stationary random process characterized by a 

probability density function P(x) and an autocorrelation function 

iflxx(m) E(x(n) ·x(n+m)} . (1.3 . 5) 

This process is transformed by the rounding error characteristic into 

another process ! (n) which "almost always" has white-noise character 

with 

2 
!L. s(m) 
12 

as well as a uniform probability distribution in the interval 

9. 
2 

(see [157, 275, 320]) . 

(1.3 . 6) 

(1.3 . 7) 

This property is the basis for the well-established white-noise model of 

the rounding error, which we also adopt in this thesis. The reliability 

of this model improves with increasing level of the signal x(n) and with 

increasing spread of i ts power spectrum [38]. It fails completely if 

x(n) varies periodically, associated with a line power spectrum. Then 

also !(n) is periodic and, hence, not noisy. Such a periodicity applies 

e . g. when a recursive filter oscillates in a limit cycle mode. 

To analyse the corresponding error characteristic for magnitude 

truncation we first split it into two parts according to Fig. 1.3 . 3 . 

The first part resembles the !R0 (x) characteristic and will henceforth 

be referred to as the "quasi-rounding" component !QR(x) of magnitude 

truncation . The white-noise model of rounding error likewise applies to 

quasi-rounding, so that RO and MT essentially differ in the second part 

of the MT error characteri stic, the so-called sign-par t !SGN(x) 

(cf. Fig . 1.3.3). 
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r 
Jq 

~ CXJ 
CN 2q 

q q 
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X---+ 

-q 
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-q 
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quasi -rounding sign part. 

Fig . 1.3.3 . Decomposition of the quantization error eMT(x) for 

magnitude truncation in a quasi-rounding and a sign part . 

As to their signal-processing behaviour, the quasi-rounding and the sign 

part are basically dissimilar. While the former part lends itself to a 

modelling as an additive (white-) noise source, the latter remains an 

essentially nonlinear component whose output is strongly correlated with 

the input signal. In some applications a straight line through the 

origin with an appropriate negative slope can be advant.ageously split 

off from eSGN(x), resulting in slight modifications of the filter coef­

ficients and, ultimately, in effects of de tuning (including Q- factor 

modifications). Apparently such detuning is level-dependent . and 

decreases with increasing signal amplitude. What remains is a pure non­

linear signal degradation, that leads to a number of interference 

phenomena (including crosstalk) and that has to be interpreted as 

ordinary distortion in the audio region [59, 89, 90, 91, 105, 106, 138, 

216, 217, 345, 346). 
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While quantization has to be accepted as an unavoidable concomitant of 

any digital signal processing, the situation is less inevitable with 

respect to overflow. Obviously, overflow can be reduced by using 

floating-point representation. However, we will restrict ourselves to 

systems with fixed-point representation. Even in these systems, overflow 

can be completely avoided through using sufficiently small input 

signals: for a given impulse response (considered between the input 

terminal and a node of potential overflow) and for a prescribed overflow 

level an upper bound for the input signal can easily be derived. 

Nevertheless, it is common practice to accept a small risk of overflow, 

occurring for very unfavourably chosen excitations. Thus the dynamic 

range of a filter is better exploited, ultimately resulting in a lower 

quantization noise level. This mild "scaling policy" consciously 

tolerates a small nonzero probability of overflow. So, infrequent 

overflows and accompanying interruptions of normal operation are 

accepted under the obvious tacit assumption that after each overflow the 

normal operation recovers, preferably with high speed [156, 225] . 

For overflow correction we mainly choose from three schemes: (a) satura­

tion, (b) zeroing arithmetic and (c) two's -complement overflow correc­

tion (see Fig. 1.3.4, where p denotes the overflow level) . Saturation 

yields the smallest deviation from the normal operation, although during 

overflow the filter becomes more or less inoperative. It has also the 

best stability properties. Zeroing means that the output is set to zero, 

if the input exceeds the overflow threshold; it can easily be general­

ized to reset all states, when one state exhibits overflow. Two's com­

plement overflow correction amounts to a periodic continuation of the 

45°-straight line; in fact it is not a correction because this happens 

automatically in two's-complement signal representation . With regard to 

stability it is the least favourable of these three overflow correction 

mechanisms so that the choice of the linear circuit is more restricted 

than for the other characteristics . 



-20-

p p 

-2p p 2p -2p p 2p 

X ___... 
X ___... 

-p 

-2p -2p 
(a) saturation 
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Fig . 1.3 .4. Overflow characteristics for (a) saturation, (b) zeroing 

and (c) two's complement. 

Many authors have tried to find the optimal structure, i . e . the 

structure achieving the lowest possible output noise power in a properly 

scaled filter. This problem has been solved using a state-space 

description of a filter [36, 147, 148, 149, 161, 18C, 258, 259], 

while a great number of papers has been denoted to sub-optimal filters 

[12, 17, 35, 37, 45, 46 , 54, 55, 72, 101, 119, 121 , 146, 153, 159, 160, 

215, 239, 240, 241, 257]. 
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1 . 4. Nonlinear wordlength reduction effects 

Wordlength reduction of the signals in a digital filter is a nonlinear 

operation, causing the filter properties to deviate from the desired 

specifications. The response of the nonlinear digital filter will be 

investigated from time n - 0 for two different types of inputs : 

1) zero input 

2) non-zero discrete-time periodic input signals . 

Former input signals u(n) before n - 0 result in an initial state K(O). 

Together with the input signal u(n) for n ~ 0 this initial condition 

K(O) uniquely determines the evolution of the state vector K(n) for 

n > 0. 

In the stable linear filter (without wordlength reduction) the state 

will asymptotically tend to a steady state ~(n), which is independent of 

the initial condition K(O) and is determined by methods discussed in 

Section 1.2. In general, the state K(n) of the actual digital filter 

will asymptotically (n .... oo) differ from the steady state ~(n) of the 

idealized linear filter. The difference ~(n) will be referred to as the 

error v'ector: 

~(n) K(n) - ~(n) . (1.4.1) 

In case 1) of a zero-input signal the steady state vector ~(n) of the 

stable linear filter equals zero: 

Q for all n ~ 0 . (1.4.2) 

The nonlinear digital filter is called zero-input stable if the state 

K(n) reaches Q for n .... "" • independent of the initial condition K(O). 

Due to quantization and overflow, each component of K(n) can only assume 

a finite number of values. Therefore, if the state K(n) does not 

converge to zero, it must, at some finite time n - N 
0

, come across a 

previous value ~(N0 -S). The filter will exhibit a periodic oscillation 

of period S, which is called a zero-input limit cycle. This includes 
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It is possible that there exists more than one limit cycle in a digital 

filter . Which of these limit cycles actually appears in the filter 

depends upon the initial state ~(0) (see [155, 276, 279, 302, 356]). 

Some filters structures can be guaranteed to be free from zero - input 

limit cycles . This freedom is usually proved with the second method of 

Lyapunov (see [107]). This method starts with a properly chosen energy 

function E(n), preferably in quadratic form: 

E(n) T 
- ~ (n) ·P·~(n) . (1.4. 3) 

Without loss of generality, the matrix P can be chosen symmetrical : 

(1.4.4) 

The Lyapunov theory demands that 

E - 0 for all ~ ,. Q, (1.4.5) 

so that E(n) - 0 implies ~(n) - Q. From (1 . 4 . 5) it follows that P has to 

be positive definite . Further , the system dynamics must be such that if 

no wordlength reduction is applied, according to 

(1.4.6) 

the energy strictly decreases with increasing time n: 

for all n > 0, (1.4 . 7) 

where E
0

(n) is the energy pertaining to the state ~0 (n) . This inequality 

is satisfied if 

P - AT·P·A is positive definite . (1.4.8) 
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Every matrix P satisfying condition (1.4.4), (1.4 . 5) and (1 . 4.8) defines 

an energy function E(n), which is a candidate for a Lyapunov function. 

If moreover for one such a matrix a subsequent wordlength reduction 

~(n) NL{x (n)} t -o (1.4 . 9) 

lowers the energy for all possible states, the function E(n) is called a 

Lyapunov function of the nonlinear system under consideration . The above 

condition 

for all n ~ 0 (1.4.10) 

reads in terms of the nonlinear (wordlength reduction) operation NL{·} 

as 

for all ~0 . (1.4 . 11) 

The existence of a Lyapunov function in a digital filter (with word­

length reduction) guarantees freedom from limit cycles . The idealized 

linear filter is assumed to be stable, so the state in the filter 

without wordlength reduction asymptotically approaches the zero-state, 

for which also the energy is zero. In the actual digital filter the 

necessary wordlength reduction lowers the energy E(n) , implying that 

also here the energy asymptotically reaches zero, implying zero -state. 

Therefore a filter with a Lyapunov function is free from zero- input 

limit cycles. 

t At a first glance the splitting of the transformation ~(n-1) ~ ~(n) 
into a wanted linear par;t (1.4 . 6) and a nonlinear correction (1.4.9) 
seems to be arbitrary and inadequate to describe the most general trans­
formation . However, if x

0 
is eliminated from (1 . 4.6) and (1 .4.9), the 

last equation reads ~(n) - NL{A · ~(n-1)}, which for nonsingular A is 
equivalent to the general transformation ~(n) - function of ~(n-1) . 

Notice that in many structures NL{~} is a true multidimensional function 
in the sense that it contains couplings between the various components 
of ~· It is only in the (albeit important) case of wordlength reduction 
of the individual state variables (before storing them in a memory) that 
NL{~} is a scalar function independently acting upon the individual 
components of ~· 
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Care must be taken if "<" is replaced by "::S" in (1.4 . 7) so that the 

energy can remain constant. Such a situation occurs for a marginal 

choice of the matrix P, for which in the filter without wordlength 

reduction the energy function is called a semi-Lyapunov function. If, 

moreover, the equality sign in (1.4.11) applies it can occur that the 

energy remains constant, associated with the risk of a zero-input limit 

cycle . 

In case 2) the input signal u(n) of the digital filter is chosen to be 

discrete- time periodic , with a given period N. For N - 1 the input 

signal is constant for all n ~ 0 . The idealized linear digital filter, 

satisfying the conditions for stability, has an asymptotic steady state 

~(n), which is periodic with the same period N. This need not to be true 

for the digital filter with nonlinearities. The state K(n) in the actual 

digital filter, with the same filter coefficients, can exhibit an asymp­

totic oscillation with a different period. 

For a finite state machine like a digital filter it is easily recognized 

that after a finite number of periods N 
0 

the state K(n) will always 

enter a periodic function, but in general with a different period. Such 

a state satisfies the periodicity condition 

K(n+S·N) (1.4 . 12) 

where the integer value of S is chosen as small as possible . 

(Note that the requirement that S be an integer can imply that the 

elementary period of K(n) is a fraction of S·N.) 

The validity of the above statement is due to the fact that during a 

step by step increase of n with steps of N the state vector x(n) can 

only assume one of the finite number of values afforded by the machine . 

Maximally after all states have been covered (but in general far 

earlier) it returns to a previous state. But then not only the state but 

also the input signal assumes the former value . Because K(n+l) is 

uniquely determined by K(n) and the input signal u(n), the whole cycle 

is repeated and the state has entered periodicity (see (61 , 64, 65]). 
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In passing we note that even if overflow is neglected the digital filter 

in fact behaves like a finite-state machine. This stems from the fact 

that under linear stability and for a given initial state ~(0) and input 

u(n) only a finite region of the state space is reachable . The size of 

this region can be estimated with the aid of methods similar to those 

commonly used for the estimation of the maximum amplitude of zero-input 

limit cycles, as will be shown in Section 4.1. 

If in the periodic state sequence, satisfying (1.4.12), the value of S 

is larger than unity, so that the period of the state is an integer mul-
ch tiple of the period of the input signal the filter produces a S -order 

subharmonic. If S - 1, that is if the period of the state equals that of 

the input signal, which is the "normal type" response with preserved 

period, no subharmonic is produced. 

Moreover, for a given input signal a whole set of periodic solutions can 

occur. Which of these oscillation actually appears in the digital filter 

depends upon the initial state ~(0) (see [151, 322)). These periodic 

state sequences differ in form and can also have different periods . How­

ever, not every initial state ~(0) is associated with a periodic state 

sequence of its own. Rather, a group of initial conditions generally 

leads to the same oscillation. This situation is much the same as for 

zero- input limit cycles. There we call a filter stable if it is free 

from limit cycles so that any initial condition leads to the zero state . 

For periodically excited digital filters the logical extension of 

stability requires that there is only one asymptotic oscillation, which 

is reached from all initial states ~(0). 

Since associated with every subharmonic we can formally distinguish S 

distinct waveforms, which are shifted replicas of each other with a 

mutual shift equal to the period N of the input signal, a filter that 

produces subharmonics is apparently unstable . Stability in this sense 

implies preservation of period. 
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Summarizing we have three major differences between the filter responses 

in the idealized situation, where no wordlength reduction is applied, 

and the practical digital filter, with ~uantization and overflow. 

In a filter without wordlength reduction starting from an initial state 

K(O) the linear filter theory predicts in a stable filter: 

- the steady state is reached asymptotically after an infinite 

number of timesteps n 

- the resulting waveform is unique 

- the period of the response equals that of the excitation. 

In a practical digital filter with finite -wordlength reduction the 

following effects are observed: 

- the steady state is entered after a finite number of periods N
0 

- the resulting waveform is non-unique but depends upon the initial 

state K(O) 

- the signal period need not be preserved ; the occurrence of sub­

harmonics is possible . 

If for a given input signal the state is in a periodi c oscillation a 

small change of the state vector K(n), caused f. e. by an additional 

pulse on the input, can let the output jump from one oscillation to 

another . This effect is called the jump phenomenon. It will only occur 

for input signals "for which the digital filter has two or more periodic 

state solutions, implying instability [187, 188]. A digital filter 

excited by two or more sinusoids can generate all kind of inter­

modulation products [11, 47, 48, 256, 312]. 

For periodically excited digital filters stability requires that there 

exists only one asymptotic oscillation, which is reached from all 

initial conditions. 
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If we only consider overflow the steady state if(n) of the idealized 

linear filter is also an asymptotic oscillation of the actual digital 

filter, entered directly from some suitable initial state ~(0). (It is 

assumed that the components of jf(n) do not exceed the overflow level p). 

Stability requires that the steady state if(n) is the only asympto.tic 

oscillation. Freedom from overflow instabilities in the forced response 

can then again be proved with the second method of Lyapunov. Just as for 

zero-input signals we define a properly chosen quadratic energy function 

E(n) characterized by a symmetric and positive definite matrix P, accor­

ding to 

E(n) T 
~ (n) ·P · ~(n), (1.4.13) 

where ~(n) is the error vector (see (1.4.1)). 

The system dynamics must be such that if no wordlength reduction is 

applied the energy E(n) decreases with increasing time n and asympto­

tically approaches zero. The nonlinear operation NL( ·) must lower the 

energy even more to guarantee freedom from forced response instabili­

ties, so that also in the actual digital filter the energy asymptoti­

cally reaches zero. This implies that the state ~(n) reaches the steady 

state x(n) of the idealized linear digital filter. 

If also quantization is considered the steady state x(n) of the ideal­

ized filter will in general be not an asymptotic oscillation of the 

actual digital filter, since this can only be true if all the values of 

the components of i(n) are integer multiples of the quantization step q . 

Freedom from quantization instabilities in the forced response can 

therefore rarely be proved with the method of Lyapunov, which makes the 

stability test rather difficult. 
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2. Overflow stability in recursive digital filters 

2 . 1 . Introduction 

In a common approximation, quantization and overflow are not only 

conceptually decoupled, but also analytically treated as independent 

effects. This implies that for large signals the fine quantization 

structure is neglected . For a filter with overflow level p this means 

that the nonlinearity is approximated as follows: 

F(x) x 

IF(x) I ~ p 

for lxl ~ p 

for lxl > p, 

where F(x) is the nonlinear overflow characteristic. 

(2.1.1) 

Apparently this approximation can only be justified if the total number 

of quantization steps is large enough or, in other words, the binary 

words are sufficiently long. Even for this extreme case several authors 

have queried the validity of the decoupling approximation [ 302, 308, 

361, 362 , 363). 

Indeed, there are overflow effects that can only be properly understood 

in connection with the quantization fine structure. As an example, con­

sider a filter initially in the zero state and then excited by a short, 

strong pulse such that overflow occ.urs at some point inside the filter. 

Assume that the idealized (quantization-free) filter asymptotically re­

turns to equilibrium (zero state), which implies "overflow stability". 

Apparently, the filter has "forgotten" the overflow after a sufficiently 

long time. With quantization, the situation is not as simple: before 

excitation, the filter might (necessarily) oscillate in a limit cycle 

mode, while after overflow the filter does not recover to the zero state 

but again enters a limit cycle. The mode of oscillation can, however, be 

completely different from the former one . Because the filter never 

forgets the overflow, it has apparently to be considered as unstable. 
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Recently, chaotic overflow oscillations have been observed [ 80, 213, 

247 , 249]. Also in that case the quantization has been neglected in the 

first instance. Taking the fine structure of the finite wordlength 

characteristic into account, the filters under consideration become 

finite-state machines with strictly periodic (non-chaotic) oscillations. 

These examples belong to a small group of exceptional phenomena where 

the decoupling assumption fails even for a large dynamic range (long 

binary words). For most effects to be treated in this thesis it is valid 

with sufficient accuracy. 

In this chapter we demonstrate some methods for suppressing overflow 

oscillations in elementary digital filters . To discuss the item of over­

flow stability we assume that the underlying idealized, linear system is 

stable and that quantization can be neglected (decoupling assumption). 

Then the stability problem is attacked in two situations, (a) under 

zero-input conditions, (b) under nonzero-input conditions. Stability 

according to (a) is defined as absence of spontaneous oscillations, 

particularly of periodic nature. A system stable in this sense is asymp­

totically (from a certain time instant N
0

) overflow-free. Then it 

behaves linearly and exponentially approaches the equilibrium point in 

which all state variables become zero. Stability according to (b), the 

so-called "forced-response stability" is defined for a certain class U
0 

of input signals u(n). Such signals are defined with the aid of the 

idealized linear system and characterized by the property that for at 

least one initial condition the overflow threshold p is never reached. 

For periodic input signals u(n) this definition requires that no compo­

nent of the steady state K(n) of the idealized linear filter does exceed 

the overflow level p. 

The filter with overflow correction is then called "forced-response 

stable" if for any u(n) e U
0 

and any initial condition K(O) the response 

asymptotically (n .... co) approaches the waveform of the linear counter­

part. If the response of the filter does not asymptotically approach 

this waveform the filter has a forced-response overflow oscillation (see 

[86, 87, 88, 298, 299, 300, 361, 366)). 
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So for the given class of input signals forced-response stability 

implies that the actual filter eventually "forgets" former overflows and 

becomes overflow-free . Clearly, forced-response stability is a stronger 

condition than zero- input stability and includes the latter. If the 

system is excited with a rather irregular waveform, zero-input stability 

will often suffice; only for periodic waveforms the stronger condition 

is strictly required. 

In recursive filters, quantization and overflow can lead to instabili­

ties, even if the underlying linear filter is designed to behave stable. 

Instabilities due to quantization ("limit cycles") lead to relatively 

small deviations from the linear behaviour . While these effects will be 

treated in the next chapter, we now deal with those instabilities that 

are related to register overflow. The associated oscillations have large 

amplitudes ; because of their disastrous effects on the filter behaviour 

they have to be absolutely avoided . One of the main factors determining 

their occurrence is the "overflow characteristic" (i.e . the way overflow 

is corrected), of which we treat the three commonly used types (a) 

saturation, (b) zeroing and (c) two's complement. These characteristics 

are used in first-order, second-order, direct form, wave, normal and 

state-space digital filters. 
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2.2. Overflow stability in first-order digital filters 

In this section we investigate the zero-input and forced-response 

stability of the first-order recursive digital filter with overflow 

correction. This filter is shown in Fig. 2 . 2 . 1 and described by the 

state equations 

x(n+l) 

y(n) 

- NL
1

{a·x(n) + u(n)} 

x(n+l), (2 . 2 .1) 

where NL1{x}- F(x} denotes the overflow correction function (henceforth 

the overflow level pis normalized to unity). 

y(n) 

Fig. 2.2.1. First-order recursive digital filter. 

The idealized linear filter, in which there is no wordlength reduction, 

is stable for values of the filter parameter a satisfying the condition 

lal < 1. (2.2.2) 

The nonlinear filter is free from zero-input oscillations for all 

possible overflow characteristics. This zero-input stability can be 

proved with the second method of Lyapunov. To this end we define the 

generalized energy function 

E(n) 2 
- x (n). (2 . 2.3) 
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Then, due to equation (2 . 1 . 1) 

E(n) 
. 2 

[F{a·x(n-1)}] 

::5 
2 2 a ·x (n-1) 2 a ·E(n-1) (2.2.4) 

So 

E(n) ::5 a2n ·E(O) (2.2 . 5) 

and 

lim E(n) 0 . (2.2.6) 
n ... "' 

Independent of the method used for overflow correction, the energy E(n) 

and herewith the state K(n) asymptotically reach zero and no overflow 

oscillation can occur in the first-order recursive digital filter for 

zero -input signals. 

On the other hand, the forced response of this digital filter can 

exhibit overflow oscillations . This occurs e . g., for two' s-complement 

overflow correction, as can be concluded from the following ex~ple. 

Example 

D 

For a filter with a filter coefficient a - - 1/3 and excited by a 

constant- input signal u(n) - 1. 2 the steady state x(n) of the 

idealized linear filter is constant with a value x(n) - 0 . 9. In 

this filter a forced-response overflow oscillation of period 1 is 

possible with a state value x(n) - -0 . 6 . For an initial state 

x(O) > 0.6 the filter tends to the linear response, for x(O) < 0.6 

the overflow oscillation is asymptotically reached . 

No overflow oscillations are possible in the first-order digital filter 

if saturation is used for overflow correction . 
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This means that the actual state signal x(n) in this filter asymptoti­

cally reaches the steady state x(n) of the idealized linear filter . 

independent of the initial condition x(O). This forced-response stabili­

ty is only defined for a certain class of input signals U
0 

for which the 

asymptotic state of the linear filter remains below the overflow thres­

hold 

li<n) 1 :S 1 for all n . (2.2.7) 

The forced response stability can be proved with the method of Lyapunov . 

Define the generalized energy function 

E(n) 2 
e (n) (2 . 2 . 8) 

with 

e(n) - x(n) - x(n) . (2.2.9) 

Define x
0 

(n) as the arithmetical result before overflow correction is 

applied: 

x
0

(n) - a·x(n-1) + u(n-1) (2 . 2.10) 

and E
0

(n) as the energy of this uncorrected signal : 

- 2 2 [x
0

(n) - x(n)] - a ·E(n-1) . (2.2.ll) 

If overflow correction is needed because x (n) > 1 then after saturation 
0 

x(n) - 1 and 

E(n) - 2 [1 - x(n)] 

< (2.2.12) 
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The same conclusion can be drawn for x
0

(n) < -1. 

We conclude that 

E(n) ~ E
0

(n) 
2 

a ·E(n-1) ~ a2n·E(O) (2 . 2 . 13) 

and 

lim E(n) 0, (2 . 2.14) 
n -+ co 

implying 

lim e(n) 0 . (2.2.15) 
n .... co 

This completes the proof for the forced-response stability of the first­

order recursive digital filter with saturation as overflow correction. 
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2.3. Overflow stability in second-order digital filters 

In this section we investigate the overflow stability of second-order 

digital filters . We begin with a study of overflow oscillations in the 

original sense, i.e. for an otherwise unexcited digital system. In addi­

tion to this "zero-input" condition we assume in this section that (a) 

overflow and quantization can be treated independently ( "decoupling 

assumption") and (b) overflow correction is only required for signals 

entering a delay element. The latter assumption forbids intermediate 

overflows. For sake of conciseness, we restrict the following discussion 

to second-order sections with complex poles . Compared with real poles, 

complex conjugated pole-pairs generally favour all forms of parasitic 

oscillations (particularly for high Q-values) and thus deserve special 

consideration. In due course, we summarize more general results without 

reference to complex pole pairs. 

T The 2 x 1 state vector "(n) - (x1 ,x2) in an autonomous second-order 

system satisfies the fundamental difference equation 

x(n+l) F(A·x(n)} (2 . 3 . 1) 

where 

(2 . 3.2) 

denotes the system matrix, while F( · } stands for the overflow character­

istic. In this section it is understood that 

(2.3 . 3) 

i.e. the individual components of A·x undergo the same memoryless and 

local (i .e. not controlled by other signals) overflow correction . 
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The question to be analyzed is: under which circumstances (choice of A, 

F( · ) and ~(0)) does (or does not) (2.3 . 1) admit periodic solutions? 

Due to the overflow bound, which is henceforth normalized to unity, the 

state variables satisfy the condition 

lx.(n) I ::S 1, 
~ 

(2 . 3 .4) 

resulting in a state vector confined to the interior of the unit square 

(cf. Fig . 2 . 3.1) . Without overflow (i . e. as long as (2.3.4) satisfies) 

the solution of (2 . 3.1) is found as 

~(n) 

X pn · !f · cos(6n~) - f
1
. · sin(6n~0)], o r o (2.3 . 5) 

where ql, 
2 

- er±j 6 
- p · e±j 6 denotes the complex eigenvalues of A and 

fr ± j ·fi denotes the pertinent eigenvectors . 

It is tacitly assumed that r < 0, expressing linear stability. Further, 

without loss of generality , the real and imaginary parts fr' fi of the 

suitably normalized eigenvector are assumed to be orthogonal, 

0 . (2 . 3.6) 

(This freedom is provided by the indeterminancy of the complex magnitude 

of any eigenvector.) Finally, the constants of integration (X
0

, ~0 ) are 

determined by the initial state ~(0). 

If , for the time being, time n is viewed as a continuous variable, ~(n) 

describes a t rajectory i n the phase plane. For the (unrealizable ) case 

r - 0 this would be an ellipse with main axes in the directi on of the 

eigenvectors fr and fi . 
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For r < 0 (corresponding to poles inside the unit circle), we obtain a 

nonclosed, ellipse-like curve spiralling towards the origin, cf. 

Fig. 2. 3.1. 

i 

1 

-1 

Fig. 2 . 3.1 . Trajectory of the state vector ~(n) in the state plane . 

Of course, these results only apply to the digital filter as long as 

overflow does not occur <lx . (n)l s 1). In general, this condition is not 
~ 

met for all initial conditions ~(0) inside the unit square. Only the 

initial vectors ~(0) of the region R of Fig . 2 . 3. 2 lead to "allowed" 

~(n) for all (continuous) values of n. 

What occurs if ~(0) is outside R? Then, at some time instant n , the 

linearly determined ~(n) might leave the unit square, and overflow 

correction has to be applied. 
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1 

-1 

Fig. 2.3.2. Region R of initial states that never lead to overflow. 

This correction introduces one of two basic state modifications: 

(a) l!;(n) is moved towards the origin, (b) l!;(n) is moved away from the 

origin . Case (a) is wanted because it supports the natural linear 

motion; no oscillation occurs if all overflows are corrected this way. 

Case (b) is dangerous, because it compensates or even overcompensates 

the linear behaviour and, hence can (but need not) lead to oscillations. 

Of course, these statements ask for an unambiguous definition of "dis­

tance from the origin". ' Instead of the widely used Euclidean norm our 

definition is guided by the linear state motion, according to (2 . 3.5). 

Following 

(2 . 3 . 7) 
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two variables X, ~ can be associated with each state ~- Particularly , 

the variable X is determined from ~ as 

(2.3.8) 

Comparing (2. 3 . 7) with the linear motion as described in (2 . 3 . 5) one 

recognizes 

X(n) X 
rn 

· e 
0 

X · pn 
0 • (2.3 . 9) 

i . e. a monotonically decreasing function. Combined with the fact that x2 

is a quadratic form in x1 , x
2 

as formulated by (2 . 3.8), this quantity is 

a natural candidate for a Lyapunov function: 

E(n) 
2 

X (n). (2 . 3 . 10) 

Observe that the curves X - constant constitute a family of "concentric" 

ellipses (with axes along !r and !i) and that low X ellipses are 

enclosed by high X ellipses. Naturally, we choose X as the "distance 

from the origin". 

Overflow correction is now visualized in Fig . 2 . 3 . 3 . An uncorrected 

state point B is mapped into B' , B'', orB''' after applying saturation, 

zeroing and two's complement, respectively. For this example all types 

lead to an increase of X and, hence, to a movement away from the origin . 

On the other hand, for point C this is only true for zeroing and two's 

complement overflow correction . 

For some ellipse geometries it is possible to use appropriate overflow 

characteristics such that the state always moves towards the origin and 

oscillations are suppressed . 
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i 

1 

-1 

Fig . 2 . 3 . 3. Ellipse X - constant in the state plane. 

Obviously this is not the case for the arbitrarily oriented ellipse of 

Fig . 2. 3 . 3. However, it is easily recognized that for an ellipse whose 

axes coincide with the x1-x2 -axes,. each of the three overflow correc­

tions satisfies the stability condition , while for an ellipse with a 45o 

i nclination stabilization can be obtained at . least with a saturation 

characteristic. 

It should be noted that in this picture the potentiality for stabilizing 

overflow is determined by the eigenvectors of A and not by the eigen­

values . While the latter determine the speed with which trajectories are 

traversed , the eigenvectors determine the appearance of the ellipse, 

i .e. the orientation of the axes and their length ratio. These para­

meters are essentially determined by the filter structure, examples of 

which are the direct form filter, the wave digital filter and the normal 

filter . 
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Until now we have discussed sufficient conditions guaranteeing that no 

zero-input overflow oscillations occur. The non-existence of such oscil­

lations was viewed as an absolute design requirement that every usable 

filter has to meet . 

An ill-designed filter can exhibit autonomous oscillations under suita­

ble initial conditions . Physically , these are e . g . determined through 

connecting the digital circuit to a power supply or as a residue of 

former (meanwhile terminated) input signals. Such an initial condition 

need not i mmediately cause overflow but can lead to it after a number of 

time steps. Thereafter overflow becomes periodic or asymptotically 

periodic or irregular (chaotic). All these instabilities are character­

ized by the non-existence of a time instant, after which overflow ceases 

to occur . 

On the other hand, stability implies that such a time instant does 

exist . This requirement is also the starting point for the forced 

response stability to be discussed in the remainder of this section 

[83 , 86, 87, 88, 133 , 134, 361, 362, 363, 366] . Occasional overflows are 

allowed, but there has to exist a last overflow, after which the system 

behaves linearly and thus recovers from potential former overflows . 

Asymptotically (n -+ "") there remains the " forced response " , which is 

i ndependent of the initial conditions and, as such , not affected by all 

former overflows. 

Stability in this sense depends upon the excitation. For each digital 

filter a (possibly empty) set of input signals exists for which stabi­

lity holds . An apparent minimum requirement is that only such input 

signals u(n) are admitted for which the associated linear filter 

(without overflow correction) does not exceed the overflow level p after 

some time N
0

. The ensemble of all such signals (with N
0 

unspecified) is 

said to form the class U
0 

(definition "A"). Besides this definition "A" 

an alternative definition "B" is in current use which examines u(n) only 

for n <!:: N . 
0 
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Following "B" we have u(n) E U
0 

if and only if there exists an initial 

condition at n - N such that the linear filter does not exceed the 
0 

overflow level for all n ~ N
0

• Apparently, the past history of u(n) in 

the "A" interpretation is condensed in the initial condition according 

to "B" so that the "tails" of the "A"-signals form the class U
0 

in the 

"B" sense [86, 87, 88]. t 

A stable filter with overflow correction always exhibits a finite number 

of overflows (which may be zero or one in special cases) after n - N
0

, 

which number depends upon the initial condition at N 
0

• Assuming that 

u(n) E U 
0

, there is at least one initial condition (mostly a set of 

neighbouring initial conditions) with no overflow after n - N
0

• 

If stability in the above sense holds for all u(n) E U 
0

, the filter is 

called "forced-response stable" with respect to U
0 

[88]. Since excita­

tions u(n) ~ U
0 

are meaningless in the context of stability, the addi­

tion "with respect to U
0

" is often omitted. Weaker forms of stability 

are found with respect to subsets of U such as Uc with a scale factor c 
0 0 

satisfying 0 ~ c < 1. Compared with U
0 

the signal amplitudes are reduced 

by a factor c such that u(n)/c E U
0

• In this notation c - 0 corresponds 

to "zero-input stability" being the weakest form of stability . 

It is somewhat surprising that systems whose stability is guaranteed 

only for zero input also behave stable for most excitations of practical 

importance . In fact, only periodic or almost-periodic signals [298, 299, 

300] appear to produce forced-response instabilities (with commensurate 

periods) in such systems. 

f In an uncontrollable system it can occur that not all initial condi­
tions can be generated wi th the aid of suitable input signals. In such 
an exceptional case, the "B" definition is more general . This definition 
was already introduced in Section 2.1 
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Concerning the analytical investigations of forced-response stability it 

is a lucky circumstance that the non-zero input problem can be trans­

formed into a zero-input problem with time-varying nonlinearities [88] . 

Let K(n) and K(n) denote the state vectors of the actual and the ideal­

ized filter with excitation u(n) such that 

K(n+l) F(A·K(n) + Q· u(n)) 

K(n+l) A·K(n) + Q·u(n) (2.3 . 11) 

then the difference 

~(n) K(n) - K(n) (2.3.12) 

satisfies the difference equation 

~(n+l) F(A·~(n) + K(n+l)) - K(n+l) . (2 . 3.13) 

Let us consider a certain component of K(n+l) and A·~(n) and denote it 

provisionally by ~ and v, respectively. Then the same component of the 

right-hand term of (2.3.13) reads as F(v + ~) - ~ . i.e. a time-varying 

(due to ~ - ~(n)) nonlinear function of v. With a linearly determined 

~(n) the function F(v + ~) - ~ is a shifted replica of F(v), with equal 

horizontal and vertical ~-shifts of the F-plot . Fig. 2 . 3. 4 shows the 

result for the three basic overflow characteristics. 

With the knowledge that for many structures (e.g. normal and wave­

digital filters c . f. Section 2 .5 ) the condition IF(v) I :$ lvl ensures 

zero-input stability we can likewise conclude that (2.3 . 13) has a stable 

solution (with ~(n) ~ Q for n ~ ~) if IF(v+~l-~1 ~ lvl. From Fig. 2.3.4 

we conclude that this is true for saturation if 1~1 < p, for zeroing if 

I~ I < 0. 5 · p, and for two's complement if ~ - 0, i.e. for excitations 

that are elements of the classes U 
0

, U~ · 5 , U~, respectively, (in the 

sense of definition "A" as given above). 
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-p 

p 

~---f.1=-.2P 
~----f.l=O 

~----f.1=.2P 

(a) saturation 

p 

(b) zeroing 

2p 

V---+ 

f.1 ::::-,2P 

f.1 = 0 
f.1 = .2P 

2p 

V---+ 

Fig. 2.3.4. Plots of F(v + ~} - ~ for (a) saturation (b) zeroing 

and (c) two's complement. 
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We conclude this section with some phenomena occurring in an unstable 

filter. For a given u(n) E U
0 

there exists a set of initial: conditions, 

for which no overflow occurs. In general , there exists another set of 

initial conditions, which leads to a finite, nonzero number of over­

flows. Finally, due to the assumed instability, a third set of initial 

conditions gives rise to an infinite number of overflows. It is only in 

this situation that the instability becomes manifest . For a periodic 

excitation, the response, too, becomes asymptotically periodic, but the 

period need not be the same. Subharmonics can occur, but also completely 

different periods are observed [61, 64, 65, 83). For an input signal, 

which consists of two sinusoids intermodulation frequencies have been 

observed [11, 47, 48, 256, 312). 

In general, the asymptotic response is not unique, even if the periods 

of excitation and response are equal. Additional pulse excitations can 

lead to jump phenomena from one response to another [187 , 188] . 
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2.4. Overflow stability in direct form digital filters 

In this section we investigate the zero-input and forced-response sta­

bility of direct form digital filters with overflow correction . In these 

filters the coefficients of the transfer function H(z) are realized 

directly in the filter structure [278]. The major part of this section 

concerns the second-order filter, depicted in Fig . 1.2.1 and described 

by the state equations (1.2 . 16). The nonlinear operation NL1 ( · ) - F(·) 

denotes the overflow characteristic . 

This filter turns out to be free from zero-input overflow oscillations, 

if saturation is used for overflow correction . This is true for all 

pairs of filter coefficients a and b in the "stability triangle", 

described by 

1 - lal - b > 0 

1 + b > 0 . (2 .4.1) 

The analytic proof of this statement has been reported by Ebert e . a. 

[ 103] . In this section we present two novel proofs using Lyapunov 

theory, one proof only for complex conjugated poles , the other for all 

pairs a and b in the stability triangle . 

+" 9 For complex conjugated pole pairs ql, 2 - p · e-J we define an energy 

function E(n), according to (2 . 3 .10) : 

E(n) 

where a 

b 

2p · cos(9) 

2 
-p 0 

(2 .4 . 2) 

This energy function E(n) is characterized by the symmetrical matrix 

p r
l -a/2 

-:>!? 
(2.4 . 3) 
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which is positive definite, due to 

Det[P] (2.4.4) 

and 

Tr[P] 1 - b 1 + / > 0. (2.4 . 5) 

The system dynamics is such that if no wordlength reduction is applied, 

the energy strictly decreases: 

p2 ·E(n-l) < E(n-1). (2 .4.6) 

In the nonlinear system, saturation causes an additional energy reduc­

tion . If before correction we have x 01 (n) > 1, then after saturation 

x1(n)- 1. Component x02 (n) can never overflow since x02 (n) - x1(n-l). 

So 

E(n) (2.4.7) 

and 

< 0 for all n ~ 0. (2.4.8) 

The latter inequality is due to the stability requirement lal < 2 . The 

same conclusion can be drawn for values of x
01

(n) < -1. Hence the energy 

function E(n) is a Lyapunov function, which guarantees zero-input stabi­

lity in the second-order direct form filter with saturation and complex 

conjugated poles. 

The zero-input stability of this filter can also be proved with another 

Lyapunov function, namely 

E(n) (2.4.9) 

which is characterized by the symmetrical matrix 
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p 
[

1-b 

-a 

-a] 
1-b ' 

(2 . 4.10) 

which is positive definite for all pairs of filter coefficients a and b 

in the stability triangle, due to 

Det[P] (l+a-b) · (l-a-b) > 0 

and 

Tr[P] 2 · (1 -b) > 0 . 

Without overflow correction the energy cannot increase, since 

2 
- -(l+b)·[a·x1 (n-l) + (b-l)·x2(n-l)] 

::5 0 for all n > 0 . 

(2 . 4 . ll) 

(2.4.12) 

(2 .4 . 13) 

In the nonlinear system saturation causes a reduction of the energy . If 

x01 (n) > 1 then after saturation x1(n)- 1 and with x2 (n) - x02 (n), 

< 0 for all n ~ 0. (2.4.14) 

The last inequality is a consequence of the stability condition 

1-lal-b > 0 . The same conclusion can be drawn for x01 (n) < -1. 

In a strict sense function E(n) is not a Lyapunov function since the 

energy can remain constant. This situation can, however , only appear if 

no overflow correction is applied . But then the filter responds linearly 

and the state will asymptotically reach zero; no zero- input overflow 

oscillation is possible - in the second-order direct form filter with 

saturation. This result has now been proved for all pairs of filter 

coefficients a and b in the stability triangle . 
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The forced response of the second-order direct form digital filter is 

only guaranteed to be free from overflow oscillations if saturation is 

used for overflow correction and the filte r coefficients a and b satisfy 

the condition 

-2 

j2 
b 

2 
a~ 

(2.4.15) 

Fig. 2.4.1. Forced-response stability region of the second-order 

direct form digital filter. 

The forced response stability of this filter has been proved with 

frequency domain criteria [ 86, 87 , 88] . We prove this statement with 

Lyapunov methods . To this end we define an energy function 

E(n) 
T 

- £. (n)·D·£,(n), (2.4 . 16) 

where D denotes a positive diagonal matrix (d1 > 0 , d2 > 0) : 

(2 .4 . 17) 

and £,(n) is the error vector . 
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If no overflow correction is applied, resulting in 

~o(n) - X (n) - x(n) -o -

- A·K(n-l)+Q·u(n) - [A·i(n-l)+Q·u(n)) - A · ~(n-1), (2.4.18) 

the energy strictly decreases if D - AT ·D·A is positive definite. This 

condition is satisfied if 

and 

T Det[D - A ·D·A) > 0 

T Tr[D - A ·D·A) > 0. 

(2 . 4.19) 

(2 . 4.20) 

So there must exist some pair of positive values d1 and d2 for which 

Det( · I (2.4.21) 

and 

Tr[ ·I (2.4 . 22) 

The inequality (2.4.21) can have real solutions if the discriminant of 

the quadratic function Det[ · ) is positive: 

(2 .4.23) 

or 

(2.4.24) 

It is easy to check that for d1 - 1 and d2 - lbl the inequalities 

(2.4.21) and (2.4.22) are now satisfied. 

In the nonlinear system, in which 

(2 . 4 . 25) 
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overflow correction with saturation lowers the energy. If x01 (n) > 1 

then 

I eol (n) I. (2.4.26) 

Since matrix D has a diagonal form the energy E(n) will decrease, too. 

The same conclusions can be drawn for x 01 (n) < -1 . Therefore the energy 

E(n) is a Lyapunov function, which guarantees forced-response stability; 

no forced-response overflow oscillations can occur in the second-order 

direct form filter with saturation and filter coefficients a and b 

satisfying (2.4.15). 

For a second-order direct form filter with a pair of filter coefficients 

which does not satisfy equation (2.4.15) it is possible to construct an 

input signal and find some initial conditions for which overflow oscil­

lations actually appear in the digital filter (see [ 86]). So for the 

second-order direct form digital filter with saturation inequality 

(2.4.15) is not only a sufficient condition for forced-response stabili­

ty, it is also necessary for stability under all excitations u(n) e U
0

• 

No overflow correction method has been found which guarantees this 

filter to be free from forced-response overflow oscillations for all 

parameters a and b within the stability triangle. 

There exists also a second type of direct form digital filters (see 

[ 278]) . These filters have a matrix A which is the transposed form of 

the previous discussed system matrix. The second~order digital filter 

structure of this type is shown in Fig. 2 . 4 . 2 and described by the state 

equations 

x 1(n+l) 

x2(n+l) 

y(n) 

- NL1(a·[x1(n) + u(n)] + x2(n)} 

- NL2(b·[x1(n) + u(n)]l 

x1 (n) + u(n). (2.4.27) 
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un) 

Fig 2 . 4 . 2 . Second-order direct form digital filter of type II . 

With NL
1

{·) and NL2{·) describing a saturation characteristic it is easy 

to prove (using the energy function of (2 .4 . 9)) that also this second­

order direct form filter is zero-input stable for all filter coeffi­

cients a and b in the stability triangle. 

Using the energy function of (2.4.16) we can also prove that this filter 

is forced response stable for filter coefficients satisfying the condi­

tion 

(2.4.28) 

So the direct form digital filter of type II has the same overflow 

stability properties as the second-order direct form digital filter of 

type I . 

Higher-order direct form digital filters are in general unstable with 

respect to overflow; high period and chaotic oscillations have been 

observed in such structures [231, 242, 243, 245, 247, 249, 304, 306]. 

For these direct form filters no overflow characteristic has been found 

for which the filter is zero-input stable for all allowed filter coeffi-

cients . 

y(n) 
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2 . 5. Overflow stability in wave digital and normal filters 

Another class of filter structures is formed by the wave digital 

filters, which are structures derived from classical LC-twoports [117 , 

118, 127, 128]. In this section we investigate the zero - input and forced 

response stability of these filters and we especially focus on the 

second-order structures. There are two types of second-order wave 

digital filters as presented in Fig . 2.5.1 and Fig. 2 . 5 . 2. The second­

order wave digital filter of type I is described by the state equations 

- NL1 {(1-~1 )·x1 (n) + ~1 ·x2 (n) - ~1 ·u(n)J 
- NL2 {-~2 ·x1 (n) + (-1+~2 )·x2 (n) - ~2 · u(n)J, (2 . 5.1) 

where NL1{· ) and NL2{·) denote two overflow correction functions. 

_u(,_n..__-< + r----t 

Fig. 2.5.1. Second-order wave digital filter of type I. 
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The second-order wave digital filter of type II has a system matrix A 

which is the transposed version of that of type I. This filter is des­

cribed by the state equations 

- NL1{x1(n) + NL3 {-~1 ·x1 (n) - ~2 ·x2 (n) + u(n)ll 

= NL2{-x2(n) - NL3 {-~1 ·x1 (n) - ~2 · x2 (n) + u(n)}}.(2.5.2) 

u(n) 

Fig. 2 . 5 . 2. Second-order wave digital filter of type II. 

We again assume that quantization can be neglected and that overflow cor 

rection is only applied to the state signals, so NL
1

{ · } - NL
2

{· } - F{ · } 

stands for the overflow correction function and NL3{· } is a through con­

nection. 

The eigenfrequencies (eigenvalues of the system matrix A) q
1

,
2 

are equal 

to those of the direct form filter if the filter coefficients ~l and ~2 
are chosen as follows [343, 344): 

~l (1-a-b)/2 

~2 (l+a-b)/2. (2.5 . 3) 
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The linear stability conditions (1 . 2 . 21) then translate into : 

12 > 0 and 11 + 12 < 2. (2.5.4) 

The second-order wave digital filters are zero- input stable for all 

overflow characteristics. This statement cannot be proved with the 

energy function of (2. 3 .10), but can be concluded with the aid of 

another function E(n) [ ll8, 122, 123 , 124]. According to [ ll8] we 

define for wave digital filter I: 

E(n) (2.5.5) 

In the idealized system, the energy cannot increase : 

:S 0 for all n > 0. (2.5 . 6) 

In the nonlinear system a subsequent overflow correction implies 

lx1(n)l :S lx01 (n)l and lx2(n)l :S lx02 (n)l, where the equality sign only 

applies if no overflow correction is required . So if overflow correction 

actually is needed the energy is reduced: 

(2 . 5. 7) 

The energy function E(n) is monotonically non- incr easing and therefore a 

semi-Lyapunov function. The energy remains constant in the linear system 

for x 1(n-l)- x 2(n-l) . In this case 

- x 1(n-l) 

- -x2 (n-l), (2 . 5 . 8) 

so that E(n) can only remain constant during two successive time steps 

if 
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0. (2 . 5.9) 

This implies that no overflow oscillation can occur: the second-order 

wave digital filter of type I is zero-input stable. 

The same statement is valid for the second-order wave digital filter of 

type II with the energy function 

E(n) (2 . 5 . 10) 

The pertinent proof is similar to that of wave digital filter I. 

For nonzero-input signals the wave digital filters can become unstable . 

If, however, saturation is used for overflow correction forced-response 

overflow oscillations cannot appear. The proof of this statement is 

equivalent to that of the zero-input stability and has also been pre­

sented in [118 , 122, 123, 124]. For wave digital filter I we define an 

energy function 

E(n) (2.5.11) 

and for wave digital filter II 

E(n) (2.5.12) 

where ~(n) is the error vector (see(l.4.1)). 

According to (2.4.26) overflow correction with a saturation character­

istic yields le1 (n)l ~ le01 (n)l and l e2(n)l ~ le02 (n)l which proves the 

asserted stability in the actual digital filter. 
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A third class of digital filter structures comprises the normal or 

coupled form digital filters [30, 31 , 268, 334]. The second-order digi­

tal filter structure of this class is shown in Fig . 2 . 5 . 3 and described 

by the state equations (2 . 5 . 13) . This filter cannot have real eigen­

frequencies but only complex conjugated values q
1

,
2

- p · exp(±jO) . 

where 

x
1

(n+l) 

x 2(n+l) 

y(n) 

- NL1 (a·x1 (n) - w·x2(n) + b1 ·u(n)J 

- NL2 (w ·x1 (n) + a·x2(n) + b2 ·u(n)) 

c
1

·x1 (n) + c2·x2(n) + d·u(n) 

a - p · cos(O) and w - p · sin(O). 

Fig. 2 . 5 . 3 . Second-order normal form digital filter . 

(2.5 . 13) 

(2 . 5 . 14) 
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With the energy function E(n) defined according to equation (2 . 3.10) 

E(n) T 
~ (n)·~(n) 

2 2 x1 (n) + x2 (n), (2.5.15) 

it is easy to prove that, like the wave digital filters, the normal fil­

ter is zero-input stable for all overflow characteristics and forced­

response stable for a saturation characteristic. 

Normal filters and wave digital filters of orders higher than two can 

likewise be stabilized for zero-input with all types of overflow charac­

teristics and for forced-input with a saturation overflow characteristic 

[30, 31, 38, 186, 236, 334]. 
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2.6. Overflow stability in state-space digital filters 

The state-space digital filters are characterized by the fact that all 

coefficients of the state equations are realized directly in the filter 

structure [238] . The second-order filter is shown in Fig . 2.6.1 and 

decr i bed by the state equations 

x
1

(n+l) 

x2(n+l) 

y(n) 

- NL1 ta11 ·x1(n) + a12 .x2(n) + b1 ·u(n)) 

- NL2 ta21 ·x1(n) + a22 .x2(n) + b2 ·u(n)) 

c1 ·x1(n) + c2 ·x2(n) + d·u(n). 

Fig . 2 . 6 . 1 . Second-order state space digital filter . 

(2.6 .1) 
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It is a common property of normal, wave digital filters and lattice fil ­

ters [136, 269, 284, 323] of second and higher order that the "energy 

matrix" P is diagonal and that E(n) - constant are ellipses oriented 

parallel to the coordinate axes. Only this ellipse geometry allows for 

all overflow characteristics applied to the individual state variables, 

without risk of overflow oscillations [252, 255, 308 , 310, 313, 314 , 

315, 316, 339, 340]. 

The question arises : Which A matrices admit a diagonal "energy matrix" 

so that (1 . 4.3) passes into 

E(n) 
T 

K (n) ·D ·E_(n), (2.6.2) 

where D is a positive diagonal matrix? This question has been solved in 

[237, 238] for the second-order filter, where Dis of the form 

D (2 . 6 . 3) 

In appendix I we show that this is only possible if the system matrix A 

fulfils the condition : 

(2.6 .4) 

We conclude that a second-order state - space filter satisfying equation 

(2 . 6.4) is zero-input stable for all overflow characteristics . 

Do the three basic filter types satisfy (2 . 6 .4)? The answer is "yes" for 

the normal form , "yes" if lal - b < 1 for the direct form and "almost 

yes" for the wave digital filters with the inequality sign replaced by 

an equality sign (reflecting the semi-Lyapunov character of the energy 

function) . 
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The same diagonal matrix D can be used in the Lyapunov function 

E(n) T 
- ~ (n) ·D· ~(n), (2 . 6.5) 

(where ~(n) denotes the error vector), to prove that a filter is forced­

response stable under saturation. The proof is essentially based upon 

(2.4.26) stating that 

(2.6.6) 

Therefore, (2.6.4) is also a sufficient condition for freedom from over­

flow oscillations in the forced response of a second-order state-space 

filter with a saturation characteristic [88]. 

If a saturation characteristic is used in a second-order state-space 

digital filter the condition (2.6.4) for zero-input stablility (valid 

for all overflow characteristics) can be relaxed. We shall prove in 

Appendix II the following theorem: 

If 

E(n) T 
- :&: (n)·P·~(n), (2.6.7) 

satisfies all conditions for an energy function (see Section 1.4) and if 

and (2.6.8) 

then the function E(n) is a Lyapunov function of the filter with a 

saturation characteristic. 

The question arises: Does a given matrix A possess at least one energy 

function E(n) with an energy matrix P that satisfies (2.6.8)? 
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The energy strictly decreases in the filter without overflow correction 

if P - AT·P·A is positive definite, or 

T 
Det[P - A ·P·A) > 0 (2.6.9) 

and 
T Tr[P - A ·P ·A) > 0. (2.6.10) 

In Appendix II we show that it is only possible to fulfil these inequal­

ities, for some matrix P, which fulfils (2 . 6 . 8), if the system matrix A 

satisfies the condition: 

(2.6.11) 

These results will also be published in [296, 352] . 

As it should be, this condition is weaker than (2.6 . 4). Contrary to the 

former condition, all stable direct form filters satisfy (2.6.11) . 

Observe that every stability requirement yields sufficient conditions 

and not a necessarry one. These sufficient conditions can often be 

weakened with various analytic measures [145, 175] or with computer 

generated Lyapunov functions [109, 110). Attempts have also been 

reported with unconventional overflow characteristics [ 104, 364) and 

overflow signalling schemes [26, 43, 53), while experimental results 

have been reported in [199] . 
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3. Quantization stability in recursive digital filters 

3.1 . Introduction 

Besides the large: amplitude overflow oscillations treated in the pre­

vious chapter, still other parasitic oscillations.. are- observed :Ln recur­

sive digital structures , , ·olllhich--hav.e:. · -thei.~otigi~in':._the- quant i zation 

fine structure and as a result have relatively small amplitudes . These 

oscilla-tions can occur . under zero_.,_ _ and under · nonze-ro periodic-input 

c onditions and ar_e __ generally called "limit cycles" and ,.subharmonics" 

respectively. Together ·with qtiantrzation nob~ limit EYcles and sub­

harmonics are considered as the most serious- deviation from linear 

behaviour under normal operating conditions of a digital filter. In 

contrast with quanti<;.~..!!g!L.-J).Oi!le, -~tbey can •. _. however, be completely 

avoided . Unfortunately the involved techniques . complicate the noise 

analysis such . that a sy_stem.a._tic .noise._ mipimiz.ation canno.t be achieved 

with analytic tools . Thus . in current_ litera.ture we observe almost 

independent studies of limit cycle suppression and of noise optimiza­

tion. The first probl_eiiC"mo!"t:ly . .--deais: .. :w~tn..ma--gnLtude truncation MT (or 

related. methods) _ while . the --second .is_ -~mple_t!Ly--based ..on rounding: RO 

[38, 178 , 179, 336] . 

The main factor dete£mining the occurrence of l~mi~ cycle§ is the quan­

tization characteristic. In this chapter we mainly consider RO and MT 

quantization;._ modi-fied quantJ.zat-ions-"-"'*4.-ke -ceentr:o.H.-ed .=. rounding CR and 

stochasti~- quantization require additional signals and, as such, more 

complicated descriptions than a simple characteristic. 

The analyticaL tre~tmept of limit cycles resemb"res that of overflow 

oscillations. This implies an organization of- the present chapter 

similar to.. that of the previous chapter-. 
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Whereas in the overflow problem ~(n) denotes a continuous set of 

variables, quantization in a fixed-point digital filter implies a dis ­

crete-amplitude character of ~(n) with all components xi being integer 

multiples of the quantum q . Without any restriction we ·may normalize the 

quantization step by choosing q equal to unity, which means that the 

components of the state x(n) have integer values only. Reckoning with 

the fact that all signals are bounded, any filter with quantized state 

variables can consequently be viewed as a finite-state machine. 

While for any arbitrary initial condition ~(0) ~ Q the state ~(n) in an 

autonomous (excitation-free) linear filter asymptotically approaches the 

origin (~(n) ~ Q for n ~ ~), this is not the rule for the nonlinear fil ­

ter. Instead, at some n - N
0 

the state x(n) might enter a limit cycle. 

This is a periodic motion characterized by S state points which are 

cyclically occupied by ~(n). "Accessible" limit cycles can be entered 

from points outside the cycle which together with all their predecessors 

form a (mostly immense) set of state points to be assigned to such a 

cycle (see [ 82 , 84, 263, 266)) . On the other hand, "inaccessible" cycles 

have to be started on the limit cycle itself. Limit cycles of period 

S - 1 consist of one point, which can be accessible or inaccessible . If 

and only if the origin ~ - Q is ultimately reached from any initial 

condition ~(0) (implying accessibility of the origin) the filter is 

limit cycle free. 

Without any quantization (corresponding to the ideal, linear filter), 

the trajectory of ~(n) in a second-order filter would follow an ellipse­

like curve spiralling towards the origin, as shown in Fig. 2 . 3 . 1. In the 

actual filter, quantization introduces a slight modification of the 

state , such that the quantized ~(n) becomes a point in the quantization 

grid , located in the close vicinity of the state before quantization . 

Like the overflow correction discussed in Chapter 2 , quantization can be 

associated with a state motion towards the origin or away from it . The 

first motion supports the linear motion and ensures freedom of limit 

cycles, if quantization is always performed this way . Clearly, this rule 

provides a sufficient condition. Conversely, quantization correction 

away from the origin does not admit any conclusion: limit cycles can, 

but need not occur. 
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The above statements ask for a definition of "distance from the origin". 

Equivalent with the definition of Chapter I we identify any "Lyapunov 

energy function" with the squared distance from the origin . Such a 

function E(n) is defined by 

E(n) T 
~ (n) ·P·x(n), (3.1.1) 

where P is a symmetrical and positive definite matrix. The system 

dynamics must be so that if no quantization is applied, according to 

x
0
(n)- A·x(n-1), the energy strictly decreases with increasing time n. 

Furthermore the quantization operation ~(n) - Q{~0 (n)} must not lead to 

an energy increase: 

for all ~0 (n) . (3.1.2) 

Most limit-cycle suppressing mechanisms, which will be treated in the 

next sections of this chapter, make use of magnitude truncation (in­

cluding the related controlled rounding described in Section 3 . 3), 

utilizing its ability to reduce energy as required by (3 . 1.2). On the 

other hand, rounding RO can amplify the signal magnitude by a factor 

c :S 2, where the maximum factor c - 2 occurs for a signal magnitude 

equal to half a quantization step. In an attempt to achieve freedom from 

limit cycles also for RO quantization, the potential nonlinear energy 

increase has to be compensated by an equal energy decrease associated 
I 

with the linear filter operation. In concrete terms, the necessary 

damping finds expression in the condition IIAII < 1/2, where IIAII denotes 

the norm of the system matrix. If this condition is not met by the 
L 

design requirements, the matrix A can be transformed into some power A 

by means of a "block-state realization" or a "matrix-power feedback" 

such that IIALII < 1/2 and RO quantization can be applied without risk of 

limit cycles [32, 33, 115, 116]. For high-Q filters this method, how­

ever, requires a great amount of hardware. 

Another way to eliminate the various types of limit cycles is to control 

quantization through an external random signal. 
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This way potential conditions favourable to the occurrence of parasitic 

oscillations are irregularly disturbed, which results in an asymptotic, 

albeit noisy approach of the zero state. 

The disadvantages of such stochastic methods are evident: they require 

additional random sources (preferably independent sources for all quan­

tizers) and, at a first glance , yield additional quantization noise . The 

latter point is , however , compensated by the flatness of the noise 

spectrum that contrasts wi th the (mostly) narrow bandwidth of the noise 

generated by MT quantization . Particularly in high-Q filters the ulti­

mate noise contributions at the output terminals can thus be consider­

ably smaller than those occurring with deterministic stabilization 

[59, 89, 90, 91 , 138]. 

The simplest method is random rounding, where the decision concerning 

the handling of the least significant bit is exclusively left to the 

exterior random signal [70, 71] . 

A variation on this strategy is found when the unquantized signal is 

supplemented with random dither , whose spectral distribution is flat and 

whose amplitude distribution is uniform in the interval [-q/2 , q/2]. The 

total signal is subsequently subject to RO quantization [52, 294, 318]. 

In contrast with this "uniform random dither", the above random rounding 

is occasionally referred to as "binary random dither". In rough terms , 

uniform random dither has a better noise performance, whereas binary 

random dither is superior with respect to limit cycle suppression . 

In a variant, uniform random dither is subject to spectral shaping, 

particularly with a bandstop characteristic . The resulting "bandstop 

dither" has an improved noise performance , to be sure , but is costly to 

implement [14 , 223] . 

Guided by the inherent properties of RO and MT quantization, one can 

combine their respective merits· into "random quantization", in which an 

external generator randomly switches between RO and MT quantization, 

with comparatively short MT operating times. This way the excellent RO 

noise properties are coupled with the stabilizing capability of MT 

quantization, which has to be paid for with a prolonged limit cycle 

expiration time [182, 183 , 184, 185, 202, 204]. 



-67-

3.2. Quantization stability in first-order digital filters 

The first-order recursive digital filter with a general wordlength 

reduction NL{ ·}, as shown in Fig. 2. 2 . 1, was described by the state 

equations (2.2.1) 

x(n+l) - NL{a·x(n) + u(n)} 

y(n) x(n+l). (3.2.1) 

In our present context NL{x} - Q{x} denotes the quantization character­

istic (with the quantization step q normalized to unity). The idealized 

linear filter is stable for filter coefficients a satisfying the condi­

tion: lsi < 1. 

The stability of this filter is first investigated for the zero-input 

situation, with Q{·} representing the rounding, magnitude truncation and 

value truncation characteristic. 

For rounding the quantization error E (n), defined according to (1. 3 .1) 

by E(n)- Q{a·x(n)} - a ·x(n), is bounded by IER0 (n)l ~ 1/2. 

So 

lx(n+l) I IQta ·x(n) >I 

la ·x(n) + E(n)l 

< lx(n) I + 1/2. (3.2.2) 

Since x(n) and x(n+l) have integer values only, we conclude that 

lx(n+l)l ~ lx(n)l. (3.2.3) 

If at some time n the state x(n) ~ 0 reaches a previous state x(n-S), a 

zero-input limit cycle is entered. Such a limit cycle must have a 

constant amplitude value, since a decrease of the state signal can never 

be restored, according to (3.2.3) . 
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There exist two types of constant amplitude limit cycles, those with 

x(n+l)- x(n) and those with x(n+l)- -x(n). The first type is periodic 

with period 1 , with a constant value x(n) - X. The amplitude is bounded 

by 

1 

2(1-a)' 

as can be concluded from (3.2 .2) . 

(3.2.4) 

Since the smallest limit cycle has an amplitude lxl - 1 , these limit 

cycles can only occur for filter coefficients a ~ 1/2. Moreover, for 

a ~ 1/2 the zero-state is inaccessible with the consequence that limit 

cycles do occur for all initial conditions. 

The second type of limit cycles is of the form x(n) - (-l)n ·X', which is 

periodic with period 2. These limit cycles are amplitude -bounded by 

1 

2(l+a)" 

They occur if and only if a~ -1/2. 

(3 . 2 . 5) 

For the first-order digital filter with magnitude truncation we have 

lx(n+l)l IQ(a·x(n)ll 

~ la·x(n) I 

< lx(n) I for x(n) ,. 0 . (3.2.6) 

Since lx(n)l is monotonically decreasing and the state signal can assume 

only integer values the state signal x(n) must become zero after a fini ­

te number of time steps. Therefore no zero-input limit cycle can occur 

in the first-order recursive digital fil ter with magnitude truncation. 
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If value truncation is used for quantization we have 

lx(n+l)l laox(n) + E(n)l < lx(n)l + l o (3o2o 7) 

Since x(n) has integer values, we conclude that 

lx(n+l)l ~ lx(n)l (3o2o8) 

and, just as for rounding, only limit cycles with constant amplitude can 

occur 0 The limit cycles with period 1, x(n) - X, have an amplitude 

bounded by 

-1 
1 - a < X ~ 0, (3o2o9) 

and thus can appear for a > Oo 

The limit cycles with period 2, x(n) - (-l)n oX', cannot occur if value 

truncation is used because they have to fulfil the set of equations 

X' - -aoX' + E(l) with -1 < E(l) ~ 0 

-X' - aoX' + E(2) with -1 < E(2) ~ 0 
------------------+ 

0 - E(l) + E(2) o (3o2ol0) 

So only limit cycles with period 1 are possible in the first-order 

recursive digital filter with value truncation, and they can occur only 

for a > 0 0 For filters with a coefficient a ~ 0 there are no limit 

cycles in this filter; the zero-state will be reached from any initial 

state x(O) 0 

The investigation of the stability of this filter for the zero-input 

situation will now be generalized to all quantization characteristics 

with a quantization error E(n), which is bounded by 1, (the normalized 

quantization step q)o Then 
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lx(n+l)l la ·x(n) + e(n)l < lx(n)l + 1, (3 . 2 . 11) 

so that limit cycles (if they occur) have a constant amplitude: 

x(n) X (3.2.12) 

or 

x(n) (3.2 . 13) 

1 
The limit cycles of the first type are bounded by lXI < 1 _ a and can 

only occur for a > 0. The limit cycles of the second type are bounded by 
1 

IX' I< 1 +a and can only occur for a< 0 . 

Next we analyse the forced response of a first-order recursive digital 

filter, excited with a periodic input signal with period N . In the 

idealized filter the steady state x(n) is periodic with the same period 

N as the input signal; but in the filter with quantization the period of 

the state can differ from N, which amounts to the generation of sub­

harmonics . 

We start with the analysis of the first -order digital filter with round­

ing. Define the difference signal 

d(n) x(n) - x(n+N) . (3 . 2.14) 

If we can prove that d(n) becomes zero after some finite time no subhar­

monic occurs in this filter . With 

x(n+l) a ·x(n) + u(n) + e(n) (3.2.15) 

we have 
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d(n+l) - a·d(n) + f(n) - f(n+N). (3.2.16) 

So 

ld(n+l)l < ld(n)l + 1. (3.2.17) 

Like x(n) also d(n) has integer values resulting in 

ld(n+l)l s ld(n)l. (3.2.18) 

If there occurs a periodic state sequence x(n) in this filter, then also 

d(n) becomes periodic and it must satisfy the condition: 

ld(n)l -constant for all n. (3.2.19) 

From (3.2.16) we conclude that for a> 0 we have 

d(n) - D for all n, (3.2.20) 

and for a < 0 

d(n) for all n. (3.2.21) 

In a finite state machine like a digital filter the state x(n) will 

ultimately enter a periodic state sequence with 

x(n + S·N) - x(n) for sufficiently high n (3.2 . 22) 

and for some integer value of S. Since in such a periodic state sequence 

S-1 

2 d(n+i·N) 

i - 0 

S-1 

2 [x(n+i·N) - x(n+(i+l)·N)] - 0, 

i - 0 

(3 . 2 . 23) 

substitution of (3.2.20) in (3.2.23) yields D - 0, while substitution of 

(3 . 2 . 21) in (3.2 . 23) yields D' - 0 for N is even. So subharmonics can 

only appear in this filter for a < 0 and N is odd. Such a subharmonic 

satisfies 
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x(n) - x(n+N) d(n) = -d(n+N) -x(n+N) + x(n+2N), (3.2.24) 

resulting inS - 2, and, according to (3 . 2 . 16), is amplitude bounded by 

1 
< 1 +a· (3 . 2 . 25) 

Next we analyse the situation for magnitude truncation. With 

d(n+l) = x(n+l) - x(n+N+l) 

a·d(n) + e(n) - e(n+N), (3.2 . 26) 

it is possible to have ld(n+l) - a ·d(n)l ~ 1. But , it is not possible to 

have e(n) > 0 and e(n+N) < 0 for d(n+l) > 0 or e(n) < 0 and e(n+N) > 0 

for d(n+l) < 0, because with magnitude truncation e(n)·x(n+l) ~ 0 for 

all n . This implies that 

ld(n+l)l < ld(n)l + 1. (3.2.27) 

Inequality (3.2.27) is identical with (3 . 2 . 17) so that the same conclu­

sions apply as for rounding. 

In the case of value truncation we have 

ld(n+l)l la · d(n) + e(n) - e(n+N)I < ld(n)l + 1 , (3 . 2 . 28) 

so again the same conclusions hold as for rounding . 
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If the quantization method is not one of the above three operations RO, 

MT or VT it is possible to have subharmonics of order S larger than 2. 

Furthermore, subharmonics can occur for periodic input signals with even 

N. This is shown in the following examples. 

Example 1 

0 

The quantization method used in this example is "anti-rounding", 

as defined by: 

Q(x) X for x integer 

x + E with 1/2 s lEI < 1 for x non-integer . (3 . 2 . 29) 

The pertinent quantization characteristic is shown in Fig . 3 . 2 .1. 

For a filter with a filter coefficient a- -.72 and excited by a 

constant input signal u(n) - 14, we can get a subharmonic of order 

S - 3 with the successive states x(O) - 7, x(l) - 8 and x(2) = 9 . 

For u(n) - 10 we can get a subharmonic of order S - 4 with 

x(O) - 4, x(l) - 8, x(2) - 5 and x(3) - 7. 

-3 -2 

l 3 
Q~X) 

2 

-1 

-2 

-3 

2 

L 

3 

x~ 

Fig. 3.2.1. Quantization characteristic for "anti-rounding". 
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Example 2 

0 

In this example we choose the same quantization method as used in 

Example 1 but with a filter coefficient a - -.4 . For the periodic 

input signal of period 2 with u(2n) - 2 and u(2n+l) - 4 we can get 

a subharmonic of order S - 2 with the successive states x(O) - 0, 

x(l) - 4, x(2) - 1 and x(3) - 3. 

For a quantization function Q( · } which satisfies the quantized Lipschitz 

condition 

Ia - .el < 1 -+ IQ(a} - QI.Bll ~ 1, (3.2.30) 

it is easy to prove that, with d(n) - x(n) - x(n+N), 

ld(n+l)l ~ ld(n)l for all n. (3.2 . 31) 

So we can conclude that, just as in the filter with rounding, only sub­

harmonics of order S - 2 are possible, which can occur for odd values of 

N and negative values of a . Rounding, magnitude truncation and value 

truncation belong to the category under consideration. 
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3.3. Quantization stability in direct form digital filters 

In this section we investigate the quantization stability of direct form 

digital filters. The major part of this section concerns the second­

order filter of Fig. 1.2.1, which is described according to (1 . 2 . 16) by 

x 1 (n+l) 

x 2(n+l) 

y(n) 

NL1 {NL2{a·x1 (n)} + NL2{b·x2(n)} + u(n)} 

x
1

(n) 

x 1 (n+l). (3 . 3 . 1) 

The nonlinear functions NL
1 

{ ·} and NL
2 

{ ·} now represent quantization 

operations. Function NL
1

{·} denotes the quantization of the signal 

before entering a time-delay element and NL
2

{·} denotes this operation 

after a multiplication with a constant factor. It is unnecessary to 

perform both quantizations . If the results of the multipliers are added 

to the input signal with full precision the result is the so-called 

1-quantizer direct form filter. On the other hand if NL
2

{·} is performed 

and input signal u(n) is a quantized signal then NL1 {·} is superfluous, 

resulting in the so-called 2-quantizer direct form filter . 

The three well-known quantization methods: RO, MT and VT are unable to 

suppress zero-input limit cycles for all pairs of permitted filter coef­

ficients a and b in the stability triangle. However, for each of these 

quantization methods and for both the 2-quantizer and the 1-quantizer 

configuration, regions in the stability triangle have been derived for 

which limit cycles cannot occur . The pertinent proofs make use of the 

frequency domain methods [77, 81, 84, 85, 309, 319], derived in more 

general contexts [29, 130, 133, 134, 135, 330, 331], and of Lyapunov 

theory [109, 110, 171, 173, 208, 210, 211, 212] . 

The best results (in the sense of the largest region in the plane of the 

filter coefficients) are found for the 1 -quantizer direct form digital 

filter with magnitude truncation for quantization [81, 85] . 

A new type of quantization has been presented in [58] , in which the 

direction of quantization is determined by a control signal. 
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With this "controlled rounding" the second-order direct form filter can 

be made free from zero- input limit cycles with the exception of those 

with period 1 or 2. The proof of this statement is given with a 

semi-Lyapunov function. According to [58] we define an energy function 

E(n) T 
- K (n)·P·K(n), (3.3.2) 

where 

P _ [1-b -a ] . 

- a 1-b 
(3.3.3) 

Matrix P is positive definite for all filter coefficients a and b in the 

stability triangle, because 

Det[P] (1-a-b)·(l+a-b) > 0 (3 . 3.4) 

and 

Tr[P] 2 · (1-b) > 0. (3 . 3 . 5) 

Without wordlength reduction the energy cannot increase, since 

T T 
- K (n) · [A ·P·A - P]·K(n) 

2 - -(l+b)·[a·x1(n) + (b-l)·x2(n)] s 0. (3 . 3.6) 

In the system with quantization, 

we have 

a ·x1 (n) + b ·x2(n) + E(n) 

x
1 

(n), 

~(n) = E(n+l) - -E(n) 

(3.3.7) 

The energy function E(n) is indeed a semi-Lyapunov function of the non­

linear system if 
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(3.3.9) 

So, if x
2

(n) > x
1

(n+l) the quantization has to be performed upwards and 

if x
2

(n) < x
1

(n+l) then the direct i on of quantization is downwards . This 

means that with controlled rounding quantization is performed "in the 

direction" of the "control signal" x 2(n). 

Zero-input limit cycles can still occur if the energy E(n) remains con­

stant, which implies 

x
1

(n+l) x
1

(n-l). (3.3 . 10) 

So only limit cycles with periods 1 or 2 can occur [58] . 

Stabilization by controlled rounding can also be visualized in the state 

plane. This alternative approach of the stability problem is dep i cted in 

Fig . 3.3.1. With (3 . 3 . 3) the curves E(n) - constant are ellipses with 

axes under ± 45° . First recall that x
2 

(n+l) - x
1 

(n) so that some grid 

point M in the state plane is always linearly mapped on a hor i zontal 

straight line through the mi rror point M* with respect to the 45° -line , 

(cf . Fig . 3.3.1). Let M' denote the result of this linear mapping of M, 

and let M'' denote the result of the subsequent quantization . Then M' 

lies on the line segment x
2 

(n+l) - x
1 

(n) inside or on the Lyapunov 

ellipse due to (3 . 3 . 6) , while M' ' is desired to lie there too. 

* Realizing that, according to their definitions , M'' and M are grid 

* points, we conclude that M is a suitable candidate forM'', but also 

* any (if existent) intermediate grid point between M' and M . To achieve 

minimum error, we choose forM ' ' the grid po i nt nearest toM' , in the 

* direction of M . This construction yields the quantization rule that 

x1 (n+l) is quantized "in the direction" of x2(n) - x1 (n-l) . 

Unfortunately, this "controlled rounding" CR does admit constant energy 

limit cycles of periods 2 or 1, in which the state jumps between M and 

* * M or, forM- M , remains atM. 
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Fig. 3.3.1. State-plane of the direct form digital filter 

with controlled rounding. 

It is an advantage of CR that not only zero-input stability (with the 

exceptions mentioned) is achieved, but also stability under any constant 

input condition, because the quantization rule only involves signal 

differences (see [58)) . 

With 

E(n) T 
£ (n) ·P·£(n) (3 . 3 . 11) 

and 

£(n) K(n) - K(n), (3.3.12) 



-79-

which is the error vector, the difference between the actual state ~(n) 

and the asymptotic steady state i(n) of the idealized linear filter, we 

have 

I:J.E(n) E(n+l) - E(n) 

2 
-(l+b)·[a·e1 (n) + (b-l) · e2(n) + e(n)] + 

+ 2e(n)· (a·e
1

(n) + (b-l) . e2(n) + e(n)]. (3 . 3 . 13) 

According to (3 . 3 . 13) the energy E(n) is guaranteed to be non-increasing 

for 

(3.3 . 14) 

So the component x
1

(n+l) must be quantized in the direction of 

[x
2 

(n) + x
1 

(n+l) - x
2 

(n) ] . For input signals which are periodic with 

period 1 or 2 we have 

xl(n+l) (3 . 3 . 15) 

So controlled rounding in the original sense guarantees freedom from 

quantization oscillations with the exception of the periods 1 and 2 . 

With some additional hardware, zero-input limit cycles of periods 1 and 

2 can be supressed, too, but at the expense of the general constant- and 

period 2 -input stability [248, 251]. 

For input signals which are periodic with a period N ~ 3 the controlled 

rounding mechanism does not lead to generalized stability: subharmonics 

have been observed in our simulations . 

Recently, a new idea has been published to suppress zero- input limit 

cycles in the second-order direct form filter. This idea is based on a 

change of the filter structure so that the values of the multipliers are 

less than unity: 



x
1 

(n+l) 
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Q(a·x1 (n)) + Q(b·x2(n)) 

Q((a+b)·x1 (n)) + Q(b·(x2(n)-x1 (n))) 

Q((a-b)·x1 (n)) + Q(b·(x2(n)+x1 (n))l 

x
2

(n+l) x
1

(n) 

for lal s 1 

for a > 1 

for a < -1 

y(n) x
1

(n+l). (3.3.16) 

All quantizers in this filter are magnitude truncators . In computer 

simulations no zero-input limit cycles have been found in this filter 

structure , but a stability proof based on Lyapunov theory or other 

methods has not yet been derived [27]. 

For the second-order direct form digital filter of type II, as described 

in Section 2 . 4 . 1, no controlled rounding mechanism can be devised to 

suppress zero-input limit cycles. 

In this filter both state signals have to be quantized: 

a·x1(n) + x 2(n) + £ 1 (n) 

b ·x1 (n) + £ 2(n) . (3.3 . 17) 

In Appendix III we prove that suppression of limit cycles with control ­

led rounding cannot be performed with control signals which are integer 

multiples of the state signals, as was the case for the direct form 

filter of type I. But, on~y for integer multiples the quantization di-

rection can be determined uniquely . For non-integer values it is poss-

ible that both quantization upwards and downwards cause an increase of 

energy . 

Therefore no controlled rounding mechanism can be devised to suppress 

zero-input limit cycles in the second-order direct form digital filter 

of type II . 

Higher-order direct form digital filters are in general unstable with 

respect to quantization. For these filters no controlled rounding 

mechanism has been found for which the filter is zero-input stable for 

all allowed filter coefficients. 
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3.4. Quantization stability in wave digital filters 

Historically, Lyapunov theory (with appropriate modifications) was first 

applied to wave digital filters [122, 123, 124]. For the second-order 

structure of Fig. 2.5.1, with state equations presented in (2.5.1), the 

energy function E(n), given in (2. 5. 5) is a proper candidate for a 

Lyapunov function. With this choice the ellipses E(n) - constant have 

axes parallel to the coordinate axes in the state plane. Applying MT 

quantization on the individual state variables reduces lx1(n)l and 

lx
2 

(n) I and, consequently the energy E(n), so that zero-input limit 

cycles are forbidden [234, 235, 341, 342, 343, 344, 347]. 

Under any constant-input conditiont (N - 1), with a "controlled roun­

ding" applied to x
1 

(n), so that x
1 

(n) is quantized in the direction of 

-u(n), and MT applied to x2(n), freedom from subharmonics can be proved, 

according to [341, 342, 343, 344], with the energy function of (2.5 .11), 

where 

~(n) 

and 

K(n) - K(n), 

T 
(-u(n), 0) . 

(3.4.1) 

(3.4.2) 

This quantization mechanism of controlled rounding can be reduced to MT 

by first subtracting the control signal, then applying MT and finally 

again adding the control signal. Structures thus derived from wave 

digital filters are often presented in multi-output form with lowpass, 

highpass, bandpass, bandstop and allpass outputs [111, 193, 194, 195, 

220' 222' 336] . 

In wave digital filters of orders higher than two some of the MT-quan­

tizers can be replaced by RO without affecting the passivity of the 

complete filter [20, 228]. 

t Subharmonics of order S, which occur for discrete-time periodic input 
signals with period N - 1 are generally called constant-input limit 
cycles of period S. 
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For alternating input signals of the form 

u(n) (3 . 4 . 3) 

freedom from quantization oscillations can be guaranteed by controlled 

rounding of x
2 

(n) in the direction of u(n), and MT applied to x
1 

(n) . 

Again, the energy function (2 . 5 . 11) can be used to prove this stability, 

where now 

~(n) 
T 

(0, u(n)) . (3.4 .4) 

For input signals with a period N ~ 2 it is not possible to guarantee 

stability of the filter; subharmonics have been observed in our simula­

tions . 

There are two strategies for suppressing zero-input limit cycles in wave 

digital filter of type II. 

(a) We can use MT on both state signals, implying no intermediate word­

length reduction : NL
1 

(x) - NL
2

(x) - MT(x) and NL
3

(x) - x. This results 

in a filter which is equivalent to the wave digital filter of type I. 

The zero-input stability can be proved with the energy function E(n) of 

(2.5.10). 

(b) We can use a magnitude truncator on the summation point Q, implying 

NL
3

(x) - MT(x), so signal q(n) has an integer value and quantization on 

the states does not have any effect: NL
1

(x) - NL
2
(x)- x . The zero-input 

stability is guaranteed; we follow the proof presented in [62, 63, 221]. 

The state equations of this second-order wave digital filter now become 

qo(n) 

q(n) 

x1 (n+l) 

x2 (n+l) 

-~1 -x1 (n) - ~2 -x2 (n) + u(n) 

MT(q
0

(n)) 

x1 (n) + q(n) 

- -x2(n) - q(n) . (3 . 4 . 5) 
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In the autonomous filter the signal q(n) becomes zero after a finite 

time N 
0

. This statement is proved with the energy function E(n) of 

(2.5.10) : 

~(n) - E(n+l) - E(n) 

(3.4.6) 

The last inequality is a consequence of magnitude truncation, for which . 

we have 

(3 .4 . 7) 

and 

sign{q(n)} for q(n) ,. 0. (3.4.8) 

With 2 - 11 - 1 2 > 0 due to the linear stability condition (2 . 5 .4) and 

the fact that q(n) has integer values only, the energy function E(n) is 

a monotonically decreasing function for q(n) ,. 0, which results in 

q(n) - 0 after a finite time N
0

• Signal q(n) - 0 does, however, not 

imply that also the energy E(n) is decreased to zero . If this is not the 

case, at least one of the two variables x
1

(n), x
2

(n) differs from zero, 

representing some form of limit cycle . Due to q(n) - 0 these limit 

cycles are local oscillations in the small loops of Fig . 2. 5. 2, the 

upper with period 1 and the lower with period 2. Their amplitudes can be 

estimated via the requirement that the absolute value of the signal 

q
0

(n) must not exceed the unit threshold of the MT characteristic. 

So 

and 

(3 .4.9) 
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These oscillations can be made invisible by using a pair of threshold 

detectors, with characteristics 

TH{x) X 

0 

for lxl ~ T 

for lxl < T, 

with T- 1/~l in the signal flow from x
1

(n) to the output y(n) 

and T = 11~2 in the flow from x 2(n) to y(n). 

(3.4.10) 

This way the output signal y(n) becomes free from zero-input limit 

cycles. 

Under constant-input conditions this filter remains free from parasitic 

oscillations, which can be proved, according to [ 62, 63], with the 

energy function of (2.5 . 12), where 

~(n) (u(n)h1 , 0). (3.4.11) 

Just as for zero-input, we can show that the signal q(n) becomes zero 

after a finite time N 
0 

resulting in lx2 (n) I < 1;~2 , so that these 

oscillations can be trapped with a threshold detector. The component 

x1 (n) can, however, exceed the threshold value T, but it remains con­

stant for n ~ N
0 

implying that also the output signal y(n) is periodic 

with period 1 . Therefore this filter is free from constant-input limit 

cycles. 

For periodic input signals with period N = 2, we can again prove that 

q(n) becomes zero with the same energy function (2.5.12), where now 

u(n) + u(n-1) 
2·-Yl 

u(n) - u(n-1) 
2·~2 

(3.4.12) 

For n ~ N
0 

the state component x1 (n) becomes periodic with period 1 and 

x
2

(n) with period 2. Therefore the output y(n) is periodic with the same 

period as the input signal and no subharmonic can occur . 
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For input signals which are periodic with a period N ~ 3 the stabiliza­

tion mechanism fails, so that subharmonics can appear again. 

We conclude that the second-order wave digital filter of type II with 

magnitude truncation on the summation point Q is free from subharmonics 

for all input signals with periods 1 or 2. 

Suppression of subharmonics for periods larger than two is a far more 

difficult task. While so far no general stabilization mechanism has been 

reported that works for all periods N, we develop such mechanisms for 

fixed values or at most a set of fixed values of N in the following 

sections. 
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3 . 5 . Subharmonic-free filter for input signals with period N 

In this section we present a new digital filter structure which is free 

from subharmonics for a discrete-time periodic input signal with an even 

period N- 2M. This filter is so designed that it also suppresses sub­

harmonics for periodic input signals of period M. As an example, we 

choose M - 3, so we present a filter structure which is free from sub­

harmonics for all input signals with periods 3 and 6. 

This filter structure forms an extension of the wave digital filter II, 

as described in the previous section . The recursive part of this filter 

is shown in Fig. 3.5.1. 

Fig . 3.5 . 1. Subharmonic-free filter for input signals with N- M or N- 2M. 

In this filter the quantizer is a magnitude truncator MT with quanti­

zation step unity. The blocks w
1 

and w
2 

are two linear systems with 

transfer functions: 
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x1 (z) -M·z -M M 
w1(z) - -- - - --- (3 . 5 . 1) 

Q(z) 
-M 1 M 1 z - z -

x2(z) -M · z -M -M 
w2(z) = -- - (3.5 . 2) -M M 

Q(z) z + 1 z + 1 

The output signal y(n) (not shown in Fig . 3 . 5.1) is formed by a linear 

combination of x
1 

(n) , x
2 

(n) and the internal state signals x 
3 

(n) to 

x 2M(n) inside the boxes w
1 

and w2 , according to 

y(n) 

2M 

2 ci ·xi(n) + d·u(n) . 

i - 1 

(3 . 5 . 3) 

The circuit of Fig. 3. 5 . 1 is intended to function as a second-order 

filter section with transfer function 

H(z) 
(z- z1)·(z- z 2) 

(z - ql) · (z- q2) 
(3 . 5 . 4) 

For a general choice of the coefficients ci the system function is how­

ever of order 2M . Reduction to the required second-order is obtained 

through cancellation of all unwanted poles by zeros through an appro­

priate choice of the coefficients ci. 

After some manipulations, the multipliers ~l and ~2 are derived from the 

remaining poles q1 and q2 : 

M 
(1- ql )·(1-

M 
q2 )/2M 

M 
(1 + ql ) 0 (1 

M + q2 )/2M. (3.5.5) 

Since the filter without wordlength reduction is assumed to be stable, 

expressed by 
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lqll < 1 and lq21 < 1' (3.5.6) 

we have 

..,1 > 0, ..,2 > 0 and ..,1 + 
2 (3 . 5.7) ..,2 < if · 

The transfer function from the input terminal to the quantizer is 

Q(z) 
F(z) 

U(z) 

2M z 1 
(3.5.8) 

The blocks w
1 

and w
2 

can be realized with a delay-line of M time-delay 

elements and a feedback multiplier with factor ±1. For block w1 we have: 

(3 . 5.9) 

and for block w2 : 

(3.5.10) 

All signals in the blocks w
1 

and w
2 

have integer values only, so there 

is no need for quantization within these blocks. The only quantizer in 

the complete filter structure is the magnitude truncator MT. 

In Fig. 3 . 5.2 the recursive part of this filter is shown in detailed 

form forM - 3. 

For zero-input we prove with the function 

M-1 M-1 

E(n) ..,1. 2 xl2(n+i) + ..,2 . 2 x22(n+i) 

i = 0 i - 0 

that signal q(n) becomes zero after a finite time N
0

. 

Due to (3.5 . 7) this function is an energy function, with 

E(n) > 0 for all ~(n) ~ Q. 

(3 . 5 . 11) 

(3.5.12) 
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u(n) 

Fig. 3.5 . 2. Subharmonic-free filter for input signals with period 3, 6. 

The energy function E(n) is a semi-Lyapunov function, since 

aE(n) - E(n+l) - E(n) 

(3 .5. 13) 

The last inequality follows from q(n) · q (n) ~ l (n), which holds for 
0 

magnitude truncation . Further we know, according to (3.5 . 7) that 
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(3 . 5 . 14) 

so 

t:.E(n) < 0 for q(n) ,. 0. (3.5.15) 

Since q(n) has integer values only this signal must become zero after a 

finite time N
0

• Signal q(n) - 0 does, however, not imply that also the 

energy E(n) has decreased to zero. If this is not the case some form of 

limit cycle appears in the filter. Due to q(n) - 0 these limit cycles 

are local oscillations in the blocks w1 and w2 of Fig. 3 . 5.1, the first 

one with period M and the second one with period 2M . Their amplitudes 

are bounded by the values 

(3.5 . 16) 

and 

(3 . 5 . 17) 

These oscillations can be made invisible by using a threshold dectector 

with T - 1/~l in the signal lines from x
1

(n) and its delayed versions 

to y(n) and T - 1;~2 in the lines from x 2(n) and its delayed versions to 

y(n). This way the output signal y(n) is free from zero-input limit 

cycles. 

For input signals with period N - M or N - 2M it can be proved that the 

filter of Fig. 3.5.1 is free from subharmonics with the energy function 

M-1 M-1 

E(n) ~1 · 2 el2(n+i) + ~2· 2 e22(n+i), (3.5 . 18) 

i - 0 i - 0 

where error vector ~(n) is the difference between the actual state ~(n) 

and the idealized linear response i<n), which in this filters is 

[u(n) + u(n+M)]/2~1 
[u(n) - u(n+M)]/2~2 . (3 . 5.19) 
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The energy function E(n) is a semi-Lyapunov function, since 

6E(n) E(n+l) - E(n) 

(3.5.20) 

So, the signal q(n) will become zero after a finite time N
0 

resulting in 

local oscillations with period M in block w
1 

and with period 2M in block 

w
2

. For input signals with period N- M the oscillations in block w2 can 

be trapped with a threshold detector so they are invisible in the output 

signal. The signal in block w
1 

can exceed the threshold value, but it is 

periodic with period M, implying that also the output signal is periodic 

with this period and no subharmonics can occur. 

For input signals with period N - 2M all the states become periodic with 

period 2M, thus no subharmonic can occur. 

For periodic input signals with other periods the occurrence of subhat ­

monics cannot be excluded. For example, the appearance of constant-input 

limit cycles is always possible in this filter for M ~ 1. 

In the next section we will change the structure of this filter in order 

to get a filter which is free from subharmonics for all input signals 

which are discrete-time periodic with a period N, being a divisor of 2M. 
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3 . 6 . Subharmonic-free filter for input signals with N a divisor of 2H 

In this section we present a new digital filter structure, which is free 

from subharmonics for all input signals which are discrete-time periodic 

with a period N being a divisor of 2H. We demonstrate this filter for 

H - 3, so we present a filter structure which is free from subharmonics 

for all input signals with periods 1, 2, 3 and 6 . 

The basic idea of this filter is to separate the periodic state sequence 

which appears in the circuit of the previous section, in components 

which are periodic with a divisor of 2H . Subharmonic components can then 

be suppressed by a threshold detector . 

The new filter structure forms an extension of the circuit described in 

Section 3 . 5 . In that structure (cf . Fig. 3 . 5 . 1) we split the block w1 
into some blocks GD connected in parallel 

(3 . 6 . 1) 

where DIH stands for all divisors D of H, including D - 1 and D - H. 

In the same way the block w2 is split up into some blocks GD' where D is 

a divisor of 2H, which is not also a divisor of H : 

(3.6.2) 

The poles of the functions w
1

(z) and w
2

(z), which are the roots of the 

polynomial z
2
H-l , are zeros of the denominators of the functions GD(z). 
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u(n) 

Fig. 3.6.1. Subharmonic-free filter for input signals which are 

periodic with a period N which is a divisor of 2H. 

In Appendix IV we show that the denominators of GD(z) can be performed 

by cyclotomic polynomials QD(z), which have very simple coefficients . In 

more explicit terms, the functions GD(z) are described by 

d [ -1 ] z·dz log(QD(z )} , (3.6 . 3) 

where QD(z) is the cyclotomic polynomial of order D. 
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Insertion of (3.6.3) into (3 . 6 . 1) indeed satisfies (3 . 5 . 1), since accor­

ding to Appendix IV 

d [ -M ] z·dz log(z - 1) (3 . 6.4) 

The same reasoning leads to a verification of (3.6.2). 

We have split the functions w
1

(z) and w2(z) into the sum of a number of 

functions so that for every divisor D of 2M there is exactly one func­

tion GD(z) (as shown in Fig. 3.6 . 1) . 

According to property 9) of Appendix IV the functions GD(z) have integer 

coefficients only, implying that they can be realized with integer mul­

tipliers, without requiring any quantization in the blocks GD . 

Moreover, the coefficients of the most cyclotomic polynomials have the 

values -1, 0 or 1 only (see property 1) to 8) in Appendix IV) so that 

the integer multipliers can be replaced by simple adders. 

The complete realization for the case M - 3 is shown in Fig. 3 . 6 . 2 . 

The number of time-delay elements in a block GD equals the degree of the 

cyclotomic polynomial QD(z) which, according to Appendix IV, is equal to 

~(D) , Eulers phi function . The total number of time delay elements in 

the complete circuit is 

) ~(D) 
DhM 

2M, 

which is the same as in the structure in Fig . 3.5.1 . 

(3.6.5) 
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Fig. 3 . 6 . 2 . Subharmonic - free filter for periodic input signals 

with periods 1, 2, 3 and 6 . 

Comparing the circuit of Fig . 3 . 6 . 1 with that of Fig . 3 . 5.1 we observe 

that the transfer function F(z) between the input signal u(n) and the 

quantizer q(n) remains exactly the same (see (3 . 5 . 8)) . So we can still 

prove that for zero-input the value of q(n) becomes zero after a finite 

time N . 
0 
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From this moment, limit cycles are locally oscillating within the blocks 

G1 to G2M' each with a period equal to the index D of GD . These limit 

cycles are amplitude bounded and can be made invisible in the output by 

using threshold detectors in the signal lines from the state signals to 

output signal y(n) . 

For a periodic input signal, with a period N equal to a divisor of 2M, 

we can define an energy function equivalent to (3 . 5 . 18) . This energy 

function is a semi-Lyapunov function and thus guarantees that the value 

of q(n) becomes zero after a finite time N 
0

• This results in local 

oscillations within the blocks G1 to G2M, each with a period equal to 

the index D of GD . For a periodic input signal with period N , the 

oscillations within the blocks GD for values of D which are not a 

divisor of N do not exceed the threshold value and thus are invisible in 

the output signal . This means that the output y(n) , which is a weighted 

sum of state signals xD(n) with D a divisor of N, also is periodic with 

period N. The input and the output signal have the same period, so S - 1 

and no subharmonic can occur in this filter . 

This filter is designed in such a way that it not only suppresses 

subharmonics for discrete-time periodic signals with period N - M or 

N - 2M, but that the same is true for periods which are divisors of 2M. 

The price to pay for this stabilization is an extension of the circuit 

with extra adders , integer-multipliers and time-delay elements . For 

suppressing the previously mentioned subharmonics this circuit requires 

2M time-delay elements and at most an equal number of adders and integer 

multipliers. 
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3.7. Quantization stability in state-space digital filters 

In state-space digital filters (presented in Section 2.6) only the state 

variables undergo quantization, while intermediate results are represen­

ted with full precision. 

If magnitude truncation is used in a such a digital filter, it is 

guaranteed to be zero-input stable if in the idealized filter (without 

wordlength reduction) there exists a monotonically decreasing energy 

function of the form 

E(n) (3 . 7.1) 

where D a positive diagonal matrix [339, 340] . 

For the second-order state-space filter this condition corresponds to 

that of (2.6 . 3) and therefore, just as in (2.6.4), we find that it can 

be fulfilled for all system matrices A whose coefficients satisfy the 

condition 

(3 . 7 . 2) 

In such state-space filters, the ellipses E(n) - constant have axes 

parallel to the coordinate axes of the state plane, so that magnitude 

truncation applied to the individual state signals reduces energy, 

implying that E(n) is a Lyapunov function of the nonlinear system and 

the filter is free from zero-input limit cycles . 

Concerning stability with respect to constant- (nonzero-) inputs, we 

mention a general principle to convert a stable autonomous state-space 

digital filter into a system with input terminals stable under any 

constant excitation (see [27, 100, 101, 102, ll2, 176, 177, 178 , 179 , 

270 , 335, 336 , 337]). 

In more explicit terms, let the solution of the autonomous system become 

zero after a finite time (expressing freedom of zero-input limit cycles) 



-98-

then through suitably supplying such a system with an input terminal, a 

constant-input stable system can be created as follows. 

At each quantization point i, some signal vi is added after quantiza­

tion, while the same signal is subtracted after the sum signal has 

passed the subsequent time-delay element (see Fig . 3.7 . 1 for the second­

order state-space digital filter) . 

u(n) 

Fig . 3.7.1. Constant-input limit cycle free state-space digital filter. 

The pair of injected signals vi is proportional to the input signal, 

vi (n) gi·u(n), (3.7.3) 

where the coefficient gi is chosen to have an integer value . 
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The state in the modified system satisfies 

K(n+l) NL{A·[<!;(n)- g·u(n))l + g · u(n). (3.7 . 4) 

The output is formed by a linear combination of the state signals and 

the input signal 

y(n) T 
£ ·<!;(n) + d·u(n) . (3.7 . 5) 

In the idealized linear system with no quantization the output and the 

input are related by the transfer function 

H(z) 
Y(z) 
U(z) 

T -1 
£ · (z ·I - A) · Q + d, 

where I denotes the unit matrix and Q - (I- A) ·g . 

(3.7.6) 

The poles of the transfer function H(z) are determined by the system 

matrix A. The zeros of this function can be chosen arbitrarily (for any 

vector g ~ Q) by choosing the correct values of the coefficients of £ 

and d , because the components of the state signal <!;(n) and the input 

signal u(n) are mutually independent : this freedom in choice of g, £ and 

d provides the filter to be controllable and observable. 

For a constant excitation u(n) - U the difference vector 

£1.(n) <!;(n) - g · u(n) (3 . 7 . 7) 

satisfies the homogeneous nonlinear equation 

£1.(n+l) NL{A · £1.(n) l, (3 . 7 . 8) 

whose solution becomes zero after a finite time, in accordance with our 

assumptions concerning the unexcited system . 
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So state vector ~(n) asymptotically approaches the stationary solution 

g·U without superimposed oscillations: the filter is free from constant­

input limit cycles . 

This principle to convert a stable autonomous state-space digital filter 

into a filter stable for constant-input excitations, will now be exten­

ded to form a subharmonic-free filter for periodic input signals with 

period N. 

First a signal vi(n), which is proportional to the input signal 

gi·u(n), (3 . 7.9) 

where gi has an integer value, is subtracted from the state component 

xi(n). Then, a future value of the signal vi(n+l) - gi·u(n+l) is added 

after the quantizer, just before the time-delay element. For a periodic 

input signal with period Nit is easy to determine the value of vi(n+l) 

in a causal way by choosing 

(3 . 7 . 10) 

So the state equation of the modified system becomes 

~(n+l) NL{A· [~(n) - g·u(n)]) + g · u(n-N+l) (3 . 7 . 11) 

(see Fig. 3.7.2 for the second-order state-space digital filter). 

The output y(n) of this filter (not shown in Fig . 3.7.2) is formed by a 

linear combination of tbe state signals and N samples of the input 

signal, the latter to compensate additional zeros introduced in the 

transfer function by the delayed input value u(n-N+l), according to 
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N-1 time delays 
,-----, 

u(n) 

Fig. 3.7.2. Subharmonic-free filter for input signals with period N. 

2 N-1 

y(n) 2 ci·xi(n) + 2 di·u(n-i). (3.7.12) 

i-1 i-0 

The circuit of Fig . 3 . 7 . 2 is intended to function as a second-order 

filter section with a transfer function 

H(z) 
(z- z1)·(z- z2) 

(z- ql)·(z- q2)' 
(3.7 . 13) 

This can be achieved by an appropriate choice of the values of the 

coefficients c . and d .. 
l. l. 
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For a periodic input signal u(n) with period N the difference vector 

~(n) K(n) - g·u(n) (3.7 . 14) 

satisfies the homogeneous aquation (3 . 7. 8) so the state vector K(n) 

asymptotically approaches the stationary solution g · u(n), which is 

periodic with the same period as the input signal. According to (3 . 7.12) 

also the output y(n) will become periodic with period N , implying S - 1, 

which expresses freedom from subharmonics . 

Moreover , for all periodic input signals with a period D which is a 

divisor of N the state K(n) will asymptotically approache the stationary 

solution g · u(n), which is periodic with the same period D. According to 

(3.7 .12) also the output y(n) will become periodic with this period, so 

this filter is free from subharmonics for all input signals which have a 

period which is a divisor of N. 

According to (3. 7 . 12) the suppression of subharmonics for a periodic 

input signal with period N requires a total number of (N-1) extra 

adders, multipliers and time-delay elements, the latter to store the 

values of u(n-i) for i - 1 to N-1 . 

At a first glance, it seems to be possible to get a subharmonic-free 

filter by adjusting a zero-input stable filter according to 

K(n+l) NL(A · [K(n) - g · u(n)]l + g·u(n+l) . (3.7 . 15) 

For any input u(n) the difference vector ~(n) - K(n) - g · u(n) satisfies 

the homogeneous equation (3.7.8), resulting in an asymptotically 

stationary solution which is periodic with the same period as the input 

signal and therefore subharmonic free. 

But in this system , with 2!;(n) - g · u(n), all the state signals xi(n) are 

linearly dependent upon the excitation u(n) so that this filter is 

worthless in the sense that no filtering can take place; the transfer 

function becomes 

H(z) T £ ·g + d - constant. (3.7.16) 



-103-

For a purely sinusoidal input signal of the form 

u(n) U·cos(O·n + ~) (3 . 7 . 17) 

the value of the input signal on time n+l can be determined from the 

present and previous input signal value according to 

u(n+l) 2 · cos(O) · u(n) - u(n-1) . (3 . 7 . 18) 

This value can be used to modify a zero-input stable filter into a sys­

tem which suppresses subharmonics for sinusoidal input signals with fre­

quency 0 (see Fig. 3.7.3 for the second-order state-space filter). 

u(n) 

Fig. 3 . 7.3. Subharmonic-free filter for pure sinusoid input signals 

with frequency 0 , where a - -2·cos(O) . 
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The modified system is described by the state equation 

K(n+l) NL{A·[K(n)-g·u(n)]l + g·[2cos(O)·u(n)-u(n-1)] . (3.7.19) 

For a sinusoidal input signal with frequency 0 the difference vector 

~(n) satisfies the homogeneous state equation (3 . 7.8), which asymptoti­

cally reaches zero, so the state vector l!;:(n) is subharmonic free . More­

over this state vector is just as the input signal a pure sinusoid with 

frequency 0, so also harmonica! distortion of the signal is absent. 

The suppression of subharmonics for a purely sinusoidal input signal 

requires only 1 extra multiplier and 1 time-delay element. 

Besides the basic zero-input limit-cycle suppressing concept in 

state-space digital filters, a vast amount of ideas has been published 

dealing with special structures and more complicated (deterministic) 

stabilization methods. In summarized form we mention : multirate filters 

[95, 317, 369], error-feedback filters [77 , 295, 319], digital incremen­

tal computers [368] and other special structures [204, 205, 332, 333]. 

Special investigations concern coupled-form filters [268], cascade 

sections [171, 181, 182], sections with non-uniform internal wordlength 

[135, 253] and with small input signals [152]. 

The principle to convert an above mentioned stable autonomous digital 

filter into a system with input terminals stable under any periodic 

input signal with period N is equivalent to that of the state-space 

digital filters . 

So we have develloped a mechanism to suppress subharmonics for a fixed 

value or at most a set of fixed values of N. Suppression of subharmonics 

in digital filters for all possible input signals appears to be 

impossible. Therefore we present some investigation into the properties 

of subharmonics in digital filters in the next chapter . 
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4. Analysis of subharmonics in recursive digital filters 

4.1. Computer search for subharmonics 

A periodically excited recursive digital filter can respond with a 

variety of periodic output signals. A given filter with a given excita­

tion can generate a whole set of subharmonics of different order and 

different structure . There can also occur one or more periodic output 

signals with the same period as the input signal. Finally, pure har­

monics and even output signals with periods completely unrelated to the 

input period can belong to the set of periodic responses. Which of these 

responses is actually appearing in the digital filter is determined by 

the initial conditions. 

In this section we present a computer program searching for the complete 

set of periodic output signals responding to a certain periodic input 

signal, with period N. In order to generate a subharmonic we could start 

from an initial state <&(0) and run the filter until a periodic state 

sequence is reached, in which the value of the state signal <&(n) equals 

a previous state value <&(n -S ·N) for some integer value of S, and where S 

is chosen as small as possible. Therefore starting from <&(0) all the 

states <&(k·N) will be labelled with the index k . If for some value k
1 

we 

reach a state <&(k1 · N) which has already been labelled with an index k
0 

we have entered a periodic state sequence with period S ·N = (k
1

-k
0

)N . If 

S ~ 1 this periodic state sequence forms a subharmonic. This procedure 

can be repeated for all initial states <&(0) in order to get a complet e 

catalogue of subharmonics. 

For zero- input we can generate the complete set of limit cycles by 

repeating this procedure. Starting from an initial state <&(0) a zero­

input limit cycle is reached if the state <&(k1 ) equals a previous state 

<&(k
0

) ~ Q, with periodS - k1-k
0

. 

The set of states which can form part of a periodic state sequence is 

restricted . In order to find some necessary conditions for this set we 

will determine an amplitude bound for the error vector ~(n), which is 

the difference of the periodic state sequence <&(n) and the asymptotic 

steady state sequence K(n) of the idealized linear filter . 
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This error vector ~(n) satisfies the relation 

~(n+l) - K(n+l) - ~(n+l) 

- Q{A·[~(n) + ~(n)) + ~ · u(n)) - A · ~(n) - ~ · u(n) 

- A · ~(n) + ~(n), (4 .1.1) 

where we have substituted quantization error ~(n), defined according to 

(1.3 . 1) by ~ - QIKl - K · Equation (4 .1.1) is equivalent to that of a 

zero-input limit cycle, so that the amplitude bounds derived i n this 

section for the error vector t(n) are the same as those for zero-input 

limit cycles . 

The transfer function from quantizer j to the state component xi is 

determined by 

T -1 
Fij(z) - £ ·(z ·I- A) -~. (4 .1.2) 

where ci - 1, bj - 1 and all other components of ~ and£ are zero . 

With quantization error t . (n) bounded by q . we see that 
J J 

le . (n) I :S 
~ 

CIO 

- L .. 
~ 

(4 . 1.3) 

For the second-order direct form filter of Fig . 1.2 . 1 with one quantizer 

we have 

F
11

(z) 

and F21 (z) 

-1 
- z ·H(z) 

-2 
z ·H(z), 

so for both i - 1 and i - 2 we find 

CIO 

lei(n)l :S q· l lh(m)l - L. 

m - 0 

(4 . 1.4) 

(4 . 1.5) 
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If the transfer function H(z) has two different real poles the bound L 

can exactly be calculated and equals 

q 
L -

1 - lal - b 

+·e 
For two complex conjugated poles q

1 2 - p·e-J we have . 
<0 

L - si:(e) ·2 pm · lsin((m+l)·9)1, 

m - 0 

(4.1.6) 

(4.1.7) 

for which so far no closed form expression has been reported. This fact 

has motivated many authors to derive simpler upper bounds more or less 

higher than L (see e.g. [8, 23, 25, 40, 57, 74, 129, 137, 143, 155, 158, 

189, 190, 226, 227, 279, 280, 321, 338, 367, 370] . 

Besides the amplitude of the error vector also its power has an upper 

bound [ 244, 246, 303] , the same holds for other norms of this signal 

(144, 224]. Many papers deal with amplitude bounds in special digital 

structures, such as coupled form digital filters [162, 163, 165, 209], 

digital incremental computers [1, 2, 5, 253, 328, 329, 368], filters 

with residue numbers [28, 113, 114, 293], filters with error feedback 

[3, 4, 6, 7, 9, 10, 34, 75 , 76, 83 , 219, 260, 261, 262, 264, 295, 357, 

358, 359, 360, 365] , multi-rate digital filters [95, 280, 317, 369] and 

sampled data systems [24] . 

Amplitude bounds have been determined for wave digital filters with 

internal oscillations [ 282] , filters with floating-point arithmetic 

(51 , 98, 99, 172, 196, 197, 198, 214, 250, 301] and cascade sections 

[68 , 69, 181, 229]. 

Special attention has been devoted to limit cycles that are almost 

sinusoidal [150, 152 , 155 , 162 , 163, 233, 254, 271, 277, 328, 329, 353], 

limit cycles with period 1 and 2 [15, 16, 57, 73, 82 , 173, 210, 212, 

292, 324, 328, 329], and rolling-pin limit cycles [201, 203]. Amplitude 

bounds have also been derived with Lyapunov functions [276, 292, 353], 

with mathematical models (25, 139, 140, 283], and with computer simu­

lations [265 , 267, 288]. 
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Determining the amplitude bounds is, in fact , the classical technique to 

cope with zero-input limit cycles. This enables a user to apply a course 

requantization such that a potential limit cycle remains smaller than a 

quantization step [174, 207]. Usually, the requantization is only 

applied at the lowest signal levels (thus forming a threshold detector) 

although it then fails to work under constant (nonzero-) input condi­

tions . In view of the modern suppression methods the "screening" method 

introduces a relatively high degree of signal distortion . 

The search of subharmonics starts from an initial state x(O) and runs 

the filter until a periodic state sequence is reached , so that state 

signal x(n) equals a previous state x(n-S·N) for some integer value of 

S . If S ,. 1 this sequence forms a sub harmonic . This procedure is re­

peated for all initial states x(O) in order to get a complete catalogue 

of all possible subharmonics. However, since the error vector is bounded 

according to (4 . 1.3) we only have to search from a starting point x(O) 

in the neighbourhood of the steady state ~(0) with a difference in 

component i absolutely bounded by the value Li . 

For the second-order direct form filter with two complex conjugated 

poles q1 2 - p · exp(±j9) we can restrict this area even more by the two 
' tighter bounds 

ao 

le1 (n) - p·cos(9)·e2(n)l s q· 2 pm·lcos(m9) I (4.1.8) 

m- 0 
and 

ao 

le1 (n)-2p·cos(9)·e2(n)l s q· [1 + p2 ·2 Pm.lsin((m+l)9)l]. (4.1.9) 
m _ 0 lsin(9) I 



Proof: 

Starting form the relation 

n 

2 £ (m) ·h(n-m) 

m- 0 

n 
\ n-m L £(m). p . 

m- 0 

n 
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sin(n-m+l)/1 

sin( II) 

n 

p·cos(ll)· 2 £(m)·h(n-l-m) + \ n-m L £(m)·p ·cos(n-m)/1 

m- 0 m - 0 

n 

p·cos(ll) · e2(n) + 2 £(n-m)·pm·cos(mll), 

m - 0 

the bound of equation (4.1 . 8) can be derived . 

Further , with the expression 

2 2p · cos(ll)·e2(n) -p · e2(n-l) + £(n) 

the second bound can be found . 

0 

(4.1.10) 

(4.1.11) 

To illustrate the possible occurrence of subharmonics we consider the 

second-order direct form digital filter of Fig. 1.2.1 with one magnitude 

truncator . 



For filter coefficients 

a - 1.336 

and b - -0 . 893, 
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resulting in complex conjugated poles 

±j · 'lf/4 q1 2 - 0 . 945 ·e , 
' 

we obtain the numerical value 

(4.1.12) 

(4.1.13) 

L - 15.9474 . (4 . 1 . 14) 

Including (4 . 1.8) and (4 .1.9), the error vector is bounded by the 

inequalities 

le1 (n)l < 15 . 9474 

le2(n)l < 15 . 9474 

le1(n) - 0 . 668·e2(n)l < 11.1845 

le1 (n) - 1 . 336 · e2(n)l < 15.2414 

The filter is assumed to be excited by the periodic sequence 

u(n) - 8, 8, -8, -8, ... . 

(4 .1.15) 

(4 .1.16) 

which has period N - 4. The asymptotic linear response can directly be 

started from the initial state values 

-6 . 4264 

5.4734. (4.1.17) 

So subharmonics can only start ·from initial conditions within the region 

shown in Fig . 4 .1.1. 
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The following periodic responses turn out to be possible in this filter, 

depending upon the initial state ~(0) (see [64]) 0 

y(n) - -4, 8, 6, -7. -6, 6, 5, -6. 

y(n) - -3, 9, 6, -8, -8, 4, 4, -6, 

y(n) - -5 . 6, 4, -8, -6, 7, 6, -6, 

y(n) - -6, 8, 8, -4, -4, 6, 3, -9, 

y(n) - -5. 7. 5, -7. (4.1.18) 

The system thus responds with four different types of second-order 

subharmonics and one output signal with preserved period. The output 

signal with period 4 is inaccessible, which means that it can be found 

only by starting with the initial state ~(0) of the sequence itself. The 

remaining subharmonic output signals are all accessible sequences. 

If we use rounding instead of magnitude truncation the value of bound L 

becomes 

L - 7.9737 . (4 .1.19) 

Now we only have to search starting from an initial state ~(0) in the 

neighbourhood of K(O) with an error bounded by 

le1 (n)l ~ 7 . 9737 

le2(n)l ~ 7 . 9737 

le1 (n) - 0 . 668·e2(n)l 

le1 (n) - 1.336·e2(n)l 

(see Fig . 4 . 1.1) 

< 5.5923 

< 7.6207 (4.1.20) 
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Fig . 4 . 1 . 1. Region of initial conditions ~(0), which can lead to 

subharmonics in the filter described in the text for 

5 

(a) magnitude truncation and (b) rounding. The crosses x 

denote initial states which actually lead to subharmonics. 

The periodic state sequences which have been found in this filter are 

y(n) -4 , 10 , . 9, -5, -7, 3 , 2, -8, 

y(n) -4 , 8, 6, -7, -7, 5, 5, -6, 

y(n) - 5, 8, 7. -6 . -6. 5, 4 , -7, 

y(n) -4, 7. 5, -8. -7. 6, 6, -5, 
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y(n) -2. 10, 7, -8, -9, 3, 4, -5, 

y(n) -7, 8 , 9, -3, -4, 5, 2, -10, 

y(n) -5, 6, 4, -8, -6, 7 . 7, -5, 

y(n) -2, 8, 4, -10, -9, 5, 7, -3, 

y(n) -6, 6, 5, -7, 

y(n) -5, 7. 6, -6, (4.1.21) 

So here the system can respond with 8 different types of second-order 

subharmonics and two types of output signals which have the same period 

as the input signal. The frequency spectrum of the input signal and of 

the first in the above list of output signals are shown in Fig. 4.1 . 2 . 

This way the appearance of a subharmonic component is elucidated. 

r 
u(n) 

IF({}) I 
40 y(n) 

30 

Fig. 4.1.2. Frequency spectrum IF(O)I of the input signal u(n) and 

the first output signal y(n). 
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4.2. &egions of filter coefficients for which subharmonics can occur 

Let a recursive digital filter be excited by a discrete-time periodic 

input signal with a period N. The ~ilter can respond with a subharmonic 

of order :~ only for certain combinations of filter coefficients . To be 

more precise, we will now calculate the region of filter coefficients 

which potentially admits a subharmonic of order S for a s econd-order 

state-space digital fi~~er-~~h rounding for quantization and excited by 

an input signal vith period N. The conditions thus found only indicate 

situations fayourable for the occurrence of subharmonics and do not 

predict their actual appearance . On the other hand, if the conditions 

are not met, subharmonics cannot occur . 

The state equations of a general second-order digital filter with roun­

ding are 

x1 (n+l~ - a11 -x1 (n) + a12 -x2(n) + b1 · u(n) + E
1

(n) 

x2 (n+~~ - a 21 -x1 (n) + a 22 -x2(n) + b2 ·u(n) + E2 (n), (4 . 2.1) 

If a periodic state sequence x(n) of period S·N is found for some input 

signal u(n) of- period N this sequence has to fulfil the conditions 

lxl (Zl;+l) - au·xl(n) - a
12

-x2(n) - b1 ·u(n)l :S 
1 
2 

lx2(n+l) - a21-x2(n) - a22 .x2(n) - b2 ·u(n)l :S 
1 
2 

for ~il n e { 0, 1, 2, 
' 

S · N-1), (4.2.2) 

which form_
1 
a set of 2 · N · S inequalities. 

'We define the difference _ vector 4(n,K) according to 

- Q(n,X) - x(n)- x(n + K·N). (4.2.3) 

-~ 

If there exists a periodic state.;
1
sequence of perlod S·N in this filter 

the signal 4(n,K) has to fulfil a - total n~ber of 2·N ·S · (S-l) equations: 
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ld1 (n+l,K) - a 11 ·dl (n,K) - a 12 ·d2(n,K) I :S 1 

ld2(n+l,K) - a
21

· d1 (n,K) - a 22 ·d2(n,K)I :S 1 

for all n e (0, 1, 2, S·N-1) 

Ke (1, 2, S-1). (4 . 2 . 4) 

Assume that a sequence f!.(n,K) satisfies the conditions of (4.2.4) for 

all n E ( 0, 1, ·, S
0

- l). Now form the 

sequence f!.'(n,K) which is a periodic continuation of f!.(n,K) according to 

f!.(n,K) for all i e (0, 1, · J-1). (4 . 2.5) 

Then the sequence fl.' (n,K) satisfies the conditions of (4.2.4) for all 

n e (0, 1, · , J · S 
0 

· N 
0

- 1 ) and K E ( 1 , 2 , 

region of filter coefficients as f!.(n,K) did. 

S
0 

-1) for the same 

The sequence f!.'(n,K) 

corresponds with a periodic response of the filter excited with a period 

N- J·N
0 

and it is periodic with a period S
0

· J ·N
0

. This implies that if 

J and S
0 

have no common factor (gcd(J,S
0

) - 1) we now have found a sub­

harmonic of order S - S
0 

for an input sequence with period N - J·N
0

. So 

a subharmonic of order S
0

, which does appear for an input signal with 

period N
0

, can appear also for some input signals with period J ·N
0 

for 

the same region of filter coefficients. 

But for the latter class of input signals also periodic sequences can 

occur which did not appear for input signals with period N ~ N
0

, result­

ing in a possible new region of filter coefficients where subharmonics 

of order S
0 

can occur . Therefore the region of filter coefficients which 

can lead to subharmonics of order S
0 

is for the class of input signals 

with period N - J·N
0 

larger than for those with N- N
0

. 

On the other hand, the probability that a special subharmonic f!.(n) fits 

the complete set of equations (4.2.4) is smaller. This is possibly the 

reason why subharmonics of high orders are rarely observed in digital 

filters excited by input signals with large periods N. 
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As an example, we investigate the second-order direct form digital 

filter of Fig . 1.2.1 with one rounder, in which 

(4 . 2 . 6) 

A subharmonic state sequence of order S has to fulfil the conditions 

ld(n+l,K) - a·d(n,K) - b·d(n-l,K)I ~ 1 

for all n e {0, 1, 

K E {1, 2, 

S·N-1) 

S-1). (4 . 2.7) 

A constant-input limit cycle of period 2, (N - 1 and S - 2), has 

d(n+l,K) - -d(n ,K) for K - 1 and so it has to fulfil the condition 

ld(n,K)I·(l +a- b)~ 1 

for n e {0, 1) and K e {1). (4.2.8) 

Since in a limit cycle I d(n ,K) I <!: 1 for some value of n and K, this 

condition can only be fulfilled for filter coefficients satisfying the 

relation 

a :S b. (4.2.9) 

A constant-input limit cycle of period 3, (N - 1 and S - 3), has 

d(n-l,K) - -d(n,K) - d(n+l,K) for K - 1, 2, so it has to fulfil the 

conditions: 

l<l+b)·d(n+l,K) + (b-a)·d(n,K)I :S 1 

l<a-b)·d(n+l,K) + {l+a) · d(n,K)I ~ 1 

l<l+a)·d(n+l,K) + (l+b)·d(n,K)I :S 1. 

These three conditions can only be fulfilled for 

a :S 0 and b :S 0. 

(4.2.10) 

(4 . 2 . 11) 
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Proof: 

There exists some values of n, K for which d(n+l,K) ~ 0 and d(n,K) ~ 0 . 

If d(n+l,K) - 0 then with d(n,K) ~ 1 inequality (4. 2 .10) can only be 

fulfilled for a $ 0 and b $ 0. If d(n,K) - 0 we find the same solution 

for d(n+l,K)~l. If d(n+l,K) ~ 1 and d(n,K) ~ 1 then for a> 0 and a~ b 

the second inequality of (4.2 . 10) is not satisfied, and for b > 0 and 

b ~a the same holds for the first condition of (4.2.10). So constant­

input limit cycles with period S-3 can only appear for a $ 0 and b $ 0 . 

0 

In the same way the region of filter coefficients for which subharmonics 

can occur are calculated for other values of N and S. Some of these 

results are shown in table 4.2.1. 

An extensive computer search has been performed for subharmonics in this 

second-order direct form digital filter . This search has been executed 

for a grid of filter coefficients a and b over a range of periodic input 

signals with the same period N . The results are depicted in the a-b­

plane, where subharmonics of order S have been found for input signals 

with period N; cf . Fig. 4.2.1 for 

N - 1, s- 2 to 9 

N - 2, s - 2 to 5 

N - 3, s - 2 to 5 

In Fig. 4 .2. 1 also the theoretical bounds are presented, as calculated 

in this section . From this figure we conclude that the calculated bounds 

are rather tight , i . e . in good agreement with the regions where subhar­

monics actually appear. 



N-1, s- 2, 

s- 3, 

s - 4, 

s- 5, 

or 

s- 6, 

s- 7' 

or 

or 

s- 8, 

or 

N-2, s- 2, 

s- 3, 

s- 4 , 

or 

or 

or 

s- 5, 

or 

or 

or 

N-3, s- 2, 

or 

s- 3, 

or 

or 

or 

table 4. 2 .1. 
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a~ b, 

a~ 0 and b ~ 0, 

Ia I + b ~ 0, 

1 + b ~ a ~ -b, 

a ~ -1, 

a+ b ~ 1/2 and a~ 

2 + b ~ a ~ - b - 1/2 

1 + 2·b ~ a~ 1 + b, 

2 . a - b ~ -2, 

2 + b ~ a :S 2 3 - b, 

1/2 

and 

and b ~ -1/2, 

5·a + 4 · b ~ 3, 

2 3 1 - 3 + b :Sa~ -2-b and 1 + 3 · b ~a~ - 2 - 2-b. 

lal :S 1 and b :S 0, 

b :S 0, 

1 :Sa~ 1 - b/2, 

-1 + b/2 :S a :S -1, 

2 - 3 + b :S a :S -2 - b, 

2 2 + b :S a ~ 3 - b, 

b :S 0 and a ~ 1, 

b :S 0 and a :S -1, 

b :S a :S -1 - b, 

1 + b :S a ~ -b. 

a :S b, 

b :S 0 and a~ 0, 

1 :Sa~ -2b, 

1 :S a :S 1 - b/2, 

0 ~ a~ -b, 

a:S -1 + b/2 and a :S - 2 
3 + b. 

Area of filter coefficients a and b for which there can 

possibly appear subharmonics of order S for an input 

signal with period N. 



Fig 4.2 . l.a Region of filter coefficients a and b where subharmonics 

have been found for N- 1 and S- 2 to 5. 
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Fig 4. 2 .l.c Region of filter coefficients a and b where subharmonics 

have been found for N- 2 and S 2 to 5 . 
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4.3. An effective value model for describing subharmonics 

In a finite impulse response filter (FIR-filter) of order J the output 

signal y(n) is formed as a linear combination of the input signal and 

its delayed versions, according to 

y(n) 

J 

NL( 2 ai·u(n-i)). 

i - 0 

(4.3.1) 

This implies that if u(n) - 0 for n ~ N 
0 

also the output will become 

zero : 

y(n) 0 for n ~ N
0 

+ J, (4 . 3 . 2) 

so no zero-input limit cycle is possible in this filter . 

Further, if u(n) is periodic with period N also the output y(n) will 

become periodic with this period, since 

J 

y(n+N) NL( 2 ai·u(n+N-i)) 

i 0 

J 

NL{ 2 ai · u(n-i)) y(n). (4.3.3) 

i - 0 

So no subharmonic can occur in a FIR-filter. The appearance of limit 

cycles and subharmonics is restricted to filters with feedback-loops 

(with time-delay elements), and such a feedback-loop must contain a non­

linear element. 

It is remarkable that zero-input limit cycles in a digital filter are 

often nearly sinusoidal, with a frequency close to some resonance 

frequency of the filter. This gives us the idea that limit cycles are 

the result of an effective complex-conjugated pair of poles on the unit 

circle in the z-plane , and, as such, are undamped eigen oscillations of 

the system. The effective value model of Jackson is based on this hypo­

thesis (155). 
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Also the subharmonic frequency in the response of a periodically excited 

digital filter is often close to some resonance frequency of the filter , 

which provides support to an equivalent effective value model . 

In this model the output signal y(n) basically contains the two fre­

quencies Oi - 2~/N and 0 - 0 and all their intermodulation nput o resonance 
products . 

In the second-order direct form digital filter of Fig . 1. 2 . 1 with one 

quantizer we have 

x1 (n+l) - Q(a·x1 (n) + b·x2(n) + u(n)l 

a ·x1 (n) + b ·x2(n) + u(n) + e{n) 

x2(n+l) x1 (n) 

y(n) x1(n+l) . (4 . 3 .4) 

With ~(n) denoting the steady state solution of the idealized linear 

system and ~(n) - ~(n) - ~(n) denoting the error vector, we have 

e
1

(n+l) 

e 2(n+l) 

y(n) 

- a · e1 (n) + b · e2(n) + £(n) 

e
1

(n) 

- NL{a·e1(n) + b·e2(n) + i 1 (n+l}) . 

Applying an effective value model , we get 

So 

e
1

(n+l) 

e2 (n+l) 

y(n) 

H' (z) 

- a' · e1 (n) + b' · e2(n) 

e
1

(n) 

- NL{a' · e1 (n) + b' · e2(n) + i 1(n+l)). 

2 z 

z 2 - a' ·z - b' 

(4.3 . 5) 

(4 . 3 . 6) 

(4.3.7) 

denotes the new transfer function, which has an effective complex-con­

jugated pole pair qi ,2 - exp(±j ·0
0

) on the unit circle in the z-plane, 

for 
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a' 

b' (4.3.8) 

The equations of (4.3.6) result in an autonomous oscillation 

E · cos(0
0 

·n + rp), (4.3.9) 

where 0
0 

is the resonance frequency of the effective value model. 

Unfortunately this model is not always correct . For example, for filter 

coefficients 

a 1. 602 

b - -0.98, 

resulting in complex conjugated poles 

0. 99 · exp(±j i~), 

the direct form filter excited by 

u(n) 0 (2,- ) 
Sln Sn 

produces a subharmonic of order S - 6 with 

y(n) - -9' -8, -5, -1, 3' 7' 9, 

-8, -7, -4, 0, 4, 7' 8, 

-9, -7, -3' 1, 5' 8, 9, 

(4 . 3.10) 

(4 . 3.11) 

(4.3.12) 

the succeeding values 

7, 1, -5' 

5, -1, -7, 

6, 0, -6' (4.3.13) 

In this filter we have 0
0 

- i~ so the effective value model predicts a 

signal which is periodic with period 10 . This way the subharmonic of 

order S - 6 can never be found. 
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4.4. A linear time-variant system description of subharmonics 

In this section we present a description of a linear time-variant system 

in the frequency domain. We investigate the output y(n) of such a sys­

tem, excited by an input signal u(n), which is assumed to be discrete­

time periodic with a certain period Nu . These investigations can be used 

for the analysis of subharmonics in digital filters, in which we have 

replaced the nonlinear quantization operator by a linear time-variant 

multiplicator. It can also be used for the analysis of periodic excited 

adaptive filters [142, 354, 355] . 

A periodically excited linear time-invariant system is described (accor­

ding to the theory of Section 1.2) by its "periodic impulse response" 

h(n) or its discrete transfer function H(k), according to 

y(n) 

and 

Y(k) 

N -1 
u 

2 h(n-m)·u(m) 

m- 0 

H(k)·U(k). 

N -1 
u 

2 h(m)·u(n-m) 

m- 0 

(4 . 4 . 1) 

(4.4.2) 

Now, we will start with the analysis of recursive time-variant systems. 

The first-order time-variant system is described by the equation 

y(n) a(n)·y(n-1) + u(n). (4.4.3) 

The filter coefficient a is a function of the time n. We define the 

time-variant impulse response hm(n) as the signal responding to a Dirac 

input signal u(n) - 6(n-m) occurring at the moment m; so 

y(n) hm(n-m) for this input signal . (4.4 . 4) 
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In the first-order recursive time-variant system we have 

0 

1 

a(m+-1) · · · a(m+-n) 

n 

for n < 0 

for n 0 

for n > 0, 

which will be denoted by n a(m+-i) . 
i 1 

The response to an input signal u(n) becomes 

ao 

y(n) 

m - -co 

ao 

\ h (m)·u(n-m). L n-m 
m - -co 

(4.4.5) 

(4 .4.6) 

It is assumed that the coefficient a(n) is discrete-time periodic with a 

certain period Na. For the time being we further assume that Na and Nu 

have no common divisor, so the greatest common divisor of Na and Nu is 

1. (4.4 . 7) 

In a stable f i lter the output signal y(n) will be periodic with a period 

N ·N. 
a u 

(4.4.8) 

The Ntot -point Discrete Fourier Transform Y(k) of the periodic output 

signal y(n) is defined according to 

N -1 
tot 

Y(k) - 2 y(n) ·exp[-j;wkn] . 
n _ 

0 
tot 

(4.4.9) 

In this section we try to find a relation between the Ntot -point DFT 

Y(k) and the Nu-point DFT U(k). Whereas the input signal u(n) is 

periodic with period N the output signal y(n) will have subharmoni c 
. u 

components of the order Na. 
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For a periodic input signal u(n) we get a steady-state output signal 

y(n) , just as in Section 1 . 2 , with 

N -1 tot N -1 tot 

y(n) 2 ii (n-m) · u(m) m 2 ii (m) · u(n-m) , 
n-m 

(4 .4.10) 

m- 0 m - 0 
where 

co 

ii (n) m 2 hm(n + i·Ntot). (4.4.11) 

i - - co 

The time-variant discrete transfer function H (k) is defined according 
m 

to 

if (k) 
m 

N -1 
tot 

\ - [ 27rkn] L hm(n) · exp -j~ . 

0 tot 
n -

The DFT of the output signal can be written in the form 

Ntot-l 

Y(k) - 2 
n - 0 

Ntot-l 

2 - [ 27rkn] h (m) · u(n-m) · -j - - . n-m N 
0 tot 

m -

The value of n-m (mod Ntot) can be replaced by 

where 

0 ~ a ~ N -1 
u 

0 ~ p ~ Na·l . 

Since ii (m) - ii (m) for all n equation (4 . 4 . 13) becomes n n+N 
a 

(4 .4 .12) 

(4 .4.13) 

(4.4.14) 



Y(k) -

N -1 
u 

2 
a -

N -1 
a 

2 
0 fJ - 0 

N -1 N -1 
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a u [ 2~k(a·N +{J)] 2 H{J(k) · 2 u(a ·Na+{J)·exp -j N a . 

fJ - 0 a - 0 tot 

(4 . 4 . 15) 

Now we will use the Chinese Remainder Theorem (see [232]) : if Na and Nu 

have no common divisor, so gcd(Na' Nu) - 1 , then there exist a unique 

set of integer values r and s for which 

and 

0 ~ r ~ N - 1 
a 

O~s~N- 1. 
u 

(4 .4.16) 

The values of rands can be constructed by Euclid's algorithm . 

We will substitute this result in the power of the exponent of (4 . 4 . 15)': 

So 

N - 1 
a 

Y(k) - U(sk)· 2 Hm(k)·exp[-j
2
;krm]. 

m - 0 a 

[ 
2~kllr] - U(sk) · exp -j~ . 

a 

(4.4 . 17) 

(4 .4 . 18) 
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One important conclusion we can draw from this formula is that there is 

a one-to-one relation between a component of the output spectrum and one 

of the components of the input spectrum. 

In the first-order time-variant filter we have 

n 
n a(m + i) 

ii (n) i - 1 
m 

[ 
N -1 N a 

a(i) l u 1 n 
i - 0 

(4.4.19) 

and 

N -1 a 

[ 2 . ~ a(m + i)] · exp[-j;wkn] 
~ - 1 tot 

ii (k) 
n 0 

m 
[ N -1 l 

1 .an a(i) · exp[-j .;wk] 
~ - 0 u 

(4.4.20) 

Now we will investigate the situation where the greatest common divisor 

of N and N is 
a u 

(4.4.21) 

The Chinese remainder theorem concludes for g ~ 1 that 

r·N + s·N - g (mod Na·N), u a (4 . 4 . 22) 

where 

0 !5; r!SN - 1 a 
0 !5; s!SN - 1. u 

Equivalent to equation (4.4.18) we can now deduce the equation: 



-131-

N -1 
a g-1 "N 
\ - [ 2~rkrml 1 \ 1. u [.2~riml 

Y(k) L Hm(k) ·exp -j-N--J ·g. L U(sk+--g) · exp JgJ . 

m - 0 a i - 0 
(4.4.23) 

So Y(k) is the linear combination of g components of the input spectrum 

U(k). In this case we have crosstalk of the frequency components . 

The subharmonics which occur in digital filters can be descri bed by a 

timevariant system. But , unfortunately, the multipliers of this system 

usually vary with a period Na - S·Nu, where S is the order of the sub­

harmonic. This implies that gcd(Na, Nu) - Nu . 

With r - 1 and s - 0 equation (4 . 4.23) becomes 

N -1 N -1 
a u 

Y(k) - 2 Hm(k) · exp[-j 2;km]·~ · 2 U(i) · exp[/;mi] 
m - 0 a u i - 0 u 

(4 . 4.24) 

So every component Y(k) is a linear combination of all components of the 

input signal, which makes this analysis rather complicated. 
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4.5. A new decomposition of discrete-time periodic signals 

In this section a new decomposition of a discrete - time periodi c signal 

f(n) with period N is presented . This decomposition is characterized by 

the property that each component f k(n) is periodic with a particular 

period k , which is a member of the set VN of all divisors of N. 

This decomposition might be useful for e . g. the analysis of limit 

cycles . In the context of subharmonics generation in nonlinear systems 

it can serve to describe the degree of signal distortion, as will be 

shown in this section . 

The classical mathematical tool for the representation of a discrete­

time periodic signal f(n) with period N is the Discrete Fourier Trans­

formation: 

f(n) 

where 

F(1) 

N 

1 
i( 

1 

N 

2 F(1) ·exp[j2w;n]' 

1 

2 f(n) ·exp[-/w;n] . 

n - 1 

(4.5 . 1) 

(4 . 5.2) 

While all components f 
1 

(n) in this ·representation are repetitive after N 

time steps, some of the £
1

(n) may have smaller elementary periods, viz. 

the divisors of N. Thus a periodic signal can "contain" components with 

periods smaller than N. 

The starting point in the new decomposition of a periodic signal is the 

general question: "how much" signal with smaller periods can be ex­

tracted from the given signal f(n)? 

With 
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f(n) (4.5 . 3) 

we start with writing f(n) as a sum of components fk(n) with periods k 

that are divisors of N (including 1 and N) . The periods k are arranged 

in ascending order and form the set VN. As an example we have 

(1, 2, 3 , 4 , 6 , 12) 0 (4.5 . 4) 

Notice that according to the decomposition (4 . 5.3), the structure of the 

signal components fk(n) is not fixed, as was the case for the discrete 

Fourier transformation, but depends upon the signal f(n). This follows 

immediately from the observation that the number of components fk(n) is 

smaller than N. This number is extremely small in case N is prime, where 

we have only k - 1 and k - N, so f(n) - f 1 (n) + fN(n). It will be shown 

that f 1 (n) is the DC-component of f(n) and so in this case fN(n) is the 

AC-component of this signal. 

Without further assumptions , the decomposition (4 . 5 . 3) is not unique . In 

accordance with our premise, we therefore require that in a first step 

f kl (n) - f 1 (n) is so chosen that the power of the remaining signal 

f(n) - t 1 (n) is minimized . Then tk2(n), with the next k - k2 out of VN' 

is so chosen that the power of the remaining signal f(n) -fk
1

(n) -fk
2

(n) 

is again minimized etc. 

Finally, after all but one fk's have been determined and subtracted, 

there remains the last fk(n) whose period equals N. This remainder will 

be referred to as "essentially periodic" with period N, because it does 

not contain lower period components in the above sense. From the defini­

tion it follows that all components fk(n) are essentially periodic with 

their own period. 

The minimization procedure described here leads to a recursive algo­

rithm. Let tk1 (n), tk2(n), . . denote the successive signal components 

in (4 . 5 . 3), and let fk (n), fk (n), . . denote the "remainders" 
1 2 
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i-1 

fk (n) - f(n) - 2 f k. (n) 2 fk_(n), 
i J J j - 1 j ~ i 

(4 . 5.5) 

where 

fk (n) - £1 (n) - f(n) 
1 

and fk (n) - fN(n) - fN(n). 
max 

Then we obtain 

k 
i( 

N/k 

2 f k(n-km), 

m - 1 

where the index i of ki has been dropped. 

(4.5.6) 

Thus a certain component f k(n) is determined as the average of the 

pertinent remai nder fk(n) taken at N/k equidistant time instants . 

For example we consider the sequence f(n) which is periodic with period 

N - 12 

f(n) - 4, 4, 2, -2 , 4, 5 , 4 , -8 , 4, -6, 0, 1 ,. (4 . 5 . 7) 

Fi rst £1 (n) is determined as the ·average of £1 (n) - f(n) over all 12 

time instants, whi ch y i elds £
1

(n) - 1 , and leaves the remainder 

£2(n) - 3 , 3, 1, -3, 3, 4, 3, -9, 3, -7, -1, 0, . (4 . 5 . 8) 

Next £
2

(n) is found as the average of £
2

(n) taken at the time instants 

n-2, n-4, .. , n-12, which yields the sequence 

£2 (n) - 2, -2, 2, -2 , 2, -2, 2, -2, 2, -2, 2, -2 , . (4 . 5 . 9) 
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By continuing this procedure we find 

£3(n) - -1 , -1, 2, -1, -1, 2, -1, -1, 2, -1, -1, 2, 

£4 (n) - 1 , 2. -1, -2. 1, 2. -1, -2, 1, 2, -1, -2, 

£6 (n) - 2, 0, -2, -2, 0, 2. 2, 0, -2, -2 , 0, 2, 

£
12

(n) - -1, 4, 0, 4, 1, 0, 1, -4, 0, -4 , -1, 0, (4.5.1) 

The proof of (4 . 5 . 6) proceeds in three step~. First it is recognized 

that fk(n) has period k; then 

orthogonal; finally as required 

f k (n) and f k (n) 
i i+l 

any variation Sf k. (n) 
l. 

are shown to be 

added to f k. (n) 
l. 

increases the power of the remaining signal f k (n) . The details are 
i+l 

omitted here. 

The number of components into which a discrete-time periodic signal with 

period N is decomposed in (4.5 . 3) is equal to the number of divisors of 

N, including 1 and N. 

t qi 
For N - II p. with pi - prime, this number of divisors turns out to 

i - 1 l. 

t 
be equal to II (q.+l). 

i - 1 l. 
(4 . 5 . 11) 

The proof of this statement can be given by induction. 

ql . 
For N - p

1 
the divisors of N are p

1
J with 0 s j s q

1
, so the number of 

divisors equals (q1+1) . 

t - 1 q. t-1 
Let N' - II p. l. with a total number of divisors II (q.+l), then 

i - 1 l. i - 1 l. 

the new divisors of N are of the form ptj · divisor of N', in which 

t-1 
0 S j . S qt. So the total number of divisors equals (qt+l)· II (q.+l). 

i - 1 l. 
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The N-point discrete Fourier transform of a periodic s i gnal f(n) is 

found by (4.5 . 1). In the same way , theN-point DFT of component fk(n) is 

N 

2 fk(n) ·exp[-/~r;n] . (4.5.12) 

n - 1 

According to the algorithm of equation (4.5.6) we obtain 

N N 

Fk(l) 
1 

2 2 A [ . 2dn] 
i( fk(n-km) ·exp -J-N-

n - 1 m - 1 
N N 

1 
2 f (") [ .2di] 2 [ .2dkm] 

i( k ~ ·exp -J~ · exp -J-N-

i - 1 m - 1 
0 for l mod (N/k) .. 0 

Fk(£) for l mod (N/k) - 0 . (4. 5.13) 

Here we have substituted i - n-km and rearranged the summation sequence. 

By evaluating equation (4 . 5 . 13) in ascending order over all elements k 

of the set VN we can conclude that 

Fk(l) - F(l) for 1/N E Uk 

- 0 otherwise, (4. 5 . 14) 

where 

uk 
i 

ll :S i :S k and gcd(i, k) - 1}. k (4 . 5.15) 

For example 

ul - (1) u2 
1 

- (2) 

u3 
1 ?) u4 

1 ~) - (j 3 - (4 4 

u6 
1 ?) ul2 -

1 5 7 11) (4.5.16) - (6 6 112 ' 12 ' 12 ' 12 
0 
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Equation (4. 5 . 14) determines how the values of the N-point discrete 

Fourier transform F(l) are distr i buted over the DFT of the components . 

This distribution can be visualized on the unit circle (see Fig . 4 . 5 . 1). 

For a signal with period N - 12 , we get 

and F3(8) - F(B), 

and F4 (9) - F(9), 

and F6(10) - F(lO) , 

F1(12) - F(l2) , 

F2(6) - F(6), 

F3(4) - F(4) 

F
4

(3) - F(3) 

F6(2) - F(2) 

F12 (1) = F(l), F12 (5)- F(5), F12 (7) - F(7) and F12 (11) - F(ll) , 

and all other values of the DFT-components are zero. (4 . 5 . 17) 

Fj3) 

Fig . 4.5.1. Distribution of the DFT-values over the components for N~l2 . 
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The component f k(n) can be calcualted by the inverse discrete Fourier 

transformation of Fk(1) resulting in 

For example 

fl2(n) 

0 

1 
j( 

N 

2 Fk(1) · exp[/7r;n] 

1 - 1 

(4.5.18) 

1 12 12 12 J 12 
[ 

j 21rn j l01rn _ j l01rn _ . 21rn] 

- 12 · F(l)·e + F(5)·e + F(7)·e + F(ll) · e 

(4 .5.19) 

Here we see that each component fk(n) is the combination of some appro­

priate terms of the discrete Fourier representation of the original 

signal . In fact the components fk(n) form a symbolic calculation of the 

discrete Fourier transformation to a different basis (see [18, 44, 230, 

232]). It is important to recognize that the set of functions fk(n) are 

mutual orthogonal which implies the minimization of the remaining signal 

powers . 

Every component fk(n) can be derived from the original signal by weight­

ing the values of f(n) with proper coefficients, according to 

1 
if' 

N 

2 aki · f(n-i). 

i - 1 

The coefficients aki can be derived from the algorithm (4 . 5.6). 

They can however also be derived from (4.5.18). 

(4.5.20) 
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N 
1 

2 2 [ .2w£m] [ 2w£n] 
j( f(m)·exp -J~ ·exp j~ 

J. 1 N E uk m-

N 
1 2 2 f(n-i) ·exp[j2wqi], iv" 

i 1 q E uk 

2 exp[j2wqi]. 

q E uk 

(4.5.21) 

(4.5.22) 

Obviously the coefficients aki are independent of N. Further they have 

integer values only, as can be concluded from the algorithm (4 . 5 . 6) . 

Therefore the hardware realization of this decomposition is very simple 

and the components can be calculated very fast and in full precision. 

For example 

ali 1 for all i 

8
2i 

(-l)i for all i 

8
3i 

2 for i mod 3 0 

-1 for i mod 3 .. 0 

8
4i 

2 for i mod 4 0 

-2 for i mod 4 2 

0 otherwise. (4.5.23) 

0 

We now propose a recursive structure which realizes the components 

fk(n). To this end , the discrete Fourier transform of (4.5.14) is 

extended to the entire complex z -plane . This way a transfer function 

from F(z) to Fk(z) is determined. 

We define 
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N 
\ -n L fk(n) ·z . 

n - 1 

From equation (4 . 5 . 14) we can conclude that 

0 

for z - exp[-j
2
;

1
] and t e Uk 

for z - exp[-j
2
;

1
] and t ~ Uk . 

(4.5 . 24) 

(4 . 5.25) 

The points z - exp[-j
2
;

1
] and t e Uk form the roots of cyclotomic poly­

nomial Qk(z) of order k (see Appendix IV) . The points where Fk(z) - 0, 

according to (4 . 5 . 25), are the roots of the polynomial (zN-1)/Qk(z). 

Extending (4.5 . 25) to the entire complex z-plane, we obtain 

(4 . 5 . 26) 

Equation (4.5.26) describes a transfer function which can be realized as 

shown in Fig . 4.5 . 2, where the transfer function within the block Gk is 

(4 . 5.27) 

In Fig. 4.5.2 we recognize the subharmonic-free filter of Section 3.6, 

where the feedback multipliers ~l and ~2 have the value -1/N . 

The cyclotomic polynomial Qk(z) has integer coefficients only, as has 

been proved in Appendix IV . So the blocks Gk in Fig. 4.5 . 2 can be reali­

zed with integer multipliers. This means that the signals can be calcu­

lated extremely fast anq represented in full precision: no quantization 

is needed in this circuit. 

Moreover the coefficients of the lower-order polynomials Qk(z) (k < 105) 

have only the values -1, 0, or 1. In this case the multiplier hardware 

reduces to pure adders. 
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t(n) 

Fig . 4.5 . 2 . Recursive structure for realizing the new decomposition. 

Now we have realized two methods to decompose a discrete-time periodic 

signal with period N in components fk(n), which are periodic with a 

particular period k . Both realizations have a very simple hardware 

implementation with integer multipliers only. The original signal f(n) 

is synthesized from the components f k(n) by a simple addition of all 

components. 

The decomposition as described in this section is useful for the quanti­

tative description of subharmonics generated in a digital filter. 

In fact, it yields a unique measure for the energy content of such sub­

harmonics. Here we split the periodic sequence f(n), with period S·N in 

a harmonic and a subharmonic part [64]. 
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The harmonic part fhar(n) is formed by all components, which are 

periodic with a period, which is a divisor of N. 

So 

(4.5.28) 

The subharmonic part fsub(n) contains all other components of f(n); 

(4 . 5 . 29) 

According to (4.5 . 18) the harmonic part can be calculated by 

s 
l f(n-m·N) . (4.5.30) 

m - 1 

For example if the signal f(n) of (4.5. 7) is the output of a digital 

filter excited by an input signal with period N - 4, we have 

fhar(n) 4, 1, 2, -3, 4, 1, 2, -3' 4, 1, 2, -3' 

(4.5.31) 

and 

f sub(n) 0, 3, 0, 1, 0, 4, 2, -5, 0, -7, -2, 4, 

(4.5.32) 

0 
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5 . Final Conclusions 

In this thesis we have developed various methods to suppress zero-input 

and forced-response parasitic oscillations, which occur due to overflow 

and quantization in recursive digital filters. The stability require­

ments have been investigated in first-order, second-order, direct-form , 

wave, normal and state-space digital filters . Freedom from parasitic 

oscillations is proved with the second method of Lyapunov. This method 

starts with a properly chosen quadratic energy function, which is 

positive definite and time-decreasing without wordlength reduction . If , 

moreover, wordlength reduction lowers the energy for all possible states 

this energy function is a Lyapunov function, which guarantees freedom 

from parasitic oscillations . 

In this thesis the effects of quantization and overflow are treated 

independently . The pertinent results will first be discussed for 

overflow correction. 

The first-order recursive digital filter is zero-input stable for all 

overflow characteristics and forced-response stable only if saturation 

is used for overflow correction. 

The state in an autonomous second-order digital filter describes an 

ellipse-like curve spiralling towards the origin of the state-plane . 

Guided by this linear state motion an energy function can be defined, 

which is a natural candidate for a Lyapunov function. The forced­

response stability problem can be transformed into a zero-input problem 

with time-varying nonlinearities . 

The second-order direct form filter is zero-input stable if saturation 

is used. Two novel proofs using Lyapunov theory are presented; one proof 

applies only for complex conjugated poles, based on the previously 

mentioned natural candidate for a Lyapunov function , the other proof is 

valid for all pairs a and b in the stability triangle . The forced­

response of the second-order direct form filter is only guaranteed to be 

free from overflow oscillations if saturation is used and the filter 

coefficients a and b satisfy the condition 

1. (5.1) 
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Higher-order direct form digital filters are in general unstable with 

respect to overflow. 

The wave and normal digital filters are zero-input stable for all 

overflow characteristics and forced-response stable with a saturation 

characteristic. This property is shared by all second-order state-space 

digital filters, whose system matrix A fulfils the condition 

1 - Det[A]. (5 . 2) 

Zero-input stability in a second-order state-space digital filter with 

saturation has been proved for a system matrix A, which fulfils the con­

dition 

la11 - a22 1 < 1- Det[A) + 2·min{la12 1.1a21 1>. (5 . 3) 

Next, we discuss the results for wordlength reduction with quantization . 

The first-order recursive digital filter is zero-input stable if magni­

tude truncation (MT) is used for quantization. It can have limit cycles 

of period 1 or 2 if rounding (RO) or value truncation (VT) is used. In 

the forced-response, this filter with RO, MT or VT can generate subhar­

monics of order S- 2, which can occur for an input signal with a odd 

period N and a negative filter coefficient a. 

The second-order direct form digital filter of type I is free from zero­

input limit cycles, with the exception of those with period 1 or 2, if 

controlled rounding is used for quantization. We have visualized this 

statement in the state -plane, which was formerly proved with the 

Lyapunov theory. For the second-order direct form digital filter of type 

II no controlled rounding mechanism can be devised to suppress zero­

input limit cycles. 

The wave digital filters are zero-input stable if magnitude truncation 

is applied to the individual state variables. Under any constant-input 

condition a controlled rounding mechanism provides freedom of parasitic 

oscillations. This statement has also been proved for periodic input 

signals with N - 2 in the wave digital filter of type II . But for input 

signals with a period N ~ 3 the stabilization mechanism fails and sub­

harmonics have been found in our simulations. 
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A new type of digital filter structure has been introduced, which is 

free from subharmonics for all periodic input signals with a period 

N - M or N- 2M. This filter structure forms an extension of wave digi­

tal filter II . The price to pay for the stabilization is a total number 

of 2M additional time-delay elements and two threshold detectors, the 

latter to make the parasitic oscillations invisible in the output sig­

nal. For input signals with other periods the occurrence of subharmonics 

cannot be excluded. For example , the appearance of constant-input limit 

cycles is possible in this filter for M ~ 1. 

Using the theory of cyclotomic polynomials the previously mentioned sub­

harmonic-free filter was changed in order to make it free from subhar­

monics for all input signals which are periodic with a period N, being a 

divisor of 2M . The basic idea of this filter is to separate the periodic 

state sequence, which appears in the subharmonic-free filter of period 

2M, in components which are periodic with a divisor of 2M. Subharmonic 

components can then be suppressed by a threshold detector. 

The second-order state-space digital filter is zero-input stable if MT 

is used and the system satisfies the condition (5.2). Concerning stabi­

lity with respect to constant inputs a general principle was mentioned 

to convert a stable autonomous state-space filter into a system with 

input terminals stable under any constant excitation. This principle has 

been extended to form a subharmonic-free filter for discrete-time perio­

dic input signals with a given period N. The suppression of subharmonics 

requires a total number of N-1 extra time-delay elements. For a pure 

sinusoidal input signal this can be achieved with only 1 extra multi­

plier and 1 time-delay element. 

Suppression of subharmonics in digital filters for all possibl e periodic 

input signals appears to be impossible. Therefore these subharmonics 

have been analysed in more detail . A computer program has been 

developed, performing a search for all possible subharmonics in a given 

filter structure. The region of filter coefficients for which subhar­

monics can occur has been calculated. These results are in good agree­

ment with an extensive computer search for subharmonics over a grid of 

filter coefficients and over a range of periodic input signals with the 

same period N. 
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Subharmonics in recursive digital filters can be described by an effec­

tive value model. Unfortunately this model is not always correct. 

They can also be described by a linear time-variant system. Using a 

time-variant impulse response and the Chinese remainder theorem we have 

demonstrated that if the period of the input signal and the period of 

the variation of the filter coefficients have no common factor then a 

component of the output spectrum is related with only one of the com­

ponents of the input spectrum. But the multipliers in a digital filter 

with subharmonics usually vary with a period which is a multiple of that 

of the input signal, so every component of the output spectrum is a 

linear combination of all components of the input spectrum, which makes 

this analysis rather difficult. 

A new decomposition of a discrete-time periodic signal f(n), with period 

N has been presented. This decomposition is characterized by the pro­

perty that each component fk(n) is periodic with a particular perod k, 

which is a member of the set of all divisors of N. All these components 

are "essentially periodic", because they do not contain energy of lower 

period. The components can be generated by a recursive algorithm, but 

can also be found by a combination of some appropriate terms of the dis­

crete Fourier representation of the original signal. In fact, the com­

ponents form a symbolic calculation of the discrete Fourier transform to 

a different basis. The hardware realization of this decomposition can be 

implemented directly with integer multipliers or by a recursive struc­

ture, where the coefficients usually have the values -1, 0, or 1 only . 

This decomposition is useful for the analysis of subharmonics in recur­

sive digital filters. 
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Appendix I 

If energy matrix P is diagonal all overflow characteristics are allowed 

without risk of overflow oscillations . In this appendix we solve the 

question: Which second-order A matrices admit a Lyapunov function with a 

diagonal "energy matrix" so that (1.4 . 3) passes into 

E(n) 
T 

K (n) ·D·;K(n), (1.1) 

where D is a positive diagonal matrix? This question has been solved in 

(237, 238], and is presented here before solving the more difficult 

question: Which second-order A matrices belong to a state-space digital 

filter which is guaranteed to be free from overflow oscillations if 

saturation is used for overflow correction? (see Appendix II) 

The energy in the system without overflow correction must strictly 

decrease, which is satisfied if 

D - AT·D ·A is positive definite 

This condition is equivalent with the two inequalities: 

and 

T Det[D - A ·D ·A) > 0 

T 
Tr[D - A ·D·A) > 0. 

(I. 2) 

(I. 3) 

(1.4) 

So, there must exist some pair of positive values d
1 

and d
2 

for which 

(I. 5) 

and 

(I. 6) 

Equation (I.5) can be satisfied for some pair of real values d1 and d2 
if the discriminant of the quadratic function is positive: 
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[ 
2 2 2] 

2 
2 2 1 + Det [A] - a

11 
- a

22 
~ 4 · a 12 a 21 , ( I. 7) 

or 

The first factor is positive due to the stability condition 

( I. 9) 

So there remains the condition 

(I . lO) 

It should be noted that according to (I . 9) and (I.lO) we conclude that 

and (!.11) 

One pair of positive values d1 and d2 that satisfies (I . S) and ( I.6) for 

condition (I . lO) is: 

and 

We shall check this now. 

T 
Det[D - A ·D·A] 

> 0 . 

The latter inequality is a consequence of (I.7) . 

T Tr[D - A .D .A] 

(!.12) 

(!.13) 

(!.14) 
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For a
12

-a
21 

~ 0 condition (1 . 14) is satisfied if 

1 + Det[A] > a 11 -(a11 + a 22 ) 

and 1 + Det[A] > a 22 · (a11 + a 22), 

which is correct according to (1 . 9) and (1.11). 

For a 12 -a 21 < 0 condition (1 . 14) is satisfied if 

and 

1 - Det[A) 

1 - Det[A] 
> 8 ll·(all - 8 22) 

> 8 22.(8 22 - 8 11), 

which is correct according to (1 . 10) and (1 .11). 

(!.15) 

(!.16) 

We conclude that a second-order state-space filter satisfying (I.lO) 

admits a Lyapunov function with a diagonal energy matrix. 
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Appendix II 

In this appendix we first prove theorem (2 . 6 . 7) : 

If 

E(n) T 
- K (n)·P·K(n), (II.l) 

satisfies all conditions for an energy function (see Section 1 . 4) and if 

and (II . 2) 

then the function E(n) is a Lyapunov function of the filter with satura­

tion. 

Proof: 

The difference in energy between the uncorrected signal K
0 

(n) and the 

actual state K(n) is 

The inequality is valid due to sgn(x01 )-sgn(x1) and sgn(x02 )-sgn(x2). 

If only one of the components overflows, f . e. jx01 j > 1 then 
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~ 0. (II.4) 

If both components overflow then 

~ 0. (II.S) 

So in a system with an energy function E(n) satisfying (II . 2) saturation 

causes an additional energy reduction. 

0 

Next we solve the question : Which second-order A matrices possess at 

least one energy function E(n) with satisfies (II.2), for which E(n) is 

also a Lyapunov function of the system under consideration? 

Therefore the energy in the idealized system, without overflow correc­

tion, must strictly decrease, which will be satisfied if 

T P - A ·P·A is positive definite . (II.6) 

This condition is for a second-order system equivalent with the 

inequalities 

T 
Det[P - A ·P·A] > 0 (II. 7) 

and 

T Tr[P - A ·P·A] > 0. (II. 8) 

Expression (II.7) is valid if there exists some real values p
11

, p
12 

and 

p
22 

with 
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2 2 2 
a·pll + b ·p11P22 + c·p22 + d·p11P12 + e ·p12P22 + f ·pl2 < 0 

2 
a - al2 

2 2 2 b - a11 + a 22 - 1 - Det [A] 

2 
c - a21 

d - _2. 8 12 · (all- a22) 

e - 2 "8 2l·(all - a22) 
2 f - (1 + Det[A)) - 4 · a11 -a22 

(II . 9) 

Equation (11.9) can be written in the form 

2 2 2 
a·(pll-a ·p12) +b · (pll-a ·pl2) · (p22 -P ·pl2)+c·(p22-P ·pl2) < K·pl2 

(II . 10) 

where 

a - 2 2 (a11 -a22 ) -(1-Det[A)) 

2 · al2 ·(all -a22) 
p - 2 2 (a11-a22 ) -(1-Det[A)) 

2 2 2 (1-Det[A)) ·((l+Det[A)) -(a11+a22 ) } 

2 2 (a11 -a22 ) -(1-Det[A)) 
K -

The discriminant of this quadratic form is 

b
2

- 4ac - - [<l+Det[A))
2
-(a11+a22 )

2
] · [(a11 -a22 )

2
-(l-Det[A))

2
] 

(11.11) 

For p12 - 0 equation (11 . 10) is equivalent with (2 . 6.4), which has a 

solution with p11 > 0 and p22 > 0 for a system matrix A satisfying the 

condition 

(II.l2) 
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If condition (II.l2) is not satisfied, which can only be true for fil­

ters with a12 .a21 < 0, we have according to (II.ll) a discriminant which 

is negative, with as result that (II.lO) describes the inner part of an 

elliptical curve in the p11-p22 -plane, which is non-empty, since K > 0. 

Since a12 ·a21 < 0, it is possible to choose parameter p12 in such a way 

that the centre point of the ellipse (a·p12 , P·p12) lies in the first 

quadrant of the p11-p22 -plane . 

For la12 1 < la21 1, we have IPI < lal, so the centre point of the ellipse 

0 lies underneath the 45 -axes in the p11-p22 -plane (see Fig . II . l) 

If IPI ~ 1 then the centre point itself satisfies condition (II.2) and 

therefore we have found a suitable energy function which is a Lyapunov 

function of the system. This condition IPI ~ 1 is fulfilled for 

(II.l3) 

If IPI < 1 there only exists some point (p11 ,p22 ) within the ellipse 

(II.lO) satisfying condition (II.2) if the ellipse curves the line 

P22- IP121. 
There exists such a point of intersection if 

(II . l4) 

has real solutions. So 

2 (b·sgn(p12)+d] ~ 4 · a·[c+e·sgn(p12)+f], (II.l5) 

or 

(II . l6) 
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The first factor of (II . 16) is positive due to stability condition 

(1 . 2 . 6) . The second factor shows the remaining condition which can be 

written in the form 

(II . l7) 

In the points of intersection, we have p11 > IP12 1 so that (11 . 2) is 

satisfied and we have found a suitable energy function which is a 

Lyapunov function of the system. 

All filters with a system matrix A, whose coefficients satisfy equation 

(11 . 13) also satisfy (11 . 17), so the latter one is sufficient . Moreover, 

all matrices P that satisfy (11 . 16) and therefore (11.7) does also 

satisfy (1!.8). 

For example, one of such a matrix P has the values 

-[b · sgn(p12 )+d] 

2 2 
1 + Det [A] + 2 · la12 1. la11 -a22 1 - a 11 

2 ·al2 
2 

2·al2 
2 

(1!.18) 

Substitution of these values in (11.7) and (11.8) shows that the results 

are correct. 

The case la21 1 < la12 1 is equivalent to the previous case resulting in 

the condition 

(II . 19) 
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The conditi ons (II .17) and (1!.19) form together the result of this 

appendix : all second-order state-space digital filters with a system 

matrix A satisfying: 

(1!.20) 

possess at least one energy function E(n), with a matrix P satsifying 

(11.5) , which is a Lyapunov function of the system under consideration . 

2 

~(I~J ) 

Fig. 11.1 . Region of parameters satisfying equation (11.10). 
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Appendix III 

In this appendix we prove that there exists no controlled rounding 

mechanism to suppress zero-input limit cycles in the second-order direct 

form digital filter of type II. 

In this filter both state signals have to be quantized: 

a·x1 (n) + x2(n) + e1 (n) 

b ·x1 (n) + e2(n). (III.l) 

The general energy function of a second-order system is 

E(n) T 
!f. (n) ·P ·!f.(n), ( III.2) 

where matrix P is positive definite for 

Pn > o, and > 0. (III. 3) 

Without wordlength reduction the energy cannot increase with increasing 

time if 

P - AT·P·A is positive definite. (III.4) 

For b ~ -1 the complex conjugated poles of this system lie on the unit 

circle. Then the idealized linear system is oscillating without any 

reduction of the energy. So 

E(n+l) E(n) for all n, (III.S) 

or 

T 
lf. (n+l)·P ·lf.(n+l) 

T 
!f. (n) ·P·lf.(n) for all lf.(n). (III.6) 

This means that 

0, (III. 7) 

and we have no freedom in choice of the P matrix anymore . 
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The energy function E(n) becomes 

E(n) (1II.8) 

with 

AE(n) - E(n+l) - E(n) 

(III. 9) 

We can use the principle of controlled rounding if AE(n) can be written 

in the form 

AE(n) - c 1 - t 1 (n)·[x1(n+l)+i11 -x1 (n)+i12 -x2(n)+i13 -x2(n+l)] 

+ c 2 -t 2(n) · [x2(n+l)+i21 -x1(n)+i22 -x2(n)+i23 -x1(n+l)]. 

(1II.l0) 

Only for integer values of the i parameters the quantization direction 

can be determined uniquely. For non-integer values of the parameters i 

it is possible that both quantization upwards and downwards cause an 

increase of the energy E(n). 

The first part of expression (1!!.10) can only be a part of (1!1.9) for 

c 1 - p11 and i 11 - 0, i 12 - 1 and i 13 - 0. The second part of expression 

(III.lO), however, cannot form the other part of (111.9) with integer 

values of the parameters i for non-integer values of coefficient a. 

Therefore no controlled rounding mechanism can be devised to suppress 

zero-input limit cycles in the second-order direct form digital filter 

of tyPe II. 
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Appendix IV 

In this appendix we present the cyclotomic polynomials [42, 49, 232] . 

The function zH - 1 has H complex conjugated roots zk : 

( . 2~k) 
exp J~ (IV.l) 

H 
All these roots zk satisfy the condition (zk) - 1 . But some of these 

roots also satisfy the condition 

1 for 1 ~ D < H, (IV . 2) 

where D is a divisor of H. The smallest value of D for which eq (IV . 2) 

is valid is called the order of the root zk . The order D of some root zk 

is independent of the choice of H. All zk of the same order D form a set 

of points which together just form the roots of a polynomial QD(z). This 

function is called the cyclotomic polynomial of order D. Some of the 

cyclotomic polynomials are shown in table IV . l . 

lm 

Re 

6 

Fig . IV.l. The roots of. the polynomial z6 -1 with their order. 

For example, the roots of z6 -1 are shown in Fig . IV.l . In this figure 

the order of each root is indicated . There is one root of order 1 at 

z - 1, which implies that Q
1

(z) - z- 1 . There is one root of order 2 at 



z- ·1, so that Q2(z) - z + 1. In Fig . 111.1 we see two roots of order 

2 3, which form the polynomial Q3(z) - z + z + 1. The two remaining roots 

2 have order 6 and belong to the polynomial Q6(z) - z · z + 1. 

One of the properties of the cyclotomic polynomials is 

If - z . 1, (IV.3) 

where DIH stands for all divisors D of If, including D - 1 and D- H. 

This property can immediately be understand from the definition of the 

cyclotomic polynomials, since the union of all sets of roots of cyclo· 
If tomic polynomials QD(z) form the set of all roots of the function z -1. 

According to the definition of the cyclotomic polynomials they can 

directly be calculated with the formula 

where 

JJ(d) 

JJ(d) 

For example 

Q6(z) 

is 

D 

II [zd · l]JJ(d) 
diD 

the Hoebius function, 

1 for d - 1 

defined by 

- (·1) 
k for d is a product of k distinct primes 

0 otherwise. 

6 
1) · (z · 1) 2 (z . 

• z + 1 
3 2 - z 

(z . l)·(z · 1) 

(IV.4) 

(IV . S) 

(IV.6) 

The roots of the cyclotomic polynomial Q6(z) are roots of the function 

z 6-1 which are not roots of z3-1 or z 2-1 . The term z·l is added in the 

numerator of this quotient because the root z - 1 is twice subtracted, 

both by z 3-1 and z 2-1. 

0 
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Ql(z) - z - 1 

Q2(z) - z + 1 

Q3(z) 
2 

+ 1 - z + z 

Q4(z) 
2 

+ 1 - z 

Q5(z) 
4 3 2 

+ 1 - z + z + z + z 

Q6(z) 
2 

+ 1 - z • z 

Q7(z) 
6 5 4 3 2 

+ 1 - z + z + z + z + z + z 

Q8(z) 
4 

+ 1 - z 

Q9(z) 
6 3 

+ 1 - z + z 

QlO(z) 
4 3 2 

+ 1 - z - z + z - z 

Q11(z) 
10 9 8 7 6 5 4 3 2 

+ z + 1 - z + z + z + z + z + z + z + z + z 

Q12(z) 
4 2 

+ 1 - z - z 

Q13 (z) 
12 11 10 9 8 7 6 5 4 3 2 

+z+l - z + z + z + z + z + z + z + z + z + z + z 

Ql4(z) 
6 5 4 3 2 

+ 1 - z - z + z - z + z - z 

Ql5(z) 
8 7 5 4 3 

+ 1 - z - z + z - z + z - z 

Ql6(z) 
8 

+ 1 - z 

Ql7(z) 
16 15 14 13 12 11 10 9 8 7 6 5 

- z + z + z + z + z + z + z + z + z + z + z + z 

4 3 2 1 +z + z + z + z + 

Ql8(z) 
6 3 

+ 1 - z - z 

Ql9(z) 
18 17 16 15 14 13 12 11 10 9 8 7 

- z + z + z + z + z + z + z + z + z + z + z + z 

6 5 4 3 2 
+ 1 +z + z + z + z + z + z 

Q20(z) 
8 6 4 2 + 1 - z - z + z - z 

Q21(z) 
12 11 9 8 6 4 3 

+ 1 - z - z + z - z + z - z + z - z 

Q22(z) 
10 9 8 7 6 5 4 3 2 

1 - z - z + .z - z + z - z + z - z + z - z + 

Q23(z) 
22 21 20 19 18 17 16 15 14 13 12 

- z + z + z + z + z + z + z + z + z + z + z + 

11 10 9 8 z7 + 6 5 4 3 2 
+ 1 +z + z + z + z + z + z + z + z + z + z 

Table IV . l. Cyclotomic polynomials 
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Some properties of the cyclotomic polynomials are listed here for quick 

reference. Most of these properties are proved in [42, 49, 232]. 

p-1 

1) For p- prime is Qp(z)- 2 z1
. (IV.7) 

i - 0 

k-1 
2) For p - prime is Q k(z)- Q (zP ). 

p p 
(IV.8) 

k 
~(zP) 

3) For p - prime and m has no factor p is Q k(z) - k-l (IV.9) 

m·p ~(zP ) 

4) Form- odd and m ~ 3 is Q2m(z) - Qm(-z). (IV.lO) 

5) The degree of cyclotomic polynomial Qm(z) equals the Eulers phi 

function ~(m) 

t ei 
Form- II p. with p

1 
-prime and ei ~ 1 

i - 1 ~ 

t (ei·l) 
~(m)- II (p.-l)·p. 

i - 1 ~ ~ 
(IV.ll) 

6) Form~ 2 is Q (z- 1) - Q (z)·z·~(m). (IV.l2) 
m m 

with other words the cyclotomic polynomials have symmetric coefficients. 

7) For cyclotomic polynomials Qm(z) with an order m, which contains two 

prime factors all the coefficients have values -1, 0 or 1. 

The same statement accounts for an even order m, which has three prime 

factors as can be concluded from property 5) (see [39]). 

8) By calculation of all the cyclotomic polynomials upto Q105(z), this 

is the first polynomial which has a coefficient which does not equal one 

of the values -1, 0 or 1. The particular coefficient has a value 2. 

m - 105 is the smallest product of three distinct odd prime factors, so 

it is the smallest value that does not satisfy 7); m- 105- 3·5·7 . 

9) The coefficients of cyclotomic polynomial are integers only. 

These coefficients are not bounded by some value (50, 168, 206). 
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1. Er bestaat geen universele methode voor het volledig onderdrukken van 
alle parasitaire oscillaties, die ontstaan ten gevolge van overflow en 
kwantisatie in recursieve digi tale filters. 

dit proefschrift 

2. In t egens telling tot de ·gebruikelijke ziensWlJZe, kunnen de niet-lineaire 
verschijnselen, die ontstaan ten gevolge van overflow en kwantisatie in 
recursieve digitale filters, s t rikt genomen analytisch niet onafhankelijk 
van elkaar beschouwd worden. 

A.N . Willson, jr ., "Some effects on quantization and adder overflow 
on the forced response of digital f .ilters," Bell System Techn. J. , 
vol 51 , pp . 863-872 , 1972 

3 . Het wijdverbreide principe om de kwantisatieruis van een recursief digi­
taal f i lter dat volledig vrij is van limit cycles te berekenen met een 
model dat gebruik maakt van een witte ruisbron is onjuist, indien het in 
deze filters toegepaste kwantisatie-mechanisme is gebaseerd op magnitude 
truncation of een aanverwant energie- reducerend afrondmechanisme. 

E .S .K . Liu and L .E. Turner, "Quantisation effects in second-order 
digital filters, " Electronics Letters, vol. 19, pp . 487-488, 1983 

4. Chaos ten gevolge van overflow correctie in een digitaal filter kan in 
tegenste lling tot de vermelding in recente literatuur nooit in een werke­
lijke signaalprocessor optreden. 

L .O. Chua and T. Lin, "Chaos in digital filters," IEEE Trans . Cir­
cuits Syst., vol. CAS-35 , pp . 648-658, 1988 

5 . De bewering dat bij een gegeven willekeurige energiefunctie in een recur­
sief digitaal filter er altijd een geschikt gekozen gestuurde kwantisatie 
mechanisme bestaat zodat de energiefunctie een Lyapunov-functie wordt, is 
onwaar . 

11 . 11iyata, "Roundoff noise control in time dollNiin for digital fil­
ters and oscillators," Electron. Comm. Japan, vol. 63-A, no . 10, 
pp. 1-8, 1980. 



6. Het gepatenteerde kwantisatie-mechanisme, dat via een uitgebreide versie 
van het "controlled-rounding" principe een schakeling oplevert dat niet 
alleen zonder excitatie maar ook bij constante en alternerende excitatie 
vrij is van parasitaire oscillaties, werkt niet . Integendeel, zelfs de 
stabiliteit bij het ontbreken van een excitatie gaat ten gevolge van deze 
uitbreiding verloren. 

V.B . Lawrence and K.V. 11ina, "Digital filters with control of limit 
cycles," U.S. Patent no. 4213187, 1980 

7. De met de invoering van de z-transformatie gevonden gesloten uitdrukking 
voor het berekenen van een willekeurig element uit de rij van Fibonacci­
getallen heeft de magie rond deze getallen niet kunnen breken ; de 
Fibonacci-rij blijft vele wetenschappers in zijn ban houden. 

The Fibonacci Quarterly, Official publication of the Fibonacci 
Association, Editor G.E. Bergum, South Dakota State University, 
Brookings, USA 

8. In de huidige situatie worden verkeerslichten "stop"-lichten genoemd, in 
de betekenis dat rood een verplichte wachtperiode aangeeft. Het zou de 
verkeers-vriendelijkheid veel verbeteren indien men deze lichten zou 
vervangen door "voorrangs"-lichten: een tijdperiodieke wisseling van de 
voorrangsregeling. 

9. Het kaartspel Bridge wijkt in zoverre af van andere gerenommeerde denk­
sporten als dammen en schaken, dat een regelrechte blunder nogal eens tot 
een absolute topscore kan leiden. 




