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Useful martingales for stochastic storage processes

with Lévy-type input and decomposition results

Offer Kella∗† Onno Boxma‡

December 18, 2011

Abstract

In this paper we generalize the martingale of Kella and Whitt to
the setting of Lévy-type processes and show that under some quite
minimal conditions the local martingales are actually L2 martingales
which upon dividing by the time index converge to zero a.s. and in
L2. We apply these results to generalize known decomposition results
for Lévy queues with secondary jump inputs and queues with server
vacations or service interruptions. Special cases are polling systems
with either compound Poisson or more general Lévy inputs.

Keywords: Lévy-type processes, Lévy storage systems, Kella-Whitt
martingale, decomposition results, queues with server vacations
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1 Introduction

Consider a process that can be either in an on state or an off state.
When it is in the on state it behaves like some Lévy process with
no negative jumps and a negative drift. When it is in an off state it
behaves like a subordinator, that is, a nondecreasing Lévy process. It is
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well known in queueing theory (e.g., [13]) that in a stable M/G/1 queue
with server down times (vacations, interruptions, etc.) the steady state
waiting time distribution (properly defined) is a convolution of two or
more distributions, one of which is always the steady state waiting time
distribution of an ordinary M/G/1 queue. As Poisson arrivals see time
averages, this result also holds for the workload process. [16] studies a
general model of a Lévy process with no negative jumps and additional
jumps that occur at stopping epochs and the size of which is measurable
with respect to the current information. This model is interesting in
its own right but can also be viewed as a weak limit of queues with off
times where during these off times workload can only accumulate as the
server is idle. The interesting outcome of [16] was that the same (and
even more general) decomposition results that were known for queues
also turned out to hold for these Lévy processes with additional jumps.
The question that comes to mind is whether the on/off process that
we sketched in the beginning of this section (and for which we give a
precise definition later) obeys a similar decomposition property. This
would immediately imply a decomposition in certain polling systems
as described in Section 6. It is a simple observation that if one cuts
and pastes the on/off process such that only the on times are visible,
then the resulting process is the one that was considered in [16]. As
it seemed that the results of [16] could not be used in our setting, we
found it necessary to develop a more general theory, in particular a
certain martingale theory that would streamline our work and could
be useful in other applications as well. We describe this direction in
the next paragraph.

In [17] a certain (local) martingale associated with Lévy processes
and its various applications is discussed (see also Section IX.3 of [2] and
Section 4.4 of [19]). This has become a standard tool for studying var-
ious storage systems with Lévy inputs and other problems associated
with Lévy process modeling. In [3] a generalization to a multidimen-
sional (local) martingale associated with Markov additive processes
with finite state space Markov modulation is considered, and in [4] a
special case of the martingale of [17] for a reflected and a nonreflected
Lévy process with no negative jumps and applications to certain hitting
times associated with these processes. A generalization to martingales
associated with more general functions (than exponential) is given in
[20]. The focus is on reflected and nonreflected processes but the main
results seem to hold for the more general structure considered in [17].
There are many papers which apply this and related martingales. As
these particular applications are not the scope of this study, we will
not attempt to list them here.

The first goal of this paper is to extend the results of [17] to the
case where the driving process is a Lévy-type process. That is, it is
a sum of stochastic integrals of some locally bounded left continuous
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right limit process with respect to coordinate processes associated with
some multidimensional Lévy process. Such processes with an even
more general (predictable) integrand are discussed in [1]. As a second
goal, we want to learn when our local martingale is in fact an L2

martingale and moreover when upon dividing by the time parameter t
it converges to zero almost surely and in L2 as t→∞. The third goal
is to apply these martingale results to establish decomposition results
for the on/off model introduced in the beginning of this section.

This article is organized as follows. In Section 2 we develop the
main (local) martingale results of this paper. In Section 3 we show
that under some further conditions the local martingale must actually
be an L2 martingale and moreover, that its rate (defined appropriately)
is zero almost surely and in L2. In Section 4 we apply our results to
establish decomposition results for the on/off model described in the
beginning, thereby considerably generalizing the results of [16]. In Sec-
tion 5 we identify the non-standard component in the decomposition
associated with off times. Finally in Section 6 a discussion of polling
systems, the motivation for this study, is given and the contribution of
our results to this area is emphasized.

2 A more general martingale

For what follows given a càdlàg (right continuous left limit) function
g : R+ → R we denote g(t−) = lim

s↑t
g(s), ∆g(t) = g(t)− g(t−) with the

convention that ∆g(0) = g(0) and if g is VF (finite variation on finite
intervals), then gd(t) =

∑
0≤s≤t ∆g(s) and gc(t) = g(t) − gd(t). Also,

R+ = [0,∞), R = (−∞,∞) and a.s. abbreviates almost surely.
Let X = (X1, . . . , XK) be a càdlàg K-dimensional Lévy process

with respect to some standard filtration {Ft| t ≥ 0} with exponent

ψ(α) = icTα− αTΣα

2
+

∫
RK

(
eiα

T x − 1− iαTx1{‖x‖≤1}

)
ν(dx) (1)

where T denotes transposition, Σ is positive semidefinite and ‖x‖ =√
xTx. When Xk have no negative jumps (νk(−∞, 0) = 0), then for

vector α ≥ 0 the Laplace-Stieltjes exponent is

ϕ(α) = logEe−α
TX(1) = ψ(iα) (2)

= −cTα+
αTΣα

2
+

∫
RK

+

(
e−α

T x − 1 + αTx1{‖x‖≤1}

)
ν(dx) .

It is well known that in this case ϕ(α) is finite for each α ≥ 0, that
it is convex (thus continuous) with ϕ(0) = 0 and infinitely differen-
tiable in the interior of R+ and that for every α ≥ 0 for which αTX
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is not a subordinator (not nondecreasing), ϕ(tα) → ∞ as t → ∞.
Furthermore, EXk(t) = −t ∂ϕ∂αk

(0+) (finite or +∞, but can never be

−∞) and when the first two right derivatives at zero are finite, then

Cov(Xk(t), X`(t)) = t ∂2ϕ
∂αk∂α`

ϕ(0+).

Theorem 1 Let I = (I1, . . . , IK) be a bounded K-dimensional adapted
càdlàg process. Then

ei
∑K

k=1

∫
(0,t]

Ik(s−)dXk(s)−
∫ t
0
ψ(I(s))ds (3)

is a (complex valued) martingale. When in addition Xk have no neg-
ative jumps and Ik are nonnegative then

e−
∑K

k=1

∫
(0,t]

Ik(s−)dXk(s)−
∫ t
0
ϕ(I(s))ds (4)

is a real valued martingale.

Proof: Follows, for example, by applying a multidimensional general-
ization of Corollary 5.2.2 and Theorem 5.2.4 on pages 253-254 of [1] to
the process

dY (t) =

(
K∑
k=1

ckIk(s)− ϕ(I(s))

)
dt

+

K∑
k=1

(
Ik(t)dBk(t) + Ik(t−)xÑk(dt, dx) (5)

+Ik(t−)xNk(dt, dx)
)

where Y , Bk, Nk and Ñk are the notations from [1] with the obvious
additional index k. Since we will not use these notations in this paper
we only mention them briefly here. Moreover, Y will soon be used for
something else, in line with [17] and [3].

Setting Z(t) =
∑K
k=1

∫
(0,t]

Ik(s−)dXk(s) + Y (t) the exact same

proof from [17] can be employed to prove the following, where a ∧ b =
min(a, b). We recall here that in [17] the driving process was some one

dimensional Lévy process X rather than
∑K
k=1

∫
(0,t]

Ik(s−)dXk(s).

Theorem 2 Let X = (X1, . . . , XK) be a Lévy process with exponent
ψ and, when it has no negative jumps, Laplace-Stieltjes exponent ϕ.
Let I = (I1, . . . , IK) be bounded càdlàg and adapted. Assume that Y is
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càdlàg, VF (a.s.) and adapted. Then

M(t) =

∫ t

0

ψ(I(s))eiZ(s)ds+ eiZ(0) − eiZ(t) + i

∫ t

0

eiZ(s)dY c(s)

(6)

+
∑

0<s≤t

eiZ(s)
(

1− e−i∆Y (s)
)

is a local martingale and if the expected variation of Y c is finite and

E
∑

0<s≤t

|∆Y (s)| ∧ 1 <∞ ,

then it is a zero mean martingale.
When Xk have no negative jumps and Ik are nonnegative, then

M(t) =

∫ t

0

ϕ(I(s))e−Z(s)ds+ e−Z(0) − e−Z(t) −
∫ t

0

e−Z(s)dY c(s)

(7)

+
∑

0<s≤t

e−Z(s)
(

1− e∆Y (s)
)

is a local martingale and when the expected variation of Y c is finite,

E
∑

0<s≤t

|∆Y (s)| ∧ 1 <∞

and Z is bounded below (in particular non-negative), then it is a zero
mean martingale.

Remark 1 We note that in [17] it was assumed that the expected
number of jumps of Y on finite intervals is finite in order for the local
martingale to be a martingale. It is easy to show that with the same
proof the weaker condition

E
∑

0<s≤t

|∆Y (s)| ∧ 1 <∞ ,

is sufficient. For example, if Y is a subordinator (a nondecreasing Lévy
process) then it satisfies this condition.

Remark 2 It may seem more general to consider the multidimen-
sional process defined via Z`(t) =

∑K
k=1

∫
(0,t]

I`k(s−)dXk(s) + Y`, but

we immediately see that the one dimensional process

L∑
`=1

α`Z`(t) =

K∑
k=1

∫
(0,t]

L∑
`=1

α`I`k(s−)dXk(s) +

K∑
`=1

α`Y`(t) (8)
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has the same structure, resulting in the following (local) martingales

M(t) =

∫ t

0

ψ(αT I(s))eiα
TZ(s)ds+ eiα

TZ(0) − eiα
TZ(t)

(9)

+i

L∑
`=1

α`

∫ t

0

eiα
TZ(s)dY c` (s) +

∑
0<s≤t

eiα
TZ(s)

(
1− e−iα

T ∆Y (s)
)

and

M(t) =

∫ t

0

ϕ(αT I(s))e−α
TZ(s)ds+ e−α

TZ(0) − e−α
TZ(t)

(10)

−
L∑
`=1

α`

∫ t

0

e−α
TZ(s)dY c` (s) +

∑
0<s≤t

e−α
TZ(s)

(
1− eα

T ∆Y (s)
)

where I is an L×K-matrix valued function.

Remark 3 We note that when J is a (right continuous) continuous
time Markov chain with states 1, . . . ,K, then with Ik(t) = 1{J(t)=k}

one has that
∑K
k=1

∫
(0,t]

Ik(s−)dXk(s) is a Markov additive process.

Adding additional jumps at state change epochs can be modeled by the
process Y , which is obviously VF. For the case where Y is continuous,
this kind of a process and associated martingales were considered in
[3]. The one dimensional martingales considered here are not the same
as the multidimensional ones considered there. However, the sum of
the components of the latter does agree with the former.

Remark 4 We recall that when X1, . . . , XK are independent, then
ψ(α) =

∑K
k=1 ψk(αk), where

ψk(αk) = ickαk −
σ2
kα

2
k

2
+

∫
R

(
eiαk − 1− iαk1{|xk|≤1}

)
νk(dxk) (11)

and when there are no negative jumps, ϕ(α) =
∑K
k=1 ϕk(αk), where

ϕk(αk) = ψk(iαk) for αk ≥ 0.

Remark 5 We conclude this section with the following observation.
Assume that J is a càdlàg adapted process taking values in some finite
set 1, . . . ,K (not necessarily Markovian). Let Ik(t) = αk1{J(t)=k}.
Then

ψ(I(t)) =

K∑
k=1

ψk(αk)1{J(t)=k} , (12)
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where ψk(αk) = ψ(0, ...0, αk, 0, . . . , 0) with αk in the kth coordinate,
is defined in the previous remark (and similarly with ϕ when there are
no negative jumps). Thus, in this case∫ t

0

ψ(I(s))e−Z(s)ds =

K∑
k=1

ψk(αk)

∫ t

0

e−Z(s)1{J(s)=k}ds . (13)

If in addition we replace Y by βY for some β ≥ 0 and denote X̃k(t) =∫
(0,t]

1{J(s)=k}dXk(s) then

Z(t) = αT X̃(t) + βY (t) (14)

and the (local) martingale becomes

M(t) =

K∑
k=1

ψk(αk)

∫ t

0

eiZ(s)1{J(s)=k}ds+ eiZ(0) − eiZ(t)

(15)

+iβ

∫ t

0

eiZ(s)dY c(s) +
∑

0<s≤t

eiZ(s)
(

1− e−iβ∆Y (s)
)

and similarly

M(t) =

K∑
k=1

ϕk(αk)

∫ t

0

e−Z(s)1{J(s)=k}ds+ e−Z(0) − e−Z(t)

(16)

−β
∫ t

0

e−Z(s)dY c(s) +
∑

0<s≤t

e−Z(s)
(

1− eβ∆Y (s)
)

when there are no negative jumps.
It seems that the joint structure of X is not important here. This

is partly true in the sense that the evolution of the Lévy part of the
process during times when J is at a given state is that of a one dimen-
sional Lévy process. However both J and Y may also depend on the
joint structure.

3 M(t)/t→ 0 when Y is continuous

In this section we will show that when Y is continuous then M is an L2

martingale and moreover M(t)/t → 0 almost surely and in L2. This
is interesting in its own right, is something that was overlooked in [17]
and we find it extremely useful in the following Section 4 regarding
decomposition results for the on/off processes which were described in
the introduction.
Let us begin with the following.
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Lemma 1 Let X be a semimartingale and f ∈ C2 (twice continuously
differentiable). Denote by [·, ·] the quadratic variation process associ-
ated with a semimartingale. Then f(X) is also a semimartingale with
the following quadratic variation:

[f(X), f(X)](t) =

∫ t

0

(f ′(X(s)))
2
d[X,X]c(s) +

∑
0≤s≤t

(∆f(X(s)))
2
.

(17)

Proof: Although this should have been a standard result in a book
(such as [21]) we did not find a direct reference. For its proof we apply
the extended Itô’s Lemma (Th. 32 on p. 78 of [21]) to conclude that

f(X(t)) = f(X(0)) +

∫
(0,t]

f ′(X(s−))dX(s)

(18)

+continuous VF part + discrete VF part.

As in the displayed equation following the definition of [X,X]c on p.
70 of [21] we have that

[f(X), f(X)](t) = [f(X), f(X)]c(t) +
∑

0≤s≤t

(∆f(X(s)))
2
. (19)

Finally we note that the only term that can contribute to the con-
tinuous part of the quadratic variation associated with f(X) is the
stochastic integral part. Thus with the notation f(X−) · X(t) =∫

(0,t]
f(X(s−))dX(s) we now have via Th. 29 on p. 75 of [21] that

[f(X), f(X)]c = [f(X−) ·X, f(X−) ·X]c =
(

(f ′(X−))
2 · [X,X]

)c
(20)

= ((f ′(X−))
2 · [X,X]c

and the proof is complete.

Corollary 1 Assume that X is a semimartingale, Y is continuous,
VF, adapted and Z = X + Y . Then

[e−Z , e−Z ](t) =

∫ t

0

e−2Z(s)d[X,X]c(s)+
∑

0≤s≤t

e−2Z(s−)
(

1− e−∆X(s)
)2

.

(21)

Proof: When Y is continuous, VF and adapted then [Z,Z] = [X,X]
and ∆Z = ∆X. The rest is by substitution and some obvious manip-
ulations.
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Remark 6 Given the above, it is now an easy exercise to show that
in fact for X a semimartingale and f, g ∈ C2 we have that

[f(X), g(X)] =

∫ t

0

f(X(s))g(X(s))d[X,X]c(s)+
∑

0≤s≤t

∆f(X(s))∆g(X(s))

(22)
and to conclude from this that, under the assumptions of Corollary 1,

[eiZ , eiZ ](t) =

∫ t

0

ei2Z(s)d[X,X]c(s) +
∑

0≤s≤t

ei2Z(s−)
(

1− ei∆X(s)
)2

(23)
by treating the real and imaginary parts separately. We will not need
this in what follows.

Remark 7 We note that when Y is not continuous but the jump
points of X and Y are distinct, that is, when ∆X(t)∆Y (t) = 0 for all

t ≥ 0 (a.s.), then one needs to add the term
∑

0≤s≤t

e−2Z(s−)
(

1− e−∆Y (s)
)2

to (21) and similarly
∑

0≤s≤t

ei2Z(s−)
(

1− ei∆Y (s)
)2

to (23).

Theorem 3 With the notations and under the assumptions of The-
orem 2 and with the added assumption that Y is continuous, Ik are
nonnegative and that Xk have no negative jumps,

[M,M ](t) =

∫ t

0

e−2Z(s)A(s)ds+ M̃(t) (24)

where
A(s) = ϕ(2I(s))− 2ϕ(I(s)), (25)

is nonnegative and M̃ is a martingale having bounded jumps.

Proof: We first observe that since Y is continuous, the only part of
M(t) which might have a nonzero quadratic variation is −e−Z and
thus [M,M ] = [e−Z , e−Z ]. From Corollary 1 we have with X̃(t) =∑K
k=1

∫
(0,t]

Ik(s−)dXk(s) that

[e−Z , e−Z ](t) =

∫ t

0

e−2Z(s)d[X̃, X̃]c(s)+
∑

0≤s≤t

e−2Z(s−)
(

1− e−∆X̃(s)
)2

(26)
and from Th. 29 on p. 75 of [21] we have that

[X̃, X̃] =

K∑
k=1

K∑
`=1

[Ik ·Xk, I` ·X`] =

K∑
k=1

K∑
`=1

IkI` · [Xk, X`] (27)
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and thus also that

[X̃, X̃]c =

K∑
k=1

K∑
`=1

IkI` · [Xk, X`]
c . (28)

Now since we can write X = B+C, where B is a Brownian motion and
C is a quadratic pure jump Lévy process (e.g. see top of p. 71 of [21]
for the one dimensional case), then [Xk, X`]

c(t) = [Bk, B`](t) = σk`t
which implies that

[X̃, X̃]c(t) =

∫ t

0

I(s)TΣI(s)ds =

∫ t

0

[
(2I(s)T )Σ(2I(s))

2
− 2

I(s)TΣI(s)

2

]
ds.

(29)
Next, we observe that since X and thus its pure quadratic jump part
is a Lévy process then

Ñ(t) =
∑

0≤s≤t

(
1− e−I(s−)T ∆X(s)

)2

−
∫ t

0

[∫
(0,∞)

(
1− e−I(s)

T x
)2

ν(dx)

]
ds

(30)
is a martingale having bounded jumps. To show this, one, e.g., first
shows it for (multi-dimensional) compound Poisson processes and then
takes appropriate limits. Thus also

M̃(t) =

∫
[0,t]

e−2Z(s−)dÑ(s) (31)

is a martingale (see Th. 51 on p. 38 and Th. 29 on p. 128 of [21]).
Finally we observe that for any a, x ∈ R+(

1− e−a
T x
)2

=
(
e−(2a)T x − 1 + (2a)Tx1{‖x‖≤1}

)
(32)

−2
(
e−a

T x − 1 + aTx1{‖x‖≤1}

)
and upon replacing a by I(s−) and integrating with respect to ν(dx),
then together with (29) the result is obtained.

Corollary 2 Under the conditions of Theorem 3, M(t)/t→ 0 as t→
∞ a.s. and in L2.

Proof: Since I is bounded and ϕ is continuous, then so is ϕ(I). Thus
there exists a constant C such that ϕ(2I(s)) − 2ϕ(I(s)) ≤ C so that
also e−2Z(s)(ϕ(2I(s))− 2ϕ(I(s))) ≤ C. Since

∫
(0,t]

(1 + s)−2dM̃(s) is a

zero mean martingale then

E

∫ t

0

(1 + s)−2d[M,M ](s) ≤ C
∫ t

0

(1 + s)−2ds = C

(
1− 1

1 + t

)
≤ C.

(33)
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Letting t → ∞ and applying monotone convergence on the left hand
side, together with Cor. 3 on p. 73 of [21], implies that

∫ t
0
(1 +

s)−1dM(s) is an L2 martingale with second moment given by the left
side of (33), that

∫∞
0

(1 + s)−1dM(s) converges a.s. and thus, Ex. 14
on p. 95 of [21] implies that M(t)/(1 + t)→ 0, hence also M(t)/t→ 0
a.s. Since by the same arguments EM2(t) = E[M,M ](t) ≤ Ct then
E(M(t)/t)2 → 0, thus L2 convergence also holds.

Finally, we can state the following

Theorem 4 Let X = (X1, . . . , XK) be a Lévy process with no neg-
ative jumps and Laplace-Stieltjes exponent ϕ given by (2). Let I =
(I1, . . . , IK) be bounded and nonnegative càdlàg and adapted. Assume
that Y is continuous, VF (a.s.) and adapted. Finally assume that

Z(t) =

K∑
k=1

∫
(0,t]

Ik(s−)dXk(s) + Y (t) (34)

is nonnegative (in particular Y (0) = Z(0) ≥ 0). Then

1

t

∫ t

0

ϕ(I(s))e−Z(s)ds− 1

t

∫ t

0

e−Z(s)dY (s)→ 0 (35)

a.s. and in L2.

Remark 8 We note that we do not need to explicitly assume that Y
has expected finite variation, but only that it is continuous, VF and
adapted. For example

L(t) = − inf
0≤s≤t

(Y (0) + X̃(s))− (36)

is such a process when there are no negative jumps for which Z is
a nonnegative process. In this particular case Z(t) = 0 at points of
increase of L and thus, as t→∞,

1

t

∫ t

0

ϕ(I(s))e−Z(s)ds− 1

t
L(t)→ 0 (37)

a.s. and in L2. Also, we recall from Theorem 1 of [18] that if X̃(t)/t→
ξ ≤ 0 then Z(t)/t → 0 and thus, as L = Z − Z(0) −X, we have that
L(t)/t→ −ξ and (37) becomes

1

t

∫ t

0

ϕ(I(s))e−Z(s)ds→ −ξ. (38)

A result related to Theorem 4 which will be useful in the next
section is the following.
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Lemma 2 Let X be a one dimensional Lévy process with Lévy mea-
sure ν satisfying ∫

|x|>1

|x|ν(dx) <∞

(equivalently E|X(1)| < ∞). Then for any bounded càdlàg adapted
process A, ∫

(0,t]
A(s−)dX(s)− EX(1)

∫ t
0
A(s)ds

t
→ 0 (39)

a.s.

Proof: Assume that |A(t)| ≤ B <∞. Set, for M > 0,

XM (t) =
∑

0<s≤t

∆X(s)1{∆X(s)>M},

X−M (t) =
∑

0<s≤t

∆X(s)1{∆X(s)<−M}, (40)

X0(t) = X(t)−XM (t)−X−M (t).

Also, denote ξi = EXi(1) for i = M,−M, 0. Then XM , X−M , X0

are independent Lévy processes. XM is nondecreasing and X−M is
nonincreasing. Now,∣∣∣∣∣1t

∫
(0,t]

A(s−)dXM (s)

∣∣∣∣∣ ≤ BXM (t)

t
, (41)

and by the strong law of large numbers for Lévy processes we have
that a.s.

lim sup
t→∞

∣∣∣∣∣1t
∫

(0,t]

A(s−)dXM (s)

∣∣∣∣∣ ≤ BξM = B

∫
(M,∞)

xν(dx). (42)

Clearly, we also have that∣∣∣∣1t
∫ t

0

A(s)ds

∣∣∣∣ ≤ B (43)

and thus

lim sup
t→∞

∣∣∣∣∣
∫

(0,t]
A(s−)dXM (s)− ξM

∫ t
0
A(s)ds

t

∣∣∣∣∣ ≤ 2B

∫
(M,∞)

xν(dx) .

(44)
Similarly

lim sup
t→∞

∣∣∣∣∣
∫

(0,t]
A(s−)dX−M (s)− ξ−M

∫ t
0
A(s)ds

t

∣∣∣∣∣ ≤ 2B

∫
(−∞,−M)

|x|ν(dx) .

(45)
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Next, we observe that the martingale M0(t) = X0(t) − ξ0t is a
Lévy process with bounded jumps and thus its quadratic variation is
a nondecreasing Lévy process with bounded jumps which can also be
compensated by a linear function to create a martingale. Thus, like in
the proof of Corollary 2, this implies that∫

(0,t]
A(s−)dX0(s)− ξ0

∫ t
0
A(s)ds

t
→ 0 (46)

a.s. (and also in L2, but this is not needed here). To conclude, denoting
ξ = ξ0 + ξM + ξ−M = EX(1), we now clearly have that, a.s.,

lim sup
t→∞

∣∣∣∣∣
∫

(0,t]
A(s−)dX(s)− ξ

∫ t
0
A(s)ds

t

∣∣∣∣∣ ≤ 2B

∫
(−∞,−M)∪(M,∞)

|x|ν(dx)

(47)
and letting M → ∞, recalling that

∫
|x|>1

|x|ν(dx) < ∞, the proof is

complete.

Remark 9 We note that if EX(1) 6= 0 then since X(t)/t → EX(1)
a.s., (39) is equivalent to

1

X(t)

∫
(0,t]

A(s−)dX(s)− 1

t

∫ t

0

A(s)ds→ 0, (48)

and thus 1
X(t)

∫
(0,t]

A(s−)dX(s) converges a.s. if and only if 1
t

∫ t
0
A(s)ds

does and the limits coincide. When X is a Poisson process, this is no
less than an equivalent statement of the famous and often cited PASTA
(Poisson Arrivals See Time Averages) property.

4 Application to decomposition results for
Lévy storage processes

In this section we complement the results of [16] as follows. Let
0 = T0 ≤ S1 ≤ T1 ≤ S2 ≤ T2 . . . be an increasing sequence of a.s. fi-
nite stopping times with respect to the standard filtration {Ft| t ≥ 0}
satisfying Tn−1 < Tn and Tn → ∞ a.s. Let Xn = Sn − Tn−1 and
Yn = Tn − Sn. The model here is that (Tn−1, Sn] with lengths Xn

are down times, where there is no output (the “server” is not working)
and therefore the buffer content can only accumulate. (Sn, Tn] with
length Yn are up times where there is both input and output, which is
modeled as usual by a reflected (Skorohod map of the) process.

Remark 10 We note that in some models it is possible that there is
no reflection. For example, whenever the server is shut off as soon as
the system empties, which may be modeled via the stopping times.
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Remark 11 Throughout this and the following section we will fo-
cus on almost sure convergence for the sake of convenience. However,
throughout, most “almost sure” statements could be trivially replaced
by “in probability” without changing anything else (simply by looking
at subsequences that converge a.s.). We are not aware of related appli-
cations where the convergence is in probability but not almost surely
and thus did not see a point in making this issue more precise.

Remark 12 In [16] the focus is on convergence in distribution rather
than long run a.s. convergence. As in the previous remark, we could
follow the same ideas with similar proofs (but with more restrictive
assumptions). We chose to leave this out as, given what follows, and
what is already available in [16], it may be considered an exercise.

Let Xu be a one-dimensional càdlàg Lévy process with no negative
jumps which is not a subordinator (not nondecreasing), and with Laplace-
Stieltjes exponent

ϕ(α) = −cuα+
σ2
uα

2

2
+

∫
(0,∞)

(
e−αx − 1 + αx1{x≤1}

)
νu(dx) (49)

with EXu(1) = −ϕ′(0) < 0 (necessarily well defined and finite). This
models the net input process (input minus potential output) during
up times. Let Xd be a one-dimensional right continuous subordina-
tor (nondecreasing Lévy process) with Laplace-Stieltjes exponent −η
where

η(α) = cdα+

∫
(0,∞]

(
1− e−αx

)
νd(dx) (50)

with EXd(1) = η′(0) < ∞. The latter models the process according
to which work accumulates during down times.

Now, set N(t) = sup{n| Tn ≤ t} and let J(t) = 1{SN(t)+1>t} and
thus J(t) = 1{J(t)=1} and 1 − J(t) = 1{J(t)=0}. Therefore, J(t) = 1
during down times and J(t) = 0 during up times. Finally, for W (0) ∈
F0 let

X̃d(t) =

∫
(0,t]

J(s−)dXd(s)

X̃u(t) =

∫
(0,t]

(1− J(s−))dXu(s)

X̃(t) = X̃u(t) + X̃d(t) (51)

L(t) = − inf
0≤s≤t

(W (0) + X̃(s))−

W (t) = W (0) + X̃(t) + L(t)

where a− = min(a, 0). As in Remark 8, since there are no negative
jumps, L is continuous. It is also monotone (thus VF) and satisfies
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that W (t) = 0 whenever L(t) < L(s) for every s > t (e.g. [14]). It is
also not difficult to check that in fact EL(t) <∞ for every t ≥ 0 (e.g.
[17]). Remarks 5 and 8 and the fact that (since Xd is nondecreasing)∫ t

0
J(s)dL(s) = 0 imply that the following is a zero mean martingale:

−η(α)

∫ t

0

e−αW (s)J(s)ds+ ϕ(α)

∫ t

0

e−αW (s)(1− J(s))ds

+e−αW (0) − e−αW (t) − αL(t). (52)

Dividing by ϕ(α) and collecting terms, the following is also a martin-
gale:

M(t) =

∫ t

0

e−αW (s)ds−
(

1 +
η(α)

ϕ(α)

)∫ t

0

e−αW (s)J(s)ds

+
e−αW (0) − e−αW (t)

ϕ(α)
− α

ϕ(α)
L(t). (53)

By Theorem 4, M(t)/t → 0 a.s. and in L2. From Lemma 2, if
1
t

∫ t
0
J(s)ds→ pd a.s. then a.s.

lim
t→∞

X̃(t)

t
= lim

t→∞

EXd(1)
∫ t

0
J(s)ds+ EXu(1)

∫ t
0
(1− J(s))ds

t
(54)

= η′(0)pd − ϕ′(0)(1− pd)

and if in addition η′(0)pd − ϕ′(0)(1 − pd) ≤ 0 then by Remark 8 we
automatically have that a.s.

L(t)

t
→ −η′(0)pd + ϕ′(0)(1− pd) (55)

as t→∞.
We note that when η′(0)pd − ϕ′(0)(1 − pd) > 0 then X̃(t) → ∞

a.s. and thus L(t) is a.s. bounded. Hence, in this case L(t)/t→ 0 and
W (t)/t→ η′(0)pd − ϕ′(0)(1− pd) (thus W (t)→∞) and there cannot
be any (“reasonably” defined) form of a steady state distribution for
W .

We also note that if W (t)/t→ 0 and L(t)/t→ ` (necessarily ` ≥ 0),
then X̃(t)/t→ −` ≤ 0 and by Lemma 2 we also have that

η′(0)
∫ t

0
J(s)ds− ϕ′(0)

∫ t
0
(1− J(s))ds

t
= (η′(0)+ϕ′(0))

1

t

∫ t

0

J(s)ds−ϕ′(0)

(56)

converges to −`, so that necessarily 1
t

∫ t
0
J(s)ds → pd = ϕ′(0)−`

ϕ′(0)+η′(0) .

Thus we have
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Lemma 3 L(t)/t → ` and W (t)/t → 0 a.s. as t → ∞ if and only if
1
t

∫ t
0
J(s)ds→ pd ≤ ϕ′(0)

η′(0)+ϕ′(0) , where equivalently

` = −η′(0)pd + ϕ′(0)(1− pd) (57)

and

pd =
ϕ′(0)− `

ϕ′(0) + η′(0)
. (58)

When this holds then necessarily ` ≤ ϕ′(0).

Next, observe that for each t ≥ 0 (and each ω in the sample space)

for which
∫ t

0
J(s)ds > 0 we have that∫ t

0
e−αW (s)J(s)ds∫ t

0
J(s)ds

(59)

is the Laplace-Stieltjes transform of an a.s. nonnegative and finite
random variable and thus if this ratio converges to some constant g(α)
for each α then g must be a Laplace-Stieltjes transform of some non-
negative (not necessarily a.s. finite) random variable. If in addition
g(α)→ 1 as α ↓ 0 then necessarily g is the Laplace-Stieltjes transform
of a proper distribution on R+.

From these observations, the following is now evident.

Theorem 5 If a.s. as t→∞,

1

t

∫ t

0

e−αW (s)ds→ Ee−αW (∞) (60)

(ergodic convergence) for some finite random variable W (∞) and

1

t

∫ t

0

J(s)ds→ pd ≤
ϕ′(0)

η′(0) + ϕ′(0)
(61)

(equivalently W (t)/t→ 0 and L(t)/t→ ` where necessarily ` ≤ ϕ′(0)),
then there exists a nonnegative random variable Wd such that if pd > 0
then a.s. ∫ t

0
e−αW (s)J(s)ds∫ t

0
J(s)ds

→ Ee−αWd (62)

for every α ≥ 0. Moreover, with

π` =
`

ϕ′(0)
= 1−

(
1 +

η′(0)

ϕ′(0)

)
pd (63)

and

π =
η′(0)

η′(0) + ϕ′(0)
(64)
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we have that

Ee−αW (∞) = π`
ϕ′(0)α

ϕ(α)
+ (1−π`)

(
1− π + π

η(α)

η′(0)α

ϕ′(0)α

ϕ(α)

)
Ee−αWd .

(65)

Let us now interpret (65). First we note that, since ϕ′(0) > 0, αϕ
′(0)

ϕ(α)

is the Laplace-Stieltjes transform of the stationary, limit and ergodic
distribution associated with the process Zu(t) = Xu(t) + Lu(t) where
Lu(t) = − inf0≤s≤tXu(s), as well as the Laplace-Stieltjes transform of
the random variable sups≥0X(s). This is well known and there are
quite a few proofs of this generalized Pollaczek-Khinchin formula in
the literature, one of which is in [17].

Next we observe that from [15], η(α)
αη′(0) is the Laplace-Stieltjes trans-

form of the stationary excess lifetime distribution associated with the
jumps of the subordinator Xd. For ease of reference simply observe
that from

η(α)− cdα =

∫
(0,∞)

(1− e−αx)νd(dx) = α

∫ ∞
0

e−αxν(x,∞)dx (66)

and η′(0) = cd + ν̄d, where
∫

(0,∞)
xνd(dx) =

∫∞
0
ν(x,∞)dx, we have

that
η(α)

αη′(0)
=

cd
cd + ν̄d

+
ν̄d

cd + ν̄d

∫ ∞
0

e−αx
ν(x,∞)

ν̄d
dx (67)

which is the Laplace-Stieltjes transform of the following distribution
function:

Fe(y) =
cd

cd + ν̄d
+

ν̄d
cd + ν̄d

∫ y

0

ν(x,∞)

ν̄d
dx (68)

for y ≥ 0 and Fe(y) = 0 for y < 0. This is a somewhat generalized
stationary excess lifetime distribution associated with the jumps of Xu.

Now assume that Wu, Ye, Il, I,Wd are independent random vari-

ables where Ee−αWu = αϕ′(0
ϕ(α) , Ye ∼ Fe, P (I` = 1) = 1 − P (I` = 0) =

π`, P (I = 1) = 1 − P (I = 0) = π and Wd as well as W (∞) are as in
Theorem 5, then

Corollary 3 Under the conditions of Theorem 5

W (∞) ∼ I`Wu + (1− I`)(I(Wu + Ye) +Wd) . (69)

One important special case of this model is when during on times,
whenever there is a positive content, the input has the same law as
during down times and the output is at a fixed rate r > 0. That is,
ϕ(α) = αr − η(α). A special case of this model was studied in [15].
In this particular case it is easy to check that (as in equation (4.12) of
[15])

1− π + π
η(α)

η′(0)α

ϕ′(0)α

ϕ(α)
=
αϕ′(0)

ϕ(α)
, (70)
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that is, that I(Wu + Ye) ∼Wu. So in this case we have the following.

Corollary 4 When ϕ(α) = αr − η(α) then

W (∞) ∼Wu + (1− I`)Wd (71)

and when in addition ` = 0 (equivalently X̃(t)/t→ 0 or pd = 1− π =
ϕ′(0)

η′(0)+ϕ′(0) = 1− η′(0)
r ), then

W (∞) ∼Wu +Wd . (72)

We note that in Corollary 4 the term π = η′(0)
r may be referred to

as the traffic intensity and is consistent with queueing theory.

5 What about Wd?

We recall that under the assumptions of Theorem 5,

Ee−αWd = lim
t→∞

∫ t
0
e−αW (s)J(s)ds∫ t

0
J(s)ds

(73)

and since for every nonnegative random variable U we have that e−αU =
α
∫∞

0
e−αx1{U≤x}dx, then also here∫ t

0
e−αW (s)J(s)ds∫ t

0
J(s)ds

= α

∫ ∞
0

e−αx
∫ t

0
1{W (s)≤x}J(s)ds∫ t

0
J(s)ds

dx (74)

and thus, a.s.,
∫ t
0

1{W (s)∈·}J(s)ds∫ t
0
J(s)ds

(probability distribution valued pro-

cess) converges in distribution to Wd. This holds in particular if we

replace t by Sn. In this case
∫ Sn

0
J(s)ds =

∑n
k=1Xk and thus we have

that ∫ Sn

0
1{W (s)∈·}J(s)ds∫ Sn

0
J(s)ds

=

∑n
k=1

∫Xk

0
1{W (Tk−1+s)∈·}ds∑n
k=1Xk

(75)

where for s ∈ [0, Xn) we have that

W (Tn−1 + s) = W (Tn−1) +Xd(Tn−1 + s)−Xd(Tn−1) (76)

and thus∫ Xn

0

e−αW (Tn−1+s)ds = e−αW (Tn−1)

∫ Xn

0

e−α(Xd(Tn−1+s)−Xd(Tn−1))ds .

(77)
Now, since Tn−1, Sn are stopping times with respect to {Ft| t ≥ 0}, Xn

is a stopping time with respect to
{
FTn−1+t| t ≥ 0

}
(of course, not with
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respect to the original filtration in general). Moreover, W (Tn−1) ∈
FTn−1

and by the strong Markov property X
Tn−1

d ≡ {Xd(Tn−1 + t) −
Xd(Tn−1)| t ≥ 0} is a subordinator with respect to

{
FTn−1+t| t ≥ 0

}
with exponent η (that is, distributed like Xd) and is independent of
FTn−1

(thus, of W (Tn−1)). Thus from [17] we have that

−η(α)

∫ t

0

e−αX
Tn−1
d (s)ds+ 1− e−αX

Tn−1
d (t) (78)

is a zero mean martingale with respect to
{
FTn−1+t| t ≥ 0

}
and thus by

the optional stopping theorem together with monotone and bounded
convergence where appropriate we have with

∆n = −η(α)

∫ Xn

0

e−αX
Tn−1
d (s)ds+ 1− e−αX

Tn−1
d (Xn), (79)

that E[∆n|FTn−1
] = 0. Moreover, from Theorem 3, and the fact that

M(t)2 − [M,M ](t) is a (zero mean) martingale, we can conclude that
when Xn is a.s. finite then

E[∆2
n|FTn−1

] = (2η(α)−η(2α))E

[∫ Xn

0

e−2αX
Tn−1
d (s)ds

∣∣∣∣∣FTn−1

]
(80)

and in the same way that led to E[∆n|FTn−1
] = 0, by substituting 2α

instead of α, we have that

η(2α)E

[∫ Xn

0

e−2αX
Tn−1
d (s)ds

∣∣∣∣∣FTn−1

]
= 1−E

[
e−2αX

Tn−1
d (Xn)

∣∣∣FTn−1

]
(81)

and we conclude that

E[∆2
n|FTn−1

] =

(
2η(α)

η(2α)
− 1

)(
1− E

[
e−2αX

Tn−1
d (Xn)

∣∣∣FTn−1

])
.

(82)
In particular, upon multiplying by e−αW (Tn−1) ∈ FTn−1

, we have that

n∑
k=1

e−αW (Tk−1)∆k (83)

is a zero mean martingale, where

E

[(
e−αW (Tk−1)∆k

)2
∣∣∣∣FTk−1

]
≤ 2η(α)

η(2α)
− 1 <∞ . (84)

It is well known (cf. Theorem 3 on p. 243 of [12]) that an L2 martingale
Mn satisfying

∞∑
k=1

E(Mk −Mk−1)2

k2
<∞ (85)
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also satisfies Mn/n→ 0 a.s. and in L2 and thus

1

n

n∑
k=1

e−αW (Tk−1)∆k → 0 (86)

a.s. and in L2 and we finally have the following.

Theorem 6 Under the assumptions of Theorem 5,

1

n

(
−η(α)

∫ Sn

0

e−αW (s)J(s)ds+

n∑
k=1

(
e−αW (Tk−1) − e−αW (Sk)

))
→ 0

(87)
a.s. and in L2 and if in addition pd > 0 then

−η(α)
∫ Sn

0
e−αW (s)J(s)ds+

∑n
k=1

(
e−αW (Tk−1) − e−αW (Sk)

)∫ Sn

0
J(s)ds

→ 0

(88)
and thus ∑n

k=1

(
e−αW (Tk−1) − e−αW (Sk)

)∑n
k=1Xk

→ η(α)Ee−αWd . (89)

Now, note that from 1
t

∫ t
0
J(s)ds → πd > 0, if also Tn/n → µ > 0 a.s.

(and thus also Sn/n→ µ) then

1

n

n∑
k=1

Xk =
Sn
n

1

Sn

∫ Sn

0

1{J(s)}ds→ µpd > 0 (90)

and thus
1

n

n∑
k=1

(
e−αW (Tk−1) − e−αW (Sk)

)
(91)

converges a.s. In particular, we have that

Theorem 7 Under the assumptions of Theorem 5, if pd > 0 and
Tn/n → µ > 0 a.s., then 1

n

∑n
k=1 e

−αW (Sk) → Ee−αW
+

a.s. for some

nonnegative random variable W+ if and only if 1
n

∑n
k=1 e

−αW (Tk−1) →
Ee−αW

−
a.s. for some random variable W− and we have that

Ee−αW
− − Ee−αW+

αη′(0)µpd
=

η(α)

αη′(0)
Ee−αWd . (92)

Moreover if any two of EWd, EW
−, EW+ are finite, then so is the

third and we have that

Ee−αW
− − Ee−αW+

α(EW+ − EW−)
=

η(α)

αη′(0)
Ee−αWd . (93)
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For more details regarding the left side of (93), see Theorems 5.1 and
5.2. of [16]. In particular, it is a Laplace-Stieltjes transform of a bona
fide distribution if and only if W− is stochastically smaller than W+.
This form was also observed and discussed in the M/G/1 queue setting
in [22]. Finally, if there are enough assumptions to assure that W−

and U = W+−W− are independent then the left side of (93) becomes

Ee−αW
− 1− Ee−αU

αEU
. (94)

That is, it is the transform of a sum of two independent random vari-
ables, the first isW− and the second has the stationary residual lifetime
distribution of U . If we denote this variable by Ue then we have the
following decomposition

W− + Ue ∼Wd + Ye , (95)

where we recall that Ye has the transform η(α)
αη′(0) and the variables

on either side are assumed independent. The special case where this
kind of independence (between W− and U) occurs is discussed in the
M/G/1 queue setting in [13]. We also refer the reader to Theorem 4.1
and its proof in [15] for the special case considered there.

We recall that by Corollary 3,

W (∞) ∼ I`Wu + (1− I`)(I(Wu + Ye) +Wd) . (96)

Thus, replacing Ye by an independent Y 1
e ∼ Ye and adding Ye on both

sides we have that

W (∞) +Ye ∼ I`(Wu +Ye) + (1− I`)(I(Wu +Y 1
e ) + (Wd +Ye)) . (97)

With W± ∼ Wd + Ye (a random variable with LST given by the left
side of (93)) this implies that

W (∞) + Ye ∼ I`(Wu + Ye) + (1− I`)(I(Wu + Y 1
e ) +W±) , (98)

where the expressions either side of the equation are independent. Fi-
nally, replacing Y 1

e on the right by Ye does not change the distribution
(due to the indicator I`) so that

W (∞) + Ye ∼ I`(Wu + Ye) + (1− I`)(I(Wu + Ye) +W±) , (99)

where again all variables appearing on the expressions on either side
of the equation are assumed independent so that only their marginal
distribution matters. In the special case of ϕ(α) = αr−η(α) we replace
I(Wu + Ye) on the right by Wu (see Corollary 4) and obtain

W (∞) + Ye ∼ I`(Wu + Ye) + (1− I`)(Wu +W±)

= Wu + I`Ye + (1− I`)W± , (100)
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and in particular when ` = 0

W (∞) + Ye ∼Wu +W± , (101)

where, again, throughout all random variables appearing in the expres-
sions on either sides of the equations are assumed independent.

6 Applications to polling systems

In this section we relate our decomposition results to decomposition
results for so-called polling systems. A polling system is a single-server
multi-queue system, in which the server visits the queues one at a time,
typically in a cyclic order. The service discipline at each queue specifies
the duration of a visit. E.g., under the exhaustive service discipline,
the server visits a queue until it has become empty; under the 1-limited
discipline, it serves exactly one customer during a visit. In many appli-
cations (e.g., in production systems, where the server is a machine and
the customers of a queue are orders of a particular type) it is natural to
have nonnegligible switchover times from one queue to the next. Stim-
ulated by a wide variety of applications (not only production systems,
but also computer- and communication systems, traffic lights, repair
systems), polling models have been extensively studied. It is almost
always assumed that the input processes to the queues are independent
Poisson processes. For such a situation, it was proven in [5] that the
steady-state total workload in the polling system with switchover times
can be decomposed into two independent quantities, viz. (i) the work-
load in the corresponding polling system without switchover times, and
(ii) the steady-state total amount of work at an epoch the server is not
working. Item (i) is the workload in an M/G/1 queueing system; the
distribution of item (ii) was determined for a few service disciplines
in [10]. In [9] the joint steady-state workload distribution at arbitrary
epochs was expressed in the joint queue length distribution at visit
beginning and visit completion epochs. The latter distributions are
known for certain polling models, in particular, for polling models in
which the service discipline at all queues is of so-called branching type.

The cyclic polling model of [5] was generalized in [7] to the case
of a fixed non-cyclic visit order of the queues; again a work decom-
position result was derived. A further generalization is contained in
[6]. That paper considers a single-server multi-class system with a
work-conserving scheduling discipline as long as the server is serving
and with a service interruption process (which could correspond to
switchover times in a polling system) that does not affect the amount
of service time given to a customer or the arrival time of any customer.
Furthermore, the arrival process is a batch Poisson process that allows
correlations between the numbers of arrivals of the various customer
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types in a batch. Again a decomposition result was proven: the steady-
state workload in the model with interruptions is in distribution equal
to the sum of two independent quantities, viz. (i) the steady-state
workload in the corresponding model without interruptions, and (ii)
the steady-state amount of work at an epoch in which the server is not
serving.

Another extension of the cyclic polling model with independent
Poisson arrivals was recently studied in [8]. It considers a cyclic polling
system with N queues, extending the Poisson arrival process to an N -
dimensional Lévy subordinator (so the sample paths are non-decreasing
in all coordinates). If a particular queue is being served, then the work-
load level at that queue behaves as a spectrally positive Lévy process
with a negative drift. Another special feature of the model is that
the Lévy input process changes at polling and switching instants. A
restrictive assumption is that the service discipline at each queue is
of branching type. That assumption implies that the N -dimensional
workload process at successive instants that the server arrives at the
first queue is a Jirina process, which is a multi-type continuous-state
branching process. The joint steady-state workload distribution at
such epochs, and subsequently also at arbitrary epochs, is determined
in [8]; no workload decomposition is derived. A special case (constant
fluid input at all queues) had been studied by Czerniak and Yechiali
[11], who also obtained the joint workload distribution at arbitrary
epochs. In Section 4 of their paper they point out that, if there is a
workload decomposition, the term (i) without switchover times is zero
because the outflow is larger than the inflow during visit times.

In Section 4 of the present paper, we derive workload transforms
and workload decompositions in a system that alternates between up
and down times. The input process is one Lévy process Xu during up
times and another Lévy process Xd during down times. Our Theorem 5
generalizes exact workload transform results in [9] and [10], where the
input process is a sum of independent compound Poisson processes, to
the case of a Lévy input process. It complements the exact workload
transform result of [8] in the sense that it only gives total workload and
does not give a joint transform, but that it does allow more general
visit disciplines. Our assumption on the up and down times (visit times
and interruptions), viz., the assumption that 0 = T0 ≤ S1 ≤ T1 ≤
S2 ≤ T2 . . . is an increasing sequence of a.s. finite stopping times, in
particular includes non-branching service disciplines. Our Corollary 4
generalizes/complements decomposition results for total workload in
[5, 6] for polling systems and, more generally, single-server multi-class
systems with interruptions. Our Lévy input process generalizes the
(batch) Poisson processes of those and other polling papers.

If fact, due to our general setup it seems that under appropriate
stability conditions, decomposition results would hold for quite general
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polling mechanisms. Some examples are cases were the lengths of the
switching times depend on the state of the system in various ways (e.g.,
shorter switching when certain queues are large), or when the decision
of when to leave a certain queue may depend on the overall information
of the system rather than following a fixed mechanism.
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