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Summary

Two-Dimensional Block-Based Reception for Differentially
Encoded OFDM Systems
A study on improved reception techniques for digital audio broadcasting systems

Digital audio broadcast (DAB), DAB+ and Terrestrial-Digital Multimedia Broadcasting
(T-DMB) systems use multi-carrier modulation (MCM). The principle of MCM in the
DAB-family is based on orthogonal frequency division multiplexing (OFDM), for which
every subcarrier is modulated byπ4 differentially encoded quaternary phase shift keying
(DE-QPSK). In DAB systems convolutional codes and interleaving are used to enable
DAB receivers to perform error correction.

The objective of the work, described in the thesis, is to improve reception techniques
for DAB, DAB+, and T-DMB systems. In the thesis, two-dimensional (2D) block-based
reception for differentially encoded OFDM systems is investigated. The blocks are based
on the time and frequency dimension.

Commonly used DAB receivers perform non-coherent two-symbol differential detection
(2SDD) with soft-decision Viterbi decoding. It is well-known that 2SDD can be im-
proved if the detection is based on more than two received symbols as, e.g., in non-
coherent multi-symbol differential detection (MSDD). Forimproving the performance of
the demodulation procedures of DAB-like streams, demodulation based on 2D blocks of
received symbols with a decomposed demodulation trellis isproposed in the thesis.
Peleg and Shamai [58] demonstrated that iterative techniques could increase the perfor-
mance of the demodulation procedures of DE-QPSK streams even further. In the thesis,
their approach is generalized to the 2D setting where again the decomposed demodulation
trellis is used. In this way a problem connected to the small lengths of the trellises for
each subcarrier is solved.
The application of these iterative decoding techniques in DAB receivers is only feasible
if their complexity can be drastically reduced. A significant complexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the decomposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based on iterative decoding techniques
is realized.

ix



x Summary

In Chapter 2, simulation models are introduced. These models are later applied to evaluate
the proposed reception methods. The Additive White Gaussian Noise (AWGN) channel
model with an input power constraint and the channel model for M -level PSK are first
discussed. In addition, the TU-6 (Typical Urban 6 taps) channel model defined in COST-
207 [1] is introduced. This channel model is commonly used toassess the performance of
DAB, DAB+, or T-DMB transmission. Finally, the basic elements of a DAB transmitter
and a standard receiver are described.

In Chapter 3 of the thesis, the state of the art in non-iterative detection and decoding
techniques for DE-QPSK streams with convolutional encoding is described. First, as a
reference, coherent detection of DE-QPSK with soft-decision Viterbi decoding is studied.
Then it is demonstrated that 2SDD of DE-QPSK with soft-decision Viterbi decoding de-
grades the performance. This non-coherent differential detection scheme can be improved
by, for example, MSDD, which is a maximum likelihood procedure for finding a block of
information symbols after having observed a block of received symbols. For large num-
bers of observations, the performance of MSDD approaches the performance of coherent
detection of DE-QPSK. Since reference symbols (pilots) arelacking for DAB systems,
detection based on observing multiple received symbols is atechnique that could lead to
reception improvement for DAB receivers. By applying this technique, as will be shown
later, a DAB receiver approaches the performance of a receiver that performs coherent
detection ofπ4 -DE-QPSK with soft-decision Viterbi decoding.
In Chapter 4, a-posteriori symbol probabilities and log-likelihood ratios (LLRs) for coher-
ently detectedπ4 -DE-QPSK are studied. It is demonstrated, as an extension tothe results
known in the literature, that an approximation of maximum a-posteriori (MAP) symbol
detection, based on selecting dominant exponentials, leads to MAP sequence detection.
To improve the performance towards MAP symbol detection, a better approximation is
proposed. This approximation relies on piecewise-linear fitting of the logarithm of the hy-
perbolic cosine and results in a performance quite close to that of MAP symbol detection.
For the coded case, where the symbols are produced by convolutional encoding and Gray
mapping, the LLRs are investigated. Again a simple approximation based on selecting
dominant exponentials and an improved approximation relying on piecewise-linear fits, is
proposed. As in the uncoded case, the improved approximation gives a performance quite
close to ideal. These improved approximations are also of interest for DAB systems, as
will be shown later, if 2D and trellis-based detection is considered as a reception tech-
nique.

Peleg et al. [56][57][58] and Chen et al. [18] demonstrated that iterative decoding tech-
niques developed by Benedetto et al. [9] for serially concatenated convolutional codes
lead to good results for the concatenation of convolutionaland differential encoding, also
referred to as Turbo-DPSK. In Chapter 5 the iterative decoding procedures corresponding
to these serially concatenated codes are explained. In thischapter also parallel concate-
nated systems, turbo-codes, first described by Berrou et al.[11] are considered. The itera-
tive decoding procedures for the serially concatenated codes as well as for the turbo-codes
are based on modified versions of the BCJR algorithm [4]. The approach taken in Chap-
ter 5 to explain these iterative decoding procedures, is similar to the approach Gallager
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[32] followed to investigate iterative procedures for decoding low-density parity-check
(LDPC) codes. This way of explaining iterative decoding procedures for the serially con-
catenated codes as well as for the turbo-codes does not appear in the literature. It is
well-known that iterative (turbo) decoding procedures approach channel capacity, e.g.,
in the AWGN setting. For that reason, in Chapter 6 and Chapter7, iterative decoding
techniques for DAB-like streams are studied.
At the time that the DAB standard was proposed, the results ofBerrou et al. [11] on turbo-
codes were not available. As a consequence, it is not a commonpractice to use iterations
in DAB receivers. In Chapter 6, motivated by encouraging results on Turbo-DPSK, trellis
decoding and iterative techniques for DAB receivers are investigated. Specifically, the
usage of 2D-blocks and trellis decomposition in decoding isconsidered. Each 2D-block
consists of a number of adjacent subcarriers of a number of subsequent OFDM symbols.
Focussing on 2D-blocks was motivated by the fact that the channel coherence-time is
typically limited to a small number of OFDM symbols, and thatDAB-transmissions use
time-multiplexing of services, which limits the number of OFDM symbols in a codeword.
Extension in the subcarrier direction is required then to get reliable phase estimates. The
trellis-decomposition method allows for an estimation of the unknown channel phase,
since this phase relates to sub-trellises. A-posteriori sub-trellis probabilities are deter-
mined, and these probabilities are used for weighting the a-posteriori symbol probabilities
resulting from all the sub-trellises. Alternatively, a dominant sub-trellis can be determined
from the a-posteriori sub-trellis probabilities and the a-posteriori symbol probabilities cor-
responding to this dominant sub-trellis can be used. This dominant sub-trellis approach
results in a significant complexity reduction, which is the subject of Chapter 7.
In the first part of Chapter 7, complexity reduction of the inner decoder is investigated.
This complexity reduction is realized by choosing, based ona-posteriori sub-trellis prob-
abilities, in two different ways a dominant sub-trellis. Inthe first approach, a method is
investigated that is based on finding, at the start of a new iteration, the dominant sub-
trellis first and then do the forward-backward processing for demodulation only in this
dominant sub-trellis. The second approach involves choosing the dominant sub-trellis
only once, before starting with the iterations. In the second part of Chapter 7, an imple-
mentation of a MAP channel-phase estimator based on the second dominant sub-trellis
approach is described. In addition, an implementation of a channel-gain estimator based
on the received symbols within a 2D-block is discussed. Finally, a real-time and bit-true
DAB-receiver is sketched. This DAB receiver operates according to the proposed 2D-
block-based iterative decoding procedure within a dominant sub-trellis obtained by the
second method. The performance improvements of this DAB receiver are evaluated for
various numbers of iterations, block-sizes, and Doppler-frequencies.

The main conclusions can be found in Chapter 8. For the non-iterative 2D-case, investiga-
tions show that the performance of non-coherent detection based on trellis-decomposition
is very close to the performance of coherent detection of DE-QPSK. The gain of 2D
trellis-decomposition is modest compared to the standard 2SDD technique. Iterative 2D
procedures result in a significantly larger gain. In this context, it needs to be emphasized
that part of this gain comes from the 2D-processing. The dominant sub-trellis approach
appears to be crucial for achieving an acceptable complexity reduction.
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Samenvatting

Two-Dimensional Block-Based Reception for Differential-
ly Encoded OFDM Systems
A study on improved reception techniques for digital audio broadcasting systems

Digital audio broadcast (DAB), DAB+ and Terrestrial-Digital Multimedia Broadcasting
(T-DMB) systemen gebruiken multi-carrier modulatie (MCM). Het principe van MCM is
gebaseerd op orthogonal frequency division multiplexing (OFDM), waar iedere subcarrier
gemoduleerd is metπ4 differentially encoded quaternary phase shift keying (DE-QPSK).
In DAB-systemen zijn convolutional codes en interleaving gebruikt zodat een DAB ont-
vanger foutcorrectie kan uitvoeren.

Het doel van het werk, beschreven in dit proefschrift, is hetverbeteren van ontvang-
technieken voor DAB, DAB+ en T-DMB systemen. In het proefschrift, worden twee-
dimensionale (2D) blok-gebaseerde ontvang-techniekenvoor differentially encoded OFDM
systemen onderzocht. De blokken zijn gebaseerd op de tijd enfrequentie dimensie.

Normaal in gebruik zijnde DAB ontvangers passen niet-coherente two-symbol differenti-
al detection (2SDD) met soft-decision Viterbi decoding toe. Het is welbekend dat 2SDD
verbeterd kan worden als de detectie gebaseerd is op meer dantwee ontvangen symbo-
len, zoals bijvoorbeeld in niet-coherente multi-symbol differential detection (MSDD) het
geval is. Voor het verbeteren van de prestaties van de demodulatie procedures voor DAB-
gebaseerde signalen, wordt in dit proefschrift demodulatie gebaseerd op 2D-blokken van
ontvangen symbolen met een decomposed demodulation trellis voorgesteld.
Peleg en Shamai [58] hebben laten zien dat iteratieve technieken de prestaties van de
demodulatie procedures van DE-QPSK signalen nog verder kunnen verbeteren. In het
proefschrift, is hun aanpak gegeneraliseerd naar de 2D-setting waarbij opnieuw een de-
composed demodulation trellis gebruikt is. Op deze manier is een probleem opgelost dat
samenhing met korte lengtes van een trellis voor de subcarriers.
Toepassing van deze iteratieve decodeer-technieken in DABontvangers is alleen moge-
lijk als hun complexiteit drastisch verlaagd kan worden. Een aanzienlijke complexiteit-
reductie wordt verkregen met alleen itereren in het dominante sub-trellis van de decompo-
sed demodulation trellis. Op deze manier, werd een real-time en bit-true DAB ontvanger
gebaseerd op iteratieve decodeer-technieken gerealiseerd.

xiii
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In Hoofdstuk 2, worden simulatie modellen geı̈ntroduceerd. Deze modellen worden later
toegepast om de voorgestelde ontvang-methodieken te evalueren. Eerst worden het Addi-
tive White Gaussian Noise (AWGN) kanaal model met een gelimiteerd vermogen aan de
ingang en eenM -level PSK kanaal model besproken. Daarbij wordt ook het TU-6 (Typi-
cal Urban 6 taps) kanaal model dat gedefinieerd is in COST-207[1], geı̈ntroduceerd. Dit
kanaal model wordt standaard gebruikt voor het beoordelen van DAB, DAB+, of T-DMB
transmissies. Tenslotte, worden de basis elementen van eenDAB zender en een standaard
ontvanger beschreven.

In Hoofdstuk 3 van het proefschrift wordt de huidige stand van de techniek in niet-
iteratieve detectie en decodering voor DE-QPSK signalen met convolutional encoding
beschreven. Eerst wordt, als referentie, ideale coherentedetectie van DE-QPSK met soft-
decision Viterbi decoding bestudeerd. Dan wordt aangetoond dat 2SDD van DE-QPSK
met soft-decision Viterbi decoding de prestaties vermindert. Dit niet-coherente differen-
tial detection schema kan worden verbeterd met, bijvoorbeeld, MSDD. MSDD is een
maximum-likelihood procedure voor het vinden van een blok van informatie symbolen
nadat een blok van ontvangen symbolen is geobserveerd. Vooreen groot aantal observa-
ties benadert MSDD de prestatie van ideale coherente detectie van DE-QPSK. Omdat bij
DAB systemen geen referentie symbolen (pilots) voorkomen,zou detectie gebaseerd op
meerdere ontvangen symbolen tot ontvangstverbetering kunnen leiden. Door het toepas-
sen van deze techniek, zoals we later zullen zien, kan een DABontvanger de prestaties
benaderen van een ontvanger met ideale coherente detectie van π

4 -DE-QPSK met soft-
decision Viterbi decoding.
In Hoofdstuk 4 worden a-posteriori symbol probabilities enlog-likelihood ratios (LLRs)
voor coherent gedetecteerdeπ

4 -DE-QPSK bestudeerd. Er wordt aangetoond, als een uit-
breiding op de bestaande resultaten in de literatuur, dat een benadering van maximum
a-posteriori (MAP) symbool detectie, gebaseerd op het selecteren van dominante expo-
nenten, leidt tot MAP sequence detectie. Voor het verbeteren van de prestatie in verge-
lijking tot MAP symbool detectie, wordt een verbeterde benadering voorgesteld. Deze
verbetering maakt gebruik van het piecewise-linear benaderen van de logaritme van de
hyperbolische cosinus en dit resulteert in een prestatie die redelijk dicht bij die van MAP
symbool detectie ligt. Voor de gecodeerde situatie, waarbij de symbolen worden ge-
genereerd door convolutional encoding gevolgd door Gray mapping, zijn ook de LLRs
onderzocht. Hierbij worden ook weer een eenvoudige benadering, gebaseerd op het se-
lecteren van dominante exponenten, en een verbeterde benadering, gebruik makend van
piecewise-linear fits, voorgesteld. Net als in de ongecodeerde situatie geven de verbeterde
benaderingen resultaten die redelijk dicht in de buurt van ideaal komen. Deze verbeterde
benaderingen zijn ook interessant voor DAB systemen, zoalslater zal worden aangetoond
wanneer trellis-gebaseerde detectie wordt toegepast op 2D-blokken.

Peleg et al. [56][57][58] en Chen et al. [18] hebben laten zien dat de iteratieve deco-
deertechnieken die ontwikkeld zijn door Benedetto et al. [9] voor serieel geconcateneer-
de convolutional codes, eveneens leiden tot goede resultaten voor de aaneenschakeling
van convolutional en differential encoding. Deze decodeer-techniek wordt Turbo-DPSK
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genoemd. In Hoofdstuk 5 worden de iteratieve decodeerprocedures, die horen bij deze
serieel geconcateneerde codes, besproken en hun werking verklaard. In dit hoofdstuk
worden ook de parallel geconcateneerde systemen (turbo-codes), die voor het eerst door
Berrou et al. [11] beschreven zijn, besproken. De iteratieve decodeer procedures voor
de serieel geconcateneerde codes en voor de turbo-codes zijn gebaseerd op gemodificeer-
de versies van het BCJR algoritme [4]. De aanpak in Hoofdstuk5 voor het uitleggen
van deze iteratieve decodeerprocedures, is hetzelfde als de aanpak van Gallager [32] voor
het onderzoeken van iteratieve procedures voor het decoderen van low-density parity-
check (LDPC) codes. Het op deze manier uitleggen van de iteratieve decodeerprocedures
voor de serieel geconcateneerde codes en voor de turbo-codes lijkt niet voor te komen
in de literatuur. Het is welbekend dat deze codes met hun iteratieve decodeer procedu-
res de kanaal-capaciteit benaderen, bijvoorbeeld in de AWGN setting. Daarom worden, in
Hoofdstuk 6 en Hoofdstuk 7, iteratieve decodeer techniekenvoor DAB-verwante signalen
bestudeerd.
Toen de DAB standaard werd voorgesteld, waren de resultatenvan Berrou et al. [11] over
turbo-codes nog niet beschikbaar. Daarom is het geen normaal gebruik om iteraties toe
te passen in DAB ontvangers. In Hoofdstuk 6 worden, gemotiveerd door positieve resul-
taten voor Turbo-DPSK, trellis decodering en iteratieve technieken voor DAB ontvangers
onderzocht. Meer specifiek wordt het gebruik van 2D-blokkenen trellis-decompositie bij
het decoderen onderzocht. Ieder 2D-blok bestaat uit een aantal aangrenzende subcarriers
van een aantal opeenvolgende OFDM symbolen. Het focusserenop 2D-blokken werd
ingegeven door het feit dat de coherence-time van het kanaaltypisch beperkt is tot een
klein aantal OFDM symbolen, maar ook omdat het DAB systeem gebruik maakt van time-
multiplexing van services. Deze vorm van multiplexing beperkt het aantal OFDM symbo-
len in een code-woord. Uitbreiding in de subcarrier-richting is dan ook nodig om betrouw-
bare fase-schattingen te krijgen. De trellis-decompositie methode maakt een schatting van
de onbekende kanaalfase mogelijk, omdat deze fase gerelateerd is aan sub-trellises. A-
posteriori sub-trellis probabilities worden berekend en deze probabilities worden daarna
gebruikt voor het wegen van de a-posteriori symbool probabilities komende van alle sub-
trellises. Een andere mogelijkheid is dat er een dominant sub-trellis kan worden bepaald
uit de a-posteriori sub-trellis probabilities waarna de a-posteriori symbol probabilities be-
horende bij dit dominant sub-trellis kunnen worden gebruikt. Deze dominante sub-trellis
benadering resulteert in een significante complexiteit-reductie. Dit is het onderwerp van
Hoofdstuk 7.
In het eerste gedeelte van Hoofdstuk 7 wordt complexiteits-reductie van de inner deco-
der onderzocht. Deze complexiteits-reductie wordt gerealiseerd door het op twee ver-
schillende manieren kiezen van een dominant sub-trellis, gebruikmakend van a-posteriori
sub-trellis probabilities. In de eerste aanpak wordt een methode onderzocht die gebaseerd
is op het vinden van het dominante sub-trellis aan het begin van een nieuwe iteratie en
daarna het uitvoeren van forward-backward processing voordemodulatie alleen in dit do-
minante sub-trellis Bij de tweede aanpak wordt het dominante sub-trellis maar een keer
bepaald en wel voordat begonnen wordt met de iteraties. In het tweede gedeelte van
Hoofdstuk 7 wordt een implementatie van een MAP kanaal-faseschatter beschreven die
gebaseerd is op de tweede dominante sub-trellis aanpak. Verder wordt een implementatie
van een kanaal-versterkingsfactor schatter besproken diegebaseerd is op alle ontvangen
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symbolen binnen een 2D-blok. Ten slotte wordt een real-timeen bit-true DAB-ontvanger
omschreven. Deze DAB ontvanger functioneert volgens de voorgestelde 2D-blok ge-
baseerde iteratieve decodeerprocedure binnen een dominant sub-trellis, dat verkregen is
volgens de tweede methode. De prestatie-verbeteringen vandeze DAB ontvanger zijn
geëvalueerd voor verschillende aantallen iteraties, blok groottes en Doppler-frequenties.

De hoofd-conclusies zijn beschreven in Hoofdstuk 8. Voor het niet-iterative 2D-geval
laat het onderzoek zien dat de prestaties van niet-coherente detectie gebaseerd op trellis-
decompositie de prestaties van coherente detectie van DE-QPSK goed benadert. De 2D
trellis-decompositie geeft hier een bescheiden verbetering op de standaard 2SDD tech-
niek. Iteratieve 2D-procedures resulteren in een duidelijk grotere verbetering. In deze
context moet worden benadrukt dat een gedeelte van deze verbetering komt van de 2D-
processing. De dominante sub-trellis aanpak is cruciaal voor het bereiken van een accep-
tabele complexiteit-reductie.
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Chapter 1

Introduction

1.1 Outline

In this first chapter we start with a small introduction to modern communication systems.
After this introduction we give, in Section 1.3, an overviewof the thesis at hand. Then, in
Section 1.4, we briefly describe a number of different terrestrial Coded Orthogonal Fre-
quency Division Multiplexing (COFDM) digital radio broadcast systems. In Section 1.5
we will focus on the physical layer (PHY) of the terrestrial Digital Audio Broadcasting
(DAB) system as described in [25]. Finally, in Section 1.6, we list the publications and
patents that resulted from the work related to this thesis.

1.2 Modern communication systems

Modern communication systems are based on a transformationof the original message
into another message, which is then sent over a medium or stored on a medium, such
that the original message can be retrieved reliably or up to some fidelity level. There is a
wide variety of communication systems, e.g., terrestrial communication systems, satellite
communication systems, cable communication systems, storage communication systems,
and so on. All these communication systems can be split up in three fundamental parts:
(i) the transmitter, (ii) the transmission medium (physical channel), and (iii) the receiver
[10, Sec. 4.1, p. 153]. These three parts are shown in Figure 1.1. The receiver tries
to reproduce as well as possible the original message that issent over the channel. In a
practical situation the behavior of the channel can be quitecomplex due to the random
nature of different effects such as noise, mobility, and interference. The behavior of the
channel is often modeled as a closed form expression that describes, as accurately as
possible, the (statistical) relation between its input andoutput. But one has to keep in
mind that a model only approximates reality, as is nicely stated in [43, Ch. 1, p. 7]: “the
real world is far too complex to be embraced in a single theory”.
To be robust against the unavoidable errors that occur during transmission, appropriate
signal processing algorithms are tuned to the physical properties of the channel. Some of

1
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channel
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reproduction
of original
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original
-

Figure 1.1: The three fundamental parts of a communication system (i)
the transmitter, (ii) the physical channel (the transmission
medium), and (iii) the receiver.

these signal processing algorithms will add redundancy to the original message. The pro-
cess of adding such redundancy to the original message is commonly referred to as cod-
ing. This redundancy is used by the receiver to recover from some errors in the original
message. It is now the “communication engineering art” to find a way of not adding too
much redundancy, on the one hand, and still being able to recover the original message as
accurately as possible, on the other hand. The different ways of accomplishing a trade-off
between redundancy and the ability of correcting errors, under the constraints imposed by
the physical properties of the channel, is reflected by the development of numerous differ-
ent transmitter and receiver systems. In this thesis we willfocus on improving reception
techniques for terrestrial DAB systems as described in [25].
DAB systems use multi-carrier modulation (MCM). MCM for DABsystems is based
on Orthogonal Frequency Division Multiplexing (OFDM), forwhich every subcarrier is
modulated byπ

4 -Differentially Encoded Quaternary Phase Shift Keying (DE-QPSK). In
DAB systems convolutional codes and interleaving are used to enable DAB receivers to
perform error correction.

1.3 Thesis outline

1.3.1 Objective

DAB, DAB+, and Terrestrial-Digital Multimedia Broadcasting (T-DMB) broadcasting
systems comprise a combination of convolutional coding, interleaving, andπ4 -DE-QPSK
with OFDM. Theπ

4 -DE-QPSK is performed on the QPSK symbols corresponding to the
same subcarrier in consecutive OFDM-symbols. Therefore there are as manyπ4 -DE-
QPSK streams as there are (active) subcarriers. The objective of the work, described in
the thesis, is to improve reception techniques for DAB, DAB+, and T-DMB systems. In
particular, two-dimensional (2D) block-based reception for differentially encoded OFDM
systems is investigated. The blocks are based on both the time and frequency dimension.

1.3.2 Concise summary

Commonly used DAB receivers perform non-coherent, i.e., noattempt is made to esti-
mate the phase of the carrier, two-symbol differential detection (2SDD) with soft-decision
Viterbi decoding. It is well-known that 2SDD can be improvedif the detection is based
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on more than two received symbols as, e.g., in non-coherent multi-symbol differential
detection (MSDD). For improving the performance of the demodulation procedures of
DAB-like streams, demodulation based on 2D blocks of received symbols with a decom-
posed demodulation trellis is proposed in the thesis.
Peleg and Shamai [58] demonstrated that iterative techniques can increase the perfor-
mance of the demodulation procedures of DE-QPSK streams beyond multi-symbol de-
tection. In the thesis, their approach is generalized to the2D setting where again the
decomposed demodulation trellis is used. In this way a problem connected to the small
lengths of the trellises for each subcarrier is solved.
The application of these iterative decoding techniques in DAB receivers is only feasible
if their complexity can be drastically reduced. A significant complexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the decomposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based on iterative decoding techniques
is realized.

1.3.3 Chapter contents

In Chapter 2, simulation models are introduced. These models are later applied to evaluate
the proposed reception methods. The Additive White Gaussian Noise (AWGN) channel
model with an input power constraint and the channel model for M -level PSK are first
discussed. In addition, the TU-6 (Typical Urban 6 taps) channel model defined in COST-
207 [1] is introduced. This channel model is commonly used toassess the performance of
DAB, DAB+, or T-DMB systems. Finally, the basic elements of aDAB transmitter and a
standard receiver are described.

In Chapter 3, the state-of-the-art in non-iterative detection and decoding techniques for
DE-QPSK streams with convolutional encoding is described.First, as a reference, co-
herent detection of DE-QPSK with soft-decision Viterbi decoding is studied. Then it is
demonstrated that non-coherent 2SDD of DE-QPSK with soft-decision Viterbi decod-
ing degrades the performance compared to coherent-detection of DE-QPSK with soft-
decision Viterbi decoding. This non-coherent differential detection scheme can be im-
proved by, for example, MSDD, which is a maximum-likelihoodprocedure for finding
a block of information symbols after having observed a blockof received symbols. For
large numbers of observations, the performance of MSDD approaches the performance
of coherent detection of DE-QPSK. Since reference symbols (pilots) are lacking for DAB
systems, detection based on observing multiple received symbols is a technique that could
lead to reception improvement for DAB receivers. By applying this technique, as will be
shown later, a DAB receiver approaches the performance of a receiver that performs co-
herent detection ofπ4 -DE-QPSK with soft-decision Viterbi decoding.

In Chapter 4, a-posteriori symbol probabilities and log-likelihood ratios (LLRs) for coher-
ently detectedπ4 -DE-QPSK are studied. It is demonstrated, as an extension tothe results
known in the literature, that an approximation of maximum a-posteriori (MAP) symbol
detection, based on selecting dominant exponentials, leads to MAP sequence detection.
To improve the performance towards MAP symbol detection, a better approximation is
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proposed. This approximation relies on piecewise-linear fitting of the logarithm of the hy-
perbolic cosine and results in a performance quite close to that of MAP symbol detection.
For the coded case, where the symbols are produced by convolutional encoding and Gray
mapping, the LLRs are investigated. Again a simple approximation based on selecting
dominant exponentials and an improved approximation relying on piecewise-linear fits, is
proposed. As in the uncoded case, the improved approximation gives a performance quite
close to ideal. These improved approximations are also of interest for DAB systems, as
will be shown later, if 2D and trellis-based detection is considered as a reception tech-
nique.

Peleg et al. [56][57][58] and Chen et al. [18] demonstrated that iterative decoding tech-
niques developed by Benedetto et al. [9] for serially concatenated convolutional codes
lead to good results for the concatenation of convolutionaland differential encoding, also
referred to as Turbo-DPSK. In Chapter 5 the iterative decoding procedures corresponding
to these serially concatenated codes are explained. In thischapter also parallel concate-
nated systems, i.e., turbo-codes, first described by Berrouet al. [11] are considered. The
iterative decoding procedures for the serially concatenated codes as well as for the turbo-
codes are based on modified versions of the BCJR algorithm [4]. The approach taken in
Chapter 5 to explain these iterative decoding procedures, is similar to the approach Gal-
lager [32] followed to investigate iterative procedures for decoding low-density parity-
check (LDPC) codes. This way of explaining iterative decoding procedures for the seri-
ally concatenated codes as well as for the turbo-codes does not appear in the literature. It
is well-known that iterative (turbo) decoding procedures approach channel capacity, e.g.,
in the AWGN setting. For that reason, in Chapter 6 and Chapter7, iterative decoding
techniques for DAB-like streams are studied.

At the time that the DAB standard was proposed, the results ofBerrou et al. [11] on turbo-
codes were not available. As a consequence, it is not a commonpractice to use iterations
in DAB receivers. In Chapter 6, motivated by encouraging results on Turbo-DPSK, trellis
decoding and iterative techniques for DAB receivers are investigated. Specifically, the
usage of 2D-blocks and trellis decomposition in decoding isconsidered. Each 2D-block
consists of a number of adjacent subcarriers of a number of subsequent OFDM symbols.
Focussing on 2D-blocks was motivated by the fact that the channel coherence-time is
typically limited to a small number of OFDM symbols, and thatDAB-transmissions use
time-multiplexing of services, which limits the number of OFDM symbols in a codeword.
Extension in the subcarrier direction is required then to get reliable phase estimates. The
trellis-decomposition method allows for an estimation of the unknown channel phase,
since this phase relates to sub-trellises. A-posteriori sub-trellis probabilities are deter-
mined, and these probabilities are used for weighting the a-posteriori symbol probabilities
resulting from all the sub-trellises. Alternatively, a dominant sub-trellis can be determined
from the a-posteriori sub-trellis probabilities and the a-posteriori symbol probabilities cor-
responding to this dominant sub-trellis can be used. This dominant sub-trellis approach
results in a significant complexity reduction, which is the subject of Chapter 7.

In the first part of Chapter 7, complexity reduction of the inner decoder is investigated.
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This complexity reduction is realized by choosing, based ona-posteriori sub-trellis prob-
abilities, in two different ways a dominant sub-trellis. Inthe first approach, a method is
investigated that is based on finding, at the start of a new iteration, the dominant sub-
trellis first and then do the forward-backward processing for demodulation only in this
dominant sub-trellis. The second approach involves choosing the dominant sub-trellis
only once, before starting with the iterations. In the second part of Chapter 7, an imple-
mentation of a MAP channel-phase estimator based on the second dominant sub-trellis
approach is described. In addition, an implementation of a channel-gain estimator based
on the received symbols within a 2D-block is discussed. Finally, a real-time and bit-true
DAB-receiver is sketched. This DAB receiver operates according to the proposed 2D-
block-based iterative decoding procedure within a dominant sub-trellis obtained by the
second method. The performance improvements of this DAB receiver are evaluated for
various numbers of iterations, block-sizes, and Doppler-frequencies.

The main conclusions can be found in Chapter 8. For the non-iterative 2D-case, investiga-
tions show that the performance of non-coherent detection based on trellis-decomposition
is very close to the performance of coherent detection of DE-QPSK. The gain of 2D
trellis-decomposition is modest compared to the standard 2SDD technique. Iterative 2D
procedures result in a significantly larger gain. In this context, it needs to be emphasized
that part of this gain comes from the 2D-processing. The dominant sub-trellis approach
appears to be crucial for achieving an acceptable complexity reduction.
For clearness, the relation between the chapters of the thesis is shown by Figure 1.2.
In the next section we will give an overview of a number of different terrestrial COFDM
digital radio broadcast systems.

1.4 An overview of some terrestrial COFDM digital ra-
dio broadcast systems

1.4.1 Digital Radio Mondiale 30 (DRM30)

Digital Radio Mondiale 30 (DRM30)(actually mode A-D of [26]) is a terrestrial COFDM
digital radio broadcast system for short-wave, medium-wave, and long-wave radio for fre-
quencies below 30 MHz. It delivers near-Frequency-Modulation (FM) sound quality and
the ease-of-use that comes with digital transmission. The improvement over Amplitude-
Modulation (AM) is immediately noticeable. The DRM system uses COFDM where the
data produced from the digitally encoded audio and associated signaling are distributed,
for transmission, across the large number of closely spacedcarriers. Time and frequency
interleaving is applied to mitigate fading from multi-pathdisturbances. Various parame-
ters of the OFDM and the convolutional codes can be adapted toallow DRM to operate
successfully in many different propagation environments.The DRM system uses Moving
Picture Experts Group (MPEG) 4 High Efficiency Advanced Audio Coding (HE-AAC+
v2) to provide high audio quality at low data rates. HE-AAC+ v2 is a superset of the AAC
core audio compression. This superset structure permits three options depending on the
required bit rate: (1) plain AAC for high bit rates, (2) AAC and Spectral Band Replication
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(SBR), i.e., HE-AAC for medium bit rates, or (3) AAC, SBR, andPseudo Stereo (PS),
i.e., HE-AAC+ v2 for low bit rates. In addition, Code ExcitedLinear Prediction (CELP)
and Harmonic Vector eXcitation Coding (HVXC) speech compression algorithms provide
speech-only programming at even lower data rates, see Chapter 5 in [26].

1.4.2 Digital Radio Mondiale plus (DRM+)

Digital Radio Mondiale plus (DRM+) (actually mode E of [26])is a standard for terres-
trial COFDM digital radio broadcast transmissions in Band Iand Band II (FM-Band), in
principle below Band III, starting at approximately 174 MHz. Also here, OFDM pro-
vides a highly efficient usage of spectrum and offers undisturbed mobile reception with
no interference. With its bandwidth of 95 kHz, DRM+ fits into the 100 kHz FM pattern
used in Europe and can, therefore, be transmitted within therespective gaps in Band II.
The maximum effective data rate is up to 186 kbit/s per multiplex. Using the MPEG 4
HE-AAC+ v2 audio compression permits the integration of up to 4 different audio streams
including additional data services or even highly compressed video streams on one DRM+
Multiplex.

1.4.3 HD-radio

HD-radio is a method of broadcasting digital radio signals on the same channel and at the
same time as the conventional AM or FM signal. Since HD-radiois a closed intellectual-
property system, it is only briefly described in this thesis.HD-radio is also a COFDM
system that creates a set of digital sidebands on each side ofthe AM/FM signal. The
combined AM/FM and digital radio signal fits in the same spectral mask as is specified for
conventional AM/FM. The system supports, for growth towards eventual full utilization
of the spectrum by the digital signal, transmissions in three modes: Hybrid, Extended
Hybrid, and Full Digital.

1.4.4 Digital Audio Broadcasting (DAB)

DAB was designed in the late 1980s with five original objectives: (1) provide CD-quality
radio, (2) provide better in-car reception quality than with FM, (3) use the spectrum more
efficiently, (4) allow tuning by the name of the station rather than by frequency, and (5)
allow data to be transmitted. The terrestrial DAB broadcasting system comprises a com-
bination of convolutional coding andπ4 -DE-QPSK with OFDM and time multiplexing of
the transmitted services to enable per service symbol processing [25]. The DAB digital
radio broadcast system uses MPEG-2 Audio Layer II audio compression.

1.4.5 Digital Audio Broadcasting plus (DAB+)

Digital Audio Broadcasting plus (DAB+) originates from theDAB broadcast system but
comprises extra interleaving and Reed-Solomon coding to support the more efficient
MPEG-4 HE-AAC+ v2 audio compression algorithms, similar tothe DRM broadcast
systems. Each audio super frame is carried in five consecutive logical DAB frames which
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enable easy synchronization and management of reconfigurations. The Reed-Solomon
RS(120, 110, t = 5) shortened code, derived from the originalsystematic RS(255, 245,
t = 5) code, is applied to 110 byte portions of each audio superframe to generate an
error protected packet. The (de-)interleaver can be considered as a row-column block
(de-)interleaver.

1.4.6 Terrestrial-Digital Multimedia Broadcasting (T-DM B)

T-DMB is also based on the conventional DAB transmission system according to [25]
with extra interleaving and Reed-Solomon coding. Since T-DMB and DAB are delivered
on the same system, then by adding a T-DMB video encoder to theexisting DAB system,
a T-DMB device can receive not only T-DMB multimedia services but also DAB audio
services. T-DMB uses Bit Sliced Arithmetic Coding (BSAC) orHE-AAC+ v2 audio cod-
ing for audio services, Advanced Video Coding (AVC) for video services, and BInary
Format for Scene (BIFS) for interactive data related services.

In the next section, Section 1.5, we introduce a block-diagram for generating a DAB
transmission signal.

1.5 DAB-family

In the sequel of this thesis we will use the PHY of the DAB-family as our DE-COFDM
system-model for a study on improved reception techniques.

1.5.1 A block-diagram for generating a DAB transmission signal

Figure 1.3 shows a block-diagram for generating aπ
4 -DE-QPSK COFDM transmission

signal, which is applicable to the broadcast systems of the DAB-family described in [25].
A convolutional encoder (convolutional coder denoted by CC) encodesNb information
bits {dp} to Nc coded bits{ci}. The convolutional encoder has a code-rateRc = 1

4 , a
constraint length ofK = 7, and generator polynomials,g0 = 133, g1 = 171, g2 = 145
andg3 = g0 = 133. Larger code-rates can be obtained by puncturing the mothercode,
see for details [25, Sec. 11.1.2, pp. 130-132]. Moreover, these codes are also known as
Rate-Compatible Punctured Convolutional (RCPC) codes, see Hagenauer [38]. We use,
conform [58], the de-facto industry standardRc = 1

2 convolutional code with generator
polynomialsg0 = 133 andg1 = 171, which is identical to using the convolutional code
with puncturing indexPI = 8 of Table 29 in [25, Sec. 11.1.2, p.131]. The DAB, DAB+,
and T-DMB time interleaver and frequency interleaver will be simulated by a bit-wise uni-
form block interleaver, which is generated for each simulated code block of bits{ci} re-
sulting in interleaved bits{cj}. Thus any permutation of theNc coded bits is a permissible
interleaver and is selected with equal probability conform[58]. A QPSK mapper maps,
with Gray encoding, a bit pair(c1m,n, c

2
m,n) to a QPSK symbolbm,n = exp(j∆φm,n)

with ∆φm,n ∈ {π
4 ,

3π
4 ,

5π
4 ,

7π
4 }, where index-pair(m,n) indicates themth OFDM-

subcarrier of thenth OFDM-symbol. Moreover, the index-pair(m,n) is a function
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Figure 1.3: A block-diagram for generating a DAB transmission signal.

of bit-index j. A differential encoder performs, form = [−K
2 , . . . ,−1, 1, . . . , K

2 ] and
n = [0, 1, . . . , L − 1], differential encoding between symbolssm,n−1 = exp(jφm,n−1)
andsm,n = exp(jφm,n) where

sm,n = sm,n−1 · bm,n (1.1)

φm,n = φm,n−1 + ∆φm,n, (1.2)

with φm,n ∈ {0, π
2 , π,

3π
2 } for n is even andφm,n ∈ {π

4 ,
3π
4 ,

5π
4 ,

7π
4 } for n is odd. L

andK are defined as the frame-length and the frame-width of a DAB transmission frame,
respectively. In addition, theK initial π

4 -DE-QPSK symbols{sm,0} are specified in [25].
DE-QPSK symbolsm,n−1 modulates an OFDM subcarrier at frequencyfm = m ·∆f =
m · 1

Tu
with Tu is the inverse of the subcarrier spacing. Moreover, DE-QPSKsymbol

sm,n modulates a subcarrier at the same frequencyfm of the consecutive OFDM symbol.
Without loss of generality we assume thatfm=0 is not used for data transmission [25].
The transmitted complex baseband signal per frame ofL OFDM-symbols each withK
modulated subcarriers can now be given by

sF (t) =

L−1∑

n=0

K
2∑

m = −K
2

m 6= 0

sm,ne
j2πfm(t−nTs) · w(t− nTs)

,

L−1∑

n=0

sn(t− nTs),

−Tcp ≤ t < LTs − Tcp = TF − Tcp (1.3)
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whereTF = LTs is the frame-duration and the rectangular window functionw(τ) for
each OFDM symbol is defined as

w(τ) =

{
1 for − Tcp ≤ τ < Tu

0 otherwise
(1.4)

with Ts = Tcp + Tu is the duration of one OFDM symbol andTcp is the duration of the
cyclic prefix, i.e., the guard-interval. Now, our DAB transmitted signal can be written as

s(t) =
+∞∑

F=−∞
sF (t− FTF ), (1.5)

whereF denotes the frame-index.

In Chapter 2 we will discuss the DAB PHY system model, the channel model, and elab-
orate on the generation and transmission of terrestrial (COFDM) digital audio broadcast
signals.

1.6 List of publications and patents by the Author

The work related to this thesis resulted in the following publications and patents.

1.6.1 Journals

1. W.J. van Houtum and F.M.J. Willems, “A-Posteriori SymbolProbabilities and Log-
Likelihood Ratios for Coherently Detectedπ4 -DE-QPSK”,IEEE Communications
Letters, vol. 15, no. 2, pp. 160-162, Feb. 2011.
Chapter 4

2. F.M.J. Willems and W.J. van Houtum, “The Shannon Limit andSome Codes Ap-
proaching It”,submitted to IEEE Signal Processing Magazine.
Chapter 5

3. W.J. van Houtum and F.M.J. Willems, “Two-Dimensional Iterative Processing for
DAB Receivers Based on Trellis-Decomposition”,Journal of Electrical and Com-
puter Engineering, no. 394809, 15 pages, 2012.
Chapter 6

4. W.J. van Houtum and F.M.J. Willems, “Complexity Reduction for Non-Coherent
Iteratively Detected DE-QPSK Based on Trellis-Decomposition”, submitted to ETT
Eur. Trans. on Telecomm.
Chapter 7

1.6.2 Conference Proceedings

1. W.J. van Houtum and F.M.J. Willems, “Joint and iterative detection and decoding
of differentially encoded COFDM systems”, inProc. IEEE 17th International
Conference on Telecommunications (ICT), pp. 36-43, Apr. 2010.



1.6. LIST OF PUBLICATIONS AND PATENTS BY THE AUTHOR 11

1.6.3 Patents

1. W.J. van Houtum and F.M.J. Willems, “SYSTEM AND METHOD FORDE-
MODULATING AND DECODING A DIFFERENTIALLY ENCODED CODED
ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING MODULATION
CODE USING TWO-DIMENSIONAL CODE BLOCKS”,No. 81383418US01,
Dec. 2009.

2. W.J. van Houtum and F.M.J. Willems, “SYSTEM AND METHOD FORDE-
MODULATING AND DECODING A DIFFERENTIALLY ENCODED CODED
ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING MODULATION
CODE USING TWO-DIMENSIONAL CODE BLOCKS”,No. 81383418EP02,
Nov. 2010.

3. W.J. van Houtum and F.M.J. Willems, “Two-Dimensional Iterative Processing for
DAB Receivers Based on Trellis-Decomposition”,Provisional No. 61/499,840
(No. 81426422US01), Jun. 2011.



12 CHAPTER 1. INTRODUCTION



Chapter 2

Channel and DAB System Model

For evaluation purposes we introduce in this chapter the DABPHY system model, the
AWGN channel model, the TU-6 channel model, and elaborate onthe generation and
transmission of DAB signals.

2.1 Outline

In this chapter, simulation models are introduced. These models are applied later in this
thesis to evaluate the proposed reception methods. The AWGNchannel model with an
input power constraint and the channel model forM -level PSK are first discussed. In
addition, the TU-6 channel model defined in COST-207 [1] is introduced. This channel
model is typically used to assess the performance of DAB, DAB+, or T-DMB transmis-
sion. Finally, the basic elements of a DAB transmitter and a standard receiver are dis-
cussed.
After having introduced the channel models, we discuss the channel capacity for serial
passband transmission of complex-valued symbols over an ideal time-discrete complex-
valued AWGN channel. We demonstrate the minimum required bandwidth and the chan-
nel capacity for serial passband transmission with the application of OFDM. We also
calculate the channel capacity if uniformly distributedM -PSK withM = 4, 16 and64
symbols were sent over this channel.
Further we calculate the probability of a bit error (BER) fornon-coherent and coherent
detection of DE-QPSK. Finally, we compare non-coherent detection of coded DE-QPSK
with non-coherent detection of DE-QPSK without any coding.For the coded case, a rate
1/2 convolutional code with soft-decision Viterbi-decoding was applied.

2.2 Channel models

One expects that a suitable channel model describes the physical aspects of a transmission
medium that have the largest impact on the original message.These physical aspects will

13
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impose the design rules on the transmitter and also on the receiver because this is the
“spitting image” of the transmitter [43, Ch. 1, p. 2].

2.2.1 Wireless transmission

Radio propagation for wireless transmission can be characterized by highly time and fre-
quency dispersive multi-paths [27]. There is also thermal noise present, which originates
from the random movement of electrons and is in the literature well studied in for exam-
ple [59, Sec. 3.1.4]. Some of the statistical properties of this thermal noise will be briefly
introduced in Section 2.2.3.
Echoes or replicas of the original message originate from large reflectors and/or scatter-
ers at some distance to the sender and receiver. These replicas have random magnitudes,
phases and delays and will sum up destructively or constructively with the original mes-
sage. Summation results in a small or large amount of signal power at the input of the
receiver. Every echo arrives, each via a different path, at the input of the receiver. This
multi-path transmission will “smear out” the original signal in time and will cause dis-
tortion of symbols, which are transmitted sequentially in time. The distortion of these
consecutive symbols is well-known in the literature as “inter symbol interference (ISI)”
[59, Sec. 6.2, p. 530]. In Section 2.3 we will discuss COFDM which is a method to com-
bat ISI. Moreover, impulse response measurements in different environments for wireless
non-line of sight (NLOS) transmission at different frequencies justify the modeling by a
Rayleigh distribution for the magnitude and a uniform distribution for the phase of the
echoes [45, Sec 2.1, p. 13] and [62, Sec. 4.6.1, p. 172].
If the channel is changing significantly over the duration ofa transmitted symbol or a
transmitted frame (multiple symbols), it is said that the channel is a time variant channel.
The time variations of the channel are evidenced as a Dopplerbroadening and, may be, in
addition as a Doppler shift of a spectral line [60, Sec. 14.1.1, p. 806].
For modeling a wireless fading channel, we will use the TU-6 COST-207 channel model
defined in [1]. The multi-path effects as wel as the Doppler effects are captured in this
TU-6 channel model, as will be shown in Section 2.2.5. In addition, the TU-6 channel
model is typically used to test DAB, DAB+, or T-DMB transmission.

2.2.2 Wireless OFDM transmission

We model wireless OFDM transmission by assuming that we transmit everyT seconds
a complex-valued pulse, i.e., orthogonal transmission at arate of1/T complex symbols
per second. We will show how this complex orthogonal modulation technique converts
a waveform channel into an equivalent time-discrete complex-valued AWGN channel.
We will follow the approach of Forney and Ungerboeck in [29],by starting with serial
baseband transmission of (perfectly) band-limited real-valued symbols. Then, based on
the serial base-band transmission, we will discuss the transmission of (perfectly) band-
limited complex-valued symbols by serial passband transmission.
Since OFDM is part of our complex-valued system model it is demonstrated that by the
application of OFDM we, again, perform orthogonal transmission at a rate of1/T com-
plex symbols per second over an ideal time-discrete complex-valued AWGN channel.
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However, with OFDM each transmitted complex-valued symbolis a sample of a time-
discrete periodic function with periodTu = BT . This time-discrete periodic function
is formed by its frequency-domain representation, i.e.,B complex-valued coefficientscn
of the discrete exponential Fourier series. Moreover, these complex-valued frequency-
domain coefficientscn, for n = 1, 2, · · · , B, contain the information to be transmitted.
Note that the responses of these complex-valued coefficients cn are (approximately) ex-
ponential waveforms. Finally, we will discuss the Shannon limit, i.e., the channel capacity
for serial passband transmission over the time-discrete complex-valued AWGN channel.
Moreover, the serial passband transmission is discussed without the application of OFDM
and with the application of OFDM. Let’s first introduce serial baseband transmission with
rate1/T of (perfectly) band-limited real-valued symbols.

Serial baseband transmission

Thermal noisenw(t), is said to be white, i.e., its power spectral densityNw(f) = N0/2
for all f . Hence, it is a stochastic process with a flat (constant) power spectral density
over the entire frequency range [78, Sec. 3.5, p. 189], [59, Sec. 3.1.4, p. 156]. For serial
baseband transmission of real-valued symbols at a rate of1/T symbols per second we
will send out the signal

s(t) =
∞∑

n=−∞
anp (t− nT ) , (2.1)

where, the coefficientsan, for integersn, contain the information. Moreover, the shifted
baseband pulses{p(t−mT ),m integer} are orthonormal, i.e.,

∫ ∞

−∞
p(t− nT )p(t−mT )dt = δn−m, (2.2)

whereδn−m is the Kronecker delta function, i.e.,δn−m = 1 if n = m and0 for n 6= m.
We also say that these pulses satisfy the Nyquist-criterionfor zero intersymbol interfer-
ence (ISI), see (2.7–2.9) in [29]. The channel output signalr(t) is a noisy version of the
input signals(t), i.e., the channel adds a noise signalnw(t) to the channel input sequence
and the receiver obtains

r(t) = s(t) + nw(t). (2.3)

The receiver recovers a sequence{rn} of noisy estimates of the transmitted information
symbolsan, i.e.,

rn =

∫ ∞

−∞
r(t)p (t− nT )dt

=

∫ ∞

−∞
s(t)p (t− nT )dt+

∫ ∞

−∞
nw(t)p (t− nT )dt

= an + nn. (2.4)

The orthonormality of{p (t− nT ) , n integer} guarantees that the sequence
{nn, n integer} is a set of independent and identically distributed (i.i.d.) Gaussian random
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real noise variables with zero mean and varianceσ2 = N0/2, i.e.

E [Nn] = 0

E [NnNm] = δn−mN0/2, (2.5)

whereE [·] denotes expectation. Now, according to optimum detection theory [78], the
sequence{rn} in (2.4) contains all information about{an} that is contained in the time-
continuous signalr(t). Thus, the time-continuous received signalr(t) is condensed into
the time-discrete sequence{rn} and, the waveform channel is converted to an equiva-
lent time-discrete ideal AWGN channel [29]. Furthermore, if the real-valued baseband
transmission pulse is assumed to be a sinc-pulse, i.e.,

p(t) =
1√
T

sin
(

πt
T

)
πt
T

, (2.6)

this pulse satisfies the Nyquist ISI criterion and has the smallest possible bandwidthWb =
1/(2T ). As a consequence, the real-valued baseband signal contains only frequencies in
[−Wb,+Wb] and is perfectly band-limited, i.e., has a “Brick-wall”-spectrum. In addition,
if the coefficientsan are i.i.d. we can write for the transmit power of the real-valued
baseband symbols

Pb ,
E
[
A2

n

]

T
. (2.7)

The signal-to-noise ratio (SNR) is now equal to

SNR=
E
[
A2

n

]

N0/2
=

PbT

N0/2
=

Pb

N0Wb
. (2.8)

Note thatWb = 1/(2T ) is the minimum one-sided bandwidth for serial baseband trans-
mission of real-valued symbols at a rate of1/T symbols per second [29].
To investigate orthogonal transmission of complex-valuedsymbols at a rate of1/T sym-
bols per second we will, in the next section, discuss serial passband transmission for
complex-valued symbols.

Serial passband transmission

Since we are interested in transmitting complex-valued symbols we will, in this section,
discuss serial passband transmission of complex-valued symbols. We investigate orthog-
onal transmission of complex-valued symbols at a rate of1/T complex symbols per sec-
ond. Here we will follow again the approach of Forney and Ungerboeck in [29] and say
that the time-continuous passband signal

s(t) , ℜ
{ ∞∑

n=−∞
snp (t− nT )

√
2 exp(j2πfct)

}
,

= ℜ
{ ∞∑

n=−∞
(an + jbn) p(t− nT )

√
2 exp(j2πfct)

}
, (2.9)



2.2. CHANNEL MODELS 17

where the coefficients{sn} are now complex symbols containing the information that
needs to be transmitted. The signals are in the passband±[fc − Wb, fc + Wb]. By
processing (i.e., multiplying with

√
2 cos(2πfct), multiplying with

√
2 sin(2πfct), low-

pass filtering and sampling) the received bandpass signalr(t) = s(t) + nw(t), we obtain

rn = sn + nn, (2.10)

where the sequence{nn} is again a sequence of i.i.d. random variables. Eachnn is now
circularly symmetric mean zero complex Gaussian noise withvarianceN0/2 in both the
real and imaginary parts. For the transmit power of our complex-valued symbols{sn},
we write

P = E
[
|Sn|2

]
/T, (2.11)

and

SNR=
Es

N0
=
PT

N0
=

P

2WbN0
, (2.12)

withEs , E
[
|Sn|2

]
the average input-symbol energy per complex dimension and2Wb =

1/T is the minimum required bandwidth to transmit1/T complex-valued symbols per
second.
Since OFDM is part of our complex-valued communication-system we demonstrate, in
the next section, that by the application of OFDM we perform again orthogonal transmis-
sion at a rate of1/T complex-valued symbols per second.

Serial passband transmission with OFDM

For serial passband transmission with the application of OFDM, we assume that we trans-
mit everyTu = BT seconds a complex-valued vectorc = (c1, c2, · · · , cB) of symbols
{cn}. Moreover, the complex-valued symbols{cn} contain the information that needs
to be transmitted. We will demonstrate, in this section, that this is again equivalent to
orthogonal transmission at a rate of1/T = B/Tu complex-valued symbols per second.
However, with the application of OFDM each transmitted complex-valued symbol{sn}
is a sample of a time-discrete periodic function with periodTu = BT . This time-discrete
periodic function is formed by its frequency-domain representation, i.e., the complex-
valued coefficientscn, for n = 1, 2, · · · , B, of the discrete exponential Fourier series.
To demonstrate this, we first consider aB × B complex orthogonal matrixM , where
M is the matrix that corresponds to the discrete Fourier transform. The columnsmn,
n = 1, 2, · · · , B of this matrix satisfy

〈mn,m
∗
m〉 = δn−m, (2.13)

where〈·〉 denotes the inner product andδn−m the Kronecker delta function. If we now
want to transmit a complex vectorc = (c1, c2, · · · , cB), then we first form

s = Mc, (2.14)

wheres = (s1, s2, · · · , sB). Subsequentlys are complex-valued symbols that are trans-
mitted, with serial passband as discussed before. At the receiver side first

r = s+ n, (2.15)
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is, similarly as in the previous section, reconstructed, wherer = (r1, r2, · · · , rB) is the
received vector andn = (n1, n2, · · · , nB) is the noise vector. Then we form using the
inverse matrixM−1

ĉ = M−1r = M−1 (s+ n)

= M−1Mc+M−1n = c+M−1n. (2.16)

By the orthonormality of the matrixM−1 also the noise vectorM−1n is i.i.d. with vari-
ance ofN0/2 per real and imaginary component. Hence, by the applicationof OFDM
we obtain again orthogonal transmission of complex-valuedsymbols at a rate of1/T
symbols per second over the time-discrete complex-valued AWGN channel. As a con-
sequence, for serial passband transmission with the application of OFDM the minimum
required bandwidth is2Wb = 1/T = B/Tu for a rate of1/T = B/Tu complex-valued
symbols per second. Note, in the previous section we demonstrated that for serial pass-
band transmission of1/T complex-valued symbols per second without the applicationof
OFDM, the minimum required bandwidth was also2Wb = 1/T = B/Tu. Thus, in this
sense, there are no advantages on more efficient use of the spectrum by applying OFDM.
The advantage of using OFDM is that the responses of allcn, for n = 1, 2, · · · , B are
(approximately) exponential waveforms. Such waveforms are eigen-functions of linear
time-invariant channels. If now the channel gain is not unity butH(f), i.e., frequency de-
pendent, the attenuation of these exponentials just changes, but can be simply equalized.
As we will see later, there is also a cyclic prefix added to an OFDM symbol. This cyclic
prefix is useful for combatting multi-path effects. Note, for consistency in notation, we
will in the sequel of this thesis denote the complex-valued symbols, which contain the
information that needs to be transmitted with{sn} instead of{cn}.

2.2.3 AWGN model

As we demonstrated in the previous section, serial passbandtransmission without and
with the application of OFDM, are both orthogonal transmissions at a rate of1/T complex-
valued symbols per second within the same bandwidth2Wb = 1/T = B/Tu. Now, our
channel model will be a time-discrete complex-valued AWGN channel, i.e., an AWGN
channel with a single complex-valued input and output and bandwidth2Wb. Furthermore,
the channel output samples are a noisy version of the channelinput samples, i.e., the
channel adds a noise sequence to the channel input sequence.The time-discrete complex-
valued transmitted signal should satisfy the average powerconstraintP . Moreover, we
assume zero power outside and uniformly distributed power within the transmission band-
width. Note, that the transmission bandwidth of2Wb = 1/T = B/Tu is the minimum
required one-sided bandwidth for orthogonal transmissionof 1/T complex symbols per
second [29].

In the next section we will discuss the Shannon limit, i.e., the channel capacity of the
time-discrete complex-valued AWGN channel.
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Channel capacity of the AWGN channel

Shannon [66][67] introduced the notion of channel capacity. We will first give the chan-
nel capacity per complex dimension for serial passband transmission at a rate of1/T
complex-valued symbols per second without and with the application of OFDM. Sec-
ondly, we will express the channel capacity, in bit per second. We demonstrated in the
previous section that serial passband transmission with the application of OFDM requires
the same power and minimum bandwidth of2Wb = 1/T = B/Tu as without the applica-
tion of OFDM. Therefore, the channel capacity for serial passband transmission without
or with the application of OFDM is the same. This is a consequence of using the Fast
Fourier Transform (FFT), which is an orthogonal transformation. Moreover, the channel
capacity in bit per complex dimension for serial passband transmission over the time-
discrete complex-valued AWGN channel can be given by

C = log2

(
1 +

P

2WbN0

)
= log2(1 + SNR) bit/complex dimension, [b/cplx] (2.17)

where SNR= P/(2WbN0), denotes the signal-to-noise ratio. To ease notation, in the
sequel of this thesis, we define as transmission bandwidthW , 2Wb = 1/T = B/Tu

for serial passband transmission. Now, the channel capacity in bit per second becomes

C = W log2 (1 + SNR) bit/second, [b/s] (2.18)

with SNR= P/(WN0). The meaning of the channel capacity is that we can transmit bi-
nary digits at the rateR smaller thanC bits per second with an arbitrarily small frequency
of errors, (6.5-45) in [61, Sec. 6.5-2, p. 367],

R < C = W log2 (1 + SNR) . (2.19)

The rateR is the code rate in bits per second of the signalling scheme, However, in the
sequel of this thesis, we will use the channel capacity in bitper complex dimension.
Since the channel capacity per complex dimensionC = C/W is in bit/second/Hertz,
we will use for the channel capacity in bit per complex dimension the notation [b/s/Hz].
Moreover, Figure 2.1 shows the channel capacity in bit per complex dimension (notation
[b/s/Hz]) for serial passband transmission over the time-discrete complex-valued AWGN
channel. For channel capacity valuesC = 2, 4, and6 b/s/Hz, the required SNR values are
given by Table 2.1. From Figure 2.1 can be seen that the channel capacity,C, is increasing

Table 2.1: Required SNR for channel capacityC

Channel CapacityC [b/s/Hz] SNR [dB]
2 4.8
4 11.8
6 18.0



20 CHAPTER 2. CHANNEL AND DAB SYSTEM MODEL

−20 −15 −10 −5 0 5 10 15 20 25 30 35
0

2

4

6

8

10

12

SNR [dB]

C
/W

 [b
/s

/H
z]

Figure 2.1: Channel capacityC in bit per complex dimension.
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monotonically if the SNR increases, so for a fixed bandwidthW capacity increases with
the increase of the SNR.
Now, let the average energy per information bit be

Eb =
Es

r
=
PT

r
=

P

rW
, (2.20)

wherer = R/W is the code rate in bits per complex dimension andW = 1/T is the
transmission bandwidth. Note thatr is also known as the spectral efficiency and can be
expressed in [b/s/Hz]. For reliable communicationr should be smaller thanC and by
substitution of (2.20) in (2.17), this yields

r < log2

(
1 +

P

WN0

)
= log2

(
1 + r

Eb

N0

)
. (2.21)

Rewriting (2.21), yields a measure for the power efficiency of serial passband transmis-
sion of1/T complex symbols per second over the time-discrete complex-valued AWGN
channel

Eb

N0
>

2r − 1

r
. (2.22)

For example, from (2.22) can be seen that for reliable communication with a spectral
efficiency of1 b/s/Hz, we require thatEb

N0
> 1 or if we express it in [dB] it will become,

Eb

N0
> 10 · log10(1) = 0 dB.

The obtained results on serial passband transmission of1/T complex symbols per second
over the (ideal) time-discrete complex-valued AWGN channel, will be used as a bench-
mark forM -level PSK transmission over this channel. We will introduceM -level PSK
transmission in the next section.

2.2.4 M-level PSK model

A digital modulator maps digital information, which needs to be transmitted, to an analog
(carrier) waveform. In general a digital modulation process involves switching or keying
the amplitude, frequency, and/or phase of the carrier according to binary symbols{dn}.
For complex modulation methods likeM -level Phase Shift Keying (M -PSK) it is well-
known thatm = log2(M) bits are mapped (e.g., with Gray-mapping) to form a finite set
of complex symbols, i.e., the (complex) signal constellation. From the signal constella-
tion, the complex-valued (M -PSK) symbols are chosen that will be transmitted over the
channel. Moreover, we assume that the complex-valued symbols, that need to be transmit-
ted, are chosen from the signal constellationS =

{
ej(m2π/M),m = 0, 1, . . . ,M − 1

}
. In

addition, we will consider serial passband transmission (without OFDM) of1/T complex
symbols per second where the complex-valued coefficients{sn} are chosen from the set
S. In the next section we will evaluate and discuss the channelcapacity of thisM -level
PSK transmission.
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Channel capacity of theM -level PSK channel

Massey suggested in his paper [50] that encoding and modulation are both aspects of the
signal design problem and that demodulation and decoding are likewise both aspects of
the signal detection problem. It might be, therefore, interesting to consider anM -level
PSK channel. ThisM -level PSK channel is the combination of a complex-valuedM -
level PSK modulator, the time-discrete complex-valued AWGN channel and a complex-
valuedM -level PSK demodulator. Now, we assume serial passband transmission where
the complex-valued coefficients{sn} are chosen from the finite setS. Moreover, the co-
efficients{sn} have a uniform distribution, i.e.,Pr{sn = sm} = 1/M or equivalently all
M -PSK symbols have equal probability to be transmitted. Furthermore, the combination
of the complexM -level PSK modulator and the time-discrete complex-valuedAWGN-
channel is characterized by a conditional pdf, see also (2.10),

p(rn|sn) =
1

2πσ2
exp

(
−|rn − sn|2

2σ2

)
. (2.23)

Now, under the constraint of uniform input probabilities and power constraintP , the
channel capacityCM-PSK of theM -level PSK channel is given by the average mutual in-
formation [16]

CM-PSK = I(sn; rn) = H(sn) −H(sn|rn)

= m− Esn,rn
[− log2 Pr{sn|rn}] , (2.24)

whereH(·) is the entropy defined in [67, Theorem 2, Sec. 6, p. 393] andEsn,rn
[f(sn, rn)]

is the statistical average off over{sn} and{rn}. Now by using Bayes theorem, (2.24)
can be rewritten as

CM-PSK = m− Esn,rn


log2

∑
sm∈S

p(rn|sm)

p(rn|sn)




= m− Esn,rn


log2

∑
sm∈S

pn(rn − sm)

pn(rn − sn)


 . (2.25)

In general the expectations in (2.25) cannot be calculated in closed form so, we performed
simulations to obtain numerical results. These simulationresults are shown in Figure 2.2.

Figure 2.2 shows the channel capacity of theM -level PSK channel forM = 4, 16, and64
as function of the SNR. This figure also shows (bold curve), asa reference, the channel
capacity of the (ideal) time-discrete complex-valued AWGNchannel, given by (2.17).
It is well known from the literature, e.g., [16], [50] that signal space codes, i.e., codes
whose words are sequences of symbolssn ∈ S, can achieve spectral efficiencies which
are less, however, asymptotically equal to the average amount of uncertainty insn prior to
the observation ofrn. Thus forM -level PSK modulation, the capacityCM-PSK will achieve
asymptotically, i.e., the SNR→ ∞, the ratem = log2(M) b/s/Hz. This is also shown by
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Figure 2.2: Channel capacityCM-PSK for M = 4, 16, and64.
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Figure 2.2. Since the broadcast systems of the DAB-family, where we are focussing on,
use a form of QPSK, i.e.,π4 -DE-QPSK, see Section 2.3 for more details, we will limit our
analysis in this thesis toM -PSK withM = 4.
Next we will, in Section 2.2.5, briefly introduce the TU-6 channel model defined in [1],
which is commonly used to test DAB, DAB+, or T-DMB transmission.

2.2.5 TU-6 COST-207 model

From (2.10) can be seen that only thermal noise was added to the signals(t). How-
ever, a time varying and multi-path channel will cause time and frequency dispersion or
spreading of the signals(t) and is therefore called “a doubly spread channel”. A doubly
spread channel can be characterized by the scattering function S(τ ;λ), which represents
the power at delayτ and a frequency offsetλ (relative to the carrier-frequency). From
the scattering function, the multi-path intensity profile or delay power spectrum of the
channel can be obtained by [12, Sec. 2, p. 2620]

Sc(τ) =

∫ ∞

−∞
S(τ ;λ)dλ. (2.26)

Also the Doppler power spectrum can be obtained in a similar way

Sc(λ) =

∫ ∞

−∞
S(τ ;λ)dτ. (2.27)

The delay spreadτm and Doppler spreadBd of the channel are defined as the range of
values over whichSc(τ) respectivelySc(λ) are essentially non-zero [59, Sec. 7.1, p.
709]. The Doppler spread is a measure for how fast the channelis changing, which is
reflected by the channel coherence time [59, Sec. 7.1, p. 709]

Tc ≈
1

Bd
. (2.28)

A measure of the width of the band of frequencies that are similarly affected, i.e., the
frequency band for highly correlated fades is the channel coherence bandwidth and is
established in a similar way asTc [59, Sec. 7.1, p. 708]

Bc ≈
1

τm
. (2.29)

If the bandwidth of the transmitted signal is larger thanBc the signal will be distorted,
in such a case the channel is said to be frequency-selective.An additional distortion is
caused by the time variation of the channel. In this case the time-interval of interest,
i.e., symbol durationTs or frame durationTF is larger thanTc and the received signal
strength is fading. The delay power spectrum (delay-spreadrepresented byτm) can be
used to characterize the frequency selectivity of the channel. The Doppler power spec-
trum (Doppler-spread represented byBd) can be used to characterize the rapidity of the
fading of the channel.
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The COST-207 TU-6 channel model is a tapped delay-line model[61, Sec. 13.5-1, p.
869], where each tap represents a transmission path (6 in total). The six time-variant taps
are zero mean complex-valued stationary Gaussian random processes. The magnitudes of
these taps are Rayleigh-distributed and their phases are uniformly distributed. For each
tap (or path) a stochastic process is available. This stochastic process is characterized
by its variance and Doppler power spectrum. The variance of the stochastic process is a
measure for the average signal power that can be received viathis path. In addition, the
corresponding Doppler power spectrum models the time-variant behavior of the channel.
The statistical behavior of the 6 different paths for the COST-207 TU-6 channel model
are shown in Table 2.2, see also [1].

Table 2.2: COST-207 TU-6 channel model

Path No. Delay [µs] Power [dB] Doppler category
1 0.0 -3 Jakes (Class)
2 0.2 0 Jakes (Class)
3 0.5 -2 Jakes (Class)
4 1.6 -6 BiGausian (Gauss1)
5 2.3 -8 BiGausian (Gauss2)
6 5.0 -10 BiGausian (Gauss2)

Table 2.2 shows that the multi-path spreadτm = 5 µs, i.e., the delay of path 6, the
path with the largest delay. This multi-path spread resultsin a coherence bandwidth of
Bc ≈ 200 kHz. Moreover, Figure 2.3, shows the defined Doppler power spectra of the
different paths forBd = 40 Hz. Figure 2.3 shows that the Doppler-spectra contain their
power within the Doppler-frequencies of[−20, 20] Hz, i.e., the maximum Doppler fre-
quencyfd = Bd/2 = 20 Hz. Note, a Doppler spread ofBd = 2fd = 40 Hz results
in a coherence time ofTc ≈ 25 ms. Figure 2.3 also shows (the lower right picture) the
variations of the amplitudes for the different paths as function of time withfd = 20 Hz,
see also [1]. For details on the Jakes and BiGaussian Dopplerspectra defined for the
COST-207 TU-6 channel-model the reader is referred to [1].

It seems now appropriate to make some remarks on the coherence-time and coherence-
bandwidth for DAB transmission in Mode-I (Mode-I is the mostcommonly used set of
PHY-parameters for a DAB transmission, see for details [25]). Note that to prevent ISI
in an OFDM-scheme, the delay differences on separate propagation paths need to be less
than the cyclic-prefix period [79]. Thus, the channel impulse response length, i.e., the
multi-path spreadτm must satisfyτm ≤ Tcp. Within the DAB-systemTcp , 63

256Tu <
Tu

4
[25] and therefore the coherence-bandwidthBc ≈ 1

τm
> 4 1

Tu
, which is at least4

OFDM-subcarriers. This meansBc > 4 kHz for DAB transmission in Mode-I, where
the subcarrier-spacing∆f = 1

Tu
= 1 kHz [25]. A maximum Doppler frequency of, e.g.,

fd = 20 Hz, represents for DAB transmission (in Band-III, i.e., high-band VHF from
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Figure 2.3: COST-207 TU-6 channel model.

174 to 230 MHz) a movement-speed between transmitter and receiver of≈ 90 km/h. For
this Doppler frequency the coherence-timeTc ≈ 1

2fd
= 25 ms, which is≈ 20 OFDM-

symbols (including cyclic prefix) for DAB transmission in Mode-I, where the OFDM
symbol periodTs = Tu + Tcp = 1.246 ms [25].

2.3 DAB system model

2.3.1 Block-diagram

The block-diagram, given by Figure 2.4, shows the basic elements of the DAB sys-
tem model. The incoming information bits{dp} are encoded by a1/4-rate convolution
encoder with64-states (ν = 6) using the industry-standard polynomialsg0 = 1338,
g1 = 1718, g2 = 1458 andg3 = g0 = 1338. Larger code-rates can be obtained via
puncturing of the mother code, see for details [25, Sec. 11.1.2, pp. 130-132]. Moreover,
these codes are also known as RCPC codes, see Hagenauer [38].To avoid burst errors, the
coded bits{ci} are fed into a convolutional interleaver, i.e., time interleaver, see [25, Ch.
12, pp. 137-142]. The time interleaved coded bits{cl} are divided into bit-pairs. Each
such bit-pair is converted, via a Gray labeling map, into a QPSK-symbolbk of the finite

(offset) alphabetB = {ej( π
2 p+ π

4 ), p = 0, 1, 2, 3} according to [25, Sec. 14.5, p. 157].
Frequency interleaving is performed on QPSK symbols{bk} as described in [25, Sec.
14.6, pp. 157-161]. Thus, the time- and the frequency-interleavers in DAB perform bit
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Figure 2.4: Block-diagram of the DAB system model.

and bit-pair interleaving, respectively. As a result the code-bits leaving the convolutional
encoder are permuted and partitioned over the sub-carriersof a number of subsequent
OFDM-symbols (in subsequent frames). The relationship between indicesi, l andn can
be determined from the description of the time interleavingprocedure described in [25,
Ch. 12, pp. 137-142], the mapping-procedure in [25, Sec. 14.5, p. 157], and the fre-
quency interleaving procedure described in [25, Sec. 14.6,pp. 157-161]. Now, for each
sub-carrierπ4 -DE-QPSK modulation is applied. A sequenceb = (b1, b2, · · · , bN) con-
sisting ofN symbols (phase differences)bn for n = 1, 2, · · · , N carries the information
that is to be transmitted via this sub-carrier. The symbolsbn, n = 1, 2, · · · , N assume
values in the (offset) alphabetB = {ej(pπ/2+π/4), p = 0, 1, 2, 3}. The transmitted se-
quences = (s0, s1, · · · , sN ) of lengthN + 1 follows from b by applying differential
phase modulation, i.e.,

sn = bnsn−1, for n = 1, 2, · · · , N, (2.30)

where for the first symbols0
∆
= 1. OFDM in DAB is realized using aB-point complex

inverse fast Fourier transform (IFFT), whereB is 256, 512, 1024, or 2048. To compute
then-th time-domain OFDM-symbol
s̃n = (s̃1,n, s̃2,n, · · · , s̃B,n), we determine

s̃t,n =
1√
B

B∑

m=1

sm,n exp

(
j2π

(t− 1)(m− 1)

B

)
, for t = 1, 2, · · · , B, (2.31)
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andsm,n is then-th differentially encoded symbol corresponding to them-th sub-carrier,
or equivalently them-th element in then-th frequency-domain OFDM-symbol1. Note,
that the IFFT is a computationally efficient inverse discrete Fourier transform (IDFT) for
values ofB that are powers of 2. To prevent ISI resulting from multi-path reception,
a cyclic prefix of lengthLcp is added to the sequences̃n. This leads to the sequence
sn = (s̃B−Lcp+1,n, · · · , s̃B,n, s̃1,n, s̃2,n, · · · , s̃B,n) that is finally transmitted.
For the AWGN-channel, thermal noisenn is added tosn, resulting in then-th received
OFDM-symbol

rn = sn + nn. (2.32)

The receiver, in the case of perfect synchronization, removes the (received version of
the) cyclic prefix, and then applies aB-points complex FFT on the time-domain received
sequencẽrn = (r̃1,n, r̃2,n, · · · , r̃B,n) which results in theB received symbols

rm,n =
1√
B

B∑

t=1

r̃t,n exp

(
−j2π (m− 1)(t− 1)

B

)
, form = 1, 2, · · · , B. (2.33)

OFDM reception can be regarded as parallel matched-filtering corresponding toB com-
plex orthogonal waveforms, one for each subcarrier, see also Section 2.2.2. Now, for a
transmission over, for example, the AWGN-channel, i.e.,

rm,n = sm,n + nm,n, (2.34)

wherenm,n is circularly symmetric complex Gaussian noise with zero mean and variance
σ2 = N0

2 per component, a transition pdf representing the AWGN-channel can be given
by

p(rm,n|sm,n) =
1

2πσ2
exp

(−|rm,n − sm,n|2
2σ2

)
. (2.35)

For the demodulation procedure in classical DAB-receivers[79], soft-decision bit met-
rics, {λj}, are LLRs computed with a-posteriori symbol probabilitiesfor non-coherent
2SDD of DE-QPSK. The computation of these soft-decision bitmetrics will be discussed
in more detail in Section 3.4.2. This soft-decision bit-metric calculation is followed by
frequency deinterleaving and time deinterleaving, resulting in bit-metrics{λl} and{λi},
respectively. As stated before, the relationship between indicesj, l andi can be deter-
mined from [25]. Note, the time interleaving is over multiple OFDM-symbols in multiple
OFDM-frames, i.e., the codeword consists of multiple OFDM-symbols originating from
different OFDM-frames. Moreover, for our analysis, the time interleaver and frequency
interleaver are modeled by a bit-wise uniform block interleaver generated for each sim-
ulated code block of bits. Hence, any permutation of the coded bits is a permissible
interleaver and is selected with equal probability, as is done in [58]. Depuncturing is per-
formed by introducing erasures into a Viterbi decoder. Finally, the Viterbi decoder acts as
a Maximum Likelihood Sequence Estimator (MLSE) for retrieving estimates{d̂p} of the
original information bits{dp}.

1The framing structure of the DAB transmission signal is out of our scope, for framing structure
details see [25, Ch. 14, pp. 144-164]
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In the sequel of this chapter, i.e., Sections 2.3.2-2.3.7, we will elaborate on RCPC codes,
time-interleaving,M -PSK, DE-QPSK, the combination of OFDM with RCPC codes and
π
4 -DE-QPSK and, finally, time-multiplexing of the DAB-services.

2.3.2 Rate-Compatible Punctured Convolutional (RCPC) codes

A code sequence from a convolutional code is generated by passing the information se-
quence{di} through a linear finite-state shift register [60, Sec. 8.2, p. 471]. The bit-
encoding of the DAB-system according [25] is performed by a convolutional encoder with
a code-rateRc = k/n = 1/4, a constraint length ofK = ν+1 = 7, i.e., the shift register
consists ofν = 6 bit-delay elementsD. This convolutional encoder is based on generator
polynomialsg0 = 1+D2+D3+D5+D6 = 1338, g1 = 1+D+D2+D3+D6 = 1718,
g2 = 1 +D +D4 +D6 = 1458, andg3 = g0 = 1338. To discuss the properties of this
64-stateRc = 1/4-rate convolutional code, we will use the transfer functionT (D,N, J)
of the code, where the exponent ofD indicates the Hamming distance, the exponent of
N the number of input bit1 branch transitions, and the exponent ofJ indicates the length
of the path that merges with the all-zero path for the first time [60, Sec. 8.2.1, p. 479].
Now, for our DAB convolutional-code, a code spectrum can be determined from which
the minimum Hamming distancedfree, the numberad of paths with Hamming weightd
and the numberβd of information bit errors on all incorrect paths with Hamming weight
d can be obtained. This code spectrum will be obtained with theFAST-algorithm intro-
duced by Cederval et al. in [17]. The numberad of paths with Hamming weightd is the
coefficient ofDd in T (D, 1, 1) [60, Sec. 8.2.1], i.e.,

∞∑

d=dfree

adD
d = T (D, 1, 1) = 2D19+1D20+2D21+2D22+4D23+5D24+· · · , (2.36)

where the combination of the parametersdfree andad is referred to as the code distance
spectrum [17]. In addition, the numberβd of information bit errors on all incorrect paths
with Hamming weightd is the coefficient ofDd in the derivative ofT (D,N, 1) with
respect toN and settingN = 1 [60, Sec. 8.2.3], i.e.,

∞∑

d=dfree

βdD
d =

d [T (D,N, 1)]

dN

∣∣∣∣
N = 1

(2.37)

= 4D19 + 2D20 + 6D21 + 6D22 + 22D23 + 22D24 + · · · ,

where the combination of the parametersdfree andβd is referred to as the code weight
spectrum [17]. Note, a largedfree and a smallβd characterize codes with good error
correcting capabilities with, for example, Viterbi-decoding [60, Sec. 8.2.3, p. 489].
Larger code-rates are obtained via puncturing of the rateRc = 1/4 mother code, these
punctured codes are RCPC codes, discussed by Hagenauer et al. in [38]. Puncturing is
deleting specific coded bits according to a given perforation pattern. A particular interest-
ing RCPC-code used by the DAB-system is the RCPC code with puncturing-index eight,
i.e.,PI = 8 in Table 29 of [25, Sec. 11.1.2, p. 131]. ForPI = 8 the perforation matrix is
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such that the two streams of coded bits generated by the generator polynomialsg2 andg3
are entirely removed. However, puncturing the generator polynomialsg2 andg3 results in
the de-facto industry standardRc = 1/2,K = 7 convolutional code with generator poly-
nomialsg0 = 1338 andg1 = 1718. We will use this convolutional code throughout the
thesis. This rateRc = 1/2 convolutional encoder generates a codeC, which is optimal
in the sense that it has the largest possible minimum free distancedfree [60, Sec. 8.2.5,
p.492]. The convolutional encoder is shown by Figure 2.5 [25, Sec. 11.1.1, p. 130] in the
controller canonical form [44, Sec. 2.1, p. 35]. The code distance spectrum, for this rate
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Figure 2.5:Rc = 1/2 convolutional encoder withg0 = 1338 and g1 =
1718.

Rc = 1/2 convolutional-code,
∞∑

d=dfree

adD
d = T (D, 1, 1) = 11D10 + 38D12 + 193D14 + 1331D16 + · · · , (2.38)

and the code weight spectrum [17],
∞∑

d=dfree

βdD
d =

d [T (D,N, 1)]

dN

∣∣∣∣
N = 1

= 36D10 + 211D12 + 1404D14 + · · · , (2.39)

are both obtained with the FAST-algorithm [17]. Now we wouldlike to show, with another
small example of the DAB-system, the ability of the RCPC coding approach to make a
trade-off between throughput and required SNR. We have chosen for the RCPC code
conformPI = 4 in Table 29 of [25, Sec. 11.1.2, p. 131]. The perforation matrix for this
RCPC code is, see for perforation matrix notation also [60, Sec. 8.2.6, p. 497],

[P 2
3
] =

[
C0 C0

C1 C1

]
=

[
1 1
1 0

]
. (2.40)
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Note, that also forPI = 4 the coded bit streamsC2 andC3 generated by the polynomials
g2 respectivelyg3 are entirely removed by puncturing, see perforation matrixPI = 4 in
Table 29 in [25, Sec. 11.1.2, p. 131]2. From Table I in [5] (withM = 6), the weight
spectrum of the RCPC code withPI = 4, can be found as,

d[T (D,N,1)]
dN

∣∣∣
N = 1

=
∞∑

d=dfree

βdD
d = D6 + 16D7 + 48D8 + 158D9 + · · · (2.41)

From (2.41) can be seen that the RCPC code withPI = 4 reduces the minimum free
distance fromdfree = 19 for the 1/4-rate parent code todfree = 6 for the RCPC code
with PI = 4. On the other hand, with this RCPC code the code-rate increases from1/4
to 2/3 and, consequently, a throughput increase by a factor of8/3 can be obtained by
the same rate of transmission. Hence, we are able with RCPC codes to make a trade-off
between required SNR and throughput within the allocated transmission bandwidth of,
for example, the DAB-system.
In the next section we will briefly discuss time interleavingof our DAB system and the
model we are going to use.

2.3.3 Time-interleaving

Convolutional codes are effective if the errors caused by the channel are statistically in-
dependent [60, Sec. 8.1.9, p. 468]. Coded systems like the DAB system should operate
reliably in multipath and fading channels, which exhibit bursty error characteristics. An
effective way to deal with burst error channels is to interleave the coded bits in such a
way that the bursty channel is transformed into a channel having independent errors, see
also [60, Sec. 8.1.9, p. 468]. In the DAB system a convolutional-interleaver is applied
for time interleaving [25, Sec. 12, pp. 137-142]. As a resultthe code-bits leaving the
convolutional encoder are permuted and partitioned over the sub-carriers of a number of
subsequent OFDM-symbols in subsequent OFDM-frames, see for details about time in-
terleaving Chapter12 of [25]. However, as stated earlier, we will for our analysisreplace
the time (and frequency) interleaving by a bit-wise uniformblock interleaving scheme for
each codeword.
In the next section we will discussM -level phase shift keying, as the DAB system also
uses a form ofM -PSK, i.e., differentially encoded quaternaryM = 4 PSK.

2.3.4 M-level Phase Shift keying (M-PSK)

In this section, we will discuss the BER ofM -PSK as a function of the SNR forM =
2m = 4, 16, and64. Furthermore, the complex-valuedM -PSK symbols that will be
transmitted over the time-discrete complex-valued AWGN channel are chosen from the
signal constellationS =

{
ej(m2π/M),m = 0, 1, . . . ,M − 1

}
, see Section 2.2.4.

2Perforation matrices in Table 29 are in a sequential order ofthe coded bit-streams for blocks of
32 coded bits, i.e.,[PDAB ] = [C0 C1 C2 C3 C0 C1 C2 C3 . . . C0 C1 C2 C3 C0 C1 C2 C3].
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BER of M -PSK over the AWGN channel

The probability of a symbol error (SER) forM -PSK is shown in the literature, see for
example (5.2-56) in Proakis [60, Sec. 5.2.7, p. 268], as an integral that does not reduce
to a simple form and must be evaluated numerically except forM = 2 andM = 4.
However, for large values ofM and high SNR values, the SER can be approximated by,
see (5.2-61) in [60, Sec. 5.2.7, p. 270],

SERM -PSK ≈ 2Q

(√
2
Es

N0
sin
( π
M

))
, (2.42)

whereQ(z)
∆
=
∫∞

z
1√
2π

exp(−a2/2)da. Note, it turns out that this approximation of the
SER is good for all values ofM . In addition, with the approximation that the SER is
m-times the BER, given by (5.2-62) in [60, Sec. 5.2.7, p. 271],the BER forM -PSK
becomes,

BERM -PSK ≈
2

m
Q

(√
2 sin2

( π
M

)
· m ·Eb

N0

)
, (2.43)

wherem = log2(M) andEs = m · Eb, see also (4.3-17) in [61, Sec. 4.3-2, p. 194].
Note, for the last approximation Gray mapping is assumed, i.e., labels that correspond to
adjacent phases differ only in a single bit-position. Now for QPSK the probability of a
bit-error can be calculated by substitution ofM = 4 in (2.43), this yields,

BERQPSK ≈ Q

(√
2 ·
(

1

2

)
· 2Eb

N0

)
= Q

(√
2Eb

N0

)
, (2.44)

which is, actually, the exact BER for QPSK given by (5.2-57) in [60, Sec. 5.2.7, p. 268].
Moreover, this result is also shown by (8.30) in [2, Sec. 8.1.1.3, p. 201], by (5) in [48]
and by (2) in [47].
Figure 2.6 shows the BERM -PSK as function of the SNR= log2(M) Eb

N0
= mEb

N0
expressed

in [dB], i.e., 10 · log10(SNR), for m = 2, 4, and6 b/s/Hz. Figure 2.6 also shows, as a
reference, the required SNR values for the channel capacityC, i.e., the ”Shannon bound”,
given by (2.17), for2, 4, and6 b/s/Hz. The circles on the curves represent simulated
values of the BERM -PSK. In the simulation model a combination ofm binary symbols
are assigned (labeled) via Gray-labeling to a particularM -PSK symbol and send over the
AWGN channel. From Figure 2.6 can be seen that the approximation (2.43) fits quite well
to the obtained simulation results. For the probability of abit error BERM -PSK = 10−4,
the required SNR values are given by Table 2.3.
If we compare the second column of Table 2.1 with the second column of Table 2.3, there
is a difference of≈ 6.6 dB, ≈ 10.4 dB, and≈ 15.9 dB with the “Shannon bound” at
a BERM -PSK = 10−4 for 4-PSK, 16-PSK, and64-PSK, respectively. Moreover, since
increase of the SNR is required to decrease the BER, the gap with the “Shannon-bound”
will increase for smaller values of the BER. Figure 2.6 indeed shows that for a smaller
BERM -PSK the difference increases, e.g.,≈ 12 dB,≈ 16 dB, and≈ 22 dB at a BERM -PSK =
10−12 for M = 4, 16, and64, respectively.
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Figure 2.6: The BERM -PSK for M = 4, 16, 64.

Table 2.3: Required SNR for BERM -PSK = 1 · 10−4

M-PSK SNR [dB]
4 11.4
16 22.2
64 33.9
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After this brief introduction onM -level PSK, we will from now on focus onM = 4, i.e.,
QPSK, as the DAB system uses a form of QPSK, i.e.,π

4 -DE-QPSK.

2.3.5 Differentially encoded QPSK (DE-QPSK)

For DE-QPSK streams, a type of demodulation can be performedwhere the previous sym-
bol is used as the (noisy) reference for detection, i.e., differential detection. In this case,
there is no need to estimate the actual phase of the carrier [60, Sec. 5.2.8, p. 272]. This
differential detection technique is known in the literature as differential QPSK (DQPSK)
[60, Sec. 5.2.8, p. 272]. Since no phase estimation is required, DQPSK is often consid-
ered as a non-coherent communication technique [60, Sec. 5.2.8, p. 272]. We will also
take this view throughout the thesis3. Note that for being able to perform non-coherent
differential detection of DE-QPSK, it is desirable that thereceived carrier phase should
be constant over at least two received DE-QPSK symbols.
In the case of coherent detection of QPSK, it is assumed that the detector should have per-
fect knowledge of the carrier frequency plus phase. However, introduced by the carrier-
recovery, the carrier phase is known or estimated up to an ambiguity of a multiple of π

2
[2, Sec. 3.1.4, p. 39]. Thus, coherent detection of QPSK can be successful if these phase
ambiguity of a multiple ofπ2 is solved. A manner of resolving thisπ2 -phase ambiguity, is
by differentially encoding the phase. It might be expected,as the decision for the informa-
tion phase is based on two transmitted phases, that there is some loss in BER-performance
compared to non-differential encoded QPSK given by (2.44),see also [2, Sec. 3.1.4, p.
39]. Next, to evaluate the performances of DE-QPSK, we compute the BER of DE-QPSK
with coherent detection and non-coherent differential detection. We will demonstrate for
both detection methods the penalty in required SNR comparedto coherent detection of
QPSK to obtain a BER= 10−4.

BER of π
4 -DE-QPSK

In this section we will briefly introduceπ4 -DE-QPSK and compute the probability of a bit
error. The BER is computed for, both, coherent detection andnon-coherent differential
detection ofπ4 -DE-QPSK. Forπ4 -DE-QPSK then-th transmitted information symbolbn
assumes a value in the (offset) alphabetB. Moreover, the first transmitted symbol for
n = 0 is initialized withs0 = 1. Now, for oddn, the differentially encoded transmitted
symbols{sn} will also assume values inB. However, for evenn, the transmitted sym-
bols{sn} assume values in the alphabetA = {ej(pπ/2), p = 0, 1, 2, 3}. This modulation
method is called;π4 -DE-QPSK. Moreover, alternating between the setsA andB results
in a maximum phase change between two consecutive transmitted symbols of3π

4 . Note
that the maximum phase change for conventional DE-QPSK (or QPSK) is equal toπ. The
maximum phase change of3π

4 results in a smaller instantaneous amplitude change than
reversing the sign, i.e., a change of the phase byπ. Reversing the sign is the maximum

3Since the previous symbol is a reference for the phase of the carrier, DQPSK is also seen as a
differentially coherent detection technique for DE-QPSK,see for example [2, Sec. 3.5, pp. 59-65;
Sec. 8.1.5.1, pp. 214-217] and references therein.
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instantaneous change of the amplitude. For non-linear transmission, large instantaneous
amplitude changes result in large spectral side-lobes of the modulation [2, Sec. 3.5.2,
p. 65]. Hence,π4 -DE-QPSK modulation with non-linear transmission resultsin smaller
spectral side-lobes compared to DE-QPSK. On a linear AWGN channel with coherent
detection no difference in performance is to be expected betweenπ

4 -DE-QPSK and con-
ventional DE-QPSK. Furthermore, it is well-known and straightforward to show, as we
will see in Section 6.2.6 of Chapter 6, thatπ/4-DE-QPSK is equivalent to DE-QPSK.
Therefore, we will in the sequel of this thesis treatπ

4 -DE-QPSK similar as DE-QPSK.
Next, we will demonstrate the BER of coherent detection of DE-QPSK. For coherent de-
tection it is assumed that the carrier frequency is perfectly known. The BER for coherent
detection of DE-QPSK (orπ4 -DE-QPSK) was found by Simon in [68] and given by (5) in
[68], which yields,

BERDE-QPSK = 2Q

(√
2Eb

N0

)
− 2Q2

(√
2Eb

N0

)
,

= 2Q

(√
2Eb

N0

)(
1 −Q

(√
2Eb

N0

))
, (2.45)

where we have usedEs = 2Eb and erfc(x) = 2Q(
√

2x). For large values of the signal to
noise ratio, (2.45) can be approximated by,

BERDE-QPSK≈ 2Q

(√
2Eb

N0

)
. (2.46)

Coherent detection of DE-QPSK exhibits a two times higher BER compared to the BER
of QPSK, given by (2.44), which is not unnatural as the bit errors tend to occur in pairs
for DE-QPSK. Figure 2.7 shows that for large signal to noise ratio or equivalently for
low BER-values this results in a loss≈ 0.35 dB in required SNR at a BER= 10−4.
Next, we compute the probability of a bit error for non-coherent differential detection of
DE-QPSK.
For non-coherent differential detection of DE-QPSK, the phase detections are made by
using a demodulated reference signal based on the previous received symbol, i.e., 2SDD,
see also [3, Sec. 3.4.2, p. 71]. Moreover, Pawula et al. in [54] found that the SER for
uncoded DE-QPSK with non-coherent 2SDD of the DE-QPSK symbols can be given by,

SERDE-QPSK =
1

2
√

2π

∫ π
2

θ=−π
2

exp
(
−Es

N0

[
1 − cos θ√

2

])

1 − cos θ√
2

dθ, (2.47)

see also (8.84) in [3, Sec. 8.1.5.1, p. 246]. If Gray mapping is applied, then with the
results of Lassing et al. in [47] and Pawula in [54], [55] the BER for DE-QPSK with
non-coherent 2SDD of the DE-QPSK symbols becomes,

BERDE-QPSK = F

(
5π

4

)
− F

(π
4

)
, (2.48)



36 CHAPTER 2. CHANNEL AND DAB SYSTEM MODEL

where

F (ψ) = − sinψ

4π

∫ π
2

t=−π
2

exp
{
− 2Eb

N0
(1 − cosψ cos t)

}

1 − cosψ cos t
dt, (2.49)

see also [48] and (8.86–8.87) in [3, Sec. 8.1.5.1, p. 247]. Figure 2.7 shows, as function of
theEb/N0, the BER given by (2.48). Figure 2.7 shows that 2SDD of DE-QPSK exhibits
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Figure 2.7: BER for AWGN of non-coherent 2SDD of uncoded DE-QPSK
and coherent detection of uncoded DE-QPSK and QPSK.

a loss of≈ 2.0 dB in required SNR at a BER= 10−4, compared to coherent detection of
DE-QPSK.
Finally, we will briefly introduce another method to obtain the BER for DE-QPSK with
2SDD. This method is discussed by Simon et al. in [3, Sec. 4.2.1, p. 94] and is useful for
computing a bound on the BER, as we will show in the next section. The method uses a
first-order Marcum Q-function, given by (4.34) in [3, Sec. 4.2.1, p. 94],

Q1(α, β) =

∫ ∞

x=β

x exp

[
−
(
x2 + α2

2

)]
I0(αx)dx, (2.50)

and applies the zero-th order modified Bessel function of thefirst kind, (4.36) in [3, Sec.
4.2.1, p. 94],

I0(z) =
1

2π

∫ π

θ=−π

exp(−z sin θ)dθ. (2.51)
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Now, the BER for DE-QPSK with 2SDD computed by Marcum Q-functions becomes,

BERDE-QPSK =
1

2

[
1 −Q1

(√
b,
√
a
)

+Q1

(√
a,
√
b
)]
, (2.52)

where

a = (2 −
√

2)
Eb

N0
, b = (2 +

√
2)
Eb

N0
, (2.53)

see also (8.88), in combination with (8.61), in [3, Sec. 8.1.5.1, p. 247] or (5.2-70–5.2-71)
in [60, Sec. 5.2.8, p. 275].

Union bound on the BER of DE-QPSK

Divsalar et al. showed by (22) in [22] forN = 2, an upper-bound on the BER for
differentially encodedM -PSK with 2SDD. This BER upper-bound, is the union-bound
(UB) for DE-MPSK with 2SDD, and yields,

BERDE-MPSK ≤
1

log2(M)

∑

∆φ̂k 6=∆φk

w
{
(c1kc

2
k), (ĉ1k ĉ

2
k)
}
P2(η̂ > η|∆φk), (2.54)

with w
{
(c1kc

2
k), (ĉ1k ĉ

2
k)
}

is the Hamming distance between the bit-pairs(c1kc
2
k), respec-

tively, (ĉ1k ĉ
2
k). Moreover,P2(η̂ > η|∆φk) is the probability that the phase of the infor-

mation symbol∆φ̂k is incorrectly chosen when∆φk was send, i.e., the Pairwise Error
Probability (PEP) with decision statisticη given by (15) in [22]. From the method shown
by Divsalar et al. in [22, Sec. III, p. 302] the UB for 2SDD (N = 2) of DE-QPSK
(M = 4), becomes,

BERDE-QPSK≤
1

2
exp

(
−2Eb

N0

)
+

1

2

[
1 −Q1

(√
b,
√
a
)

+Q1

(√
a,
√
b
)]
, (2.55)

with a andb given by (2.53). The UB, (2.55), is computed and shown in Figure 2.8. Note,
that the first term in (2.55) for large values of the SNR becomes very small and (2.55)
approaches (2.52). Figure 2.8 indeed shows that the UB, (2.55), is quite tight for large
values of the SNR.

2.3.6 π
4
-DE-QPSK and RCPC codes with OFDM

In the previous section, we investigated the BER of DE-QPSK without channel-coding.
It is well-known that for transmission over noisy, time-varying and frequency-selective
channels, i.e., noisy fading channels, channel-coding cansignificantly decrease the re-
quired signal-to-noise ratio to obtain a specific average BER [61, Sec. 14.3, p. 918].
Therefore, we will study the BER for the (DAB representative) combination of the RCPC
codes, interleaving, DE-QPSK and OFDM, see also Fig. 2.9. Weassume ideal syn-
chronization, parallel matched-filtering with orthogonal(FFT) waveforms one for each
subcarrier, Gray mapping and perfect interleaving. To showthe BER performance of DE-
QPSK and RCPC codes with OFDM as function of theEb/N0, we choose theRc = 1/2
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RCPC code with code weight spectrum given by (2.39). Figure 2.8 shows the results
of the simulations for the coded case as well as for the uncoded case. Note that the
BER performance of 2SDD for DE-QPSK and RCPC codes with OFDM is obtained with
soft-decision bit-metrics based on LLRs and Viterbi decoding. The computation of the
soft-decision bit-metrics for 2SDD of DE-QPSK on the AWGN channel will be discussed
in the next chapter, Chapter 3, in Section 3.4.1. For now we will only consider the coded
BER performance for comparison with the uncoded case. Figure 2.8 shows that by using
channel coding there is a decrease, compared to the uncoded case, in the required SNR
ratio of≈ 4.7 dB at a BER of10−4.

2.3.7 Time-multiplexing

Time multiplexing of the transmitted services allows the receiver to perform per service
symbol processing [25], see Fig. 2.10. This means that the receiver can decode a cer-
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Figure 2.10: Three services mapped onto consecutive OFDM symbols.
Note that there is overlap between the service since differ-
ential modulation is used.

tain service without having to process the OFDM symbols thatdo not correspond to this
service. Consequently, only at particular time instants within a DAB transmission-frame
a small number (usually up to four) of OFDM-symbols need to beprocessed. This re-
sults in “idle-time” for the demodulation and decoding processes. Due to this “idle-time”,
as we will discuss in Chapter 6, the mix-metric techniques of[31] cannot be applied to
DAB-receivers.
In the next chapter, Chapter 3, we elaborate on the detectionand decoding of coded DE-
QPSK streams. Coherent detection and non-coherent differential detection with a two-
symbol observation interval and a multi-symbol (larger than two) observation interval are
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investigated. Moreover, a-posteriori symbol probabilities and LLRs for Viterbi decoding
are discussed. Some approximations on the a-posteriori symbol probabilities and the
LLRs are also introduced.



Chapter 3

Detection and Decoding of
DE-QPSK

We are interested in reception improvement techniques for communication systems that
apply coded DE-QPSK as in DAB systems. Therefore we evaluatein this chapter co-
herent detection and non-coherent differential detectionprocedures for coded DE-QPSK
streams. For these detection techniques the a-posteriori symbol probabilities and the
LLRs needed for Viterbi decoding are computed.

3.1 Outline

In this chapter, the state-of-the-art in non-iterative detection and decoding techniques for
DE-QPSK streams with convolutional encoding is described.First, as a reference, co-
herent detection of DE-QPSK with soft-decision Viterbi decoding is studied. Then it is
demonstrated that non-coherent 2SDD of DE-QPSK with soft-decision Viterbi decoding
degrades the performance1. This non-coherent differential detection scheme can be im-
proved by, for example MSDD, which is a maximum-likelihood procedure for finding a
block of information symbols after having observed a block of received symbols. Non-
coherent MSDD is evaluated in the last section of this chapter.

3.2 Introduction

3.2.1 A-posteriori symbol probabilities

To discuss detection and decoding ofπ
4 -DE-QPSK signals, we will model the received

signal, see also (2.34), by

rm,n = |h|ejφsm,n + nm,n, (3.1)

1Since no phase estimation is required, 2SDD is often considered as a non-coherent detection
technique. We will also take this view throughout the thesis.

41
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for subsequent values ofn andm, wheren is the OFDM-symbol index andm the subcar-
rier index. The channel gain|h| and phaseφ are supposed to be unknown to the receiver.
Note, that the phaseφ represents the combination of the transmitter carrier phase and the
phase rotation introduced by the propagation through the medium. Later, in Chapter 6, we
will show that this channel model is of interest for differentially encoded COFDM sys-
tems. However, in the sequel of the present chapter we focus on a single subcarrier. The
sequences = (s0, s1, · · · , sN ) that is transmitted via a certain subcarrier is now observed
by the receiver as sequencer = (r0, r1, · · · , rN ). Note that compared to (3.1) we have
dropped the subscriptm here. Since in practise it is relatively easy to estimate thechannel
gain, we assume here that it is perfectly known to the receiver and to ease our analysis
we take it to be one. The received sequence now relates to the transmitted sequences as
follows

rn = ejφsn + nn, for n = 0, 1, · · · , N, (3.2)

where we assume thatnn is circularly symmetric complex Gaussian with varianceσ2 per
component.
Basically we assume that the random channel-phaseφ is real-valued, uniform over[0, 2π),
and fixed over allN + 1 transmissions. Moreover, in the coherent case it is assumedthat
the receiver knows this channel phase up to moduloπ

2 .
Assuming that the noise samples are independent circularlysymmetric complex Gaussian
variables with varianceσ2 , N0

2 per component, we get

p (r |s, φ) =
1

(2πσ2)
N+1

exp

(
−
∣∣∣∣r − ejφs

∣∣∣∣2

2σ2

)

=
1

(πN0)
N+1

exp

(
−
∣∣∣∣r − ejφs

∣∣∣∣2

N0

)
, (3.3)

whereN + 1 is the length of the observation interval and

∣∣∣∣r − ejφs
∣∣∣∣2 =

N∑

n=0

∣∣rn − ejφsn

∣∣2 . (3.4)

At this point, it seems appropriate to show thatπ/4-DE-QPSK is equivalent to DE-QPSK.
This will make our analysis and notation in the sequel of thischapter simpler. The equiv-
alence follows from

xn = bnsn−1e
−jnπ/4

= bne
−jπ/4sn−1e

−j(n−1)π/4

= anxn−1

yn = (ejφsn + nn)e−jnπ/4

= ejφxn + wn, (3.5)

where we definedan = bne
−jπ/4, xn = sne

−jnπ/4, yn = rne
−jnπ/4, andwn =

nne
−jnπ/4 for n = 1, 2, · · · , N , see also (2.30)-(2.35) in Chapter 2. It now follows
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that π
4 -DE-QPSK is equivalent to DE-QPSK, i.e., bothan andxn ∈ A = {ejpπ/2, p =

0, 1, 2, 3} for n = 0, 1, · · · , N , x0 = 1 and thatwn, just likenn, is circularly symmet-
ric complex Gaussian with varianceσ2 per component. Moreover sinceb is Gray-coded
with respect to the interleaved code-bits, so isa = (a1, a2, · · · , aN). In the sequel of this
chapter, we will focus on DE-QPSK.
Now for DE-QPSK,x = (x0, x1, · · · , xN ) is the transmitted DE-QPSK symbol se-
quence,y = (y0, y1, · · · , yN ) is the received DE-QPSK symbol sequence, anda =
(a1, a2, · · · , aN) is the transmitted QPSK information symbol sequence. Moreover,{wn}
is independent circularly symmetric complex Gaussian noise and the relation betweenyn,
xn, andwn is now given by (3.5). Since the transmitted DE-QPSK symbol sequence
x = (x0, x1, · · · , xN ) is a one-to-one function of the initially transmitted DE-QPSK
symbolx0 and the transmitted QPSK-symbol sequencea = (a1, a2, · · · , aN) [58], we
can write

Pr{x0,a|y} = Pr{x|y} =
Pr{x}p(y|x)

p(y)
= Pr{x0}

Pr{a}
p(y)

p(y|x), (3.6)

and the a-posteriori probability fora = (a1, a2, · · · , aN ) becomes

Pr{a|y} =
∑

x0

Pr{x0,a|y} =
∑

x0

Pr{x0}
Pr{a}
p(y)

p(y|x). (3.7)

First, by using (3.7) and the relationship given by (3.5) with the unknown channel phase
φ, we get

Pr{a|y} =
∑

x0

Pr{x0}Pr{a}
p(y)

∫

φ

p (φ,y|x) dφ

=
∑

x0

Pr{x0}Pr{a}
p(y)

∫

φ

p (y|x, φ) p (φ|x) dφ

=
∑

x0

Pr{x0}Pr{a}
p (y)

∫

φ

p (y|x, φ) p (φ) dφ, (3.8)

where the last equality comes from the fact that the transmitted DE-QPSK sequencex
is independent from the channel phaseφ. Then, rewriting (3.3) and (3.4) for DE-QPSK
yields the likelihood

p (y|x, φ) =
1

(2πσ2)
N+1

exp

(
−
∣∣∣∣y − ejφx

∣∣∣∣2

2σ2

)
, (3.9)

and substitution of this likelihood into the a-posteriori probability given by (3.8), yields an
expression for the a-posteriori probability of information sequencea = (a1, a2, · · · , aN )

Pr{a|y} =
∑

x0

Pr{x0}Pr{a}
p (y) (2πσ2)

N+1

∫

φ

exp

(
−
∑N

n=0

∣∣yn − ejφxn

∣∣2

2σ2

)
p (φ) dφ, (3.10)
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since
∣∣∣∣y − ejφx

∣∣∣∣2 =

N∑

n=0

∣∣yn − ejφxn

∣∣2 . (3.11)

3.3 Coherent detection

Here, we will discuss coherent detection of DE-QPSK signals. For coherent detection
both the carrier frequency and the carrier phase are known prior to detection. However,
for DE-QPSK streams (M = 4) the carrier phase has a2π

M = π
2 phase ambiguity, which

is introduced by the carrier recovery methods for QPSK signals. In this section, we also
introduce the commonly used max-log-MAP approximation forthe a-posteriori symbol
probabilities and the LLRs for coherent detection of DE-QPSK signals. Since with max-
log-MAP approximations logarithmic or exponential operations are avoided, the compu-
tation of a-posteriori symbol probabilities and LLRs becomes simpler. This complexity
reduction is especially interesting to enable iterative processing in DAB-receivers, as we
will see in Chapter 7.

3.3.1 Coherent symbol-by-symbol detection

For the moment it is assumed that the QPSK information symbols{an} are independent
and uniformly distributed (iud) over the QPSK alphabetA = {ejpπ/2, p = 0, 1, 2, 3}.
In Chapter 6 when we discuss iterative processing we will consider the non-iud setting.
Colavolpe showed in [19] that if the information symbols areiud, coherent MAP sym-
bol detection reduces to a coherent symbol-by-symbol detection strategy. Since this is
an essential result for coherent detection of DE-QPSK, we will derive and analyse this
result also here. We will follow the method used by Colavolpe, where he made use of the
forward-backward algorithm, i.e., the BCJR algorithm introduced in 1974 by Bahl et al. in
[4]. Later, in Chapter 6, we will again discuss the forward-backward algorithm when the
differential encoder is used in a code concatenation. The decoding of this code concate-
nation will be accomplished by two BCJR algorithms and iterative decoding procedures.
For coherent detection of DE-QPSK symbols, it is assumed that the carrier frequency is
perfectly known and that the channel phase is known with a phase ambiguity ofπ2 . This
phase ambiguity is introduced by, for example, a suppressedcarrier tracking loop. Such a
loop locks with equal probability to the channel phase, i.e., the transmitted carrier phase
including the phase rotation of the channel plus any of theM = 4 transmitted phase val-
ues, [2, Sec. 3.1.4, p. 39]. Thus, for coherent detection of DE-QPSK, we assume that
the channel phaseφ in (3.5) is constant over the entire transmission and takes any value
in QPSK alphabetA with equal probability1/4. However to show that the MAP symbol
strategy reduces to a symbol-by symbol decision strategy when the information symbols
are iud we will assume, without loss of generality, thatφ = 0 but x0 is unknown to the
receiver, i.e.,x0 takes any value inA with equal probability1/4. With these assumptions
we will follow a similar approach as Colavolpe.
The MAP symbol detection strategy for DE-QPSK that minimizes the symbol error prob-
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ability is based on the decision rule

ân = arg max
an

Pr{an|y}. (3.12)

We apply the BCJR algorithm to compute the a-posteriori probability Pr{an|y} in (3.12).
This yields

Pr{an|y} ∝ Pr{an,y}
=

∑

xn−1

Pr{y0, . . . , yn−2, xn−1, yn−1, an, yn, . . . , yN}

=
∑

xn−1

p (y0, . . . , yn−2, xn−1) p (yn−1|xn−1) Pr{an}p (yn, . . . , yN |xn−1, an)

,
∑

xn−1

αn−1(xn−1)γn−1(xn−1) Pr{an}βn(xn−1an), (3.13)

where we have defined the likelihood

γn(xn) = p(yn|xn) =
1

2πσ2
exp

(
−|yn − xn|2

2σ2

)
. (3.14)

Theαn(xn) may be calculated by the forward recursion

αn(xn) = p (y0, . . . , yn−1, xn)

=
∑

(xn−1,an)→xn

p (y0, . . . , yn−2, xn−1, yn−1, an)

=
∑

(xn−1,an)→xn

p (y0, . . . , yn−2, xn−1) p (yn−1|xn−1) Pr{an}

=
∑

(xn−1,an)→xn

αn−1(xn−1)γn−1(xn−1) Pr{an}

=
∑

an

αn−1(xna
∗
n)γn−1(xna

∗
n) Pr{an}, (3.15)

where we used for the last equalityxn−1 = xna
∗
n, see also (3.5). The notation(x, a) → x′

stands for all statesx and symbolsa that lead to next statex′. In addition,βn−1(xn−1)
may be calculated by the backward recursion

βn−1(xn−1) = p (yn−1, yn, . . . , yN |xn−1)

=
∑

an

p (an, yn−1, yn, . . . , yN |xn−1)

=
∑

an

Pr{an}p (yn−1|xn−1) p (yn, . . . , yN |xn−1an)

=
∑

an

Pr{an}γn−1(xn−1)βn(xn−1an)

= γn−1(xn−1)
∑

an

βn(xn−1an) Pr{an}, (3.16)



46 CHAPTER 3. DETECTION AND DECODING OF DE-QPSK

with initializations

α0(x0) =
1

4
, ∀x0 ∈ A,

βN (xN ) = γN (xN ), ∀xN
∈ A. (3.17)

Now with iud QPSK information symbols{an}, i.e.,Pr{an} = 1/4, the forward recur-
sion (3.15) for computingαn(xn) becomes

αn(xn) =
1

4

[∑

an

αn−1(xna
∗
n)γn−1(xna

∗
n)

]

∝ 1

4
, (3.18)

since we add always the same terms, within the brackets, for eachxn, see also (11) in
[19]. In Chapter 6, Section 6.3, we will make use of this property to calculate, in an
efficient way, a-posteriori symbol probabilities for non-coherent detection of DE-QPSK
based on trellis-decomposition. However, for now it is sufficient to note that the forward
recursion with iud information symbols is proportional to1/4. In addition, the backward
recursion (3.16) for computingβn−1(xn−1) becomes with iud information symbols

βn−1(xn−1) = γn−1(xn−1)

[
1

4

∑

an

βn(xn−1an)

]

∝ γn−1(xn−1), (3.19)

since also here we add always the same terms, within the brackets, for eachxn, see also
(12) in [19]. Again for the backward recursion we will, in Chapter 6 in Section 6.3, make
use of (3.19) to calculate efficiently a-posteriori symbol probabilities for non-coherent
detection of DE-QPSK based on trellis-decomposition. If wenow combine the results
shown in (3.18) and (3.19) for the forward and backward pass,respectively, with (3.13),
we obtain for the a-posteriori symbol probabilities

Pr{an|y} ∝
∑

xn−1

γn−1(xn−1)γn(xn−1an), (3.20)

which depends only on the likelihoods of the received symbols yn−1 andyn. Hence, for
coherent detection of DE-QPSK with iud information symbols, MAP symbol detection
reduces to a symbol-by-symbol detection strategy with decision rule

ân = argmax
an

Pr{an|yn, yn−1}. (3.21)

Now as can be seen from (3.21), two received symbols are required for coherent detection
of DE-QPSK with iud information symbols. Adapting the a-posteriori symbol probability
given by (3.10) appropriately withPr{an} = 1/4, leads to

Pr{an|yn, yn−1} =
∑

xn−1

Pr{xn−1}
4p (yn, yn−1) (2πσ2)

2 (3.22)

·
∫

φ

exp

(
−
∑1

k=0

∣∣yn−k − ejφxn−k

∣∣2

2σ2

)
p (φ) dφ.
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Section A.1 of Appendix A gives an expression of the a-posteriori symbol probability
for coherent detection of DE-QPSK with a phase ambiguity ofπ

2 on the AWGN channel.
This yields

Pr{an|yn, yn−1} =
KA

2

[
cosh

(vn

σ2

)
+ cosh

(wn

σ2

)]

∝ cosh
(vn

σ2

)
+ cosh

(wn

σ2

)
, (3.23)

with





KA =
exp

(
−
∑1

k=0|yn−k|2+2

2σ2

)

4p(yn,yn−1)(2πσ2)2

v (an) , vn = ℜ{yna
∗
n + yn−1}

w (an) , wn = ℑ{yna
∗
n + yn−1} .

From (3.23) can be seen that with iud information symbols thea-posteriori information
symbol probability is proportional to the sum of twocosh-functions. Simon and Divsalar
in [69] obtained comparable results, see (9) forM = 4, by computing the conditional-
likelihood functionp(yn, yn−1|xn, xn−1).

3.3.2 Soft-decision bit metrics

The desired soft-decision bit metrics related to transmission n, i.e., the LLRs [37]

λi
n , ln

(
Pr {bi = 1}
Pr {bi = 0}

)
, (3.24)

can be expressed as

λ1
n = ln

(
em(π) + em(3π/2)

em(0) + em(π/2)

)
, λ2

n = ln

(
em(π/2) + em(π)

em(0) + em(3π/2)

)
, (3.25)

with symbol metric
m(φ) = ln

(
Pr{an = ejφ|y}

)
, (3.26)

whereλ1
n corresponds to bitb1, λ2

n to bit b2 and with Gray mapping conform

b1b2 00 01 11 10
a(b1b2) 1 ejπ/2 ejπ ej3π/2 .

Section A.2 of Appendix A shows details of computing the LLRsfrom corresponding
a-posteriori symbol probabilities given by (3.23). This yields

λ1
n = ln




cosh
(

v(π)
σ2

)
+ cosh

(
w(π)
σ2

)
+

cosh
(

v(0)
σ2

)
+ cosh

(
w(0)
σ2

)
+

cosh

(
v( 3π

2 )
σ2

)
+ cosh

(
w( 3π

2 )
σ2

)

cosh

(
v(π

2 )
σ2

)
+ cosh

(
w(π

2 )
σ2

)


 . (3.27)
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In addition, with the used Gray-mapping shown above, the soft-decision bit metricλ2
n

is obtained by interchangingπ2 with 3π
2 in (3.27). The a-posteriori probability given by

(3.23) and the correspondingly LLRs given by (3.25) are functions of the currently re-
ceived DE-QPSK symbolyn and the previously received DE-QPSK symbolyn−1. Conse-
quently, the LLRs for bitsb1 andb2 require only the knowledge of the received DE-QPSK
symbol pair(yn−1, yn). Figure 3.1 shows the simulation results of coded DE-QPSK with
coherent detection, bit-interleaving, and Viterbi-decoding with LLRs computed by (3.27).
The de facto-standardRc = 1/2 RCPC code, as described in Section 2.3.2, is used for
the encoding. This figure also shows the BER performance of 2SDD for coded DE-QPSK
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Figure 3.1: BER for AWGN of coherent detection and non-coherent
2SDD of coded DE-QPSK.

with soft-decision bit-metrics based on LLRs and Viterbi decoding. The computation of
the soft-decision bit-metrics for 2SDD of DE-QPSK will be discussed in Section 3.4.1. It
is shown in Figure 3.1 that coherent detection of coded DE-QPSK improves the required
signal to noise with≈ 1 dB compared to coded DE-QPSK with non-coherent 2SDD at a
BER = 10−4.

Max-log-MAP approximation

To avoid logarithmic or exponential functions for reducingthe complexity in calculat-
ing the a-posteriori symbol probabilities and LLRs, we willdiscuss the max-log-MAP
approximation. The max-log-MAP approximation is selecting the dominant exponential
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[30]. A similar method is used by Bottomley et al. in [15]. Section A.3 of Appendix A
shows details of applying the max-log-MAP approximation tothe LLRs given by (3.27),
which yields

λ1
n ≈ 1

σ2

{
max

(
|v (π)| , |w (π)| ,

∣∣v
(

3π
2

)∣∣ ,
∣∣w
(

3π
2

)∣∣)

− max
(
|v (0)| , |w (0)| ,

∣∣v
(

π
2

)∣∣ ,
∣∣w
(

π
2

)∣∣)} . (3.28)

In addition, with the previously used Gray-mapping, the soft-decision bit metricλ2
n is

obtained by interchangingπ2 with 3π
2 in (3.28). From (3.28) can be concluded that if

the noise varianceσ2 is constant, over all transmissions, it is not actually needed for
computing the LLRs. Furthermore, to compute the LLRs, the max-log-MAP approxi-
mation requires only subtractions after the maximum is found. Hence, no logarithmic
or exponential functions are required for the max-log-MAP approximation. Figure 3.2
shows simulation results of coded DE-QPSK with coherent detection, bit-interleaving,
and Viterbi-decoding with a max-log-MAP approximation of the soft-decision bit metric
pair

(
λ1

n, λ
2
n

)
given by (3.28). The de facto-standardRc = 1/2 RCPC code, as described

in Section 2.3.2, is used for the encoding. Figure 3.2 demonstrates already good per-
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Figure 3.2: Coherent detection and the max-log-MAP approximation of
coded DE-QPSK.

formances for the max-log-MAP approximation. However we will provide in Chapter 4
even better approximations based on a piecewise linear approximation of theln (cosh)
function.
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3.3.3 Concluding remarks on coherent detection

In the particular case that the information QPSK-symbols{an} are iud, coherent MAP
symbol detection reduces to coherent symbol-by-symbol detection [19]. Then the soft-
decision bit metrics are a function of the currently received DE-QPSK symbolyn and the
previously received DE-QPSK symbolyn−1, and are the sum ofcosh-functions. More-
over, coherent symbol-by-symbol detection is a particularly interesting detection strategy
if efficient calculation of the soft-decision bit metricsλi

n with i ∈ {1, 2} is concerned.
Complexity reduction by using a symbol-by-symbol detection strategy will be further
discussed in Section 6.3.3 of Chapter 6.
The max-log-MAP approximation results in good performances for coherent detection.
However, we will suggest in Chapter 4 some improved approximations. The max-log-
MAP approximation requires only subtractions after the maximum is found hence no
logarithmic or exponential functions are required, see also (3.28).

Since reference symbols (pilots) are lacking in DAB systemsthe commonly used de-
tection techniques for DAB-systems are non-coherent detection techniques [79], which is
the subject of the next section. We will use the previously obtained results for coherent
detection as a reference for the performance of non-coherent detection.

3.4 Non-coherent detection

In this section we will discuss non-coherent detection of DE-QPSK signals. Now, no
attempt is made to get any information on the channel phase, i.e., the phase of the carrier
plus the phase rotation introduced by the channel. Thus, fornon-coherent detection, the
carrier frequency is known but the channel phase is assumed to be unknown. However,
the channel phase is assumed to be fixed over a block of consecutive DE-QPSK symbols.

3.4.1 Two-symbol differential detection (2SDD)

In this section, differential detection is considered under the condition that the channel
phase is uniform. This differential detection technique isknown in the literature as non-
coherent DQPSK [60, Sec. 5.2.8, p. 272]. For DQPSK, the observation interval has a
length of two DE-QPSK symbols, i.e., 2SDD and is widely used.Moreover, 2SDD is
also a commonly used non-coherent detection method for DAB receivers [79]. Since we
are interested in finding the soft-decision metrics for 2SDD, we will first compute the
a-posteriori symbol probabilities. For 2SDD we will use (3.22), hence

Pr{an|yn, yn−1} =
∑

xn−1

Pr{xn−1}
4p (yn, yn−1) (2πσ2)

2 (3.29)

·
∫

φ

exp

(
−
∑1

k=0

∣∣yn−k − ejφxn−k

∣∣2

2σ2

)
p (φ) dφ,
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where we now model the channel phaseφ uniformly distributed over[0, 2π) with p(φ) =
1
2π . Section B.1 of Appendix B shows an expression for the a-posteriori symbol proba-
bilities for non-coherent 2SDD of DE-QPSK on the AWGN channel. This yields

Pr{an|yn, yn−1} = KAI0

(
1

σ2
|yna

∗
n + yn−1|

)

∝ I0

(
1

σ2
|yna

∗
n + yn−1|

)
, (3.30)

whereI0(·) is a zero-th order modified Bessel function of the first kind. From (3.30) it can
be seen that with iud information symbols the a-posteriori information symbol probability
for 2SDD can be expressed in terms of Bessel functions. Divsalar and Simon in [22]
obtained comparable results, see (9) forN = 2, by computing the conditional-likelihood
functionp(yn, yn−1|xn, xn−1).

3.4.2 Soft-decision bit metrics

Section B.2 of Appendix B shows details of computing the LLRsfrom the corresponding
a-posteriori symbol probabilities given by (3.30). This yields

λ1
n = ln

(
I0
(

1
σ2

∣∣yne
−jπ + yn−1

∣∣)+ I0
(

1
σ2

∣∣yne
−j3 π

2 + yn−1

∣∣)

I0
(

1
σ2 |yn + yn−1|

)
+ I0

(
1

σ2

∣∣yne−j π
2 + yn−1

∣∣)
)
. (3.31)

Here again, with the previously used Gray-mapping, the soft-decision bit metricλ2
n is ob-

tained by interchangingπ2 with 3π
2 in (3.31). The a-posteriori probability given by (3.30)

and the corresponding LLRs given by (3.31) are functions, ascan be expected with 2SDD,
of the currently received DE-QPSK symbolyn and the previously received DE-QPSK
symbolyn−1. Consequently, the LLRs for bitsb1 and b2 require only the knowledge
of the received DE-QPSK symbol pair(yn−1, yn). Figure 3.1 in Section 3.3.1 contains
the simulation results of coded DE-QPSK with non-coherent 2SDD, bit-interleaving, and
Viterbi-decoding with LLRs computed by (3.31). The de facto-standardRc = 1/2 RCPC
code, as described in Section 2.3.2, is used for the encoding. It can be observed from
this figure that coded DE-QPSK with non-coherent 2SDD requires a≈ 1 dB higher sig-
nal to noise ratio than coherent detection of coded DE-QPSK to obtain a BER= 10−4.
Divsalar and Simon [22] showed that by increasing the numberof observations on the
received DE-QPSK symbols, the performance can be improved compared to 2SDD. This
MSDD technique is the subject of the next section.

3.4.3 Multi-symbol differential detection (MSDD)

In this section, we discuss a type of demodulation for DE-QPSK where a block of DE-
QPSK symbols is used for detection. We will assume that multiple concatenated DE-
QPSK symbols have a similar carrier-phase. Now the observation interval containing
the received DE-QPSK symbols might be extended compared to 2SDD. This method is
called MSDD, and was introduced by Divsalar and Simon in 1990[22]. For the AWGN
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channel with a time-invariant (unknown) phase, Divsalar and Simon [22] showed that by
applying MSDD the performance can be improved relative to 2SDD. They propose to
make use of MLSE of the transmitted phases rather than symbol-by-symbol detection as
in conventional differential detection [22]. Actually, non-coherent MSDD is a maximum
likelihood procedure for finding a block of information symbols after having observed a
block of received symbols. For large numbers of observations, the performance of MSDD
approaches the performance of coherent detection of DE-QPSK. In this section we will
demonstrate, by simulations, that MSDD improves the performances compared to 2SDD
also for coded DE-QPSK. Improving performance by increasing the observation interval
might be also of interest for DAB receivers. Our simulationsare performed with soft-
decision bit metrics based on LLRs and Viterbi-decoding. The LLRs are computed in the
sequel of this section.

We are interested in finding the soft-decision metric of MSDDfor N + 1-length se-
quences. Adapting the a-posteriori symbol probability given by (3.10) appropriately with
Pr{an} = 1/4, leads to

Pr{a|y} =
∑

xn−N

Pr{xn−N}
4Np (yn, yn−1, . . . , yn−N ) (2πσ2)N+1

·
∫

φ

exp

(
−
∑N

k=0

∣∣yn−k − ejφxn−k

∣∣2

2σ2

)
p (φ) dφ. (3.32)

Now, after some manipulations, similar to 2SDD in (3.32) we end up with

Pr{a|y} = KAN
I0

(
1

σ2

∣∣∣∣∣
N∑

k=0

yn−kx
∗
n−k

∣∣∣∣∣

)

= KAN
I0

(
1

σ2

∣∣∣∣∣
N−1∑

k=0

yn−k

(
N−1−k∏

m=0

a∗n−k−m

)
+ yn−N

∣∣∣∣∣

)

∝ I0

(
1

σ2

∣∣∣∣∣
N−1∑

k=0

yn−k

(
N−1−k∏

m=0

a∗n−k−m

)
+ yn−N

∣∣∣∣∣

)
, (3.33)

where

KAN
=

exp
(
−
∑

N
k=0|yn−k|2+N+1

2σ2

)

4Np (yn, . . . , yn−N) (2πσ2)
N+1

.

From (3.33) can be seen that with iud information symbols thea-posteriori information
symbol probabilities for MSDD can be expressed in terms of Bessel functions. As one
might be expecting, (3.33) forN+1 = 2 gives the same results as (3.30). Divsalar and Si-
mon in [22] obtained comparable results, see (9) and (15), bycomputing the conditional-
likelihood functionp(y|x).
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3.4.4 Soft-decision bit metrics

As soft-decision bit metrics we will use LLRs [37]. Assumingiud information symbols
{an} with appropriate bit-interleaving, such that

Pr{an} =

2∏

i=1

Pr{bin} =
1

4
, (3.34)

the soft-decision bit metrics,
{
λi

n−k

}
with i ∈ {1, 2} andk ∈ {0, 1, . . . , N − 1} each be

computed by

λp = ln




∑

C∈Cp

I0

(
1

σ2

∣∣∣∣∣
N−1∑

k=0

yn−k

(
N−1−k∏

m=0

a∗n−k−m

)
+ yn−N

∣∣∣∣∣

)

∑

C∈Cp

I0

(
1

σ2

∣∣∣∣∣
N−1∑

k=0

yn−k

(
N−1−k∏

m=0

a∗n−k−m

)
+ yn−N

∣∣∣∣∣

)



, (3.35)

where Cp is the set of all the modulation codewords corresponding to sequences of
mapped bits[b1, . . . , b2N ] havingbp = 1 andCp is the set of codewords for whichbp = 0,
with p is a function ofn, k andi. As one might be expecting, (3.35) forN + 1 = 2 gives
the same results as (3.31). As stated before, the assumptionof equal a-priori probabilities
will not hold anymore in the iterative case, as will be discussed in Chapter 5. Figure 3.3
shows simulation results of coded DE-QPSK with non-coherent MSDD, bit-interleaving,
and Viterbi-decoding for different values ofN + 1. The soft-decision bit metrics are con-
form (3.35). The de facto-standardRc = 1/2 RCPC code, as described in Section 2.3.2,
is used for the encoding. Figure 3.3 shows indeed that the performance improves when
N +1 increases. As we will show in Chapter 6, increasing the number of observations on
the received DE-QPSK symbols is an interesting technique toimprove the performance
of coded DE-QPSK systems like the DAB system.

3.4.5 Concluding remarks on non-coherent differential detection

The soft-decision bit metrics for non-coherent differential detection of coded DE-QPSK
with Gray-mapping can be computed using zero-th order modified Bessel functions of the
first kind.
The well-known DQPSK detection technique is the particularcase that the observation
interval is only two symbols long, i.e., 2SDD. With 2SDD the previously received DE-
QPSK symbol is used as the (noisy) reference for differential detection. In this case the
soft-decision bit metrics are a function of the currently received DE-QPSK symbolyn and
the previously received DE-QPSK symbolyn−1.
It is further shown, by simulations, that the required signal-to-noise ratio for 2SDD is
≈ 1 dB higher than the required signal-to-noise ratio of coherent detection of coded DE-
QPSK at a BER= 10−4. However, as is demonstrated in Section 3.4.3 by simulations,
an expansion of the observation interval from two received symbols to multiple received
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Figure 3.3: MSDD for coded DE-QPSK.

symbols, i.e., moving from 2SDD to MSDD improves the performance of coded DE-
QPSK. To improve the performance of coded DE-QPSK even further we will introduce,
in Chapter 5, iterative techniques for decoding and demodulation. It needs to be stated
here, that the performance improvement of coded DE-QPSK using iterative techniques is
partly obtained from increasing the number of received DE-QPSK symbols.

In the next chapter, Chapter 4, it is demonstrated, as an extension to the results known
in the literature, that an approximation of MAP symbol detection for π

4 -DE-QPSK, based
on selecting dominant exponentials, leads to MAP sequence detection. Moreover, to im-
prove the performance relative to MAP symbol detection, better approximations for the
a-posteriori symbol probabilities and LLRs for coherentlydetectedπ

4 -DE-QPSK are pro-
posed.



Chapter 4

A-Posteriori Symbol
Probabilities and Log-Likelihood
Ratios for Coherently Detected
π
4
-DE-QPSK

In the previous chapter, Chapter 3, we observed that by applying MSDD techniques, a
DAB receiver approaches the performance of a receiver that performs coherent detection
of π

4 -DE-QPSK with soft-decision Viterbi decoding. For that reason a-posteriori symbol
probabilities and LLRs for coherently detectedπ

4 -DE-QPSK are studied in the current
chapter1.

4.1 Outline

In this chapter, we discussa-posteriori(AP) symbol-probabilities and optimal symbol-
detection, but also LLRs forπ4 -DE-QPSK systems when coherent detection is performed.
Our analysis carries over to common DE-QPSK. We assume that the detector has perfect
knowledge of the carrier frequency. The carrier phase is known up to an ambiguity of a
multiple of π

2 .
Colavolpe [19] mentioned that for differentially encoded phase-shift keying, MAP se-
quence detection has a symbol-error performancepractically identicalto MAP symbol
detection. We will demonstrate here that MAP sequence detection can be regarded as a
straightforward approximation of MAP symbol detection. Wewill also discuss a better
approximation of MAP symbol detection, which outperforms MAP sequence detection.

1This chapter is based on the paper published asW.J. van Houtum and F.M.J. Willems, “A-
Posteriori Symbol Probabilities and Log-Likelihood Ratios for Coherently Detectedπ

4
-DE-QPSK”,

IEEE Communications Letters, vol. 15, no. 2, pp. 160-162, Feb. 2011.
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CHAPTER 4. A-POSTERIORI SYMBOL PROBABILITIES AND
LOG-LIKELIHOOD RATIOS FOR COHERENTLY DETECTED

π
4 -DE-QPSK

This improvement is based on a piecewise-linear approximation of the logarithm of the
hyperbolic cosine.
In the second part of this chapter we will focus on coded systems and investigate a-
posteriori LLRs, and some approximations for these ratios.Although the performance
gain is small we show that practically optimal performance can be achieved again using
the piecewise-linear approximation mentioned above.

4.2 A-Posteriori probabilities

In the sequences = s0, s1, . . . , sN of transmittedπ
4 -DE-QPSK code symbols, the sym-

bolssn ∈ Xe =
{
ejπl/2, l = 0, 1, 2, 3

}
for n even and the symbols

sn ∈ Xo =
{
ejπl/2+π/4, l = 0, 1, 2, 3

}
for n odd. Furthermore, these symbols are deter-

mined by the differential encoding rule

sn = bnsn−1, for n = 1, 2, . . . , N, (4.1)

where the first symbols0 ∈ Xe, with Pr{s0 = ejπl/2} = 1/4, for l = 0, 1, 2, 3.
As in Colavolpe [19] we consider the case where the information symbols
b = b1, b2, . . . , bN are independent of each other and uniformly distributed (iud) over
X =

{
ejπl/2+π/4, l = 0, 1, 2, 3

}
. Denoting the received sequence byr = r0, r1, . . . , rN ,

we can write for channel outputrn for n = 0, 1, · · · , N

rn = sn + nn, (4.2)

wherenn is circularly symmetric complex white Gaussian noise with varianceσ2 per
component.
Now, as in (13) in [19], the AP of an iudπ4 -DE-QPSK information symbolbn for n =
1, 2, · · · , N can be expressed as

Pr{bn|r} ∝ (4.3)



∑

sn−1∈Xe

exp(
1

σ2
ℜ
{
s∗n−1 [rnb

∗
n + rn−1]

}
), n odd,

∑

sn−1∈Xo

exp(
1

σ2
ℜ
{
s∗n−1 [rnb

∗
n + rn−1]

}
), n even.

which results in the MAP symbol decision rule

b̂n = argmax
bn

Pr{bn|r}. (4.4)

For MAP sequence detection in the case of iud information symbols (i.e., maximum-
likelihood (ML) detection), the decision rule is, see (17) in [19],

b̂n = ŝnŝ
∗
n−1, (4.5)
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with

b̂n = arg min
bn

|rn − sn|2 . (4.6)

Now consider (4.3) forn− 1 is even and for some fixedbn ∈ X . If we define

vn , rnb
∗
n + rn−1, (4.7)

we obtain

Pr{bn|r} ∝ exp

(
1

σ2
ℜ(vn)

)
+ exp

(
− 1

σ2
ℑ(vn)

)

+ exp

(
− 1

σ2
ℜ(vn)

)
+ exp

(
1

σ2
ℑ(vn)

)

= 2 cosh (R) + 2 cosh (I) , (4.8)

with R ,
ℜ(vn)

σ2 andI ,
ℑ(vn)

σ2 . Note that for oddn − 1 we get an identical expression
for Pr{bn|r} if we define

vn , (rnb
∗
n + rn−1) e

j π
4 . (4.9)

4.2.1 First approximation

From (4.8) we may conclude that the AP of an iud information symbol is proportional to
the sum of twocosh-functions. To avoid underflow, calculations are often carried out in
the logarithmic domain, and therefore instead of (4.8) the metric

m0(bn) , ln (2 cosh (R) + 2 cosh (I)) , (4.10)

can be applied. As approximation form0(bn) we can now use

m1(bn) , ln
(
max

(
e|R|, e|I|

))
= max(|R|, |I|). (4.11)

Note that this approximation avoids calculating exponentials and logarithms. To demon-
strate that this approximation leads to a performance identical to that of MAP sequence
detection, note that for iud information symbols, the MAP sequence decision rule (4.5)
can be written as:

b̂n = arg min
bn

min
sn−1

(|rn − sn−1bn|2 + |rn−1 − sn−1|2)

= arg max
bn

max
sn−1

1

σ2
ℜ
{
s∗n−1 (rnb

∗
n + rn−1)

}
. (4.12)

If we now call



58

CHAPTER 4. A-POSTERIORI SYMBOL PROBABILITIES AND
LOG-LIKELIHOOD RATIOS FOR COHERENTLY DETECTED

π
4 -DE-QPSK

mseq(bn) , max
sn−1

1

σ2
ℜ
{
s∗n−1 (rnb

∗
n + rn−1)

}
, (4.13)

then, forn− 1 even and allbn we obtain

mseq(bn) = max(
ℜ{vn}
σ2

,−ℑ{vn}
σ2

,−ℜ{vn}
σ2

,
ℑ{vn}
σ2

)

= max (|R|, |I|) , (4.14)

which is identical to our first approximation given by (4.11). As a consequence, our first
approximation will result in the same symbol estimates as MAP sequence detection.
In the next subsection we discuss a better approximation forthe AP symbol metricm0(bn)
thanm1(bn).

4.2.2 Second approximation

To improve approximationm1(bn) of m0(bn), we propose

m2(bn) , f

(
R + I

2

)
+ f

(
R− I

2

)
+ 2 ln 2, (4.15)

where we used the identity

cosh (R) + cosh (I) = 2 cosh

(
R+ I

2

)
cosh

(
R− I

2

)
, (4.16)

and approximated theln (cosh(g)) by the piecewise-linear function:

f (g) =

{
|g| − ln 2, |g| > ln 2
0, |g| ≤ ln 2.

(4.17)

To see that this is reasonable note that for large|g| one of the exponentials incosh(|g|)
dominates, which results in linearity.

4.2.3 Simulations

We have simulated the first and second approximation in termsof the uncoded SER versus
the signal-to-noise ratioEs/N0 = 1

2σ2 , whereEs is the received signal energy of a code
symbol andN0/2 the two-sided power spectral density of the noise. The results of these
simulations can be found in Fig. 4.1, together with the optimum symbol-detection results,
i.e., the results based on metricsm0(·)2.
It can be observed that optimal symbol detection and our second approximation outper-
form MAP sequence detection (first approximation). In contrast to the other two methods,
MAP sequence detection requires no knowledge of the noise variance however.

2To clearly view the results a small range of a low value of theEs/N0 is shown.
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Figure 4.1: SER-performance for ideal and approximated versions of the
APs.
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4.3 Log-likelihood ratios

In a coded situation the detector is followed by a Viterbi-decoder which needs soft-
information about the coded bits. The desired metrics for transmissionn, i.e., the LLRs
[37], in the case of Gray encoding, see [25], can be expressedas

λ1
n = ln

(
em( 3π

4 ) + em( 5π
4 )

em( π
4 ) + em( 7π

4 )

)
, λ2

n = ln

(
em( 5π

4 ) + em( 7π
4 )

em( π
4 ) + em( 3π

4 )

)
, (4.18)

whereλ1
n corresponds to the first bit andλ2

n to the second bit. Ideally the symbol-metric
m(·) should bem0(·) but to reduce complexity we could also use an approximated ver-
sion, i.e.,m1(·) orm2(·).

4.3.1 Third approximation

To avoid arithmetic based on exponential and logarithmic functions, we introduce a third
approximation, which just as our first approximation, selects the dominant exponential.
Observe that a LLR is a difference of the logarithm of a numerator and the logarithm of a
denominator. Both the numerator and denominator consist oftwo exponentials. Therefore
we make the following approximation

ln
(
em(b) + em(b′)

)
≈ max (m(b),m(b′)) . (4.19)

Note, that in this approximation we can use the ideal valuem0(·) for m(·), but also one
of its approximationsm1(·) orm2(·). If we takem1(·) we get an approximation which is
identical to the approximation (10) by Bottomley et al. [15].

4.3.2 Fourth approximation

Motivated by the fact that our first approximation could be improved, we propose a fourth
approximation, similar to the second one. Based on the identity

em(b) + em(b′) = 2e
m(b)+m(b′)

2 cosh

(
m(b) −m(b′)

2

)
, (4.20)

and (4.17), we can approximate

ln
(
em(b) + em(b′)

)
(4.21)

≈ m(b) +m(b′)

2
+ f

(
m(b) −m(b′)

2

)
+ ln 2.

Again we could use the ideal symbol metricsm0(·) form(·), but also the approximations
m1(·) orm2(·).
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4.3.3 Simulations

Fig. 4.2 shows simulation results when we use the ideal symbol-metricsm0(·) with the
ideal LLR computations as in (4.18), but also for the case where we use the approximated
symbol-metricsm1(·) in combination with LLR-approximation three (4.19), and for the
case in which we use the improved symbol-metricsm2(·) together with the improved
fourth approximation (4.21). The BER versus the signal-to-noise ratioEb/N0 = 1

2σ2 is
shown, whereEb is the received signal energy of an information bit.
We used, conform [25], the de-facto industry standardRc = 1

2 , K = 7, convolutional
code with generator polynomialsg0 = 133 andg1 = 171. Its output is randomly bit-
interleaved and differentially encoded after Gray mapping. The BER simulations are
performed with the Viterbi-algorithm for decoding the convolutional code. Note that even
if we do ideal LLR-computations based on ideal symbol-metricsm0(·), the concatenated
demodulator/decoder can only be close to optimal. As expected the ideal symbol-metrics
m0(·) together with ideal LLR-computation result in the best (ideal) results, and using
approximated symbol-metricsm1(·) together with the LLR-approximation three yields
the worst results. Using symbol-metricsm2(·) together with LLR-approximation four
achieves results that are only slightly worse than the best results. Note again that the
combination of the second and fourth approximation requires knowledge of the noise
variance3.
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0.27

0.30

0.33

 

 

Eb/No in dB
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2nd & 4th approx.
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Figure 4.2: BER-performance for ideal and approximated versions of the
LLRs.

3Again, to clearly view the results a small range of a low valueof theEb/N0 is shown.
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4.4 Conclusions

We have shown that a straightforward approximation of MAP symbol detection is actually
identical to MAP sequence detection, which is suboptimal for coherent symbol detection
of π

4 -DE-QPSK. This approximation is based on selecting dominant exponentials. Sim-
ulations showed that MAP symbol detection outperforms MAP sequence detection, but
the difference is small. In this way we have made the statement of Colavolpe [19] more
precise. Moreover we have proposed an improved approximation of the symbol-metrics
that results in a symbol-error performance close to optimal. The resulting arithmetic is
based on a piecewise-linear function.
In the coded case LLRs must be computed. Apart from exact computation of these
LLRs, we have considered an approximation based again on selecting dominant expo-
nentials, i.e., Bottomley’s [15] approximation, but also abetter approximation based on
the piecewise-linear function mentioned before. ImprovedLLR-approximation combined
with improved symbol-metric approximation gives a performance close to that of exact
LLR-computation based on exact symbol metrics.
Selecting dominant exponentials is similar to max-log-MAPdetection applied in turbo-
decoders, see Robertson [63]. Our improved approximationsare based on a piecewise-
linear fit for the logarithm of a hyperbolic cosine and can be shown to be similar to ap-
proximations of the Jacobian proposed by Talakoub et al. in [70] for turbo decoding.
While the particular examples of our considered approximations show modest gains in
performance, it provides a way of improving performance when needed.



Chapter 5

The Shannon Limit and Some
Codes Approaching It

Iterative decoding techniques for serially concatenated convolutional codes lead to good
results for the concatenation of convolutional and differential encoding, also referred to as
Turbo-DPSK. Later in the thesis iterative decoding techniques are proposed for DAB-like
streams. Therefore we explain in this chapter, in a tutorialsetting, the iterative decoding
procedures corresponding to these serially concatenated codes1.

5.1 Outline

Shannon [66][67] showed that reliable communication is possible only if the transmis-
sion rate is smaller than channel capacity. For additive white Gaussian noise channels this
capacity is determine by the signal-to-noise ratio. Conversely we can say that for every
transmission rate there is a minimum signal-to-noise ratio, the so-called Shannon limit,
that can lead to reliable communication. Without coding thesignal-to-noise ratio needed
to achieve reliable communication is roughly eight dB larger than the Shannon limit (at a
rate of one bit per transmission). With a very simple rate-1/2 convolutional code this gap
can be reduced to roughly six dB. The gap can be bridged, up to roughly one dB, by ap-
plying very simple rate-1/3 turbo-codes (Berrou, Glavieux, & Thitimasjima [11]). Turbo
codes are based on parallel concatenation of two convolutional codes. Decoding is done
iteratively. In 1996, Benedetto & Montorsi [9] proposed an iterative decoding procedure
for serially concatenated convolutional codes. These codes perform slightly better than
turbo-codes. It is the objective of this chapter to discuss and explain the iterative decoding
procedures behind these codes. These procedures are based on modified versions of the
BCJR algorithm [4]. Our approach is similar to the approach Gallager [32] followed to
investigate iterative procedures for decoding LDPC codes.

1This chapter is based on a paper that has been submitted asF.M.J. Willems and W.J. van Hou-
tum, “The Shannon Limit and Some Codes Approaching It”, to IEEE Signal Processing Magazine.
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5.2 Some information theory first

5.2.1 Capacity of the AWGN Channel

Shannon [66][67] introduced the notion of channel capacity. For an AWGN channel, see
Fig. 5.1, this capacity is given by the expression

Cb =
1

2
log2(1 + SNR) bit/transmission, (5.1)

where SNR denotes the so-called signal-to-noise ratio.

+ -- --
?

b̂1 · · · b̂K
dec

y1 · · · yN

n1 · · ·nN

x1 · · · xN
enc

b1 · · · bK
�
�

�
�

Figure 5.1: Additive white Gaussian noise channel.

To explain what capacity is, we assume that communication over this channel is arranged
in blocks. In each block the encoder accepts a message sequence b1, b2, · · · , bK of K
independent and uniformly distributed binary digits, and transforms it into a sequence
x1, x2, · · · , xN ofN real-valued channel input symbols. Transmitting this sequence, also
called codeword, requiresN channel transmissions, one for each symbol. The rate of
the encoder is thereforerb = K/N bit per transmission. Transmission over the chan-
nel is not ideal and the channel output sequencey1, y2, · · · , yN is a noisy version of the
input sequence, i.e., the channel adds a noise sequencen1, n2, · · · , nN to the channel
input sequence, and the resulting channel output sequencey1, y2, · · · , yN is presented
to the decoder. This decoder must produce estimatesb̂1, b̂2, · · · , b̂K of the transmit-
ted message digits. The noise variablesN1, N2, · · · , NN are assumed to be indepen-
dent Gaussians, all having mean 0 and unit variance. Therefore the signal-to-noise ratio
SNR = E[

∑
i=1,N X2

i ]/E[
∑

i=1,N N2
i ] = E[

∑
i=1,N X2

i ]/N . Shannon showed that,

when the channel capacity isCb, there exist encoders with raterb < Cb such that the
message digit error probability can be made arbitrarily small by increasingN , while this
is impossible for ratesrb > Cb.
From capacity expression (5.1) it follows that for reliabletransmission over an AWGN
channel at raterb, the signal-to-noise ratio has to satisfy

SNR≥ 22Cb − 1 ≥ 22rb − 1. (5.2)

The minimum signal-to-noise ratio22rb−1 is called the Shannon limit. E.g., forrb = 1/3
bit per transmission the Shannon limit is22/3 − 1 = 0.587 or−2.31 dB.

5.2.2 Binary channel inputs

It would be simpler to transmit, instead of sequences ofN real-valued channel input-
symbols, binary sequences of lengthN , i.e., sequences consisting ofN symbols from
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alphabet{−
√

SNR,+
√

SNR}. However, as always there is a penalty for making things
simpler. Fortunately for ratesrb ≪ 1 the penalty is negligible, and, e.g., forrb = 1/3 the
minimum SNR= 0.595 or−2.26 dB, resulting in a penalty of only 0.05 dB.

5.2.3 From sequences to waveforms

So far we have discussed only transmission of sequences overa discrete-time AWGN
channel. The discrete time AWGN channel models transmission of power- and bandlim-
ited waveforms over a waveform channel, i.e., a channel thatadds white noise to its input.
If the transmitter power isPb, the channel bandwidthWb, and the power spectral density
of the white noise isN0/2, the capacity in bit per second of this bandlimited waveform
channel is given by

Cb = Wb log2(1 +
Pb

N0Wb
) bit/second. (5.3)

Comparing this waveform-channel capacity with its discrete-time counterpart in (5.1) we
can observe that transmitting a second of waveform is equivalent to performing2Wb

transmissions, which is not unnatural having the sampling theorem in mind. For the
signal-to-noise ratio in the waveform domain we can write

SNR=
Pb

N0Wb
. (5.4)

The equivalence between bandlimited waveform channel and discrete-time channel has
been discussed in full detail by Wozencraft and Jacobs [78].

5.3 Uncoded binary transmission

Uncoded binary transmission, i.e., transmitting independent and equally likely message
symbols from{−

√
SNR,+

√
SNR} results in a bit-error probability

Punc
e = Q(

√
SNR), (5.5)

whereQ(z)
∆
=
∫∞

z
1√
2π

exp(−a2/2)da. Fig. 5.2 contains a plot of this error probability
as a function of the signal-to-noise ratio SNR.
The figure also contains the Shannon limit which is22 − 1 = 3 or 4.77 dB for rate
rb = 1. It can be checked that an SNR of roughly 12.6 dB is needed to obtain practically
error-free behavior, which (here) is an error probability of 10−5.Note that uncoded binary
transmission is roughly7.8 dB above the Shannon limit at a BER of10−5.
To achieve the Shannon limit we must find the codes whose existence is guaranteed by
Shannon’s result. It took almost fifty years before codes were discovered with a non-
vanishing rate2 that approximate the Shannon limit within one dB. In what follows we
will focus on these codes and discuss how they are constructed and how they can be
decoded.

2Golay [34] showed already in 1949 that Shannon’s limit can beachieved using pulse-position
modulation (PPM), however only for ratesrb approaching0.
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Figure 5.2: Bit-error probability for uncoded binary transmission.
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5.4 Linear codes incur no loss

Shannon demonstrated that capacity-achieving codes exist. It would be nice if these codes
would had some structure that could lead to simple encoding and decoding procedures.
Elias [24] demonstrated that codes whose structure is linear, can achieve capacity for
channels with binary inputs being symmetric in some manner.Our AWGN vector channel
with binary input alphabet{−

√
SNR,+

√
SNR} has this symmetry. Therefore from now

on we can focus on linear codes. An encoder based on a linear code first determines the
codeword(c1, c2, · · · , cN) by multiplying the binary input vector(b1, b2, · · · , bK) with
anN ×K matrixG, as follows:




c1
c2
...
cN


 =




g11 g12 · · · g1K

g21 g22 · · · g2K

...
...

. . .
...

gN1 gN2 · · · gNK







b1
b2
...
bK


 . (5.6)

It is assumed that all elements of(b1, b2, · · · , bK) and of matrixG are either 0 or 1, and
that operations are based on modulo-2 arithmetic. MatrixG is called the generator matrix.
The channel input sequence(x1, x2, · · · , xN ) finally results from

xn = (2cn − 1)
√

SNR, forn = 1, 2, · · · , N. (5.7)

Hamming Codes [39] and BCH codes [40], [14], [13] are two elementary types of error-
correcting codes fitting into the linear framework. These codes are referred to as linear
block codes. In the next section we will discuss another typeof linear codes, i.e., the
convolutional codes.

5.5 Convolutional codes

Convolutional codes were proposed by Elias [24]. Although they can be cast into a matrix
form, it is easier to describe these codes by describing the corresponding encoder. In Fig.
5.3 we see an encoder that appears in almost every basic text on convolutional codes. It
consists of two connected delay elements and two modulo-2 adders. The output of a delay
element at timek is equal to the input at timek − 1, where the timek is assumed to be
integer.
LetK be the number of message digits that is to be encoded. At timek = 1 both delay
elements are in state zero, i.e.,s11 = s21 = 0. For the message digitsbk that enter the
encoder we assume thatbk ∈ {0, 1}, for k = 1, 2, · · · ,K. We assume that message
digits are equiprobable. Following the message digits there are two so-called tail-bits
bK+1 = bK+2 = 0 shifted into the encoder, driving both delay elements into state zero,
hences1,K+3 = s2,K+3 = 0.
For the outputsc1k andc2k of the encoder we then have that

c1k = bk ⊕ s1k ⊕ s2k,

c2k = bk ⊕ s2k, for k = 1, 2, · · · ,K + 2, (5.8)
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Figure 5.3: Convolutional encoder for a(7, 5)-code.

while the statess1k ands2k satisfys1k = bk−1, ands2k = s1,k−1, for k = 2, 3, · · · ,K+
3. We call this code a(7, 5)-code since the first code outputc1k is connected tobk, bk−1

andbk−2 while the second outputc2k is based onbk andbk−2, but not onbk−1.
There are now four possible encoder-states, hence(s1k, s2k) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)},
and the encoder starts and stops in the all-zero state(0, 0). Codewords have the form
(c11, c21), (c12, c22), · · · , (c1,K+2, c2,K+2). Fig. 5.4 contains a so-called trellis represen-
tation of the code. The squares represent the encoder-states. They are labeled withs1s2.
Time advances from left to right. The edges between the states represent the transitions
that are possible. The label corresponding to a transition is b|c1c2. Observe thatK = 4
here and that there are2K = 16 different codewords, i.e., 16 different paths in the trellis
from the start-state to the stop-state.
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Figure 5.4: Trellis representation of our example code forK = 4.
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In general there are2K equiprobable codewords of lengthN = 2(K + 2) and hence the
rate

RK =
K

2(K + 2)
=

1

2
− 1

K + 2
. (5.9)

SincerK→∞ = 1/2 we call our code a rate-1/2 code. It is easy to see that this code is
linear.
Now that we have described the encoding procedure we are ready to discuss the channel
and a decoder. We will start with the channel.

5.6 Channel, likelihoods

In the coded case, sequencesc1, c2, · · · , cN containing redundancy, i.e., codewords, are
transmitted. If we note, see (5.7), that code symbolc = 0 results in channel inputx =
−
√

SNR andc = 1 in x = +
√

SNR, and if we assume thatY = y is short forY ∈
[y, y+ ∆) for some small enough∆, then we can determine the conditional probabilities

P (Y = y|C = 0) = P (Y ∈ [y, y + ∆)|X = −
√

SNR)

≈ 1√
2π

exp(− (y +
√

SNR)2

2
)∆,

P (Y = y|C = 1) = P (Y ∈ [y, y + ∆)|X = +
√

SNR)

≈ 1√
2π

exp(− (y −
√

SNR)2

2
)∆. (5.10)

These conditional probabilities are called likelihoods. The∆’s are typically omitted in
computations and expressions, and we will do so too.
Our example code is a rate-1/2 convolutional code. For this code the code-symbols leave
the encoder in pairs, and since channel transmissions are independent of each other, we
can write

P (Y k = y|Ck = c) = P (Y1k = y1|C1k = c1)P (Y2k = y2|C2k = c2), (5.11)

whereY k = (Y1k, Y2k), y = (y1, y2), Ck = (C1k, C2k), andc = (c1, c2), for k =
1, 2, · · · ,K + 2.
We have seen before that the penalty from using binary channel inputs can be ignored
for small SNR. The penalty for processing, instead of the real-valued channel outputs
Y1k andY2k, their signs, can not be ignored. Making so-calledhard-decisionsresults, at
low SNR, in a capacity decrease which can be compensated by increasing the SNR by a
factorπ/2 which is roughly1.96 dB, see Viterbi and Omura [77]. Since this loss is quite
large, we will focus on processing the likelihoods in (5.10), which can be regarded as the
so-calledsoft decisions.
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5.7 The BCJR algorithm

5.7.1 Decoding algorithms

An efficient and very popular method for decoding convolutional codes is the Viterbi
algorithm [76]. It finds the codeword that has ML3 and it achieves the smallest possible
codeword-error probability since all codewords are equally likely. Here however, we will
focus on a decoding technique that produces estimates of themessage digits instead of
an estimate of the codeword. These estimates are optimum in the sense that the bit-error
probability is minimized. More important however is that this method provides reliability
information on the estimated bits, the so-called soft outputs. This decoding algorithm was
proposed by Bahl, Cocke, Jelinek, and Raviv [4]. It turns outto be an essential part of a
turbo-decoder as we shall see soon.

As a final remark in this subsection we mention that Hagenauerand Hoeher [37] devel-
oped a soft-output Viterbi algorithm (SOVA) which producessoft outputs on message bits
estimated by the Viterbi procedure.

5.7.2 Probabilistic structure

Observe that our convolutional encoder is a finite-state machine. It is driven by the mes-
sage digits, which are independent of each other. Also the channel transmissions are in-
dependent of each other. Therefore, when the encoder has reached a certain state at some
time instant, all future observations depend on the past ones, only through this state. We
can thus write for the joint probability of the variables corresponding to the transmission
of message digitbk, i.e., the variables corresponding to trellis sectionk, that

P (y
1
, · · · , y

k−1
, sk, bk, ck, yk

, sk+1, yk+1
, · · · , y

K+2
)

= P (y
1
, · · · , y

k−1
, sk)P (bk)P (ck, sk+1|sk, bk)

·P (y
k
|ck)P (y

k+1
, · · · , y

K+2
|sk+1), (5.12)

see Fig. 5.5. Observe that the encoder starts trellis sectionk in a certain statesk. Message
digit bk enters the encoder and an output-pairck is produced, depending on statesk. The
channel generates the output-pairy

k
depending on input-pairck. Moreover the inputbk

causes the encoder to go to a next statesk+1 depending on statesk. Then we move to the
next trellis section.

Observe that the probabilistic structure and the resultingBCJR algorithm is quite general
and based primarily on the finite-state character of the encoder.

3The Viterbi algorithm performs ML decoding, but it can be modified to do MAP codeword
decoding.
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Figure 5.5: Probabilistic structure corresponding to a general finite-state
encoder.

5.7.3 Numerator and denominator

It is our objective now to compute, for allk = 1, 2, · · · ,K the a-posteriori probabilities
(APPs) of the message digitBk, i.e.,

P (Bk = b|y
1
, · · · , y

k−1
, y

k
, y

k+1
, · · · , y

K+2
)

=
P (y

1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+2
)

P (y
1
, · · · , y

k−1
, y

k
, y

k+1
, · · · , y

K+2
)

, (5.13)

for b = 0, 1. Since the denominator in (5.13) can be obtained from

P (y
1
, · · · , y

k−1
, y

k
, y

k+1
, · · · , y

K+2
) (5.14)

=
∑

b=0,1

P (y
1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+2
),

we only need to compute the numerator terms.
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5.7.4 Splitting up the numerator

Based on the probabilistic structure, we can split up the numerator in (5.13) as follows:

P (y
1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+2
)

=
∑

s,c,s′

P (y
1
, · · · , y

k−1
, Sk = s,Bk = b, Ck = c,

Y k = y
k
, Sk+1 = s′, y

k+1
, · · · , y

K+2
)

=
∑

s,c,s′

P (y
1
, · · · , y

k−1
, Sk = s)P (Bk = b)

·P (Ck = c, Sk+1 = s′|Sk = s,Bk = b)

·P (Y k = y
k
|Ck = c)P (y

k+1
, · · · , y

K+2
|Sk+1 = s′)

=
∑

s

P (y
1
, · · · , y

k−1
, Sk = s)P (Bk = b)

·P (Y k = y
k
|Ck = γ(s, b))

·P (y
k+1

, · · · , y
K+2

|Sk+1 = σ(s, b)). (5.15)

whereγ(s, b) is the encoder output andσ(s, b) the next state ifs is the current state andb
the encoder input.

5.7.5 Alphas and betas and their recursions

If for k = 1, 2, · · · ,K + 2 we define

αk(s)
∆
= P (y

1
, · · · , y

k−1
, Sk = s),

βk+1(s
′)

∆
= P (y

k+1
, · · · , y

K+2
|Sk+1 = s′), (5.16)

then we can rewrite (5.15) as

P (y
1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+2
)

=
∑

s

αk(s)P (Bk = b)P (Y k = y
k
|Ck = γ(s, b))βk+1(σ(s, b)). (5.17)

Of crucial importance is now that theα’s andβ-s can be computed recursively. First set
α1(0, 0) = 1 andα1(s) = 0 for all s 6= (0, 0). Then (forward recursion) for all trellis
sectionsk = 1, 2, · · · ,K + 2 and all statess′

αk+1(s
′) = P (y

1
, · · · , y

k
, Sk+1 = s′) (5.18)

=
∑

s,b→s′

P (y
1
, · · · , y

k−1
, Sk = s)P (Bk = b)P (Y k = y

k
|Ck = γ(s, b))

=
∑

s,b→s′

αk(s)P (Bk = b)P (Y k = y
k
|Ck = γ(s, b)),
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wheres, b→ s′ denote the state-input combinations leading to states′.
Similarly setβK+3(0, 0) = 1 andβK+3(s

′) = 0 for all s′ 6= (0, 0). Then (backward
recursion) for all trellis sectionsk = 1, 2, · · · ,K + 2 and all statess

βk(s) = P (y
k
, · · · , y

K+2
|Sk = s) (5.19)

=
∑

b

P (Bk = b)P (Y k = y
k
|Ck = γ(s, b))βk+1(σ(s, b)).

Note that, just like the Viterbi algorithm, the forward and backward recursions are opera-
tions on the trellis corresponding to the code. When both recursions have been carried out,
the a-posteriori message digit probabilities forb = 0, 1 are computed using (5.17) (and
5.13), which is another trellis operation. The bit-error probability can now be minimized
by taking

b̂k = 1 if P (Bk = 1|y
1
, · · · , y

K+2
) > 1/2, (5.20)

andb̂k = 0 otherwise.
The recursions have led to a second name under which the BCJR algorithm became pop-
ular, the “Forward-Backward” algorithm.

5.8 Performance convolutional code

In Fig. 5.6 we have plotted the results of a simulation based on the BCJR procedure for
our example (7,5)-code. The horizontal axis gives the SNR indB, along the vertical axis
we have the observed bit-error rate. For SNR= −1.0,−0.5, 0, · · · , 6.0 dB we have sim-
ulated 2048 codewords withK = 4096. Note that the Shannon limit for rate1/2 is equal
to 1, which is 0 dB. Our code needs a signal-to-noise ratio of roughly5.8 dB to achieve
a bit-error rate of10−5. Relative to the uncoded case we have therefore gained roughly 2
dB using this convolutional code in combination with the BCJR decoding algorithm. We
are still 5.8 dB from the Shannon limit however. In the next sections we will show how
this gap can be decreased.

5.9 Turbo code, encoder structure

5.9.1 Introduction

One of the most important results in channel-coding theory is probably the invention
of Turbo Codes. Berrou, Glavieux, and Thitimasjshima [11] proposed this method at
the ICC in 1993, and demonstrated its near-Shannon-limit behavior. Both the structure
of the code and the proposed decoding technique are quite remarkable. We will first
describe the encoder and then discuss the corresponding decoding technique. The encoder
is based on (a) systematic recursive convolutional codes, (b) parallel concatenation, and
(c) interleaving systematic symbols. The decoder will be discussed in Sec. 5.10.
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Figure 5.6: Bit-error rate of our example (7,5)-code decoded with the
BCJR procedure based on soft decisions.
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Figure 5.7: Transforming our example code into a systematic code.
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5.9.2 Making our code systematic

A turbo code is constructed from two component codes, which are both systematic. For
a systematic code, the message-digits are directly recognizable in the stream of code bits.
The convolutional encoder that was discussed in Sec. 5.5 is non-systematic. It is not so
hard to make our encoder systematic however. To see this, assume that the first code-
output stream is systematic, i.e.,c1k ≡ bk. This can only be accomplished if we take, see
Fig. 5.7,

s0k = bk ⊕ s1k ⊕ s2k (5.21)

for k = 1, 2, · · · ,K + 2. Now

c2k = pk = s0k ⊕ s2k. (5.22)

We now call the second outputsc2k ≡ pk, the parity outputs of the encoder. The sys-
tematic code that we have obtained in this way again corresponds to a trellis having four
states.
It is very important to observe that the new encoder is not only systematic but also recur-
sive. This has the consequence that a difference of one bit insystematic symbols results
in many different parity symbols, and therefore can be detected quite well. Our example
(7, 5)-code in Fig. 5.3, since it is feedforward instead of recursive, does not have this
property. If we toggle a single message digit (bit), only fivecode digits flip.

5.9.3 Parallel concatenation of two systematic codes, Interleaving
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Figure 5.8: The turbo encoder structure as proposed by Berrou,
Glavieux, and Thitimajshima.
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A turbo encoder, see Fig. 5.8, consists of two systematic convolutional codes. There is
a systematic stream (bk) which is encoded by the first encoder into a first parity stream
(p′k), but the systematic stream is also encoded by a second encoder into a second parity
stream (p′′Π(k)). The surprising idea behind the turbo-encoder is however that the system-
atic stream is interleaved before it enters the second encoder. The interleaver based on
permutationΠ(·), permutes the systematic stream, so that systematic symbols which are
close to each other before interleaving, are far apart afterinterleaving, see table below.

k 1 2 3 4 5 6 7 8 9
Π(k) 1 4 7 2 5 8 3 6 9

.

The interleaver in the table is a so-called block-interleaver. It is based on a3 × 3 block.
Interleaving is done by writing the systematic symbols in this block row by row, and then
read them out column by column. Apart from block-interleavers there are so-called ran-
dom interleavers for which the permutation is determined atrandom, and therefore these
interleavers have no structure. Note that always the decoder is aware of the permutation
that is used by the encoder. For every message digit enteringthe encoder there are three
code digits leaving. Therefore the rate of our turbo code is1/3.

Since we have two encoders working in parallel on the same systematic bits, we say the
two codes are parallel concatenated. Later, in Sec. 5.13, wewill discuss serial concatena-
tion of two codes.

Our example (feed-forward) convolutional code started in the all-zero state and was, at
the end of the codeword, driven back to the all-zero state by making the last two message
digits zero, see Sec. 5.5. The two encoders in a turbo code also start and end in the all-zero
state. To guarantee this, four message digits cannot be arbitrarily chosen, and therefore
the trellis length of both codes isK + 4, whereK is the number of message digits that
can be freely chosen. For details we refer to Sec. 5.11.

5.10 Turbo decoding procedure

5.10.1 BCJR algorithm for a Systematic Code

The BCJR algorithm for decoding a systematic code is a special version of the general
procedure described in Sec. 5.7 applying to any finite-stateencoder. It is this special
version that makes interaction between the two codes possible and consequently turbo-
decoding work. Therefore we will first discuss the probabilistic structure corresponding
to systematic encoding, and after that we will describe the modified BCJR procedure.

The systematic structure is shown in Fig. 5.9. Note thatybk andypk are the channel
outputs resulting from the systematic symbolsbk and parity symbolspk respectively. The

transition probabilities (likelihoods) are as in (5.10). Moreover we definey
k

∆
= (ybk, ypk).

Based on this systematic probabilistic structure we can write for the “numerator” for
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Figure 5.9: Probabilistic structure corresponding to a systematic finite-
state encoder.

b = 0, 1 and allk that

P (y
1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+4
)

=
∑

s,p,s′

P (y
1
, · · · , y

k−1
, Sk = s,Bk = b, Pk = p,

Ybk
= ybk

, Ypk
= ypk

, Sk+1 = s′, y
k+1

, · · · , y
K+4

)

=
∑

s

P (y
1
, · · · , y

k−1
, Sk = s)P (Bk = b)

·P (Ybk
= ybk

|Bk = b)P (Ypk
= ypk

|Pk = π(s, b))

·P (y
k+1

, · · · , y
K+4

|Sk+1 = σ(s, b)), (5.23)

whereπ(s, b) is the parity output andσ(s, b) the next-state ifs is the current state and
b the encoder input (and systematic output). Substitutingα’s andβ’s and re-arranging
terms we obtain

P (y
1
, · · · , y

k−1
, Bk = b, y

k
, y

k+1
, · · · , y

K+4
)

= P (Bk = b)P (Ybk
= ybk

|Bk = b) (5.24)

·
∑

s

αk(s)P (Ypk
= ypk

|Pk = π(s, b))βk+1(σ(s, b)).

In this expression we can distinguish between three different factors. The first factor
P (Bk = b) is the a-priori probability of the message digit, the secondfactorP (Ybk

=
ybk

|Bk = b) is the systematic channel likelihood, and the third factor
∑

s αk(s)P (Ypk
=

ypk
|Pk = π(s, b))βk+1(σ(s, b)) is the so-called extrinsic probability. We will see later

that this extrinsic probability will play a crucial role in the turbo-decoding process.

Just like theα- andβ-recursions for feedforward codes, which are given in (5.18) and
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(5.19), the recursions for the systematic case are given by

αk+1(s
′) =

∑

s,b→s′

αk(s)P (Bk = b)P (Ybk
= ybk

|Bk = b)

P (Ypk
= ypk

|Pk = π(s, b)),

βk(s) =
∑

b

P (Bk = b)P (Ybk
= ybk

|Bk = b)

P (Ypk
= ypk

|Pk = π(s, b))βk+1(σ(s, b)). (5.25)

Now that we know how the BCJR method should be adapted to systematic codes we can
turn to turbo-decoding. First we will discuss a related problem however.

5.10.2 One systematic symbol in two codes

The idea behind turbo decoding is that information resulting from the first decoding pro-
cedure is handed over to the second decoding procedure. The second decoding procedure
subsequently hands over information to a third procedure, etcetera. To find out what kind
of information should be exchanged between the decoders, weconsider a simple problem
in which a single systematic symbol is part of two systematiccodes, see Fig. 5.10.

horizontal code

b′K+4· · ·b′i+1

vertical
code

b′′K+4

...

b′′j+1

bij

b′′j−1

...

b′′1

b′i−1· · ·b′1

Figure 5.10: A symbolbij contained in two different systematic codes.

Consider a pair of integersi, j. The binary message symbols
b′1, b

′
2, · · · , b′i−1, bij , b

′
i+1, · · · , b′K+4 are the systematic symbols of a first (horizontal)

convolutional code. The symbolsb′′1 , b
′′
2 , · · · , b′′j−1, bij , b

′′
j+1, · · · , b′′K+4 are the system-

atic symbols of a second (vertical) convolutional code. Note that symbolbij is part of
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both codes. The rate of both codes is1/2, hence the first and second code produce parity
symbolsp′1, p

′
2, · · · , p′K+4 andp′′1 , p

′′
2 , · · · , p′′K+4 respectively. Note that there are two

parity symbols forbij . The length of both codes isK + 4, just like the length of the com-
ponent codes of our turbo code. Note however that in our turbocode all message symbols
are in two codes.
We are interested only in decoding the overlap-symbolbij . To determine the a-posteriori
probabilities for the overlap-symbolbij we can need

P (y′
1
, · · · , y′

i−1
, y′′

1
, · · · , y′′

j−1
, Bij = b, ybij

, yp′

ij
, yp′′

ij
,

y′
i+1

, · · · , y′
K+4

, y′′
j+1

, · · · , y′′
K+4

)

=
∑

s′,s′′

α′
i(s

′)α′′
j (s′′)P (Bij = b)P (Ybij

= ybij
|Bij = b)

·P (Yp′

ij
= yp′

ij
|P ′

ij = π(s′, b))β′
i+1(σ(s′, b))

·P (Yp′′

ij
= yp′′

ij
|P ′′

ij = π(s′′, b))β′′
j+1(σ(s′′, b))

= P (Bij = b) · P (Ybij
= ybij

|Bij = b) (5.26)

·


∑

s′

α′
i(s

′)P (Yp′

ij
= yp′

ij
|P ′

ij = π(s′, b))β′
i+1(σ(s′, b))




·


∑

s′′

α′′
j (s′′)P (Yp′′

ij
= yp′′

ij
|P ′′

ij = π(s′′, b))β′′
j+1(σ(s′′, b))


 .

Again we can recognize an a-priori probability factor, a systematic channel probability
factor, the extrinsic probability factor corresponding tothe horizontal code, and another
extrinsic probability factor related to the vertical code.When we focus only on the de-
coding based on the vertical code, the first extrinsic probability factor can be considered
as an adjustment factor for the a-priori probability of the vertical code. The extra ex-
trinsic probability factor should have been determined before, by decoding based on the
horizontal code.

5.10.3 All systematic symbols of a vertical code are in different hori-
zontal codes

Next consider a slightly more complex problem where we have asystematic vertical code
that we want to decode, for which all the systematic symbols are also in a horizontal code,
see Fig. 5.11. The vertical code and all horizontal codes have lengthK + 4 again. The
question is now how to set this decoding procedure.
Following and extrapolating the procedure developed in theprevious subsection, it is
obvious that first extrinsic probability factors for all systematic symbolsb1, b2, · · · , bK+4

should be obtained fromK + 4 horizontal BCJR-decoding actions. These horizontal
extrinsic probability factors should then be used to adjustthe a-priori probabilities of all
the systematic symbolsb1, b2, · · · , bK+4. A BCJR procedure should be done based on
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b′′1

b′′K+4

...

b′′3

b′′2

Figure 5.11: All symbols in the vertical code belong to different horizontal
codes.

these adjusted a-priori probability factors. This procedure then leads to the a-posteriori
symbol probabilities which can be used to make (optimum) decisions on these symbols.

5.10.4 An additional layer of vertical codes

We continue now by considering a setting in which we have a systematic vertical code that
we want to decode, for which all the systematic symbols are also in different horizontal
codes. The other systematic symbols in these horizontal codes are all in different vertical
codes again, see Fig. 5.12. Again we are interested in the decoding procedure that leads to
the (a-posteriori probabilities of the) systematic symbols in the layer-three vertical code.
It will be clear that an optimal procedure starts with BCJR-decoding of the layer-one
vertical codes. These decoding operations result in extrinsic probability factors that are
used to adjust the corresponding a-priori probabilities ofthe symbols in the horizontal
codes in layer two. Next all these horizontal codes are BCJR-decoded, which results
in the extrinsic factors that are used to adjust the a-prioriprobabilities of the systematic
symbolsb′′′1 , b

′′′
2 , · · · , b′′′K+4 in the final vertical code. Finally a BCJR-procedure based

on these adjusted a-priori probability factors gives the final result, i.e., the symbols in the
layer-three vertical code.
From the discussions so far, it will be clear that similar procedures apply to systems with
more than three layers. What is still missing however, is theprocedure for decoding a
turbo code.

5.10.5 Decoding a turbo code

Observe first that the systematic input sequenceb1, b2, · · · , bK+4 can be decoded in two
different ways: (i) using the channel-output streams
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Figure 5.12: Three layers of codes.
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(yb1 , yp′

1
), (yb2 , yp′

2
), · · · , (ybK+4 , yp′

K+4
) for decoding the first (horizontal) code, or (ii)

using the channel-output streams(yb1 , yp′′

1
), (yb2 , yp′′

2
), · · · , (ybK+4 , yp′′

K+4
) for decoding

the second (vertical) code. A turbo decoder iterates between these horizontal and vertical
decoding actions. It starts by doing a horizontal BCJR decoding action. Next it performs
a vertical BCJR action. It would be nice if for this action information resulting from
the first horizontal action could be used somehow. Note that this situation resembles the
one described in subsection 5.10.3, however here all message symbols are in the same
horizontal code, and not in different ones as in subsection 5.10.3. Since an interleaver is
used, the difference can be ignored however. The behavior ofa BCJR algorithm is mainly
determined by the dependencies of the variables that “are close together,” i.e., in neigh-
boring trellis sections. Dependencies of variables that are far apart do not really matter.
The interleaver guarantees that there is little dependencybetween extrinsic information
factors, which are close in the vertical trellis. As a resultthe horizontal decoder can pass
on interleaved extrinsic information of all the message digits to the vertical decoder (see
Fig. 5.13).
The next operation is a horizontal BCJR action, and again we want to find out what kind
of information should be used coming from the last vertical action. Just as in subsection
5.10.4 we can use the extrinsic information resulting from that last vertical action. It
should be noticed that the extrinsic information should be de-interleaved (see Fig. 5.13).
Again the use of the interleaver guarantees that the fact, that there is only one vertical and
one horizontal code, can be ignored.
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Figure 5.13: Turbo-decoder architecture. The decoder outputs a-
posteriori probabilities of the message digits.

In this way we continue. The extrinsic information producedin a certain decoding action
is (de-)interleaved and used to adjust the a-priori information in the next decoding action.
Since we assume that the dependence between extrinsic factors is zero, the suggested
procedure is actually suboptimal. Nevertheless its performance turns out to be excellent
in practise.
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The architecture of a turbo-decoder is given in Fig. 5.13. There are a couple of remarks
that we want to add here. All a-priori probabilities are equal to 1/2. Adjusting such
a-priori probabilities with extrinsic factors is actuallythe same as using these extrinsic
factors as a-priori probabilities. Moreover we see that in the iterations extrinsic informa-
tion circles around between the two BCJR-decoders, and these decoders are modified for
computing extrinsic information only. In the last decodingaction the decoder should be
complete and compute a-posteriori message digit probabilities. In the literature, comput-
ing extrinsic information, is described often as an adjustment of the a-posteriori proba-
bilities, i.e., dividing them by a-priori probability and systematic channel likelihood. It is
better to compute the extrinsic information directly however.

5.11 Terminating two trellises

How can we terminate the two trellises simultaneously? To see how this can be done,
observe that each weight-one input sequence results in somefinal state-pair, a state in
which the first encoder ends and a state in which the second encoder ends. For an arbitrary
input sequence the final state-pair is the sum of such pairs bylinearity. Now using a Gram-
Schmidt procedure, we can select a setS of four weight-one input sequences that spans the
space of the sixteen possible final state-pairs. The symbolsat the positions corresponding
to the setS of weight-one input sequences can be used to compensate every state-pair
resulting from the symbols at the remaining positions.

5.12 Performance turbo code

To determine the performance of our turbo code we have done a simulation. We have
decoded 2048 blocks of 4096 symbols. For each block a new interleaver was chosen at
random, where all permutations have the same probability. We have considered up to
16 iterations, i.e., 32 BCJR-actions. From these simulations it can be concluded that a
signal-to-noise ratio of roughly−1.1 dB is needed to obtain an error probability of10−5.
Since the Shannon limit corresponding to rate1/3 is−2.31 dB, our turbo code is only 1.2
dB from the Shannon limit. By choosing better and more complex component codes and
larger interleavers, we can even get closer to the Shannon limit. However our relatively
simple turbo code has already bridged the largest part of theeight dB gap that separates
uncoded systems from the Shannon limit.
Fig. 5.14 shows that for 16 iterations the observed bit-error rate curve seems to flatten off
at signal to noise ratios larger than -1.2 dB. This so-calledfloor effect is a consequence of
the fact that the minimum distance of our turbo-code is not very large. The codes that we
will discuss in the next section behave better in that respect, see Fig. 5.19.

5.13 Serial concatenation, encoder structure

So far we have discussed turbo coding, a technique based on parallel concatenation. In
the non-ierative case, serial concatenation is a topic thatis better studied and better under-
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Figure 5.14: Bit-error rate of our turbo code. Also the corresponding
Shannon limit is shown.
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stood than parallel concatenation. Forney [33] showed thatserial concatenation can lead
to powerful codes that are relatively easy to decode. Moreover these codes can be used to
correct burst-errors by spreading out bursts over several codewords.
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Figure 5.15: A systematic (recursive) rate-2/3 convolutional encoder.

A question that pops up now is whether a turbo-like decoding procedure and performance
is possible also for serially concatenated convolutional codes. Benedetto and Montorsi
[9] proposed a method demonstrating that indeed this is true. Their serial code consist
of a recursive rate-2/3 systematic, see Fig. 5.15, inner code, i.e., the code closest to
the channel, and an outer code which is feedforward with rate1/2, see Fig. 5.16. The
two codes are connected to each other by an interleaver. Although in [9] this interleaver
permutes the code bits that leave the outer encoder, we assume here that the code-bit pairs
that are produced by this encoder are permuted, before beinghanded over to the inner
encoder, see Fig. 5.16.
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Figure 5.16: Two serially concatenated convolutional codes and a bit-pair
interleaver.

5.14 Serial case, decoding procedure

Just like for the turbo-case it is a challenge to find out how toset up the iterative decoding
process for the serial setting. The problem is to determine what kind of information should
circle around between subsequent decoding actions. Where in the turbo-case both the
decoders were jointly working on improving the quality of their systematic message digit
a-posteriori probabilities, it is intuitively clear to have, in the serial case, both the inner
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and outer decoder working on improving the quality of the a-posteriori probabilities of the
code-bit pairs(c1k, c2k). This follows from the fact that these pairs form the connection
between both encoders. In the next subsection we will find outwhat information one
decoder needs to provide for the other.

5.14.1 Two connected codes again

Just like in the parallel case the outer and inner code are connected. Now it is not a
systematic symbolbij which is input to two encoders, but now it is a code-bit paircij
which is output of the outer encoder and, after interleaving, input of the inner encoder,
see Fig. 5.17. Also here four message digits are used to forceboth encoders back to the
all-zero state.

output

code

input
inner

cIK+4

...

cIj+1

cIj−1

...

cI1

cOK+4· · ·cOi+1cijcOi−1· · ·cO1

outer code

Figure 5.17: A pair cij which is both output of the outer encoder and input
for the inner encoder.

The corresponding joint probability of the code-bit paircij and all received channel out-
puts, can therefore be written as

P (Cij = c, · · · )
=

∑

sO,b→c

∑

sI

αO
i (sO)P (Bi = b)αI

j (s
I)

·P (y
j
|γI(sI , c))βI

j+1(σ
I(sI , c))βO

i+1(σ
O(sO, b)), (5.27)

where superscriptsO andI refer to the outer and inner code respectively. The a-priori
probabilitiesP (Bi = 0) = P (Bi = 1) = 1/2, i.e., uniform. An output tripley

j
consists
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of three values(yc1j
, yc2j

, ypj). We can now rewrite this equation in two different ways,
focussing either on the outer decoder and on the inner decoder.

5.14.2 Two perspectives

First we consider the actions of the inner decoder. Now

P I(Cij = c) =
∑

sI

αI
j (s

I)PO
x (c)P (y

j
|γI(sI , c))βI

j+1(σ
I(sI , c)) (5.28)

where extrinsic informationPO
x (c)

PO
x (c) =

∑

sO,b→c

αO
i (sO)P (Bi = b)βO

i+1(σ
O(sO, b)), (5.29)

should be provided by the outer decoder. This extrinsic information acts as a-priori infor-
mation for the inner decoder. Observe that this inner decoder computes the a-posteriori
probabilities of the input symbolsc of the inner encoder, which is what we have seen
before in the parallel concatenated scheme.
Next we concentrate on the actions of the outer decoder. We can write

PO(Cij = c) =
∑

sO,b→c

αO
i (sO)P (Bi = b)P I

x (c)βO
i+1(σ

O(sO, b)), (5.30)

where the extrinsic informationP I
x (c)

P I
x (c) =

∑

sI

αI
j (s

I)P (y
j
|γI(sI , c))βI

j+1(σ
I(sI , c)) (5.31)

should come from the other decoder, the inner decoder. Note that this extrinsic informa-
tion can be regarded as likelihood information for the outerdecoder. Observe that the
outer decoder computes the a-posteriori probabilities of the output symbolsc of the outer
encoder, which is different from what we have seen before in the parallel concatenated
scheme.

5.14.3 Decoding procedure

The observations made in the previous subsection lead to thefollowing decoding proce-
dure, see Fig. 5.18.
First the inner decoder computes, as in (5.28) the a-posteriori (joint) probabilitiesP I(Cij =

c), assuming that there is no knowledge about thePO
x (c) yet, hence the extrinsic proba-

bilities PO
x (c) are all equal. Then the extrinsic probabilitiesP I

x (c) should be computed
as in (5.31). Observe however that in this first step these areidentical to the a-posteriori
probabilitiesP I(c). This extrinsic information is now de-interleaved and passed on to the
outer decoder.
The outer decoder computes, as in (5.30), the a-posteriori probabilitiesPO(Cij = c)

in which the de-interleaved extrinsic informationP I
x (c) is used. Next the outer decoder
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must compute the extrinsic probabilitiesPO
x (c) based on (5.29). Note that these extrinsic

probabilities are equal to the a-posteriori probabilitiesdivided by the incoming extrinsic
probabilitiesP I

x (c). The resulting extrinsic probabilities are interleaved and then handed
over to the inner decoder.
The inner decoder computes, as in (5.28) the a-posteriori probabilitiesP I(Cij = c),
using the interleaved extrinsic probabilitiesPO

x (c). The extrinsic probabilitiesP I
x (c) are

now computed as in (5.31), hence we must divide the a-posteriori probabilities by the
incoming interleaved extrinsic probabilitiesPO

x (c). The computed extrinsic information
is de-interleaved and serves as input for the outer decoder.Etc.
A last decoding action is done by the outer decoder, that computes similar to (5.30) a-
posteriori probabilitiesPO(Bi = b) of the message bits. We can write forb = 0, 1

PO(Bi = b) =
∑

sO

αO
i (sO)P (Bi = b)P I

x (γO(sO, b))βO
i+1(σ

O(sO, b)). (5.32)

Normalizing now yields the a-posteriori probabilities.
Although the description above suggests that outgoing extrinsic probabilities are com-
puted by dividing computed a-posteriori probabilities by incoming extrinsic probabilities,
the BCJR algorithm can also be modified such that extrinsic probabilities are computed
directly. Fig. 5.18 shows how the extrinsic information circles around between inner and
outer decoder.
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Figure 5.18: Decoder architecture for a serially concatenated code.

5.15 Performance serially concatenated code

Also for our serially concatenated code we have performed simulations. Again we have
decoded 2048 blocks of 4096 symbols, and again for each blocka new interleaver was
chosen at random. Just like for the turbo case (parallel concatenation) we have considered
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up to 16 iterations, i.e., 32 BCJR-actions. Also these simulations demonstrate, see Fig.
5.19, that a signal-to-noise ratio of roughly−1.3 dB results in a bit-error probability of
10−5. Therefore our serially concatenated code is only one dB from the Shannon limit.
Using better codes and larger interleavers we can get closerto the Shannon limit.
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Figure 5.19: Bit-error rate of our serially concatenated code.

5.16 Conclusion

We have first discussed channel capacity and the resulting Shannon limit. Without cod-
ing a signal-to-noise ratio, which is roughly 8dB larger than the Shannon limit, is needed
for reliable transmission. We have discussed simple parallel and serially concatenated
convolutional codes, and the corresponding decoding procedures, that achieve the Shan-
non limit within roughly one dB. These procedures are based on modified versions of the
BCJR algorithm [4].
Our approach follows Gallager [32] who investigated iterative procedures for decoding
LDPC codes. The notion of a parity-check tree, see Fig. 6 in [32], is quite similar to
the setting shown in Fig. 5.12, where we discuss codes intersecting with other codes that
intersect again with other codes, etc.. Just like Gallager we ignore the fact that some of
these codes are not independent but actually the same.
We have focussed only on methods based on the BCJR [4] method.These methods are
called probabilistic decoding methods in Costello and Forney [28]. This latter paper gives
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an excellent and extensive overview of the development of coding theory, and contains
many references for readers who want to learn more on this topic.



Chapter 6

Two-Dimensional Iterative
Processing for DAB Receivers
Based on Trellis Decomposition

It is well known that iterative (turbo) decoding proceduresapproach channel capacity,
e.g., in the AWGN setting. Moreover, in the literature a number of encouraging results
on serial concatenation of convolutional encoding followed by differential encoding with
turbo-like decoding techniques for single-carrier systems are found, also referred to as
Turbo-DPSK. For those reasons the focus of this chapter is toanalyse the application of
Turbo-DPSK for DAB receivers1.

6.1 Outline

We investigate trellis decoding and iterative techniques for DAB, with the objective of
gaining from processing 2D-blocks in an OFDM scheme, that is, blocks based on the
time and frequency dimension, and from trellis decomposition.
Trellis-decomposition methods allow us to estimate the unknown channel-phase since this
phase relates to the sub-trellises. We will determine a-posteriori sub-trellis probabilities,
and use these probabilities for weighting the a-posteriorisymbol probabilities resulting
from all the sub-trellises. Alternatively we can determinea dominant sub-trellis from
the a-posteriori sub-trellis probabilities and use the a-posteriori symbol probabilities cor-
responding to this dominant sub-trellis. This dominant sub-trellis approach results in a
significant complexity reduction.
We will investigate both iterative and non-iterative methods. The advantage of non-
iterative methods is that their forwardbackward procedures are extremely simple; how-

1This chapter is based on the paper published asW.J. van Houtum and F.M.J. Willems, “Two-
Dimensional Iterative Processing for DAB Receivers Based on Trellis-Decomposition”, Journal of
Electrical and Computer Engineering, no. 394809, 15 pages,2012.
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ever, also their gain of0.7 dB, relative to 2SDD at a BER of10−4, is modest. Iterative
procedures lead to the significantly larger gain of3.7 dB at a BER of10−4 for five iter-
ations, where a part of this gain comes from 2D-processing. Simulations of our iterative
approach applied to the TU-6 (COST-207) channel show that weget an improvement of
2.4 dB at a Doppler frequency of 10Hz.

6.1.1 Problem description

DAB systems, DAB+ systems, and T-DMB systems use OFDM, for which every OFDM-
subcarrier is modulated byπ/4-DE-QPSK [25].
Commonly usedclassicalDAB receivers perform non-coherent 2SDD with soft-decision
Viterbi decoding [79]. Non-coherent detection schemes like 2SDD are not optimal and
can be improved by MSDD, which is a maximum likelihood procedure for finding a block
of information symbols after observing a block of received symbols [22]. For very large
numbers of observations, the performance of MSDD approaches the performance of ideal
coherent detection of DE-QPSK, which is given in, e.g., [15], [19], [74]. Non-coherent
MSDD can also be used if channel coding is applied in a non-iterative way, see [23], [21].
If MSDD is combined with iterative (turbo) processing (parallel concatenated systems
were first described by Berrou et al. [11], serial concatenation was developed by Benedetto
and co-investigators [9], [8], [7]), it needs to be improvedto get a more acceptable com-
plexity. We were motivated by a number of encouraging results on serial concatenation of
convolutional encoding followed by differential encodingwith turbo-like decoding tech-
niques, also referred to asTurbo-DPSK. Turbo-DPSK was investigated for single-carrier
transmission on AWGN channels in [57], [6], [72], [49], [58], and [20], as well as for
time-varying channels in [41], [42], [46], [18], and [53]. The main objective of these
papers was to reduce the complexity of the inner decoder. Twomain methods can be
distinguished, first an explicit estimation of the channel phase followed by coherent de-
tection, see [41] and [42], and for the 2D-case [71], [52], and [65], or secondly by directly
calculating thea-posterioriprobabilities of the information symbols as in [58], [20], [18],
and for the 2D case [51], [64], and [36].
We focus in the present paper on 2D processing, i.e., in both the frequency- and time-
domain. We will propose methods based on iteratively demodulating and decoding blocks
of received symbols in a DAB-transmission stream. First we will however summarize
other 2D approaches, that are relevant to our work.
The work of ten Brink et al. in [71] on 2D phase-estimate methods can be regarded as an
extension of the results of Hoeher and Lodge in [42] to the multi-carrier case. Park et al. in
[52] improved the hard-decision approach of ten Brink et al.by considering soft-decision.
Both [71] and [52] rely on pilot symbols, which are not present in DAB-transmission [25]
unfortunately. Blind channel estimation techniques were proposed by Sanzi and Necker
in [65]. They proposed a combination of the iterative schemeof ten Brink in [71] and a
fast converging blind channel estimator based on higher order asymmetrical modulation
schemes, which are not used within a DAB-transmission [25].
To obtain a-posteriori probabilities of the information symbols in a 2D setting, May,
Rohling, and Haase in [51], [64], and [36], considered iterative decoding schemes for
multi-carrier modulation with the SOVA, [37]. The SOVA was used for differential detec-
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tion as well as for decoding of the convolutional code. They used in the coherent setting
an estimate of the phase based on a block of three by three received symbols, which are
adjacent in time and frequency direction. They proposed, for the coherent case, to use
only the current received symbol to obtain a symbol-metric for the SOVA inner-decoder,
actually ignoring the differential encoding. For the incoherent case, they used a transition-
metric for the SOVA inner-decoder based on the current and previously received symbol.
These a-posteriori detection schemes produce approximations of the a-posteriori proba-
bilities. Procedures that focus on efficient computation ofexact values can be found in
[19] for the coherent case, but also in [20] for the incoherent case.

To reduce complexity we accept a small performance loss due to channel-phase discretiza-
tion (see, e.g., Peleg et al. [58] and Chen et al. [18]) in thiscontribution, but apart from
that we determine the exact a-posteriori probabilities of the information symbols in a 2D
setting. Our starting point will be the techniques proposedby Peleg et al. in [58]. We
discretize the channel phase into a number of equispaced values, but do not allow the
“side-step” transitions that were proposed by Peleg et al. to track small channel-phase
variations. Then we calculate, in an efficient way, the a-posteriori probabilities of the
information symbols using the BCJR-algorithm [4] in a 2D setting, see also [73]. We
will consider 2D-blocks and trellis decomposition. Each 2D-block consist of a number of
adjacent subcarriers of a number of subsequent OFDM symbols. Focussing on 2D-blocks
was motivated by the fact that the channel coherence-time istypically limited to a small
number of OFDM symbols, but also since DAB-transmissions use time-multiplexing of
services, which limits the number of OFDM symbols in a codeword. Extension in the sub-
carrier direction is required then to get reliable phase estimates. The trellis-decomposition
method allow us to estimate the unknown channel-phase efficiently. This phase is re-
lated to sub-trellises of which we can determine the a-posteriori probabilities. With these
probabilities we are able to chose a dominant sub-trellis, which results in a significant
complexity reduction.

Franceschini et al. [31] also use the idea of trellis-decomposition and sub-trellises (mul-
tiple trellises), to focus on estimating channel parameters. Variation of these parameters
is tackled by applying so-called inter-mix intervals, in which special manipulations (mix-
metric techniques) on the forward and backward metrics are performed. Since we cannot
track channel variations here, we apply a 2D-approach whichis based on the assumption
that there are independent channel realizations within distinct blocks. We will explain
later, in Subsection 6.2.1, why we cannot track the channel phase.

6.2 Description of a digital audio broadcasting (DAB) sys-
tem

Since we use in this chapter some specific symbol notations and definitions we will, for
clearness, introduce the notations and definitions by discussing the particular system-
blocks where their functionality is represented by these symbols.
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Figure 6.1: DAB convolutional encoder, interleaver, differential en-
coders, and multi-carrier modulator with an IFFT.

6.2.1 Overview

Terrestrial digital broadcasting systems like DAB, DAB+, and T-DMB, all members of
the “DAB-family”, comprise a combination of convolutionalcoding (CC), interleaving,
π
4 -DE-QPSK modulation followed by OFDM, see Fig. 6.1. Time multiplexing of the
transmitted services allows the receiver to performper service symbol processing[25], see
Fig. 6.2 where1536 is the number of “active” OFDM-subcarriers for a DAB-transmission
in Mode-I [25], hence the receiver can decode a certain service without having to process
the OFDM symbols that do not correspond to this service.
Consequently, only at particular time instants within a DABtransmission-frame a small
number (usually up to four) of OFDM-symbols need to be processed. This results in
“idle-time” for the demodulation and decoding processes.
Note, that due to this “idle-time” the mix-metric techniques of [31] cannot be applied to
DAB-receivers. However, if all the transmitted services are decoded, and there is no idle-
time, mix-metric techniques could be a valuable extension to the 2D iterative processing
methods based on trellis-decomposition that we will develop here.
In the following subsections we will describe the transmit processes (convolutional en-
coding, differential modulation, and OFDM) in more detail.

6.2.2 Convolutional coding and interleaving

The convolutional code that is used within DAB has basic code-rateRc = 1
4 , constraint

lengthK = 7 and generator polynomialsg0 = 133, g1 = 171, g2 = 145, andg3 = 133.
Larger code-rates can be obtained via puncturing of the mother code, see Hagenauer [38].
The time- and frequency-interleavers in DAB perform bit andbit-pair interleaving, re-
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Figure 6.2: Three services mapped onto consecutive OFDM symbols.
Note that there is overlap between the service since differ-
ential modulation is used.

spectively. As a result the code-bits leaving the convolutional encoder are permuted and
partitioned over the sub-carriers of a number of subsequentOFDM-symbols (in subse-
quent frames). The bits for each sub-carrier are grouped in pairs, and each of such pair
is mapped onto a phase (difference) that therefore can assume four different values. The
mapping that is used here is based on the Gray principle, i.e., labels that correspond to
adjacent phase differences differ only in a single bit-position.

6.2.3 Differential modulation in each subcarrier

For each sub-carrierπ4 -DE-QPSK modulation is applied. A sequenceb = (b1, b2, · · · , bN)
consisting ofN symbols (phase differences)bn for n = 1, 2, · · · , N carries the informa-
tion that is to be transmitted via this sub-carrier. The symbols bn, n = 1, 2, · · · , N as-
sume values in the (offset) alphabetB = {ej(pπ/2+π/4), p = 0, 1, 2, 3}. The transmitted
sequences = (s0, s1, · · · , sN ) of lengthN + 1 follows fromb by applying differential
phase modulation, i.e.,

sn = bnsn−1, for n = 1, 2, · · · , N, (6.1)

where for the first symbols0
∆
= 1.

6.2.4 OFDM in DAB

OFDM in DAB is realized using aB-point complex IFFT, whereB is 256, 512, 1024, or
2048. To compute then-th time-domain OFDM-symbol̃sn = (s̃1,n, s̃2,n, · · · , s̃B,n), we
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determine

s̃t,n =
1√
B

B∑

m=1

sm,ne
j2π

(t−1)(m−1)
B , for t = 1, 2, · · · , B, (6.2)

andsm,n is then-th differentially encoded symbol corresponding to them-th sub-carrier,
or equivalently them-th element in then-th frequency-domainOFDM-symbol, see Fig. 6.1.
Note, that the IFFT is a computationally efficient IDFT for values ofB that are powers of
2. To prevent ISI resulting from multi-path reception, a cyclic prefix of lengthLcp is added
to the sequencẽsn. This leads to the sequencesn = (s̃B−Lcp+1,n, · · · , s̃B,n, s̃1,n, s̃2,n, · · ·
, s̃B,n) that is finally transmitted.
We assume that the channel is slowly varying with an impulse response shorter than the
cyclic-prefix length. Moreover we assume that the channel coherence-bandwidth and
coherence-time span multiple OFDM-subcarriers and multiple OFDM-symbols. There-
fore, the channel-phase and gain might be assumed to be fixed for a number of adjacent
subcarriers and consecutive symbols. This is the assumption on which we base our inves-
tigations. The channel phase and gain are assumed constant (yet unknown to the receiver)
over a2D-block of symbols, see Fig. 6.3.

· · ·

? ? ?

? ? ?? ?

· · ·

...

y2,1

y2,N

yM,0y2,0

· · ·

· · ·
...

yM,1

yM,N

...

y1,1

y1,N

y1,0

· · ·

Figure 6.3: A 2D-block of symbols out of an OFDM stream. We are inter-
ested inM adjacent sequences ofN +1 subsequent symbols,
where each such sequence corresponds to one ofM adjacent
sub-carriers.

The receiver, in the case of perfect synchronization, removes the (received version of
the) cyclic prefix, and then applies aB-point complex FFT on the time-domain received
sequencẽrn = (r̃1,n, r̃2,n, · · · , r̃B,n) which results in theB received symbols

rm,n =
1√
B

B∑

t=1

r̃t,ne
−j2π

(m−1)(t−1)
B , for m = 1, 2, · · · , B. (6.3)

OFDM reception can be regarded as parallel matched-filtering corresponding toB com-
plex orthogonal waveforms, one for each subcarrier. This results in a channel model,
holding for a 2D-block of symbols, that is given by
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rm,n = |h|ejφsm,n + nm,n, (6.4)

for some subsequent values ofn andm, where the channel gain|h| and phaseφ are
unknown to the receiver. It should be noted that a phase rotation proportional tom, due
to a time-delay, is removed by linear phase correction (LPC). This technique modifies the
phase of each OFDM subcarrier with an appropriate rotation based on the starting position
(time-delay) of the FFT-window within the OFDM symbol. In practise this delay can be
determined quite accurately.
In the next subsection we focus on a single subcarrier.

6.2.5 Incoherent reception, channel gain known to receiver

The sequences that is transmitted via a certain subcarrier is now observedby the receiver
as sequencer = (r0, r1, · · · , rN ). Note that compared to the previous subsection we
have dropped the subscriptm here. Since it is relatively easy to estimate the channel gain,
we assume here that it is perfectly known to the receiver and to ease our analysis we take
it to be one. The received sequence now relates to the transmitted sequences as follows

rn = ejφsn + nn, for n = 0, 1, · · · , N, (6.5)

where we assume thatnn is circularly symmetric complex Gaussian with varianceσ2

per component. Basically we assume that the random channel-phaseφ is real-valued and
uniform over[0, 2π) . This channel phase is fixed over allN + 1 transmissions, and
unknown to the receiver.
Accepting a small performance loss as in, e.g., Peleg et al. [58] and Chen et al. [18]
we may assume that the channel-phase is discrete, and uniform over 32 levels which are
uniformly spaced over[0, 2π), hence

Pr{φ = πl/16} = 1/32, for l = 0, 1, 2, · · · , 31. (6.6)

We will first study the situation in which we consider a uniformly chosen channel phase
in a single sub-carrier. Later we will also investigate the setting in which a uniformly
chosen channel phase is moreover constant over a number of (adjacent) sub-carriers.

6.2.6 Equivalence between DE-QPSK andπ/4-DE-QPSK

It is well-known and straightforward to show that theπ/4-DE-QPSK modulation, which
is performed in each of the sub-carriers, is equivalent to DE-QPSK. To see this, we define
for n = 1, 2, · · · , N

an = bne
−jπ/4, (6.7)

and forn = 0, 1, · · · , N
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xn = sne
−jnπ/4,

yn = rne
−jnπ/4,

wn = nne
−jnπ/4. (6.8)

It now follows thatan ∈ A = {ejpπ/2, p = 0, 1, 2, 3}, x0 = 1, and

xn = bnsn−1e
−jnπ/4

= bne
−jπ/4sn−1e

−j(n−1)π/4 = anxn−1.

yn = (ejφsn + nn)e−jnπ/4 = ejφxn + wn. (6.9)

Now we may conclude that alsoxn ∈ A for all n = 0, 1, · · · , N , and thatwn, just
like nn, is circularly symmetric complex Gaussian with varianceσ2 per component.
Moreover sinceb is Gray-coded with respect to the interleaved code-bits, sois a =
(a1, a2, · · · , aN ). From now on we will therefore focus on DE-QPSK.

6.3 Detection and decoding, single-carrier case, non-
iterative

We will start by considering the single-carrier case. For some single sub-carrier we will
discuss DE-QPSK modulation with incoherent reception. Based on trellis decoding tech-
niques we will determine the a-posteriori symbol probabilities under the assumption that
the (quantized) channel phase is uniform and unknown to the receiver. We also assume
the transmitted symbols to be independent of each other and uniform.

6.3.1 Trellis representation, sub-trellises, decomposition

In this section we will focus on non-iterative detection. Westart our analysis by noting
that if we definezn = xne

jφ for n = 0, 1, · · · , N , then, sincex0 = 1 andφ is uniform
over{πl/16, l = 0, 1, · · · , 31} it follows that

Pr{z0 = ejlπ/16} = 1/32, for l = 0, 1, · · · , 31, (6.10)

andzn ∈ Z ∆
= {ejlπ/16, l = 0, 1, · · · , 31}. Moreover, forn = 1, 2, · · · , N ,

zn = anzn−1, where

Pr{an = ejpπ/2} = 1/4, for p = 0, 1, 2, 3. (6.11)

The variableszn for n = 0, 1, · · · , N can now be regarded as states in a trellis and the iud
symbolsa1, a2, · · · , aN correspond to transitions between states. The resulting graphical
representation of our trellis can be found in Fig. 6.4.
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If we would use the standard BCJR algorithm for computing thea-posteriori symbol
probabilities in the trellis in Fig. 6.4, we have to do32 × 4 multiplications in the forward
pass,32 × 4 multiplications in the backward pass, and4 × 32 × 2 multiplications and 4
normalizations in the combination pass, per trellis section, if the a-priori probabilities are
all equal. In total this is512 multiplications and4 normalizations per trellis section. We
suggest to focus only on multiplications and normalizations in this paper, since additions
have a smaller complexity than multiplications and normalizations2.
An important observation for our investigations is that thetrellis can be seen to consist of
eight sub-trellisesT0, T1, · · · , T7, that arenot connected to each other. A similar obser-
vation was made by Chen et al. [18]. We will discuss connections between our work on
the trellis decomposition and that of [18] later.
Sub-trellisTs consists of stateszn ∈ Zs = {ejlπ/16, l = s + 8p, p = 0, 1, 2, 3}, for
s = 0, 1, · · · , 7. Fig. 6.4 shows the entire sub-trellisT0, and the first section of sub-trellis
T1 and of sub-trellisT7.
Note that for the likelihoodγn(zn) corresponding to some statezn ∈ Z for n = 0, 1, · · · , N
in the trellisT or in a sub-trellis we can write that

γn(zn) =
1

2πσ2
exp(−|yn − zn|2

2σ2
). (6.12)

6.3.2 Forward-backward algorithm, sub-trellises

In this sub-section we would like to focus on computing the a-posteriori symbol proba-
bilities Pr{an|y0, y1, · · · , yN} for all n = 1, 2, · · · , N and all valuesan ∈ A. It will
be demonstrated that it is a relatively simple exercise to dothis. We will show that the
resulting a-posteriori probability is aconvex combinationof the a-posteriori probabili-
ties corresponding to the eight sub-trellises. Computing the a-posteriori probabilities for
each sub-trellis is simple and can be done without performing the BCJR algorithm, as
was demonstrated by Colavolpe [19]. The coefficients of the convex combination do not
depend on the trellis section indexn, and are quite easy to determine as we will show
here.

Forward recursion

In our forward pass we focus on sub-trellisTs, for somes ∈ {0, 1, · · · , 7}. For that
sub-trellis we find out how to compute all theα’s in that sub-trellis first. Starting from
α0(z0) = 1/32 for all z0 ∈ Zs we can compute theα’s recursively from

αn(zn) =
∑

(zn−1,an)→zn

αn−1(zn−1)
1

4
γn−1(zn−1), (6.13)

2In the log-domain, multiplications and normalizations arereplaced by additions, and additions
are typically approximated by maximizations. This would more or less suggest to consider multipli-
cations, normalizations, as well as additions, but for reasons of simplicity we neglect the additions
here.
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Figure 6.4: Trellis representation of the statesz0, z1, · · · , zN and the dif-
ferentially encoded symbolsa1, a2, · · · , aN in the incoherent
case. An edge between two subsequent states indicates that a
transition between these states is possible. Note that the trel-
lis can be decomposed into eight unconnected sub-trellises.
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for n = 1, 2, · · · , N andzn ∈ Zs. The notation(z, a) → z′ stands for all statesz and
symbolsa that lead to next statez′.

Lemma 1. If for n = 0, 1, · · · , N we defineKs(n)
∆
=
∑

zn∈Zs

1
4γn(zn) then we have

that

αn(zn) =
1

32

n−1∏

i=0

Ks(i). (6.14)

for n = 0, 1, · · · , N andzn ∈ Zs

Proof. Our proof is based on induction. Clearly forn = 0 the result holds. Now assume
thatαn−1(zn−1) = 1

32

∏n−2
i=0 Ks(i) for zn−1 ∈ Zs, then from (6.13) we obtain

αn(zn) =
∑

(zn−1,an)→zn

(
1

32

n−2∏

i=0

Ks(i)

)
1

4
γn−1(zn−1)

=
1

32

n−2∏

i=0

Ks(i)
∑

zn−1∈Zs

1

4
γn−1(zn−1)

=
1

32

n−1∏

i=0

Ks(i), (6.15)

for all zn ∈ Zs.

Backward recursion

Also in the backward pass we first focus only on sub-trellisTs for somes. In this sub-
trellis we would like to compute theβ’s. TakingβN (zN ) = γ(zN) for zN ∈ Zs we can
compute all otherβ’s from

βn(zn) =
∑

an+1

1

4
γn(zn)βn+1(znan+1), (6.16)

where againn = 0, 1, · · · , N − 1 andzn ∈ Zs.

Lemma 2. Based on definition ofKs(n)
∆
=
∑

zn∈Zs

1
4γn(zn) for all n = 0, 1, · · · , N

we get

βn(zn) = γn(zn)

N∏

i=n+1

Ks(i), (6.17)

for n = 0, 1, · · · , N and allZn ∈ Zs.
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Proof. Again our proof is based on induction. Note first that forn = N the result holds.
Now assume thatβn+1(zn+1) = γn+1(zn+1)

∏N
i=n+2Ks(i), for zn+1 ∈ Zs. Then

βn(zn) =
∑

an+1

1

4
γn(zn)

(
γn+1(znan+1)

N∏

i=n+2

Ks(i)

)

= γn(zn)
∑

zn+1∈Zs

1

4
γn+1(zn+1)

N∏

i=n+2

Ks(i)

= γn(zn)
N∏

i=n+1

Ks(i), (6.18)

for all zn ∈ Zs.

6.3.3 Combination

To determine the a-posteriori symbol probability for symbol valuean ∈ A we compute
the joint probability and density

Pr{an}p(y|an)

=
∑

zn−1∈Z
αn−1(zn−1)

1

4
γn−1(zn−1)βn(zn−1an)

=

7∑

s=0

∑

zn−1∈Zs

αn−1(zn−1)
1

4
γn−1(zn−1)βn(zn−1an)

=
7∑

s=0

1

32

n−2∏

i=0

Ks(i)
N∏

j=n+1

Ks(j)

·
∑

zn−1∈Zs

1

4
γn−1(zn−1)γn(zn−1an), (6.19)

If we consider the “middle” term in (6.19) then we see that

∑

an


 ∑

zn−1∈Zs

1

4
γn−1(zn−1)γn(zn−1an)




=
∑

zn−1∈Zs

1

4
γn−1(zn−1)

∑

an

γn(zn−1an)

= 4Ks(n− 1)Ks(n). (6.20)

From this we may conclude that
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p(y) =

7∑

s=0

Pr{s}p(y|s} =

7∑

s=0

1

8

N∏

i=0

Ks(i), (6.21)

with

Pr{s} = 1/8, for s = 0, 1, · · · , 7

p(y|s) =

N∏

i=0

Ks(i). (6.22)

Now observing that

Pr{s|y} =
1
8

∏N
i=0Ks(i)∑7

s=0
1
8

∏N
i=0Ks(i)

, and (6.23)

Pr{an|y, s} =

∑

zn−1∈Zs

1

4
γn−1(zn−1)γn(zn−1an)

4Ks(n− 1)Ks(n)
(6.24)

for s ∈ {0, 1, · · · , 7} andan ∈ A, we can write that

Pr{an|y} =

7∑

s=0

Pr{s|y}Pr{an|y, s}. (6.25)

The right-hand side of this equation can be interpreted as a convex combination of a-
posteriori symbol probabilitiesPr{an|y, s}, one for each sub-trellis, where the weighting-
coefficients are the a-posteriori sub-trellis probabilitiesPr{s|y}. An a-posteriori sub-
trellis probability is the conditional probability that the discrete channel phase modulo 8
equalss for somes = 0, 1, · · · , 7 giveny.
The demodulator that operates according to (6.25) has threetasks, first the eight weight-
ing coefficients (6.23) have to be computed, then for each of the eight sub-trellises for
all symbol valuesan ∈ A and alln ∈ {1, 2, · · · , N} the a-posteriori symbol probabil-
ities have to be computed. Finally the weighting (6.25) has to be done. Computing the
weighting coefficient requires for each sub-trelliss ∈ {0, 1, · · · , 7} the computation of
the factorsKs(n) for n = 0, 1, · · · , N . These factors should then be multiplied and nor-
malized to formPr{s|y}. For these computations8 multiplications per trellis section are
needed. Computing the a-posteriori symbol probabilitiesPr{an|y, s} can be done effi-
ciently by applying the Colavolpe [19] technique to each sub-trellis. As in Colavolpe each
such a-posteriori symbol probability is based on only two received symbolsyn−1 andyn

as is shown in (6.24). This avoids the use of the BCJR method infull generality and
leads to significant complexity reductions, i.e., only8 × 4 × 4 = 128 multiplications and
8×4 = 32 normalizations are needed per trellis section. The weighting operation requires
8×4 = 32 multiplications, and therefore in total this approach leads to8+128+32 = 168
multiplications and 32 normalizations, which is considerably less than what we need for
full BCJR.
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6.3.4 Dominant sub-trellis approach

Equation (6.25) shows how theexacta-posteriori symbol probabilities can be determined.
If the a-posteriori sub-trellis probabilities are such that one of the probabilities dominates
the other ones then weighting (6.25) can be approximated by

Pr{an|y} ≈ Pr{an|y, ŝ}, with ŝ = arg max
s

Pr{s|y}. (6.26)

Observe that this approach involves the computations of thea-posteriori symbol probabil-
ities, as described in (6.24), only for the dominant sub-trellis ŝ. This requires4 × 4 = 16
multiplications and4 normalizations only per trellis section. Together with thecompu-
tation of the weighting coefficients8 + 16 = 24 multiplications and4 normalizations
are necessary. Therefore this reduces the number of multiplications with respect to full
weighting by a factor of seven.

6.3.5 Simulations

We use in our simulations, just like Peleg et al. [58], the de-facto industry standard
Rc = 1

2 convolutional code with generator polynomialsg0 = 133 andg1 = 171, which
is equal to the convolutional code with puncturing indexPI = 8 of Table 29 in [25, Sec.
11.1.2, p.131]. The DAB, DAB+, and T-DMB bit-reversal time interleaver and block fre-
quency interleaver is modeled by a bit-wise uniform block interleaver generated for each
simulated code block of bits, hence, any permutation of the coded bits is a permissible
interleaver and is selected with equal probability, as is done in [58].
The demodulator calculates, for each OFDM-subcarrier, thea-posteriori probability given
by (6.25) forN + 1 = 2, 4, 8, and32. The demodulator is followed by a convolutional
decoder which needs as input soft-decision information about the coded bits. Now, it
follows from Gray mapping, i.e.,

b1b2 00 01 11 10
a(b1b2) 1 ejπ/2 ejπ ej3π/2 ,

that the desired metrics related to transmissionn, i.e., the LLRs [37] can be expressed as

λ1
n = ln

(
em(π) + em(3π/2)

em(0) + em(π/2)

)
, λ2

n = ln

(
em(π/2) + em(π)

em(0) + em(3π/2)

)
, (6.27)

with symbol metric

m(φ) = ln
(
Pr{an = ejφ|y}

)
, (6.28)

and whereλ1
n corresponds to bitb1 andλ2

n to bit b2.
Fig. 6.5 shows the BER performance with so-called ideal LLRsfor a decomposed trellis
for trellis-lengthN + 1 = 2, 4, 8, and32. On the horizontal axis is the signal-to-noise
ratioEb/N0 = 1

2σ2 . The demodulator operates according to (6.25).
We will compare the performance of this demodulator with that of two well-known pro-
cedures described in the literature. Firstly, to “classical” DQPSK [61, Sec. 4.5-5, p. 224],
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i.e., 2SDD. This leads to a-posteriori symbol probabilities as in (9) in Divsalar and Simon
[22], i.e., to

Pr{an|yn, yn−1} ∝ I0

(
1

σ2
|yna

∗
n + yn−1|

)
, for an ∈ A, (6.29)

whereI0(·) is the zeroth order modified Bessel function of the first kind.Secondly, we
will compare our results to coherently detected DE-QPSK. Weassume that the received
sequence is perfectly de-rotated, i.e.,ỹ = ye−jφ. Then the a-posteriori symbol probabil-
ities are given by

Pr{an|ỹ} ∝
∑

xn−1∈A
exp

(
1

σ2
ℜ
{
x∗n−1(ỹna

∗
n + ỹn−1)

})
,

for an ∈ A, (6.30)

as described by Colavolpe [19]. Note that (6.30) is similar to (6.24) fors = 0.
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Figure 6.5: Bit-error performance for LLRs computed as in (6.25), i.e.,
ideal LLRs, for different trellis-lengths.

The simulation results, which are shown in Fig. 6.5, demonstrate that the BER perfor-
mance curves of 2SDD and trellis lengthN + 1 = 2 are practically identical as we
expect. Moreover, the coherent-detection curve and the curve for very large trellis-sizes
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(N → ∞) are very close. The small performance loss is due to discretizing the channel-
phase with32 levels. Furthermore, Fig. 6.5 shows that: (a) larger valuesofN+1 result in
performance closer to the coherent-detection performance, and, (b) forN + 1 = 32 ide-
ally computed LLRs for a decomposed trellis perform quite close to coherent detection,
i.e., the difference in signal-to-noise ratio (Eb/N0) is less than0.15 dB at a BER of10−4.
Next, in Fig. 6.6, we turn to the dominant sub-trellis approach, which is denoted by
“Max” in the legend. We compare for trellis-lengthN + 1 = 2, 8, and32, the difference
in performance between ideal LLRs based on the a-posterioriprobabilities given by (6.25)
and the approximated LLRs based on the dominant-sub-trellis a-posteriori probabilities
specified in (6.26). It can be seen from Fig. 6.6 that: (a) for largerN + 1 the difference
between the exact and approximated LLRs becomes smaller, and, (b) forN + 1 = 32 the
difference between the ideal LLRs and the approximated LLRs, is less than0.1 dB.
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Figure 6.6: Bit-error performance for LLRs computed as in (6.25), i.e.,
ideal LLRs, and approximated LLRs computed as in (6.26),
for different trellis-lengths.

6.3.6 Some conclusions

Our simulations demonstrate, that for trellis lengthN + 1 = 32, the ideal LLRs and the
approximated LLRs have a performance quite close to that of coherent detection. The
difference in signal-to-noise ratio is less than0.25 dB at a BER of10−4 for the dominant-
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trellis approach. Therefore, if we focus on a BER of10−4 for obtaining an acceptable
performance, with single sub-carrier transmission, we need a trellis-lengthN + 1 ≥ 32.
With a trellis-length ofN + 1 ≥ 32 received symbols, the channel coherence-time needs
to be in the order ofTc ≈ 32Ts, whereTs is the OFDM symbol time. This imposes quite a
strong restriction on the time-varying behavior of the channel. In practice the channel may
not be coherent so long, and therefore focussing on trellis-lengthN + 1 = 32 might not
be realistic. We will discuss this effect in more detail in Sec. 6.7, where we study a typical
urban channel. There is a second reason for arguing that large values ofN are undesirable.
DAB-systems support, for complexity reduction,per service symbol processing. In such
services, typically, at mostN + 1 ≤ 4 subsequent OFDM symbols are contained in a
single convolutionally encoded word, see Fig. 6.2, and thisdoes not match to processing
more than four OFDM symbols in a demodulation trellis.
After having concluded that we cannot makeN too large, it makes sense to investigate
the possibility of using a number of (adjacent) sub-carriers to jointly determine the a-
posteriori symbol probabilities for the corresponding DE-QPSK streams. Instead of using
a single trellis with lengthN + 1 = 32 we could find out whether a similar performance
can be obtained with a 2D-block ofM = 8 trellises of lengthN + 1 = 4 corresponding
to adjacent sub-carriers, see Fig. 6.3. This will be the subject of the next section.

6.4 Detection and decoding, multi-carrier case non-
iterative

6.4.1 Demodulation procedures

We have seen, that the trellis-lengthN + 1 needs to be as large as possible. For ob-
taining an acceptable performance, it must be larger than32. This may not always be
true. Therefore we want to investigate the question of jointly decoding a block (2D) of
received symbols. It would again be nice if we could decompose the computation of the
a-posteriori probabilities as in (6.25), also if we would concentrate on what was received
over several sub-carriers.
Now we assume that in each subcarrierm = 1, 2, · · · ,M a sequence
am = (am,1, am,2, · · · , am,N) is conveyed using differential encoding. For the compo-
nents of the transmitted sequencexm = (xm,0, xm,1, · · · , xm,N ) we can write

xm,n = am,nxm,n−1, (6.31)

andxm,0 = 1. We assume that the channel phase is constant over the block of symbols,
therefore

ym,n = ejφxm,n + wm,n, (6.32)

whereφ ∈ {lπ/16, l = 0, 1, · · · , 31} and uniform just as before, and the noise vari-
ableswm.n are circularly complex Gaussian with varianceσ2 per component. The output
sequence corresponding to sub-carrierm is denoted byym = (ym,0, ym,1, · · · , ym,N}.
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Just like in the single carrier case we can determine the a-posteriori sub-trellis probabili-
ties.

Pr{s|y1,y2, · · · ,yM}

=
Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)∑7

s=0 Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)
, (6.33)

wherePr{s} = 1/8 for s = 0, 1, · · · , 7 and

p(ym|s) =

N∏

i=0

Km,s(i), (6.34)

whereKm,s(n)
∆
=
∑

zn∈Zs

1
4γm,n(zn). Note that for the likelihood corresponding to

some statezn for n = 0, 1, · · · , N in the trellisT or in a sub-trellis we can write that

γm,n(zn) =
1

2πσ2
exp(−|ym,n − zn|2

2σ2
). (6.35)

Now the a-posteriori symbol probability foram,n ∈ A can be written as

Pr{am,n|y1,y2, . . . ,yM}

=

7∑

s=0

Pr{s|y1,y2, · · · ,yM}Pr{am,n|ym, s}. (6.36)

where

Pr{s|y1,y2, . . . ,yM}

=
1
8

∏M
m=1

∏N
i=0Km,s(i)∑7

s=0
1
8

∏M
m=1

∏N
i=0Km,s(i)

, (6.37)

and

Pr{am,n|ym, s} =

∑
zn−1∈Zs

1
4γm,n−1(zn−1)γm,n(zn−1an)

4Km,s(n− 1)Km,s(n)
(6.38)

for s ∈ {0, 1, · · · , 7} andam,n ∈ A.
This suggests that the demodulator first determines the a-posteriori sub-trellis probabil-
ities (weighting coefficients) using (6.37), for which first8 ×M × (N + 1) K-factors
have to be computed. Using the weighting coefficients the convex combination in (6.36)
then leads to the a-posteriori symbol probabilities. Finding the a-posteriori symbol prob-
abilities Pr{am,n|ym, s} again can be done using the Colavolpe [19] method for each
sub-carrier and for each sub-trellis, where again such an a-posteriori symbol probability
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is based on only the two received symbolsym,n−1 andym,n as is shown in (6.38). Again
the BCJR method in full generality is not needed, and the number of required multiplica-
tions and normalizations per trellis section are the same asin the single carrier case.
Equation (6.36) shows how the exact a-posteriori symbol probabilities can be determined.
Just like in the single-carrier case, if the a-posteriori sub-trellis probabilities are such that
one of the probabilities dominates the other ones then weighting (6.36) can be approxi-
mated as follows:

Pr{am,n|y1,y2, · · · ,yM} ≈ Pr{am,n|ym, ŝ}, (6.39)

with

ŝ = argmax
s

Pr{s|y1,y2, · · · ,yM}.

Again this approach involves the computations of the a-posteriori symbol probabilities
only for the dominant sub-trelliŝs. The resulting number of multiplications and normal-
izations per trellis section is the same as for the single carrier case.

6.4.2 Simulations

In the previous section we analyzed and simulated the singlesub-carrier approach. Here
we will discuss the simulations corresponding to the multi-carrier method. We will again
study the coded BER versus the signal-to-noise ratioEb/N0 = 1

2σ2 . The BER perfor-
mance for the ideal LLRs, based on a-posteriori probabilities computed as in (6.36) is
shown in Fig. 6.7 with a fixed block-size ofM(N + 1) = 16. This fixed block-size is
realized by the parameter pair values(M,N + 1) = (1, 16), (2, 8), (4, 4), and(8, 2). The
detector operates according to (6.36). The performance of 2SDD and coherently detected
DE-QPSK are shown as reference curves.
From Fig. 6.7 can be observed that, a 2D decomposition with a shortest possible trellis-
length ofN + 1 = 2 andM = 8 adjacent sub-carriers performs identical to the largest
trellis-lengthN+1 = 16 andM = 1 sub-carrier, i.e., the single-carrier case. Intermediate
cases also have an identical performance.
We do not show the results of the dominant sub-trellis approach for the multi-carrier case
here, since these results are identical to the corresponding results for the single-carrier
case shown in Fig. 6.6 in the previous section.

6.4.3 Conclusion non-iterative decoding

Our investigations for the non-iterative 2D-case, show that we are very close to the per-
formance of coherent detection of DE-QPSK even for small values of the trellis length
N + 1, by processing simultaneously several sub-carriers. A next question is whether we
can do better than this. In the literature, see, e.g., Peleg et al. in [58] and Chen et al. [18],
it is demonstrated that iterative decoding techniques leadto good results for differential
encoding. Therefore, in the sequel of this paper we study iterative decoding techniques
for DAB-like streams, with a special focus again on 2D blocks.
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6.5 Detection and decoding, single-carrier case, iterative

In the following two sections we consider iterative decoding procedures. Peleg and
Shamai [57] first demonstrated that iterative techniques could increase the performance
of the demodulation procedures of DE-QPSK streams significantly. We specialize their
approach to DAB systems and solve a problem connected to the,in practise quite small,
length of the trellises for each subcarrier, by turning to 2D-blocks for iterative demodula-
tion.

6.5.1 Serial concatenation
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Figure 6.8: Structure of the receiver.

In the current section we will investigate iterative decoding procedures for DAB-like sys-
tems which are based on convolutional encoding, interleaving, and DE-QPSK modula-
tion. If we consider DE-QPSK modulation as the inner coding method and convolutional
encoding as the outer code, then it is obvious that we can apply techniques developed for
serially concatenated coding systems here, see Fig. 6.8. Serially concatenated turbo codes
were proposed by Benedetto and Montorsi [9] and later investigated in more detail in
Benedetto, Divsalar, Montorsi, and Pollara [7]. Iteratingbetween the DPSK-demodulator
and convolutional decoder for the incoherent case was first suggested (for a single carrier)
by Peleg and Shamai [57]. Hoeher and Lodge [42] also applied iterative techniques to the
incoherent case, but focussed on channel estimation, to be able to use coherent detection.
For an overview of related results, all for the single-carrier case, see Chen et al. [18].
We will start in this section by considering the single carrier case and our aim is again to
find out what we can gain from decomposing the trellis used in the demodulator into a
part that corresponds to the channel phase and a part that relates to differential encoding.
In the section that follows we will consider the multi-carrier setting.

6.5.2 Peleg approach

In this subsection we investigate the Forward Backward procedures where we drop the
assumption that the symbolsan, n = 1, 2, · · · , N are uniformly distributed. Interleaving
should still guarantee the independence of the symbols however.
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Just like Peleg et al. [58] we focus on the entire trellisT . Note however that our trellis
is different from that of [58], in which tracking of small channel phase variations is made
possible by adding “side-step” transitions. We don’t have such transitions in our trellis
and therefore our trellis can be decomposed in eight unconnected sub-trellises. In the next
sub-section we take advantage of this decomposition, however first we will consider the
un-decomposed trellis.
Again starting fromα0(z0) = 1/32 for all z0 ∈ Z we can compute theα’s recursively
from

αn(zn) =
∑

(zn−1,an)→zn

αn−1(zn−1) Pr{an}γn−1(zn−1), (6.40)

for n = 1, 2, · · · , N andzn ∈ Z. Also in the backward pass we consider the entire trellis
T . TakingβN (zN ) = γ(zN ) for zN ∈ Z we can compute all otherβ’s from

βn(zn) =
∑

an+1

γn(zn) Pr{an+1}βn+1(znan+1), (6.41)

where againn = 0, 1, · · · , N − 1 andzn ∈ Z.
To determine the a-posteriori symbol probability for symbol valuean ∈ A we compute
the joint probability and density

Pr{an}p(y|an) (6.42)

=
∑

zn−1∈Z
αn−1(zn−1) Pr{an}γn−1(zn−1)βn(zn−1an),

This expression also tells us how the resulting extrinsic information can be determined.
It can be checked, see Benedetto et al. [9], that multiplyingby the factorsPr{an} in the
a-posteriori information (6.42) should be omitted for obtaining extrinsic information. The
extrinsic information is now further processed by the convolutional decoder. The results
of the iterative procedure are discussed in subsection 6.5.5.
Using the standard BCJR algorithm for computing the extrinsic symbol probabilities in
the trellis in Fig. 6.4, since a-priori symbol probabilities are non-uniform now, leads to
32×4×2 multiplications in the forward pass,32×4×2 multiplications in the backward
pass, and32 × 4 × 2 multiplications and 4 normalizations in the combination pass for
computing extrinsic information, per trellis section. In total this is768 multiplications
and4 normalizations per trellis section per iteration. In the next subsection we investigate
the decomposition of the demodulation trellis.

6.5.3 Trellis decomposition

Here we investigate whether we can decompose the entire trellis for the case where the
a-priori probabilities are non-uniform. We are interestedin decomposing (6.42) in such a
way that we can write
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Pr{an|y} =
∑

s

Pr{s, an|y} =
∑

s

Pr{s|y}Pr{an|y, s}, (6.43)

for all an ∈ A. The question now is how to compute the a-posteriori sub-trellis probabil-
itiesPr{s|y} for s = 0, 1, · · · , 7.
It can be shown that

Pr{s,y} =
∑

z0∈Zs

β0(z0)/32, (6.44)

and therefore

Pr{s|y} =

∑
z0∈Zs

β0(z0)/32
∑7

s′=0

∑
z0∈Zs′

β0(z0)/32
. (6.45)

Now for each sub-trellis we can determine the a-posteriori symbol probabilities using

Pr{an|y, s} ∝ Pr{an, s}p(y|an, s} (6.46)

= Pr{an, s}
∑

zn−1∈Zs

αn−1(zn−1)γn−1(zn−1)βn(zn−1an),

and by omitting the factorPr{an, s} in (6.46) the corresponding extrinsic information.
Note that this approach requires a backward pass through theentire trellisT first to find
the weighting probabilitiesPr{s|y}, for s = 0, 1, · · · , 7. This requires32×(4+1) = 160
multiplications per trellis section observing that in (6.41)γn(zn) can be put in front of the
summation sign. Then for all sub-trellisesTs we do a forward pass (requiring8× 4× 4×
2 = 256 multiplications per section) and then combine the results to obtain the extrinsic
symbol probabilitiesPr{an|y, s} for that sub-trellis (for which we need8× 4× 4× 2 =
256 multiplications and8×4 = 32 normalizations per section). Finally these probabilities
have to be weighted as in (6.43) which requires8 × 4 = 32 multiplications. In total this
results in 704 multiplications and 32 normalizations per iteration. It should be noted that
decomposition of the trellis, does not result in a significant complexity reduction with
respect to the Peleg approach. In the next subsection we willdiscuss an approach that
gives a relevant complexity reduction however.

6.5.4 Dominant sub-trellis approaches

To achieve a complexity reduction we investigate a method that is based on finding, at the
start of a new iteration, the dominant sub-trellis first and then do the forward-backward
processing for demodulation only in this dominant sub-trellis.
Finding the dominant sub-trellis for an iteration is done based on the a-posteriori sub-
trellis probabilitiesPr{s|y} that are computed before starting this iteration. Now assum-
ing that one of the a-posteriori sub-trellis probabilitiesdominates the other ones we can
write
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Pr{an|y} ≈ Pr{an|y, ŝ}, with ŝ = arg max
s

Pr{s|y}. (6.47)

This approach involves the computations of the a-posteriori symbol probabilities (and
corresponding extrinsic information) as described in (6.40), (6.41), and (6.42) only for
the dominant sub-trelliŝs. Computing the a-posteriori sub-trellis probabilities for each
iteration and then focussing only on the forward pass and combination computations, is
less complex than following the Peleg procedure. For the best sub-trellisTŝ we do a
forward pass (4× 4× 2 = 32 multiplications per trellis-section) and then we combine the
results to obtain the a-posteriori (actually extrinsic) symbol probabilitiesPr{an|y, ŝ} for
that sub-trellis (4× 4× 2 = 32 multiplications and4 normalizations per section). In total
we now need 224 multiplications and 4 normalizations per trellis section per iteration.
A second approach involves choosing the dominant sub-trellis only once, before starting
with the iterations. Since before starting the iterations the a-priori probabilitiesPr{an} =
1/4, i.e., are all equal, the analysis in subsection 6.3.4 applies. The a-posteriori sub-trellis
probabilities can be computed as in (6.23). Now we do the iterations only in the sub-trellis
that was chosen initially. This approach requires 84 multiplications and 4 normalizations
per trellis section per iteration, and is therefore essentially less complex than the Peleg
technique. In our simulations we will only use this last technique when we address dom-
inant sub-trellises.

6.5.5 Simulations

We simulated the Peleg method described in [58] and determined the BER versus the
signal-to-noise ratioEb/N0 = 1

2σ2 . This BER performance is shown in Fig. 6.9 for
trellis-lengths practically infinite, i.e.,N → ∞, and ideal LLRs based on the a-posteriori
probability given by (6.42). The BER performance is shown for L = 1, 2, · · · , 5 iter-
ations, whereL = 1 stands for no iterations. Note that since we are using ideal LLRs
and infinite trellis-lengths, the corresponding curves shown in Fig. 6.9 can be regarded
as target curves for the iterative (single-carrier) case. In addition, also here, 2SDD and
coherently detected DE-QPSK curves are shown for reference. Not in the figure are the
curves corresponding to the approach based on decomposing the trellis and using weight-
ing as in (6.43). As expected, the performance of this approach shows no differences with
the Peleg approach in (6.42). From Fig. 6.9 it can be seen thatfor a BER = 10−4 the
improvement in required signal to noise ratio is≈ 4.1 dB afterL = 5 iterations. Fig. 6.9
also shows that improvement decreases with the number of iterations and that the first
iteration yields the largest improvement. Similar resultswhere obtained by Peleg et al.
[58].
To see how the performance in the iterative case depends on the trellis lengthN we
simulated the Peleg approach forN + 1 = 2, 4, and32, for L = 5 iterations. The results
are in Fig. 6.10. It can be seen that the “iterative coding gain” increases, as expected, with
N and that, forN + 1 = 32, the performance is already quite close to that ofN → ∞.
Finally we compared forN + 1 = 4 and32, the difference in BER between the exact
LLRs based on the a-posteriori (extrinsic) probability given by (6.42) or (6.43), and the
approximated LLRs based on the a-posteriori (extrinsic) probability given by (6.47). The
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Figure 6.9: Bit-error performance of the Peleg method for trellis length
N → ∞ and up toL = 5 iterations.
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Figure 6.10: Bit-error performance for the Peleg method for different val-
ues ofN andL = 5 iterations.
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Figure 6.11: Bit-error performance with dominant sub-trellis approachfor
different valuesN andL = 5 iterations.
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results are shown in Fig. 6.11. We can conclude from Fig. 6.11that for largerN + 1 the
difference in performance between the exact and approximated LLRs becomes smaller
and that forN + 1 = 32 the difference between the ideal LLRs and the approximation
versions, by selecting the dominant sub-trellis before starting with the iteration process,
is less than0.3 dB.

6.6 Detection and decoding, multi-carrier case, iterative

6.6.1 Trellis decomposition

Just like in the non-iterative multi-carrier case we do the processing based on trellis de-
composition, and focus on the computation of the a-posteriori sub-trellis probabilities:

Pr{s|y1,y2, · · · ,yM}

=
Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)∑7

s=0 Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)
. (6.48)

Note thatPr{s} = 1/8 for s = 0, 1, · · · , 7 and therefore it follows from (6.44) that

p(ym|s) =
∑

z0∈Zs

βm,0(z0)/4, (6.49)

for each subcarrierm = 1, 2, · · · ,M .
Now the a-posteriori symbol probability foram,n ∈ A can be written as in (6.36), i.e.,

Pr{am,n|y1,y2, . . . ,yM}

=

7∑

s=0

Pr{s|y1,y2, · · · ,yM}Pr{am,n|ym, s}, (6.50)

wherePr{am,n|ym, s} is computed as given by (6.46) fors ∈ {0, 1, · · · , 7} andam,n ∈
A. From these a-posteriori probabilities we can compute the extrinsic information that is
needed by the convolutional decoder. Computing extrinsic information is actually a little
bit easier since it involves less multiplications.
Thus suggests that, for each iteration, the demodulator first determines the a-posteriori
sub-trellis probabilities using (6.48), for which first a backward pass in each of theM
trellises corresponding to the sub-carriers is needed.
Using the weighting coefficients, the convex combination in(6.50) leads to the a-posteriori
symbol probabilities. Finding the a-posteriori symbol probabilitiesPr{am,n|ym, s} should
be done in the standard way, taking into account that the backward passes were already
carried out.
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6.6.2 Dominant sub-trellis approach

Equation (6.50) shows how the exact a-posteriori symbol probabilities can be determined,
in each iteration. Just like in the single-carrier case, if the a-posteriori sub-trellis proba-
bilities are such that one of the probabilities dominates the other ones, then convex com-
bination (6.50) can be approximated as follows:

Pr{am,n|y1,y2, · · · ,yM} ≈ Pr{am,n|ym, ŝ}, (6.51)

with

ŝ = argmax
s

Pr{s|y1,y2, · · · ,yM}. (6.52)

Again this approach involves, in each iteration, the computations of the a-posteriori sym-
bol probabilities only for the dominant sub-trellisŝ.
If we compute the dominant sub-trellis only before the startof the iteration process, we
obtain a significant complexity reduction since the analysis in subsection 6.3.4 applies.
Moreover all iterations are done in the initially chosen sub-trellis. The methods described
here will be evaluated in the next subsection.

6.6.3 Simulations

We have seen before that in the non-iterative multi-carriercase the performance was more
or less determined by the sizeM(N + 1) of the block. If the channel cannot be assumed
to be constant for large values ofN + 1 we can always increase the number of sub-
carriersM , if the frequency selectivity allows this. Note that keepingN + 1 small also
has advantages related to service symbol processing [25]. Here the situation is slightly
different as is demonstrated in Fig. 6.12. IncreasingM has a positive effect on the
performance, however since the trellis-lengthN+1 remains constant (and is quite small),
the effect of iterating is limited. We see however that by increasingM from 1 to 8 we get
an improvement of roughly0.7 dB.
Finally we compare forN + 1 = 4 and32, for M = 8, the difference between the
performance of exact LLRs based on the a-posteriori (extrinsic) probabilities given by
(6.50) and the approximated LLRs based on the a-posteriori (extrinsic) probabilities given
by (6.51), see Fig. 6.13. We can observe from Fig. 6.13 that, as expected, the largerN+1
is, the smaller the difference between the exact and approximated LLRs becomes. For
N +1 = 4 the difference between the ideal LLRs and the approximation, by selecting the
dominant sub-trellis before starting to iterate, is roughly 0.3 dB.

6.7 Performance for TU-6 channel model

So far we have used AWGN channels with unknown channel phase and fixed (unit) gain in
our analysis and simulations. To investigate the performance in practise we have used the
TU-6 channel model defined in [1], which is commonly used to test DAB, DAB+, or T-
DMB transmission. Two maximum Doppler frequencies are chosen, i.e.,fd = 10 and20
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Figure 6.12: Bit-error performance for the multi-carrier case for different
valuesM , whereN + 1 = 4 and forL = 5 iterations.
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Figure 6.13: Bit-error performance with dominant sub-trellis approachfor
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Hz, representing DAB transmission (in Band-III) movement-speeds between transmitter
and receiver of≈ 45 and≈ 90 km/h, respectively.
We use our methods for DAB transmission in Mode-I, where the inverse subcarrier-
spacingTu = 1 ms and where the cyclic-prefix periodTcp = 246 µs [25].
Now, with these settings, thenormalized Doppler ratefdTu are0.01 and0.02 respec-
tively.
Note that to prevent ISI in an OFDM-scheme, the delay differences on separate propa-
gation paths need to be less than the cyclic-prefix period [79], i.e., the channel impulse
response lengthτm must satisfyτm ≤ Tcp. Within the DAB-systemTcp , 63

256Tu <
Tu

4
[25] and therefore the coherence-bandwidthBc ≈ 1

τm
> 4 1

Tu
, which is at least4 OFDM-

subcarriers. For Doppler frequencyfd = 20 Hz the coherence-timeTc ≈ 1
2fd

= 25 ms,
which is≈ 20 OFDM-symbols (including cyclic prefix).
The channel gain representative for a 2D-block, where it is assumed to be constant, is
estimated similar to (8) in Chen et al. [18], i.e.,

|̂h|2 = max


 1

M(N + 1)

∑

m=1,M,n=0,N

|ym,n|2 − 2σ2, 0


 . (6.53)

The results of our simulations with the TU-6 model are shown in Fig. 6.14, where the
solid-lines show the results forfdTu = 0.01 and the dashed-lines forfdTu = 0.02. We
have results forN +1 = 18 with M = 1 and forN +1 = 4 with M = 8. We considered
iterative procedures withL = 5 iterations. In our simulations we used the dominant
sub-trellis approach, where we have chosen the dominant sub-trellis before starting the
iterations.
The value forN + 1 = 4 might be seen as a representative frame-size for services broad-
casted by the DAB-family in transmission Mode-I. In this mode N + 1 = 18 is the
maximum possible number of interleaved OFDM symbols. Note thatN+1 = 18 is close
to the coherence-time of our TU-6 channel for a Doppler frequency of 20 Hz.
It can be concluded from Fig. 6.14 that forN + 1 = 18 andM = 1, reliable transmission
is not possible for the TU-6 channel with movement speeds of≈ 45 km/h and≈ 90
km/h. For the 2D-decomposition approach however withN + 1 = 4 andM = 8 there is
a considerable improvement of roughly2.4 and1.6 dB for 10 and20 Hz, respectively, in
required signal-to-noise ratio possible, compared to 2SDD.

6.8 Conclusions

We have investigated decoding procedures for DAB like systems, focussing on trellis
decoding and iterative techniques, with a special focus on obtaining an advantage from
considering 2D-blocks and trellis decomposition. These 2D-blocks consist of the inter-
section of a number of subsequent OFDM symbols and a number ofadjacent subcarriers.
The idea to focus on blocks was motivated by the fact that the channel coherence time is
typically limited to a small number of OFDM symbols, but alsosince per service symbol
processing is used which limits the number of OFDM symbols ina codeword.
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Figure 6.14: Bit-error performance for the TU-6 COST-207 channel with
the solid-lines forfdTu = 0.01, the dashed-lines forfdTu =
0.02, N + 1 = (4, 18), M = (8, 1) andL = 5 iterations.
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We have used trellis decomposition methods that allow us to estimate the unknown channel-
phase moduloπ/2. This channel phase relates to sub-trellises of which we candetermine
the a-posteriori probabilities. Using these probabilities we can weight the contributions
of all the sub-trellises to compute the a-posteriori symbolprobabilities. We can also use
these probabilities to chose a dominant sub-trellis for providing us with these a-posteriori
symbol probabilities. Working with dominant sub-trellises results in significant complex-
ity reductions. A second important advantage of trellis-decomposition is that it allows us
to process in an efficient way several sub-carriers simultaneously.
We have first investigated non-iterative methods. The advantage of these methods is
that forward-backward procedures turned out to be extremely simple since we could use
Colavolpe processing [19]. The drawback of these non-iterative methods is however that
their gain, relative to the standard 2SDD technique, is modest. Iterative procedures result
in a significantly larger gain however. In this context we must emphasize that part of this
gain comes from the fact that we can do 2D-processing.
Simulations for the non-iterative AWGN case show that (a) trellis-lengths ofN + 1 ≥
32 are required and (b) that 2D dominant sub-trellis processing with M(N + 1) = 32
outperforms 2SDD by0.7 dB at a BER of10−4.
For the iterative AWGN case withL = 5 iterations, simulations show that 2D dominant
sub-trellis processing withM(N + 1) = 32 whereN + 1 = 32 andM = 1 outperforms
2SDD by3.7 dB at a BER of10−4. However, simulations also reveal that withM(N +
1) = 32 whereN + 1 = 4 andM = 8 the iterative coding gain is reduced to2.5 dB,
which is caused by the smaller value ofN + 1.
On the other hand, iterative simulations for a practical setting (i.e., the TU-6 model)
show that (a) with trellis-lengthN + 1 = 18 andM = 1 (one sub-carrier) no reliable
communication is possible but that (b) with a modest trellis-lengthN+1 = 4 andM = 8
sub-carriers, the iterative coding advantage is maintained and that the gain is roughly2.4
dB for 10 Hz Doppler frequency, and 1.6 dB for 20 Hz.



Chapter 7

A Practical DAB System with
2D-Block-Based Iterative
Decoding

In the previous chapter, Chapter 6, it was shown that 2D-block-based iterative decoding
procedures for DAB receivers can improve the performance significantly. However it was
also discussed in Chapter 6 that complexity reduction of theinner decoder is of crucial
importance to realize such a DAB receiver. Therefore the focus of the current chapter
is on the practical realization of a DAB receiver that operates with iterative decoding
techniques1.

7.1 Outline

In Section 7.2 complexity reduction of the inner decoder is investigated. This complex-
ity reduction is realized by choosing, based on a-posteriori sub-trellis probabilities, in
two different ways a dominant sub-trellis. In the first approach, a method is investigated
that is based on finding, at the start of a new iteration, the dominant sub-trellis first and
then do the forward-backward processing for demodulation only in this dominant sub-
trellis. The second approach involves choosing the dominant sub-trellis only once, before
starting with the iterations. In Section 7.3, an implementation of a MAP channel-phase
estimator based on the second dominant sub-trellis approach is described. In addition, in
Section 7.4, an implementation of a channel-gain estimatorbased on the received sym-
bols within a 2D-block is discussed. Finally, in Section 7.5, a real-time and bit-true
DAB-receiver is sketched. This DAB receiver operates according to the proposed 2D-
block-based iterative decoding procedure within a dominant sub-trellis obtained by the

1Section 7.2 has been submitted asW.J. van Houtum and F.M.J. Willems, “Complexity Reduction
for Non-Coherent Iteratively Detected DE-QPSK Based on Trellis-Decomposition”, to ETT Eur.
Trans. on Telecomm.
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second method. The performance improvements of this DAB receiver are evaluated for
various numbers of iterations, block-sizes, and Doppler-frequencies.

7.2 Complexity reduction for non-coherent iteratively de-
tected DE-QPSK based on trellis-decomposition

7.2.1 Abstract

In this section, we investigate complexity reduction for non-coherent iterative detection
of DE-QPSK applied to DAB receivers. We use 2D blocks in an OFDM scheme and
trellis decomposition to calculate, iteratively, the a-posteriori probabilities of the infor-
mation symbols. The 2D-blocks are based on the time- and frequency dimension. By
turning to 2D-blocks for iterative demodulation we solve a problem connected to the, in
practise quite small, length of the trellises for each subcarrier. Furthermore, the trellis-
decomposition method allows us to estimate the unknown channel phase efficiently. This
phase is related to sub-trellises of which we can determine the a-posteriori probabili-
ties. With these probabilities we are able to choose, in two different ways, a dominant
sub-trellis, which results in a significant complexity reduction of the inner decoder. In
our first approach, we investigate a method which is based on finding, at the start of a
new iteration, the dominant sub-trellis first and then do theforward-backward processing
for demodulation only in this dominant sub-trellis. This method reduces the number of
multiplications with more than a factor of3, the normalizations with a factor8 and, intro-
duces after five iterations≈ 0.05 dB loss in performance on the COST-207 TU-6 channel.
Our second approach involves choosing the dominant sub-trellis only once, before start-
ing with the iterations. This results in a reduction of the number of multiplications and
normalizations with more than a factor of8 and introduces≈ 0.5 dB loss in performance.

7.2.2 Introduction

We will investigate inner decoder complexity reduction of iterative decoding procedures
for DAB systems, which are based on convolutional encoding,interleaving, and DE-
QPSK [25]. Just as in [75], we consider DE-QPSK as inner coding method and convo-
lutional encoding as outer coding method of a serially concatenated coding system. We
were motivated by encouraging results for single-carrier transmissions on performance
improvements and inner-decoder complexity reduction in [58, 20, 18], and [31]. To re-
duce the complexity of the inner decoder and accepting only asmall performance loss
(see, e.g., Peleg et al. [58] and Chen et al. [18]), we will focus on the techniques pro-
posed by Peleg et al. in [58]. We also discretize the phase of the desired signal into several
equispaced values, but do not allow “side-step” transitions to track small channel phase
variations. However we will focus on 2D-blocks consisting of a number of subsequent
OFDM symbols and a number of adjacent sub-carriers. Focussing on 2D-blocks was mo-
tivated by the fact that the channel coherence-time is typically limited to a small number
of OFDM symbols, but also since DAB-transmissions use time-multiplexing of services,
which limits the number of OFDM symbols in a codeword [25]. Aswas shown in [75],
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extension in the subcarrier direction is then required to get reliable phase estimates. Us-
ing these phase-estimates we calculate, in an efficient way,the a-posteriori probabilities of
the information symbols using forward-backward processing in full generality [4] where
we consider 2D-blocks and trellis decomposition, see again[75]. Moreover, with the ap-
plication of 2D-blocks for iterative demodulation we solvea problem connected to the,
in practise quite small, length of the trellises for each subcarrier. Unfortunately, as was
also shown in [75], using 2D-blocks and trellis decomposition in a straightforward way
does not result in significant complexity reduction compared to the approach of Peleg
and Shamai in [58]. However, in this contribution, we exploit the fact that the trellis-
decomposition method does allow us to estimate the unknown channel-phase efficiently.
This phase is related to sub-trellises of which we can determine the a-posteriori probabil-
ities. With these probabilities we are able to choose, in twodifferent ways, a dominant
sub-trellis, which results in a significant complexity reduction of the inner decoder. In
our first approach, we investigate a method that is based on finding, at the start of a new
iteration, the dominant sub-trellis first and then do the forward-backward processing for
demodulation only in this dominant sub-trellis. Our secondapproach chooses the dom-
inant sub-trellis only once, before starting with the iterations. We will study for both
methods their complexity and, by doing simulations, their performances.

7.2.3 Trellis-decomposition for DAB receivers

For our further analysis, just as in [75], we are interested in M aligned sequences of
N + 1 subsequent OFDM symbols, i.e., 2D blocks of symbols, where we assume that
in each OFDM sub-carrierm = 1, 2, · · · ,M a sequenceam = (am,1, am,2, · · · , am,N)
is conveyed using differential encoding. For the components of the transmitted sequence
xm = (xm,0, xm,1, · · · , xm,N ) we can write

xm,n = am,nxm,n−1, (7.1)

where we assume thatxm,0 for each subcarrierm = 1, 2, · · · ,M is known andxm,n ∈
A = {ejpπ/2, p = 0, 1, 2, 3}. We assume that the channel phase is constant over the 2D
block of symbols, therefore

ym,n = ejφxm,n + wm,n, (7.2)

where the noise variableswm,n are circularly complex Gaussians with varianceσ2 per
component. Note that a phase rotation proportional tom, due to a time-delay, is removed
by linear phase correction [75]. Accepting a small performance loss we may assume that
the channel-phase is discrete, and uniform over32 levels which are uniformly spaced over
[0, 2π), hence

Pr{φ = πl/16} = 1/32, for l = 0, 1, 2, · · · , 31. (7.3)

The output sequence corresponding to OFDM sub-carrierm is denoted by
ym = (ym,0, ym,1, · · · , ym,N ) and we definezn = xm,ne

jφ for n = 0, 1, · · · , N , then,
sincexm,0 is chosen fromA for all m andφ is uniform over{πl/16, l = 0, 1, · · · , 31} it
follows that

Pr{z0 = ejlπ/16} = 1/32, for l = 0, 1, · · · , 31, (7.4)
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andzn ∈ Z ∆
= {ejlπ/16, l = 0, 1, · · · , 31}. Moreover, forn = 1, 2, · · · , N

zn = am,nzn−1, where

Pr{am,n = ejpπ/2} = 1/4, for p = 0, 1, 2, 3. (7.5)

The variableszn for n = 0, 1, · · · , N can now be regarded as states in a trellisT and
the symbolsam,1, am,2, · · · , am,N correspond to transitions between states for OFDM
sub-carrierm. Just like Peleg et al. [58] we focus on the entire trellisT . Note how-
ever that our trellis is different from that of [58], in whichtracking of small channel
phase variations is made possible by adding “side-step” transitions. We don’t have such
transitions in our trellis and therefore our trellis can be decomposed in eight uncon-
nected sub-trellises. Thus, as in [75], an important observation for our investigations
is that the trellisT can be seen to consist of eight sub-trellisesT0, T1, · · · , T7, that are
not connected to each other, see also [18]. Moreover, sub-trellisTs consists of states
zn ∈ Zs = {ejlπ/16, l = s + 8p, p = 0, 1, 2, 3}, for s = 0, 1, · · · , 7. Note that for
the likelihoodγm,n(zn) corresponding to some statezn ∈ Zs for n = 0, 1, · · · , N in a
sub-trellisTs we can write

γm,n(zn) =
1

2πσ2
exp(−|ym,n − zn|2

2σ2
). (7.6)

In the next sub-section we take advantage of this decomposition.

7.2.4 A-posteriori symbol probabilities

Since we do processing based on trellis decomposition, we focus, as in [75], on the com-
putation of the a-posteriori sub-trellis probabilities

Pr{s|y1,y2, · · · ,yM} (7.7)

=
Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)∑7

s=0 Pr{s}p(y1|s)p(y2|s) · . . . · p(yM |s)
.

Note thatPr{s} = 1/8 for s = 0, 1, · · · , 7 and it is shown by (51) in [75] that the prob-
abilitiesp(ym|s) for each subcarrierm = 1, 2, · · · ,M can be obtained by performing a
backward pass. Now, as was shown by (52) in [75], the a-posteriori symbol probability
is aconvex combinationof the a-posteriori probabilities corresponding to the sub-trellises
and the a-posteriori symbol probabilities of each sub-trellis Pr{am,n|ym, s}, i.e.,

Pr{am,n|y1,y2, . . . ,yM} (7.8)

=

7∑

s=0

Pr{s|y1,y2, · · · ,yM}Pr{am,n|ym, s},

wherePr{am,n|ym, s} is computed as given by (48) in [75] fors ∈ {0, 1, · · · , 7} and
am,n ∈ A. As stated in [75], from these a-posteriori probabilities we can compute,
by omitting Pr{am,n, s}, the extrinsic information that is needed by the convolutional
decoder.
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This suggests that, for each iteration, the demodulator first determines the a-posteriori
sub-trellis probabilities using (7.7), for which first a backward pass in each of theM trel-
lises corresponding to the sub-carriers is needed (requiring8×4×(4+1) = 160 multipli-
cations per section). Then we find the a-posteriori symbol probabilitiesPr{am,n|ym, s}
in the standard way, taking into account that the backward passes were already carried
out. Thus, for all sub-trellisesTs we do a forward pass (requiring8 × 4 × 4 × 2 = 256
multiplications, see (42) in [75]) and then combine the results for that sub-trellis (requir-
ing 8 × 4 × 4 × 2 = 256 multiplications and8 × 4 = 32 normalizations per section).
Finally these probabilities have to be weighted as in (7.8) (requiring8 × 4 = 32 multi-
plications). In total this results in704 multiplications and32 normalizations per iteration.
We suggest to focus only on multiplications and normalizations, since additions have a
smaller complexity than multiplications and normalizations2.
Trellis-decomposition requires the forward-backward processing in full generality [4] and
does not result in significant complexity reduction compared to the approach of Peleg and
Shamai in [58]. However, in the next two sub-sections we willintroduce two methods
based on choosing adominant sub-trellisresulting, for both methods, in relevant com-
plexity reduction.

First method

Finding the dominant sub-trellis, at the start of a new iteration, is based on the a-posteriori
sub-trellis probabilitiesPr{s|y1,y2, · · · ,yM} obtained from the backward passes. As-
suming that one of the a-posteriori sub-trellis probabilities dominates the other ones we
can write

Pr{am,n|y1,y2, · · · ,yM} ≈ Pr{am,n|ym, ŝ}, (7.9)

with
ŝ = argmax

s
Pr{s|y1,y2, · · · ,yM}. (7.10)

Now, for the best sub-trellisTŝ, we do a forward pass (requiring4× 4× 2 = 32 multipli-
cations per section) and combine the results to obtain the a-posteriori (actually extrinsic)
symbol probabilitiesPr{am,n|ym, ŝ} for that sub-trellis (requiring4 × 4 × 2 = 32 mul-
tiplications and4 normalizations per section). In total we now need224 multiplications
and4 normalizations per section per iteration, which is roughly32% of the complexity
of the weighting approach given by (7.8). In Section 7.2.4 wewill evaluate, by doing
simulations, the performances of this first method. Moreover, in the next section we will
introduce a second method, which reduces the complexity even further.

Second method

A second approach involves choosing the dominant sub-trellis only once, before starting
with the iterations. Since before starting the iterations the a-priori probabilities are all

2In the log-domain, multiplications and normalizations arereplaced by additions, and additions
are typically approximated by maximizations, but for reasons of simplicity we neglect the additions
here.
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equal, computing the a-posteriori sub-trellis probabilities for each sub-trellis is straight-
forward. It is shown in Section3 in [75], that for computing the a-posteriori sub-trellis
probabilities the BCJR-algorithm [4] is not required. Now,as with our first method, we
do the iterations only in the sub-trellis that was chosen initially, requiring for the forward
pass4× 4× 2 = 32, for the backward pass4× (4+1) = 20, and for the combining-pass
4 × 4 × 2 = 32 multiplications plus4 normalizations per section. Resulting in84 mul-
tiplications and4 normalizations per section per iteration, which is roughly12% of the
complexity of doing the weighted approach given by (7.8). Next, we will demonstrate, by
simulations, the performances of both dominant sub-trellis techniques.

Simulations

To investigate the performance we have used the TU-6 channelmodel defined in [1],
which is commonly applied to test DAB transmission. A maximum Doppler frequency of
fd = 20 Hz is chosen, representing a DAB transmission (in Band-III)movement-speed
between transmitter and receiver of≈ 90 km/h. The channel gain representative for a
2D-block, in which it is assumed to be constant, is estimatedsimilar to (8) in Chen et al.
[18].
We simulated, both for a perfectly known channel gain|h| as well as for the estimated

channel gain̂|h|, the weighting approach given by (7.8) forL = 1 andL = 5 iterations
(L = 1 stands for no iterations), the first and second dominant sub-trellis method conform
(7.9) forL = 5, and determined the BER versus the signal-to-noise ratioEb/N0 = 1

2σ2 .
The BER performance with a perfectly known channel gain|h| is shown in Fig. 7.1 and

with an estimated channel gain̂|h| in Fig. 7.2.
From Fig. 7.1 can be seen that, after five iterations, our firstand second method introduces
≈ 0.05 dB and≈ 0.5 dB loss, respectively, relative to the weighting method.

Fig. 7.2 shows that with an estimated channel gain|̂h| the performance of our first method
is practically identical to that of the weighting method andthat our second method intro-
duces≈ 0.6 dB loss in performance at a BER =10−4.

7.2.5 Conclusions

We have investigated trellis decoding and iterative techniques for DAB systems with the
objective to reduce receiver complexity by applying 2D-block-based processing and trel-
lis decomposition. These 2D-blocks consist of the intersection of a number of subsequent
OFDM symbols and a number of adjacent subcarriers. The idea to focus on blocks was
motivated by the fact that the channel coherence time is typically limited to a small num-
ber of OFDM symbols, but also since per service symbol processing is used which limits
the number of OFDM symbols in a codeword. Moreover, by turning to 2D-blocks for it-
erative demodulation we solve a problem connected to the, inpractise quite small, length
of the trellises for each subcarrier. Trellis decomposition methods allowed us to estimate
the unknown channel-phase since it relates to the sub-trellises of which we can determine
the a-posteriori probabilities. Using these probabilities we can weight the contributions
of all the sub-trellises to compute the a-posteriori symbolprobabilities. We can also use
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these probabilities to chose a dominant sub-trellis for providing us with these a-posteriori
symbol probabilities. Moreover, we showed that dominant sub-trellis approaches result
in a significant complexity reduction of the inner decoder. We investigated two dominant
sub-trellis approaches. Our first approach was based on finding, at the start of a new itera-
tion, the dominant sub-trellis. Our second approach chooses the dominant sub-trellis only
once, before starting with the iterations. The first method reduces the number of multi-
plications with more than a factor of3, the normalizations with a factor8 and introduces,
after five iterations,≈ 0.05 dB loss in performance on the COST-207 TU-6 channel. The
second method results in reducing the number of multiplications and normalizations with
more than a factor of8 and results, after five iterations,≈ 0.5 dB loss in performance.

7.3 MAP channel-phase estimator

7.3.1 Introduction

In this section we introduce a MAP channel-phase estimator,which operates according
to the second dominant sub-trellis method of Section 7.2. This MAP channel-phase esti-
mator determines the estimated channel phaseφ̂ ∈ {sπ/16, s = 0, 1, · · · , 7}. Note that
similar techniques of phase quantization were discussed byPeleg et al. in [58], and by
Chen et al. in [18]. For our analysis of the phase estimator weassume that the channel
gain|h| is perfectly known at the receiver. Note that in the next section we will discuss a
channel-gain estimator. We denote byxm the sequence(xm,0, xm,1, · · · , xm,N ) of trans-
mitted DE-QPSK symbols and byym the sequence(ym,0, ym,1, · · · , ym,N) of received
DE-QPSK symbols corresponding to sub-carrierm. We compute the dominant sub-trellis
only before the start of the iteration process. In this case the information symbols can be
assumed to be iud, i.e.,Pr{am,n = 1

4}, and we use the trellis-decomposition analysis for
the non-iterative multi-carrier setting discussed in Section 6.4. Hence we write for (6.37)

Pr{s|y1,y2, . . . ,yM , |h|} =
1
8

∏M
m=1

∏N
n=0Km,s(n, |h|)∑7

s=0
1
8

∏M
m=1

∏N
n=0Km,s(n, |h|)

∝
∏

m=1,M,n=0,N

Km,s(n, |h|), (7.11)

whereKm,s(n, |h|) ∆
=
∑

zn∈Zs

1

4
γm,n(zn, |h|) for n = 0, 1, · · · , N and

γm,n(zn, |h|) =
1

2πσ2
exp(−|ym,n − |h|zn|2

2σ2
). (7.12)

Now an estimate of the channel phase is obtained with the MAP decision rule

φ̂ =
π

16
arg max

s
Pr{s|y1,y2, . . . ,yM , |h|}

=
π

16
arg max

s


 ∏

m=1,M,n=0,N

Km,s(n, |h|)


 . (7.13)
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Hence with this MAP decision rule we select the dominant sub-trellis corresponding to
the second method discussed in Section 7.2.

7.3.2 Complexity reduction

The a-posteriori sub-trellis probability given by (7.11) is proportional to the product of
M(N + 1) factorsKm,s(n, |h|). We will first show thatKm,s(n, |h|) is the sum of
four exponentials. To avoid exponential and logarithmic operations we could select one
dominant exponential instead of computing the entire sum [15]. To be able to do so we
write, usingφs , sπ

16

Km,s(n, |h|) =
∑

xn∈A

1

4
γm,n(xne

jφs , |h|)

∝
∑

xn∈A
exp

{
−
∣∣ym,n − |h|xne

jφs

∣∣2

2σ2

}

∝ exp

(ℜ(qs
m,n)

σ2

)
+ exp

(ℑ(qs
m,n)

σ2

)

+ exp

(
−
ℜ(qs

m,n)

σ2

)
+ exp

(
−
ℑ(qs

m,n)

σ2

)

∝ 2 cosh
(
Rs

m,n

)
+ 2 cosh

(
Is
m,n

)
, (7.14)

where

qs
m,n , |h|ym,ne

−jφs ,

Rs
m,n ,

ℜ(qs
m,n)

σ2
,

Is
m,n ,

ℑ(qs
m,n)

σ2
.

Now the a-posteriori probability of the channel phase becomes

Pr{s|y1,y2, . . . ,yM , |h|} ∝
∏

m=1,M,n=0,N

[
2 cosh

(
Rs

m,n

)
+ 2 cosh

(
Is
m,n

)]
. (7.15)

From (7.15) we conclude that the a-posteriori probability of the channel phase is the
product of sums of twocosh-functions. To avoid underflow, calculations are often carried
out in the logarithmic domain. Instead of (7.14) the metric

µ0 , ln (2 cosh (R) + 2 cosh (I)) , (7.16)

is applied. Note that for ease of notation we have dropped theindicesm,n ands. As
an approximation forµ0, similar to (4.11) in Section 4.2.1, we apply the max-log-MAP
approximation [15]

µ1 , ln
(
max

(
e|R|, e|I|

))
= max(|R|, |I|). (7.17)
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Note that the max-log-MAP approximation is based on selecting dominant exponentials,
similar to, e.g., Bottomley’s [15] approximation. Now the MAP decision rule given by
(7.13) becomes

φ̂ =
π

16
arg max

s


ln


 ∏

m=1,M,n=0,N

[
2 cosh

(
Rs

m,n

)
+ 2 cosh

(
Is
m,n

)]





=
π

16
arg max

s


 ∑

m=1,M,n=0,N

max(|Rs
m,n|, |Is

m,n|)


 . (7.18)

Motivated by the improved results obtained with the piecewise-linear fitting of the log-
arithm of the hyperbolic cosine, see (4.15) in Section 4.2.2, we also introduce here the
approximationµ2 of µ0

µ2 , f

(
R+ I

2

)
+ f

(
R− I

2

)
+ 2 ln 2, (7.19)

where we used the same identity as given by (4.16) and approximated theln (cosh(g)) by
the piecewise-linear function as given by (4.17) in Section4.2.2.

7.3.3 Simulations

We have performed BER simulations on the AWGN-channel to investigate the proposed
MAP channel-phase estimator and the corresponding approximations. The simulations
show the BER versus the signal-to-noise ratioEb/N0 = 1

2σ2 , whereEb is the received
signal energy of an information bit. We used bit-interleaving and Viterbi-decoding. The
soft-decision bit metrics are conform (3.27). The de facto-standardRc = 1/2 RCPC code,
as described in Section 2.3.2, is used for the encoding. Figure 7.3 shows simulation results
for the case where we estimate the channel phase with the MAP decision rule (7.13) and
metricµ0 given by (7.16). Figure 7.3 also shows simulation results ifwe replace metricµ0

with the approximated metricµ1 given by (7.17) or the improved approximationµ2 given
by (7.19). Moreover, the simulation results with a perfectly known channel phaseφ are
shown for reference purposes. From Figure 7.3 can be seen that the metricsµ0, µ1, andµ2

achieve similar performances in combination with the MAP-decision rule given by (7.13).
Figure 7.4 shows that the three channel-phase estimates result in a slight performance
degradation relative to the case where the channel phaseφ is perfectly known. Note
that if we use the max-log-MAP approximationµ1 we do not require knowledge of the
noise variance and the channel gain. We would like to conclude that the max-log-MAP
approximation is an appropriate method in terms of performance and complexity trade-off
to perform channel-phase estimation.
Since a receiver will, in practise, not have a perfect knowledge of the channel gain|h| we
introduce in the next section a channel-gain estimator.
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7.4 Channel-gain estimator

7.4.1 Introduction

For the AWGN channels that we have used in our analysis and simulations it was assumed
that the channel phase was unknown to the receiver and the channel gain was fixed and
equal to one. To study the performance of DAB transmissions over channels where the
channel gain is not unity the channel gain|h| or an estimate of the channel gain̂|h| is
assumed to be available at the receiver. Therefore we discuss in the sequel of this section
a simple channel-gain estimator based on averaging. A similar estimator was proposed by
Chen et al. in [18] and showed good performances. The channel-gain estimator is based
on the received power, i.e., the expectation of the squared magnitude of the received DE-
QPSK symbols within a 2D-block. We assume that the channel gain is constant within a
2D-block, and therefore the received signal form = 1, 2, . . . ,M andn = 0, 1, . . . , N is

ym,n = |h|xm,ne
jφ + wm,n, (7.20)

wherewm,n is circularly symmetric mean zero complex Gaussian noise with varianceσ2

in both the real and imaginary parts. The expectation of the channel gain with|xm,n|2 = 1
yields

E
{
|ym,n|2

}
= E

{(
|h|xm,ne

jφ + wm,n

) (
|h|x∗m,ne

−jφ + w∗
m,n

)}

= E
{
|h|2|xm,n|2 + 2|h|ℜ

{
x∗m,ne

−jφwm,n

}
+ |wm,n|2

}

= E
{
|h|2 + 2|h|ℜ

{
x∗m,ne

−jφ
}
ℜ{wm,n}−

2|h|ℑ
{
x∗m,ne

−jφ
}
ℑ{wm,n} + |wm,n|2

}
. (7.21)

Sincewm,n is circularly symmetric zero-mean complex Gaussian noise with varianceσ2

per component, (7.21) becomes

E
{
|ym,n|2

}
= E

{
|h|2
}

+ 2|h|E
{
ℜ
{
x∗m,ne

−jφ
}}

E {ℜ {wm,n}} −
2|h|E

{
ℑ
{
x∗m,ne

−jφ
}}

E {ℑ {wm,n}} + E
{
|wm,n|2

}

= |h|2 + 2σ2. (7.22)

Rewriting (7.22) yields

|h|2 = E
{
|ym,n|2

}
− 2σ2. (7.23)

Since we assume that the channel coherence-time and coherence-bandwidth span a lim-
ited number of OFDM-symbols and a limited number of OFDM-subcarriers the channel
gain |h| is only constant over a limit number of received symbols. Therefore we pro-
pose in the next section an approximation based on a finite number of received symbols.
Moreover, (7.23) suggests that the channel-gain estimatorrequires knowledge of the noise
varianceσ2. For complexity reduction reasons we also show in the next section the per-
formance of the channel-gain estimator when the noise-variance term is ignored.
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7.4.2 Complexity reduction

Since we are interested in a practical realization of the channel-gain estimator we compute
the expectation with a finite number ofM(N + 1) received symbols. Note that a similar
approach was followed by Chen et al.in [18] for the one-dimensional case. We now get

|̂h|21 , max


 1

M(N + 1)

∑

m=1,M,n=0,N

|ym,n|2 − 2σ2, 0


 . (7.24)

This first estimator is similar to (6.53). Note, maximizing in (7.24) prevents the estimator
to become negative.
To avoid that the receiver needs to know the noise variance wepropose a second estimator
where the noise variance term is ignored. This leads to

|̂h|22 ,
1

M(N + 1)

∑

m=1,M,n=0,N

|ym,n|2. (7.25)

7.4.3 Simulations

We performed BER simulations on the practical TU-6 channel [1] to evaluate the proposed
channel-gain estimators. The simulations show the BER versus the signal-to-noise ratio
Eb/N0 = 1

2σ2 , whereEb is the received signal energy of an information bit. We used
bit-interleaving and Viterbi-decoding. The soft-decision bit metrics are conform (3.31)
where1/σ2 was replaced by|h|/σ2. The de facto-standardRc = 1/2 RCPC code, as
described in Section 2.3.2, is used for the encoding. Figure7.5 shows the performance of
both channel-gain estimators. Moreover, in Figure 7.5 the perfectly known channel gain
is shown as a reference. Figure 7.6 shows that both estimators achieve similar results for
several values ofM(N+1) aroundEb/N0 = 12 dB where the BER≈ 10−4. ForM(N+
1) ≥ 8, the estimators given by (7.24) and (7.25) are slightly worse than the reference.
Note that the estimator given by (7.24) requires knowledge of the noise varianceσ2.
We would like to conclude that the second estimator given by (7.25) is appropriate for
channel gain estimation in terms of performance and complexity trade-off.

7.5 A realization of the proposed DAB receiver

7.5.1 Block-diagram

Figure 7.7 shows a block-diagram of the proposed DAB receiver. This DAB receiver
performs decoding of 2D-blocks of received symbols and decomposes the a-posteriori
symbol probabilities according to (7.8). For jointly demodulation and decoding we ap-
plied the iterative decoding procedures with SCCC and trellis decomposition discussed in
Section 6.6. The channel-phase estimator discussed in Section 7.3 and the channel-gain
estimator discussed in Section 7.4 are also applied to this receiver. In the next section we
present real-time bench-test results of the proposed DAB receiver.
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7.5.2 Bench-test results of the proposed DAB receiver

In this section we give bench-test results of a real-time andbit-true version of the proposed
DAB receiver running on a PC. We demonstrate reception improvements with this DAB
receiver for the AWGN-channel and the TU-6 channel. These performance improvements
are shown for several numbers of iterations, block-sizes, and Doppler-frequencies.

Real-time bench-test stimuli

For the real-time bench-tests a DAB stream with different services was created, see [25,
Table 6, p.50]. The sample frequency of the generated input file for the real-time PC-
applicationDAB-PC is 8.192 MSamples/s at a low-IF frequency of2.048 MHz. The
duration of the real-time bench-test file is≈ 600 seconds to avoid ”wrap-around” of
the measurement data for the AWGN tests and the TU-6 tests. A BER-measurement
perSNR-value is based on144 or 432 seconds of real-time bench-test stimuli for the
AWGN, respectively, the TU-6 channel. We will show the performance improvement
of the proposed DAB receiver in dB, i.e., the decrease in required signal-to-noise ratio
compared to 2SDD to obtain a BER≈ 10−4.

AWGN channel bench-tests

The BER is measured for a duration of144 seconds, which corresponds to14496·10−3 = 1500
DAB transmission frames in Mode-I. With a bit-rate of, for example,128 kbit/s there
will be on the average144 × 128 · 103 × 10−4 ≈ 1843 errors for a BER≈ 10−4.
Fig. 7.8 shows the bench-test results for the AWGN channel asfunction of the number of
iterations. Fig. 7.8 shows a performance improvement of≈ 2.6 dB for L = 4 iterations
(L = 1 stands for no iterations) and withM(N + 1) = 80. Fig. 7.8 also shows that the
performance is more or less determined by the sizeM(N + 1) of the block just as we
have seen in Section 6.6.3. It can be seen that a larger 2D-block size results in a higher
gain. Furthermore, from Fig. 7.8 can also be seen that if the trellis-lengthN + 1 is quite
small the effect of iterating is limited. This was also shownby Fig. 6.12 in Section 6.6.3.

TU-6 channel bench-tests

The BER is measured for a duration of432 seconds, which corresponds to43296·10−3 = 4500
DAB transmission frames in Mode-I. Fig. 7.9 shows the performance improvements as a
function of the movement speed in [km/h] between transmitter and receiver. The speed
in [km/h] between transmitter and receiver is determined for a DAB-carrier frequency of
fc = 240 MHz in Band-III, i.e.,

V = 3.6

(
c

fc

)
fd = 4.5 · fd, (7.26)

wherec , 3 · 108 m/s is the speed of light. Fig. 7.9 shows performance improvements
up to≈ 2.4 dB and≈ 1.7 dB for speeds of45 km/h, respectively,90 km/h. Also here we
see that the gains are in principle determined by the sizeM(N + 1). However, compared
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Figure 7.8: Real-time bench-test results of the performance improvement
for DAB-transmissions in Mode-I on the AWGN channel.
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to the AWGN case shown in Fig. 7.8, the situation is slightly different here. Increasing
N + 1 (with a fixedM ) has a positive effect on the performance, however if the speed
is increasing, the coherence-time of the channel decreases, and the effect of largeN + 1
is limited. Note that keepingN + 1 small has also advantages related to service symbol
processing [25]. Finally, for the non-iterative case, i.e.,L = 1 the improved DAB receiver
shows at higher speeds better performances than 2SDD.

7.6 Conclusions

We investigated two dominant sub-trellis approaches to reduce the complexity of the in-
ner decoder. Our first approach was based on finding, at the start of a new iteration, the
dominant sub-trellis. Our second approach chooses the dominant sub-trellis only once,
before starting with the iterations. The first dominant sub-trellis method reduces the num-
ber of multiplications with more than a factor of3, the normalizations with a factor8 and
introduces, after five iterations, only≈ 0.05 dB loss in performance on the COST-207
TU-6 channel. The second method results in reducing the number of multiplications and
normalizations with more than a factor of8 and results, after five iterations,≈ 0.5 dB loss
in performance.
We showed that a MAP channel-phase estimator with a max-log-MAP approximation
is an appropriate method in terms of performance and complexity trade-off to perform
channel phase estimation.
We observed that a channel-gain estimator based on averaging the squared magnitude of
the received symbols combines simplicity with a good performance. A modified version
of such an estimator that ignores the noise variance term hasan acceptable performance
without having knowledge of the noise variance at the receiver.
The real-time bench-tests of the proposed DAB receiver demonstrate that the performance
is more or less determined by the sizeM(N + 1) of the 2D-block. Moreover, it was
shown that if the trellis-lengthN + 1 is quite small the effect of iterating is limited.
Simulations for the AWGN channel show a performance improvement of≈ 2.6 dB with
L = 4 iterations andM(N + 1) = 80 for our DAB receiver. In addition, TU-6 channel
simulations show performance improvements up to≈ 2.4 dB and≈ 1.7 dB for speeds of
45 km/h, respectively,90 km/h. The TU-6 channel simulations also show that increasing
N + 1 (with a fixedM ) has a positive effect on the performance, however if the speed
increases, the coherence-time of the channel decreases, the effect of largeN+1 is limited.
Furthermore, with no iterations the proposed DAB receiver shows at higher speeds better
performances than 2SDD.



Chapter 8

Conclusions and
Recommendations

In this final chapter we present the conclusions of the investigations we carried out on
two-dimensional block-based reception for differentially encoded OFDM systems. We
also give some recommendations for further research.

8.1 Outline

Commonly used DAB receivers perform non-coherent 2SDD withsoft-decision Viterbi
decoding. It is well-known that 2SDD can be improved if the detection is based on more
than two received symbols as, e.g., in non-coherent MSDD. For improving the perfor-
mance of the demodulation procedures of DAB-like streams, demodulation based on 2D
blocks of received symbols with a decomposed demodulation trellis is therefore proposed
in this thesis.
Peleg and Shamai [58] demonstrated that iterative techniques could increase the perfor-
mance of the demodulation procedures of DE-QPSK streams even further. However,
they investigated demodulation procedures of DE-QPSK streams for single-carrier trans-
missions, i.e., the one-dimensional case. These demodulation procedures were based on
complex trellises with large lengths and “side-steps” to combat phase noise. In this thesis,
their approach is generalized to the 2D setting where again the decomposed demodulation
trellis and, to combat phase noise, the 2D blocks of receivedsymbols are used. In this
way a problem connected to the small lengths of the trellisesfor each subcarrier is solved.
The application of these iterative decoding techniques in DAB receivers is only feasible
if their complexity can be drastically reduced. A significant complexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the decomposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based on iterative decoding techniques
is realized.
In the next section we will give our conclusions on iterativedemodulation of DE-QPSK
based on 2D blocks of received symbols with a decomposed demodulation trellis. In
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Section 8.3 we give some recommendations for further work.

8.2 Conclusions

8.2.1 Introductory chapters

In Chapter 2, we described the basic elements of a DAB transmitter and a standard re-
ceiver. Moreover, we introduced simulation models that were applied to evaluate the
proposed reception methods.
In Chapter 3 of the thesis, we described the state-of-the-art in non-iterative detection and
decoding techniques for DE-QPSK streams with convolutional encoding. First, as a ref-
erence, coherent detection of DE-QPSK with soft-decision Viterbi decoding was studied.
Then it was demonstrated that the performance of non-coherent 2SDD of DE-QPSK with
soft-decision Viterbi decoding can be improved by, e.g., non-coherent MSDD. Since pi-
lots are lacking for DAB systems, detection based on observing multiple received symbols
is a technique that could lead to reception improvement for DAB receivers.

8.2.2 A-posteriori symbol probabilities and log-likelihood ratios for
coherently detectedπ

4
-DE-QPSK

By applying MSDD, a DAB-receiver can approach the performance of a receiver that
performs coherent detection. Therefore, we studied in Chapter 4 a-posteriori symbol
probabilities and LLRs for coherently detectedπ

4 -DE-QPSK. It was demonstrated, as an
extension to the results known in the literature, that an approximation of MAP symbol
detection, based on selecting dominant exponentials, leads to MAP sequence detection.
To improve the performance towards MAP symbol detection, a better approximation was
proposed. This approximation relies on piecewise-linear fitting of the logarithm of the
hyperbolic cosine and results in a performance quite close to that of MAP symbol detec-
tion. For the coded case, where the symbols are produced by convolutional encoding and
Gray mapping, the LLRs were investigated. Again an approximation based on selecting
dominant exponentials and an improved approximation relying on piecewise-linear fits,
was proposed. The improved approximation gives a performance quite close to ideal.

8.2.3 The Shannon limit and some codes approaching it

In Chapter 5 we explained iterative decoding procedures corresponding to serially con-
catenated codes developed by Benedetto et al. because thesedecoding procedures are,
later in the thesis, proposed for DAB-like streams. In that chapter we also considered par-
allel concatenated systems, turbo-codes, first described by Berrou et al. [11]. The iterative
decoding procedures for the serially concatenated codes aswell as for the turbo-codes are
based on modified versions of the BCJR algorithm [4]. The approach taken in Chapter 5
to explain these iterative decoding procedures, is similarto the approach Gallager [32]
followed to investigate iterative procedures for decodingLDPC codes. This way of ex-
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plaining iterative decoding procedures for the serially concatenated codes as well as for
the turbo-codes does not appear in the literature.

8.2.4 Two-dimensional iterative processing for DAB receivers based
on trellis-decomposition

In Chapter 6 we investigated trellis decoding and iterativetechniques for DAB receivers.
Specifically, the concept of 2D-blocks and trellis decomposition in decoding was consid-
ered. Each 2D-block consists of a number of adjacent subcarriers of a number of subse-
quent OFDM symbols. The trellis-decomposition method allows for an estimation of the
unknown channel phase, since this phase relates to sub-trellises. A dominant sub-trellis
can be determined from the a-posteriori sub-trellis probabilities and the a-posteriori sym-
bol probabilities corresponding to this dominant sub-trellis can be used. This dominant
sub-trellis approach results in a significant complexity reduction, which is the subject of
Chapter 7.
In Chapter 6, we also investigated non-iterative methods. To obtain an acceptable perfor-
mance with single-carrier transmission, we need a trellis-length ofN + 1 ≥ 32. For such
trellis-lengths the channel coherence-time needs to be in the order ofTc ≈ 32Ts, where
Ts is the OFDM symbol time. In practice the channel may not be coherent so long, and
therefore focussing on trellis-lengthN + 1 = 32 might not be realistic. There is a sec-
ond reason for arguing that large values ofN are undesirable. DAB-systems support, for
complexity reduction, per service symbol processing. In such services, typically, at most
N +1 ≤ 4 subsequent OFDM symbols are contained in a single convolutionally encoded
word and this does not match to processing more than four OFDMsymbols in a demod-
ulation trellis. Since we cannot makeN too large, we usedM adjacent sub-carriers to
jointly determine the a-posteriori symbol probabilities for the corresponding DE-QPSK
streams. We demonstrated that we are very close to the performance of coherent detec-
tion of DE-QPSK even for small values of the trellis lengthN + 1 = 4, by processing
simultaneouslyM = 8 sub-carriers. Simulations showed that 2D dominant sub-trellis
processing withM(N + 1) = 32 outperforms 2SDD by0.7 dB at a BER of10−4.
Iterative decoding techniques for the single-carrier caselead to an improvement in re-
quired signal-to-noise ratio compared to 2SDD of at most≈ 4.1 dB afterL = 5 iterations
andN → ∞. Furthermore, forN + 1 = 32 the difference in performance between the
exact and approximated LLRs, by selecting the dominant sub-trellis before starting with
the iteration process, is less than0.3 dB. In the iterative multi-carrier case we showed that
increasingM has a positive effect on the performance, however when the trellis-length
N + 1 is quite small the effect of iterating is limited. Simulations withL = 5 iterations
showed that 2D dominant sub-trellis processing withN+1 = 32 andM = 1 outperforms
2SDD by3.7 dB at a BER≈ 10−4. However, simulations also reveal that withN+1 = 4
andM = 8 the performance improvement is reduced to2.5 dB. The difference of1.2 dB
is caused by the smaller value ofN + 1.
For the TU-6 channel model defined in COST-207 [1] it was shownthat forN + 1 = 18
andM = 1, reliable transmission is not possible with movement speeds of≈ 45 km/h
and≈ 90 km/h. However, for the 2D-decomposition approach withN + 1 = 4 and
M = 8 we found considerable improvements of roughly2.4 dB and1.6 dB for Doppler
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frequencies of10 Hz, and20 Hz, respectively.

8.2.5 A practical DAB system with 2D-block-based iterativedecod-
ing

In Chapter 7, complexity reduction of the inner decoder was investigated. This com-
plexity reduction is realized by choosing, based on a-posteriori sub-trellis probabilities,
a dominant sub-trellis (i) after each iteration or (ii) before starting with the iteration pro-
cess. The first method reduces the number of multiplicationsby more than a factor of
three, the number of normalizations by eight and, after five iterations, introducing≈ 0.05
dB loss in performance on the COST-207 TU-6 channel. The second method results in
reducing the number of multiplications and normalizationsby more than a factor of eight
and introduces≈ 0.5 dB loss in performance.
We also described in that chapter, an implementation of a MAPchannel-phase estimator
which operates according to the second dominant sub-trellis approach. It was demon-
strated that the a-posteriori probability of the channel-phase estimator is the product of
sums of twocosh-functions. We showed that the max-log-MAP approximation combines
an acceptable complexity with a good performance and is an appropriate method to be
considered for channel phase estimation.
In addition, an implementation of a channel-gain estimatorbased on the power of the re-
ceived DE-QPSK symbols within a 2D-block was discussed. We proposed, for complex-
ity reduction reasons, a first channel-gain estimator only based on the received symbols
within a 2D-block. It was shown that this channel-gain estimator requires the knowledge
of the noise variance. For further reducing the complexity,we proposed a second channel-
gain estimator which ignores the noise-variance term. We showed, by simulations for the
TU-6 channel, that this simple channel-gain estimator shows good performances and is
an appropriate method for channel gain estimation.
Finally, the performance improvements of a real-time and bit-true DAB-receiver are eval-
uated for various numbers of iterations, block-sizes, and Doppler-frequencies. This DAB
receiver operates according to the proposed 2D-block-based iterative decoding procedure
within a dominant sub-trellis obtained by the second method. Simulations for the AWGN
channel showed a performance improvement of≈ 2.6 dB for L = 4 iterations with
M(N + 1) = 80. TU-6 channel simulations showed performance improvements up to
≈ 2.4 dB and≈ 1.7 dB for speeds of45 km/h and90 km/h, respectively. The TU-6
simulation also showed that increasingN + 1 (with a fixedM ) has a positive effect on
the performance, however if the speed increases, the effectof largeN + 1 is limited. Fi-
nally, in the non-iterative case the proposed DAB receiver shows at higher speeds better
performances than 2SDD.

8.3 Recommendations

In this section we give some suggestions for further research.
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8.3.1 Non-ideal conditions and more severe channel distortions

It is recommended to further investigate the performance ofthe proposed iterative 2D-
block based detection method with trellis decomposition under more severe channel dis-
tortions. The main assumption of our proposed iterative 2D-block based detection method
with trellis decomposition is that within a 2D-block the channel phase is fixed. However
in some practical cases, already shown in this thesis, it canbe seen that if the channel
is varying quite fast, i.e., at higher Doppler frequencies,the improvements of our pro-
posed iterative methods degrade. Therefore, it could be of interest to further investigate
whether the assumption that the channel-phase is fixed within a 2D-block still holds un-
der non-ideal conditions and more severe channel distortions. For example, in the thesis
ideal synchronization is assumed, i.e., no ICI or ISI interference is introduced. As one
can imagine, it could be of interest to investigate the performances if this assumption of
ideal synchronization does not hold anymore. Also the influence of scaling-effects intro-
duced by, for example, an automatic gain control (AGC) couldbe a subject for further
investigation. The reason for this is that we assume for the estimation of the channel gain
factor that the channel gain is constant within a 2D-block. In addition, more severe chan-
nel distortions could result from longer impulse responses, higher Doppler-frequencies,
narrow-band interferences (ingress noise), broadband interferences (impulse noise), non-
linearities, and other impairments introduced by the radiofront-end. For these situations
in which the fixed channel phase assumption does not hold anymore, more sophisticated
phase tracking and phase correction methods are required.

8.3.2 Implementation and (specific) optimization

A (programmable) hard-ware implementation of the real-time and bit-true DAB-receiver
and its optimization are subjects for further studies. The real-time and bit-true itera-
tive DAB-receiver, discussed in the thesis, has been realized in a PC-environment. The
next step could be to realize the complete iterative DAB-receiver in a (programmable)
hardware-platform targeting a specific Integrated Circuit(IC). This requires specific platform-
dependent implementation optimizations.

8.3.3 Field-testing

The complete iterative implemented DAB-receiver should betested “in the field”. From
these field-tests we can learn how the proposed reception techniques for digital audio
broadcasting systems are perceived.

8.3.4 Other systems

Finally, it should be recommended to investigate if other differentially encoded OFDM
broadcast systems can reuse the technique that is developedhere. For example, HD-
radio is using differentially encoded OFDM for their reference symbols. Furthermore,
the Japanese digital terrestrial television broadcast standard; Integrated Services Digital
Broadcasting–Terrestrial (ISDB-T), also supports differentially encoded OFDM.
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Appendix A

A-Posteriori Symbol
Probabilities and LLRs for
Coherent Detection.

A.1 A-posteriori symbol probabilities for coherent detec-
tion

In this appendix we derive the a-posteriori symbol probabilities for coherent detection
of DE-QPSK with iud information symbols{an} hencePr{an} = 1/4 for all an ∈{
1, ejπ/2, ejπ , ej3π/2

}
. The channel phaseφ takes only the valuesφi = π

2 i, for i =
0, 1, 2, 3 with equal probabilityPr{φi} = 1/4. Hence the integral overφ in (3.22) can be
replaced by a summation overφi with Pr{φi} = 1

4 . This yields

Pr{an|yn, yn−1} =
∑

xn−1

∑

φ

[
1

4

Pr{xn−1}
4p (yn, yn−1) (2πσ2)

2

· exp

(
−
∣∣yn − ejφxn−1an

∣∣2 +
∣∣yn−1 − ejφxn−1

∣∣2

2σ2

)]
.

(A.1)

We can now replaceexp(jφ)xn−1 byexp(jθ) and assume thatθ is uniform over
{
0, π

2 , π,
3π
2

}
.

This yields

Pr{an|yn, yn−1} =
∑

θ

1

4

exp

(
−|yn−ejθan|2+|yn−1−ejθ|2

2σ2

)

4p (yn, yn−1) (2πσ2)
2

=
∑

θ

1

4
KA exp

(
1

σ2
ℜ
{
(yna

∗
n + yn−1) e

−jθ
})

, (A.2)
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with

KA ,
exp

(
−
∑1

k=0|yn−k|2+2

2σ2

)

4p (yn, yn−1) (2πσ2)
2 .

Note that forn = 1 we have thatx0 = 1 instead of uniform over
{
1, ejπ/2, ejπ, ej3π/2

}
.

However note that stillejθ is uniform over
{
1, ejπ/2, ejπ , ej3π/2

}
. Now, by substitution

of θ ∈ {0, π
2 , π,

3π
2 }, (A.2) becomes

Pr{an|yn, yn−1} =
KA

4

{
exp

(vn

σ2

)
+ exp

(wn

σ2

)
+ exp

(
−vn

σ2

)
+ exp

(
−wn

σ2

)}

=
KA

2

{
cosh

(vn

σ2

)
+ cosh

(wn

σ2

)}
, (A.3)

with





v (an) , vn = ℜ{yna
∗
n + yn−1}

w (an) , wn = ℑ{yna
∗
n + yn−1} .

A.2 LLRs for coherent detection

The desired soft-decision bit metrics related to transmission n, i.e., the LLRs [37] can be
expressed as

λ1
n = ln

(
em(π) + em(3π/2)

em(0) + em(π/2)

)
, λ2

n = ln

(
em(π/2) + em(π)

em(0) + em(3π/2)

)
, (A.4)

with symbol metrics
m(φ) = ln

(
Pr{an = ejφ|y}

)
, (A.5)

whereλ1
n corresponds to bitb1, λ2

n to bit b2, with Gray mapping conform

b1b2 00 01 11 10
a(b1b2) 1 ejπ/2 ejπ ej3π/2 .

Combining of (A.3) and (A.4) gives the soft-decision bit metrics

λ1
n = ln



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σ2
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v(π
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)
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w(π
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)


 , (A.6)

where
v (0) = +ℜ{yn} + ℜ{yn−1} ,
w (0) = +ℑ{yn} + ℑ{yn−1} ,
v
(

π
2

)
= +ℑ{yn} + ℜ{yn−1} ,

w
(

π
2

)
= −ℜ{yn} + ℑ{yn−1} ,

v (π) = −ℜ{yn} + ℜ{yn−1} ,
w (π) = −ℑ{yn} + ℑ{yn−1} ,
v
(

3π
2

)
= −ℑ{yn} + ℜ{yn−1} ,

w
(

3π
2

)
= +ℜ{yn} + ℑ{yn−1} .
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In addition, with the used Gray-mapping shown by (A.4), the soft-decision bit metricλ2
n

is obtained by interchangingπ2 with 3π
2 in (A.6).

A.3 Max-log-MAP approximation of the LLRs

Applying the max-log-MAP approximation to the optimal soft-decision bit metrics given
by (3.27) yields

λ1
n ≈ 1

σ2

{
max

(
|v (π)| , |w (π)| ,

∣∣v
(

3π
2

)∣∣ ,
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2
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∣∣v
(

π
2

)∣∣ ,
∣∣w
(

π
2

)∣∣)} , (A.7)

with
|v (0)| = |ℜ {yn} + ℜ{yn−1}| ,
|w (0)| = |ℑ {yn} + ℑ{yn−1}| ,∣∣v
(

π
2

)∣∣ = |ℑ {yn} + ℜ{yn−1}| ,∣∣w
(

π
2

)∣∣ = |ℜ {yn} − ℑ{yn−1}| ,
|v (π)| = |ℜ {yn} − ℜ{yn−1}| ,
|w (π)| = |ℑ {yn} − ℑ{yn−1}| ,∣∣v
(

3π
2

)∣∣ = |ℑ {yn} − ℜ{yn−1}| ,∣∣w
(

3π
2

)∣∣ = |ℜ {yn} + ℑ{yn−1}| .

Also here, the approximation forλ2
n is obtained by interchangingπ2 with 3π

2 in (A.7).
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Appendix B

A-Posteriori Symbol
Probabilities and LLRs for
2SDD.

B.1 A-posteriori symbol probabilities for non-coherent
2SDD

In this section we derive the a-posteriori symbol probabilities for non-coherent 2SDD
of DE-QPSK on the AWGN channel. For non-coherent 2SDD of DE-QPSK symbols
it is assumed that the frequency of the carrier is known. The channel phase, i.e., the
carrier phase including the phase rotation of the channel isunknown. Hence we model
the channel phaseφ as uniformly distributed over[0, 2π), hencep(φ) = 1

2π , and substitute
this in (3.29). This yields

Pr{an|yn, yn−1} =
∑

xn−1

Pr{xn−1}
4p (yn, yn−1) (2πσ2)

2 (B.1)

·
∫ 2π

φ=0

1

2π
exp

(
−
∣∣yn − ejφxn−1an

∣∣2 +
∣∣yn−1 − ejφxn−1

∣∣2

2σ2

)
dφ.
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We can now replaceexp(jφ)xn−1 by exp(jθ) and assume thatθ is uniform over[0, 2π),
thusp(θ) = 1

2π . This yields

Pr{an|yn, yn−1} =
1

2π

∫ 2π

θ=0

exp

(
−|yn−ejθan|2+|yn−1−ejθ|2

2σ2

)

4p (yn, yn−1) (2πσ2)
2 dθ

=
1
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KA
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exp
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σ2
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−jθ
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dθ

=
1

2π
KA

∫ 2π

θ=0

exp

(
1

σ2
(vn cos θ + wn sin θ)

)
dθ. (B.2)

Note that forn = 1 we have thatx0 = 1 instead of uniform over
{
1, ejπ/2, ejπ, ej3π/2

}
.

However note that stillejθ is uniform over[0, 2π). Rewriting (B.2), using [35, 3.032.2,
p.213], and by substitution ofzn = vn + iwn yields

Pr{an|yn, yn−1} =
1

π
KA

∫ π

θ=0

exp

(
1

σ2

√
v2

n + w2
n cos θ

)
dθ

=
1

π
KA

∫ π
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exp

(
1

σ2
|zn| cos θ

)
dθ, (B.3)

with
|zn| = |yna

∗
n + yn−1| . (B.4)

Using [35, 8.431.3, p.958] withν = 0 and substitution of (B.4), we can rewrite (B.3), and
we obtain

Pr{an|yn, yn−1} = KAI0

(
1

σ2
|zn|
)

= KAI0

(
1

σ2
|yna

∗
n + yn−1|

)
,

(B.5)

whereI0(·) is the zero-th order modified Bessel function of the first kind.

B.2 LLRs for 2SDD

The desired soft-decision bit metrics related to transmission n, i.e., the LLRs can be
expressed as

λ1
n = ln

(
em(π) + em(3π/2)

em(0) + em(π/2)

)
, λ2

n = ln

(
em(π/2) + em(π)

em(0) + em(3π/2)

)
, (B.6)

with symbol metrics
m(φ) = ln

(
Pr{an = ejφ|y}

)
, (B.7)

whereλ1
n corresponds to bitb1, λ2

n to bit b2, with Gray mapping conform [25], i.e.,
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b1b2 00 01 11 10
a(b1b2) 1 ejπ/2 ejπ ej3π/2 .

Combining (B.5) and (B.6) gives the soft-decision bit metrics
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n = ln
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I0
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∣∣yne
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In addition, with the applied Gray-mapping, the soft-decision bit metricλ2
n is obtained by

interchangingπ
2 with 3π

2 in (B.8).
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