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Summary

Two-Dimensional Block-Based Reception for Differentialy
Encoded OFDM Systems

A study on improved reception techniques for digital audio broadcasting systems

Digital audio broadcast (DAB), DAB+ and Terrestrial-DagjitMultimedia Broadcasting
(T-DMB) systems use multi-carrier modulation (MCM). Thenmiple of MCM in the
DAB-family is based on orthogonal frequency division muiktixing (OFDM), for which
every subcarrier is modulated Bydifferentially encoded quaternary phase shift keying
(DE-QPSK). In DAB systems convolutional codes and intsfilega are used to enable
DAB receivers to perform error correction.

The objective of the work, described in the thesis, is to iRprreception techniques
for DAB, DAB+, and T-DMB systems. In the thesis, two-dimemsal (2D) block-based
reception for differentially encoded OFDM systems is irtigegted. The blocks are based
on the time and frequency dimension.

Commonly used DAB receivers perform non-coherent two-syldiiferential detection
(2SDD) with soft-decision Viterbi decoding. It is well-kwa that 2SDD can be im-
proved if the detection is based on more than two receivedoelsras, e.g., in non-
coherent multi-symbol differential detection (MSDD). Fomproving the performance of
the demodulation procedures of DAB-like streams, demdituidoased on 2D blocks of
received symbols with a decomposed demodulation trelfigaposed in the thesis.
Peleg and Shamai [58] demonstrated that iterative tecksiqauld increase the perfor-
mance of the demodulation procedures of DE-QPSK streamsfaviler. In the thesis,
their approach is generalized to the 2D setting where apaidécomposed demodulation
trellis is used. In this way a problem connected to the sneai§jths of the trellises for
each subcarrier is solved.

The application of these iterative decoding techniquesA Peceivers is only feasible
if their complexity can be drastically reduced. A signifitaomplexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the adeposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based eraitive decoding techniques
is realized.
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In Chapter 2, simulation models are introduced. These nsaellater applied to evaluate
the proposed reception methods. The Additive White Gandsase (AWGN) channel
model with an input power constraint and the channel modeMelevel PSK are first
discussed. In addition, the TU-6 (Typical Urban 6 taps) cehmodel defined in COST-
207 [1] is introduced. This channel model is commonly useastess the performance of
DAB, DAB+, or T-DMB transmission. Finally, the basic elentgeiof a DAB transmitter
and a standard receiver are described.

In Chapter 3 of the thesis, the state of the art in non-itegadietection and decoding
techniques for DE-QPSK streams with convolutional encgdéndescribed. First, as a
reference, coherent detection of DE-QPSK with soft-deni$iiterbi decoding is studied.
Then it is demonstrated that 2SDD of DE-QPSK with soft-decid/iterbi decoding de-
grades the performance. This non-coherent differentiakdien scheme can be improved
by, for example, MSDD, which is a maximum likelihood proceelfor finding a block of
information symbols after having observed a block of reegisymbols. For large num-
bers of observations, the performance of MSDD approaclegsatformance of coherent
detection of DE-QPSK. Since reference symbols (pilots)laking for DAB systems,
detection based on observing multiple received symbolgéstanique that could lead to
reception improvement for DAB receivers. By applying tl@shnique, as will be shown
later, a DAB receiver approaches the performance of a recéiat performs coherent
detection of7.-DE-QPSK with soft-decision Viterbi decoding.

In Chapter 4, a-posteriori symbol probabilities and Idgelihood ratios (LLRs) for coher-
ently detected; -DE-QPSK are studied. It is demonstrated, as an extensithetesults
known in the literature, that an approximation of maximumasteriori (MAP) symbol
detection, based on selecting dominant exponentialss lEatMAP sequence detection.
To improve the performance towards MAP symbol detectionetéeb approximation is
proposed. This approximation relies on piecewise-lingi@mdj of the logarithm of the hy-
perbolic cosine and results in a performance quite clogeaioof MAP symbol detection.
For the coded case, where the symbols are produced by coiov@lbencoding and Gray
mapping, the LLRs are investigated. Again a simple appration based on selecting
dominant exponentials and an improved approximationmglpin piecewise-linear fits, is
proposed. As in the uncoded case, the improved approximgities a performance quite
close to ideal. These improved approximations are alsotefast for DAB systems, as
will be shown later, if 2D and trellis-based detection is sidered as a reception tech-
nique.

Peleg et al. [56][57][58] and Chen et al. [18] demonstrated tterative decoding tech-
nigues developed by Benedetto et al. [9] for serially coerwated convolutional codes
lead to good results for the concatenation of convolutianal differential encoding, also
referred to as Turbo-DPSK. In Chapter 5 the iterative dewpgrocedures corresponding
to these serially concatenated codes are explained. lchiister also parallel concate-
nated systems, turbo-codes, first described by Berrou gtidlare considered. The itera-
tive decoding procedures for the serially concatenatedsad well as for the turbo-codes
are based on modified versions of the BCJR algorithm [4]. Hp@ach taken in Chap-
ter 5 to explain these iterative decoding procedures, iflaino the approach Gallager
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[32] followed to investigate iterative procedures for deiog low-density parity-check
(LDPC) codes. This way of explaining iterative decodinggemures for the serially con-
catenated codes as well as for the turbo-codes does notraippiee literature. It is
well-known that iterative (turbo) decoding proceduresrapph channel capacity, e.g.,
in the AWGN setting. For that reason, in Chapter 6 and Chaptéerative decoding
techniques for DAB-like streams are studied.

At the time that the DAB standard was proposed, the resuBgobu et al. [11] on turbo-
codes were not available. As a consequence, it is not a corpnagtice to use iterations
in DAB receivers. In Chapter 6, motivated by encouragingltsn Turbo-DPSK, trellis
decoding and iterative techniques for DAB receivers aresdtigated. Specifically, the
usage of 2D-blocks and trellis decomposition in decodingpissidered. Each 2D-block
consists of a number of adjacent subcarriers of a numberbsiegiuent OFDM symbols.
Focussing on 2D-blocks was motivated by the fact that themblacoherence-time is
typically limited to a small number of OFDM symbols, and tB#tB-transmissions use
time-multiplexing of services, which limits the number ofDM symbols in a codeword.
Extension in the subcarrier direction is required then torgiéable phase estimates. The
trellis-decomposition method allows for an estimation leé unknown channel phase,
since this phase relates to sub-trellises. A-posteridsitseilis probabilities are deter-
mined, and these probabilities are used for weighting thesteriori symbol probabilities
resulting from all the sub-trellises. Alternatively, a dioemnt sub-trellis can be determined
from the a-posteriori sub-trellis probabilities and thpasteriori symbol probabilities cor-
responding to this dominant sub-trellis can be used. Thisidant sub-trellis approach
results in a significant complexity reduction, which is thkject of Chapter 7.

In the first part of Chapter 7, complexity reduction of theeéndecoder is investigated.
This complexity reduction is realized by choosing, based-@osteriori sub-trellis prob-
abilities, in two different ways a dominant sub-trellis. the first approach, a method is
investigated that is based on finding, at the start of a nenatiten, the dominant sub-
trellis first and then do the forward-backward processinmgdemodulation only in this
dominant sub-trellis. The second approach involves cingosie dominant sub-trellis
only once, before starting with the iterations. In the secpart of Chapter 7, an imple-
mentation of a MAP channel-phase estimator based on the@etmminant sub-trellis
approach is described. In addition, an implementation dfannel-gain estimator based
on the received symbols within a 2D-block is discussed. IBirareal-time and bit-true
DAB-receiver is sketched. This DAB receiver operates atiogrto the proposed 2D-
block-based iterative decoding procedure within a dontisab-trellis obtained by the
second method. The performance improvements of this DABivecare evaluated for
various numbers of iterations, block-sizes, and Doppilettiencies.

The main conclusions can be found in Chapter 8. For the resative 2D-case, investiga-
tions show that the performance of non-coherent detectisedbon trellis-decomposition
is very close to the performance of coherent detection of @ESK. The gain of 2D
trellis-decomposition is modest compared to the standa@@technique. Iterative 2D
procedures result in a significantly larger gain. In thisteat) it needs to be emphasized
that part of this gain comes from the 2D-processing. The dantisub-trellis approach
appears to be crucial for achieving an acceptable compleedluction.
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Samenvatting

Two-Dimensional Block-Based Reception for Differential-
ly Encoded OFDM Systems

A study on improved reception techniques for digital audio broadcasting systems

Digital audio broadcast (DAB), DAB+ and Terrestrial-DagjitMultimedia Broadcasting
(T-DMB) systemen gebruiken multi-carrier modulatie (MCMiet principe van MCM is
gebaseerd op orthogonal frequency division multiplex®EDM), waar iedere subcarrier
gemoduleerd is me} differentially encoded quaternary phase shift keying (QESK).
In DAB-systemen zijn convolutional codes en interleavimdpgiikt zodat een DAB ont-
vanger foutcorrectie kan uitvoeren.

Het doel van het werk, beschreven in dit proefschrift, is vexbeteren van ontvang-
technieken voor DAB, DAB+ en T-DMB systemen. In het proeffithworden twee-
dimensionale (2D) blok-gebaseerde ontvang-techniekenditierentially encoded OFDM
systemen onderzocht. De blokken zijn gebaseerd op de tijieguentie dimensie.

Normaal in gebruik zijnde DAB ontvangers passen niet-cetertwo-symbol differenti-
al detection (2SDD) met soft-decision Viterbi decoding tblet is welbekend dat 2SDD
verbeterd kan worden als de detectie gebaseerd is op medwedarontvangen symbo-
len, zoals bijvoorbeeld in niet-coherente multi-symbdiedential detection (MSDD) het
geval is. Voor het verbeteren van de prestaties van de ddatadprocedures voor DAB-
gebaseerde signalen, wordt in dit proefschrift demodutzgbaseerd op 2D-blokken van
ontvangen symbolen met een decomposed demodulatios tretirgesteld.

Peleg en Shamai [58] hebben laten zien dat iteratieve tekbnide prestaties van de
demodulatie procedures van DE-QPSK signalen nog verdamdeumerbeteren. In het
proefschrift, is hun aanpak gegeneraliseerd naar de Zixgetaarbij opnieuw een de-
composed demodulation trellis gebruikt is. Op deze masieen probleem opgelost dat
samenhing met korte lengtes van een trellis voor de sulecsarri

Toepassing van deze iteratieve decodeer-technieken in @&Bangers is alleen moge-
lijk als hun complexiteit drastisch verlaagd kan wordenn Banzienlijke complexiteit-
reductie wordt verkregen met alleen itereren in het dontasub-trellis van de decompo-
sed demodulation trellis. Op deze manier, werd een rea-&mbit-true DAB ontvanger
gebaseerd op iteratieve decodeer-technieken gerealiseer

Xiii
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In Hoofdstuk 2, worden simulatie modellen geintroduceBreize modellen worden later
toegepast om de voorgestelde ontvang-methodieken tesggaluEerst worden het Addi-
tive White Gaussian Noise (AWGN) kanaal model met een gadiend vermogen aan de
ingang en ee/-level PSK kanaal model besproken. Daarbij wordt ook het6IJypi-
cal Urban 6 taps) kanaal model dat gedefinieerd is in COSTEQgeintroduceerd. Dit
kanaal model wordt standaard gebruikt voor het beoordelaiDAB, DAB+, of T-DMB
transmissies. Tenslotte, worden de basis elementen vadDAf@zender en een standaard
ontvanger beschreven.

In Hoofdstuk 3 van het proefschrift wordt de huidige stand e techniek in niet-
iteratieve detectie en decodering voor DE-QPSK signalehaoevolutional encoding
beschreven. Eerst wordt, als referentie, ideale cohedetéetie van DE-QPSK met soft-
decision Viterbi decoding bestudeerd. Dan wordt aangetaat 2SDD van DE-QPSK
met soft-decision Viterbi decoding de prestaties vermindait niet-coherente differen-
tial detection schema kan worden verbeterd met, bijvoddh@dSDD. MSDD is een
maximume-likelihood procedure voor het vinden van een blak informatie symbolen
nadat een blok van ontvangen symbolen is geobserveerd.edmogroot aantal observa-
ties benadert MSDD de prestatie van ideale coherente aeteect DE-QPSK. Omdat bij
DAB systemen geen referentie symbolen (pilots) voorkormen,detectie gebaseerd op
meerdere ontvangen symbolen tot ontvangstverbeteringdauleiden. Door het toepas-
sen van deze techniek, zoals we later zullen zien, kan een @A¥anger de prestaties
benaderen van een ontvanger met ideale coherente detaotie-DE-QPSK met soft-
decision Viterbi decoding.

In Hoofdstuk 4 worden a-posteriori symbol probabilitiesleg-likelihood ratios (LLRS)
voor coherent gedetecteergeDE-QPSK bestudeerd. Er wordt aangetoond, als een uit-
breiding op de bestaande resultaten in de literatuur, dabeeadering van maximum
a-posteriori (MAP) symbool detectie, gebaseerd op hettsien van dominante expo-
nenten, leidt tot MAP sequence detectie. Voor het verbeteaa de prestatie in verge-
lijking tot MAP symbool detectie, wordt een verbeterde lring voorgesteld. Deze
verbetering maakt gebruik van het piecewise-linear bemsdean de logaritme van de
hyperbolische cosinus en dit resulteert in een prestatieatielijk dicht bij die van MAP
symbool detectie ligt. Voor de gecodeerde situatie, waadisymbolen worden ge-
genereerd door convolutional encoding gevolgd door Gragping, zijn ook de LLRs
onderzocht. Hierbij worden ook weer een eenvoudige bemaylagebaseerd op het se-
lecteren van dominante exponenten, en een verbeterdedremadyebruik makend van
piecewise-linear fits, voorgesteld. Net als in de ongecatiesituatie geven de verbeterde
benaderingen resultaten die redelijk dicht in de buurt d@aal komen. Deze verbeterde
benaderingen zijn ook interessant voor DAB systemen, ai@szal worden aangetoond
wanneer trellis-gebaseerde detectie wordt toegepast dgdiBen.

Peleg et al. [56][57][58] en Chen et al. [18] hebben latem ziat de iteratieve deco-
deertechnieken die ontwikkeld zijn door Benedetto et dlv{@®r serieel geconcateneer-
de convolutional codes, eveneens leiden tot goede resultator de aaneenschakeling
van convolutional en differential encoding. Deze decodeehniek wordt Turbo-DPSK
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genoemd. In Hoofdstuk 5 worden de iteratieve decodeerptoes, die horen bij deze
serieel geconcateneerde codes, besproken en hun werkidgare. In dit hoofdstuk
worden ook de parallel geconcateneerde systemen (turth@stalie voor het eerst door
Berrou et al. [11] beschreven zijn, besproken. De iteratid@codeer procedures voor
de serieel geconcateneerde codes en voor de turbo-codgebiseerd op gemodificeer-
de versies van het BCJR algoritme [4]. De aanpak in HoofdStwkor het uitleggen
van deze iteratieve decodeerprocedures, is hetzelfde aargpak van Gallager [32] voor
het onderzoeken van iteratieve procedures voor het demodan low-density parity-
check (LDPC) codes. Het op deze manier uitleggen van deigeeadecodeerprocedures
voor de serieel geconcateneerde codes en voor de turbs-tjdi@iet voor te komen
in de literatuur. Het is welbekend dat deze codes met huatiéme decodeer procedu-
res de kanaal-capaciteit benaderen, bijvoorbeeld in de N\W&/&ting. Daarom worden, in
Hoofdstuk 6 en Hoofdstuk 7, iteratieve decodeer technigken DAB-verwante signalen
bestudeerd.

Toen de DAB standaard werd voorgesteld, waren de resultateBerrou et al. [11] over
turbo-codes nog niet beschikbaar. Daarom is het geen nbgaheuik om iteraties toe
te passen in DAB ontvangers. In Hoofdstuk 6 worden, gemetiveoor positieve resul-
taten voor Turbo-DPSK, trellis decodering en iteratiewwtéeken voor DAB ontvangers
onderzocht. Meer specifiek wordt het gebruik van 2D-blokéwetrellis-decompositie bij
het decoderen onderzocht. leder 2D-blok bestaat uit egalaangrenzende subcarriers
van een aantal opeenvolgende OFDM symbolen. Het focussgr@b-blokken werd
ingegeven door het feit dat de coherence-time van het kaygiath beperkt is tot een
klein aantal OFDM symbolen, maar ook omdat het DAB systedongle maakt van time-
multiplexing van services. Deze vorm van multiplexing bigpbet aantal OFDM symbo-
lenin een code-woord. Uitbreiding in de subcarrier-richiis dan ook nodig om betrouw-
bare fase-schattingen te krijgen. De trellis-decompmaigthode maakt een schatting van
de onbekende kanaalfase mogelijk, omdat deze fase gemelaseaan sub-trellises. A-
posteriori sub-trellis probabilities worden berekend ermelprobabilities worden daarna
gebruikt voor het wegen van de a-posteriori symbool prdhigsikomende van alle sub-
trellises. Een andere mogelijkheid is dat er een dominamtllis kan worden bepaald
uit de a-posteriori sub-trellis probabilities waarna deosteriori symbol probabilities be-
horende bij dit dominant sub-trellis kunnen worden gehruileze dominante sub-trellis
benadering resulteert in een significante complexiteiticgie. Dit is het onderwerp van
Hoofdstuk 7.

In het eerste gedeelte van Hoofdstuk 7 wordt complexiteitieictie van de inner deco-
der onderzocht. Deze complexiteits-reductie wordt geseatd door het op twee ver-
schillende manieren kiezen van een dominant sub-tredigrigkmakend van a-posteriori
sub-trellis probabilities. In de eerste aanpak wordt eethate onderzocht die gebaseerd
is op het vinden van het dominante sub-trellis aan het begineen nieuwe iteratie en
daarna het uitvoeren van forward-backward processingdemodulatie alleen in dit do-
minante sub-trellis Bij de tweede aanpak wordt het domimanb-trellis maar een keer
bepaald en wel voordat begonnen wordt met de iteraties. tinweede gedeelte van
Hoofdstuk 7 wordt een implementatie van een MAP kanaal$akatter beschreven die
gebaseerd is op de tweede dominante sub-trellis aanpateMeordt een implementatie
van een kanaal-versterkingsfactor schatter besprokegettiaseerd is op alle ontvangen
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symbolen binnen een 2D-blok. Ten slotte wordt een real-émbit-true DAB-ontvanger
omschreven. Deze DAB ontvanger functioneert volgens degestelde 2D-blok ge-
baseerde iteratieve decodeerprocedure binnen een ddmeinatrellis, dat verkregen is
volgens de tweede methode. De prestatie-verbeteringedezs DAB ontvanger zijn
geévalueerd voor verschillende aantallen iteratiek btoottes en Doppler-frequenties.

De hoofd-conclusies zijn beschreven in Hoofdstuk 8. Vodrriet-iterative 2D-geval
laat het onderzoek zien dat de prestaties van niet-coleedettctie gebaseerd op trellis-
decompositie de prestaties van coherente detectie van P&E<Q@oed benadert. De 2D
trellis-decompositie geeft hier een bescheiden verbregesp de standaard 2SDD tech-
niek. Iteratieve 2D-procedures resulteren in een duldgliptere verbetering. In deze
context moet worden benadrukt dat een gedeelte van dezetgdny komt van de 2D-
processing. De dominante sub-trellis aanpak is cruciaal ket bereiken van een accep-
tabele complexiteit-reductie.
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Chapter 1

Introduction

1.1 Outline

In this first chapter we start with a small introduction to recdcommunication systems.
After this introduction we give, in Section 1.3, an overviefithe thesis at hand. Then, in
Section 1.4, we briefly describe a number of different téri@sCoded Orthogonal Fre-
quency Division Multiplexing (COFDM) digital radio broadst systems. In Section 1.5
we will focus on the physical layer (PHY) of the terrestriabial Audio Broadcasting
(DAB) system as described in [25]. Finally, in Section 1.& hst the publications and
patents that resulted from the work related to this thesis.

1.2 Modern communication systems

Modern communication systems are based on a transformettitire original message
into another message, which is then sent over a medium ardstar a medium, such
that the original message can be retrieved reliably or upteesfidelity level. There is a
wide variety of communication systems, e.g., terrestoahmunication systems, satellite
communication systems, cable communication systemsgtarommunication systems,
and so on. All these communication systems can be split upr@etfundamental parts:
(i) the transmitter, (ii) the transmission medium (phykitegannel), and (iii) the receiver
[10, Sec. 4.1, p. 153]. These three parts are shown in Figdre The receiver tries
to reproduce as well as possible the original message tisanisover the channel. In a
practical situation the behavior of the channel can be quitaplex due to the random
nature of different effects such as noise, mobility, andrigrence. The behavior of the
channel is often modeled as a closed form expression thatides, as accurately as
possible, the (statistical) relation between its input antput. But one has to keep in
mind that a model only approximates reality, as is nicelyestén [43, Ch. 1, p. 7]: “the
real world is far too complex to be embraced in a single theory

To be robust against the unavoidable errors that occur guransmission, appropriate
signal processing algorithms are tuned to the physicalgtms of the channel. Some of

1
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o reproduction
original hvsical of original
. sical .
MEeSSagY  transmitter phy receiver | ME€SSage
channel

Figure 1.1: The three fundamental parts of a communication system (i)
the transmitter, (ii) the physical channel (the transnussi
medium), and (iii) the receiver.

these signal processing algorithms will add redundandyemtiginal message. The pro-
cess of adding such redundancy to the original message isoaiy referred to as cod-
ing. This redundancy is used by the receiver to recover fromeserrors in the original
message. It is now the “communication engineering art” td irway of not adding too
much redundancy, on the one hand, and still being able tweetloe original message as
accurately as possible, on the other hand. The differenswagiccomplishing a trade-off
between redundancy and the ability of correcting errordeuthe constraints imposed by
the physical properties of the channel, is reflected by teldpment of numerous differ-
ent transmitter and receiver systems. In this thesis wefadlis on improving reception
techniques for terrestrial DAB systems as described in [25]

DAB systems use multi-carrier modulation (MCM). MCM for DA8/stems is based
on Orthogonal Frequency Division Multiplexing (OFDM), fahich every subcarrier is
modulated by7 -Differentially Encoded Quaternary Phase Shift Keying ({QESK). In
DAB systems convolutional codes and interleaving are usathfble DAB receivers to
perform error correction.

1.3 Thesis outline

1.3.1 Objective

DAB, DAB+, and Terrestrial-Digital Multimedia Broadcasg (T-DMB) broadcasting
systems comprise a combination of convolutional codingrieaving, and;-DE-QPSK
with OFDM. The 7 -DE-QPSK is performed on the QPSK symbols correspondingeo t
same subcarrier in consecutive OFDM-symbols. Therefogeetiare as many -DE-
QPSK streams as there are (active) subcarriers. The olgeaxftithe work, described in
the thesis, is to improve reception techniques for DAB, DABrd T-DMB systems. In
particular, two-dimensional (2D) block-based receptimrdifferentially encoded OFDM
systems is investigated. The blocks are based on both tleeatiimh frequency dimension.

1.3.2 Concise summary

Commonly used DAB receivers perform non-coherent, i.e.attempt is made to esti-
mate the phase of the carrier, two-symbol differential digde (2SDD) with soft-decision
Viterbi decoding. It is well-known that 2SDD can be improvéthe detection is based
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on more than two received symbols as, e.g., in non-coheratit-symbol differential
detection (MSDD). For improving the performance of the ddmation procedures of
DAB-like streams, demodulation based on 2D blocks of resgaymbols with a decom-
posed demodulation trellis is proposed in the thesis.

Peleg and Shamai [58] demonstrated that iterative tecksigan increase the perfor-
mance of the demodulation procedures of DE-QPSK strean@nideyulti-symbol de-
tection. In the thesis, their approach is generalized to2hesetting where again the
decomposed demodulation trellis is used. In this way a praldonnected to the small
lengths of the trellises for each subcarrier is solved.

The application of these iterative decoding techniquesA Peceivers is only feasible
if their complexity can be drastically reduced. A signifitaomplexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the deposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based eraitive decoding techniques
is realized.

1.3.3 Chapter contents

In Chapter 2, simulation models are introduced. These rs@ellater applied to evaluate
the proposed reception methods. The Additive White Gands@se (AWGN) channel
model with an input power constraint and the channel modeMelevel PSK are first
discussed. In addition, the TU-6 (Typical Urban 6 taps) clehmodel defined in COST-
207 [1] is introduced. This channel model is commonly useastess the performance of
DAB, DAB+, or T-DMB systems. Finally, the basic elements d)AB transmitter and a
standard receiver are described.

In Chapter 3, the state-of-the-art in non-iterative dédecand decoding techniques for
DE-QPSK streams with convolutional encoding is describEust, as a reference, co-
herent detection of DE-QPSK with soft-decision Viterbi dding is studied. Then it is
demonstrated that non-coherent 2SDD of DE-QPSK with seéigion Viterbi decod-
ing degrades the performance compared to coherent-detauftiDE-QPSK with soft-
decision Viterbi decoding. This non-coherent differeintiatection scheme can be im-
proved by, for example, MSDD, which is a maximum-likelihgaacedure for finding
a block of information symbols after having observed a blotkeceived symbols. For
large numbers of observations, the performance of MSDDaggres the performance
of coherent detection of DE-QPSK. Since reference symipdtst§) are lacking for DAB
systems, detection based on observing multiple receivetbsis is a technique that could
lead to reception improvement for DAB receivers. By appyihis technique, as will be
shown later, a DAB receiver approaches the performance e¢eiver that performs co-
herent detection of -DE-QPSK with soft-decision Viterbi decoding.

In Chapter 4, a-posteriori symbol probabilities and Idgelihood ratios (LLRs) for coher-
ently detected;-DE-QPSK are studied. It is demonstrated, as an extensiteteesults
known in the literature, that an approximation of maximumasteriori (MAP) symbol
detection, based on selecting dominant exponentialss lBEaMAP sequence detection.
To improve the performance towards MAP symbol detectionetéeb approximation is
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proposed. This approximation relies on piecewise-lingi@mdj of the logarithm of the hy-
perbolic cosine and results in a performance quite clogestoaf MAP symbol detection.
For the coded case, where the symbols are produced by coiov@lencoding and Gray
mapping, the LLRs are investigated. Again a simple appration based on selecting
dominant exponentials and an improved approximationmglpin piecewise-linear fits, is
proposed. As in the uncoded case, the improved approximgities a performance quite
close to ideal. These improved approximations are alsotefast for DAB systems, as
will be shown later, if 2D and trellis-based detection is sidered as a reception tech-
nique.

Peleg et al. [56][57][58] and Chen et al. [18] demonstrated tterative decoding tech-
nigues developed by Benedetto et al. [9] for serially coerwated convolutional codes
lead to good results for the concatenation of convolutianal differential encoding, also
referred to as Turbo-DPSK. In Chapter 5 the iterative dewpgrocedures corresponding
to these serially concatenated codes are explained. lchister also parallel concate-
nated systems, i.e., turbo-codes, first described by Bextral [11] are considered. The
iterative decoding procedures for the serially concaeshabdes as well as for the turbo-
codes are based on modified versions of the BCJR algorithnT8 approach taken in
Chapter 5 to explain these iterative decoding procedusesitiilar to the approach Gal-
lager [32] followed to investigate iterative procedures decoding low-density parity-
check (LDPC) codes. This way of explaining iterative deogdirocedures for the seri-
ally concatenated codes as well as for the turbo-codes ddegppear in the literature. It
is well-known that iterative (turbo) decoding procedurppraach channel capacity, e.g.,
in the AWGN setting. For that reason, in Chapter 6 and Chaptéerative decoding
techniques for DAB-like streams are studied.

At the time that the DAB standard was proposed, the resuBeabu et al. [11] on turbo-
codes were not available. As a consequence, it is not a corpnagtice to use iterations
in DAB receivers. In Chapter 6, motivated by encouragingiteon Turbo-DPSK, trellis
decoding and iterative techniques for DAB receivers arestigated. Specifically, the
usage of 2D-blocks and trellis decomposition in decodingpissidered. Each 2D-block
consists of a number of adjacent subcarriers of a numbertsesiuent OFDM symbols.
Focussing on 2D-blocks was motivated by the fact that themblacoherence-time is
typically limited to a small number of OFDM symbols, and tB#B-transmissions use
time-multiplexing of services, which limits the number ofFDM symbols in a codeword.
Extension in the subcarrier direction is required then torgable phase estimates. The
trellis-decomposition method allows for an estimation leé unknown channel phase,
since this phase relates to sub-trellises. A-posteridritseilis probabilities are deter-
mined, and these probabilities are used for weighting thesteriori symbol probabilities
resulting from all the sub-trellises. Alternatively, a dioant sub-trellis can be determined
from the a-posteriori sub-trellis probabilities and thpasteriori symbol probabilities cor-
responding to this dominant sub-trellis can be used. Thisidant sub-trellis approach
results in a significant complexity reduction, which is théject of Chapter 7.

In the first part of Chapter 7, complexity reduction of theéndecoder is investigated.
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This complexity reduction is realized by choosing, based-@osteriori sub-trellis prob-
abilities, in two different ways a dominant sub-trellis. the first approach, a method is
investigated that is based on finding, at the start of a newtita, the dominant sub-
trellis first and then do the forward-backward processinmgdemodulation only in this
dominant sub-trellis. The second approach involves cingosie dominant sub-trellis
only once, before starting with the iterations. In the secpart of Chapter 7, an imple-
mentation of a MAP channel-phase estimator based on the@etmminant sub-trellis
approach is described. In addition, an implementation dfannel-gain estimator based
on the received symbols within a 2D-block is discussed. IBirareal-time and bit-true
DAB-receiver is sketched. This DAB receiver operates atiogrto the proposed 2D-
block-based iterative decoding procedure within a dontisab-trellis obtained by the
second method. The performance improvements of this DABivecare evaluated for
various numbers of iterations, block-sizes, and Doppilettiencies.

The main conclusions can be found in Chapter 8. For the reative 2D-case, investiga-
tions show that the performance of non-coherent detectisadbon trellis-decomposition
is very close to the performance of coherent detection of @ESK. The gain of 2D
trellis-decomposition is modest compared to the standa@@technique. Iterative 2D
procedures result in a significantly larger gain. In thisteat it needs to be emphasized
that part of this gain comes from the 2D-processing. The dantisub-trellis approach
appears to be crucial for achieving an acceptable compleedluction.

For clearness, the relation between the chapters of thisseshown by Figure 1.2.

In the next section we will give an overview of a number of eiéint terrestrial COFDM
digital radio broadcast systems.

1.4 An overview of some terrestrial COFDM digital ra-
dio broadcast systems

1.4.1 Digital Radio Mondiale 30 (DRM30)

Digital Radio Mondiale 30 (DRM30)(actually mode A-D of [96% a terrestrial COFDM
digital radio broadcast system for short-wave, mediumayand long-wave radio for fre-
quencies below 30 MHz. It delivers near-Frequency-Modae-M) sound quality and
the ease-of-use that comes with digital transmission. fitpFavement over Amplitude-
Modulation (AM) is immediately noticeable. The DRM systesea COFDM where the
data produced from the digitally encoded audio and assatgignaling are distributed,
for transmission, across the large number of closely speagéers. Time and frequency
interleaving is applied to mitigate fading from multi-patisturbances. Various parame-
ters of the OFDM and the convolutional codes can be adapteliolw DRM to operate
successfully in many different propagation environmente DRM system uses Moving
Picture Experts Group (MPEG) 4 High Efficiency Advanced Au@ioding (HE-AAC+
v2) to provide high audio quality at low data rates. HE-AAC*is a superset of the AAC
core audio compression. This superset structure permgs thptions depending on the
required bit rate: (1) plain AAC for high bit rates, (2) AAC@Bpectral Band Replication
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(SBR), i.e., HE-AAC for medium bit rates, or (3) AAC, SBR, aRdeudo Stereo (PS),
i.e., HE-AAC+ v2 for low bit rates. In addition, Code Excitethear Prediction (CELP)

and Harmonic Vector eXcitation Coding (HVXC) speech conspien algorithms provide
speech-only programming at even lower data rates, see €@t [26].

1.4.2 Digital Radio Mondiale plus (DRM+)

Digital Radio Mondiale plus (DRM+) (actually mode E of [26%)a standard for terres-
trial COFDM digital radio broadcast transmissions in Barhtl Band Il (FM-Band), in

principle below Band IIl, starting at approximately 174 MHAIso here, OFDM pro-

vides a highly efficient usage of spectrum and offers undigtd mobile reception with

no interference. With its bandwidth of 95 kHz, DRM+ fits inteet100 kHz FM pattern

used in Europe and can, therefore, be transmitted withimeigective gaps in Band Il.
The maximum effective data rate is up to 186 kbit/s per migiip Using the MPEG 4

HE-AAC+ v2 audio compression permits the integration ofaup tlifferent audio streams
including additional data services or even highly comprdssédeo streams on one DRM+
Multiplex.

1.4.3 HD-radio

HD-radio is a method of broadcasting digital radio signhalslee same channel and at the
same time as the conventional AM or FM signal. Since HD-résleclosed intellectual-
property system, it is only briefly described in this theditD-radio is also a COFDM
system that creates a set of digital sidebands on each sitte &M/FM signal. The
combined AM/FM and digital radio signal fits in the same spacehask as is specified for
conventional AM/FM. The system supports, for growth toveaedentual full utilization
of the spectrum by the digital signal, transmissions ineéhmeodes: Hybrid, Extended
Hybrid, and Full Digital.

1.4.4 Digital Audio Broadcasting (DAB)

DAB was designed in the late 1980s with five original objextiv(1) provide CD-quality
radio, (2) provide better in-car reception quality thanhWitM, (3) use the spectrum more
efficiently, (4) allow tuning by the name of the station ratttean by frequency, and (5)
allow data to be transmitted. The terrestrial DAB broadogstystem comprises a com-
bination of convolutional coding angi-DE-QPSK with OFDM and time multiplexing of
the transmitted services to enable per service symbol psoog[25]. The DAB digital
radio broadcast system uses MPEG-2 Audio Layer Il audio cesgon.

1.4.5 Digital Audio Broadcasting plus (DAB+)

Digital Audio Broadcasting plus (DAB+) originates from tB&B broadcast system but
comprises extra interleaving and Reed-Solomon coding ppat the more efficient
MPEG-4 HE-AAC+ v2 audio compression algorithms, similarthe DRM broadcast
systems. Each audio super frame is carried in five consedotijical DAB frames which
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enable easy synchronization and management of reconfignsatThe Reed-Solomon
RS(120, 110, t = 5) shortened code, derived from the origipalematic RS(255, 245,
t = 5) code, is applied to 110 byte portions of each audio sfqaene to generate an
error protected packet. The (de-)interleaver can be cersilas a row-column block
(de-)interleaver.

1.4.6 Terrestrial-Digital Multimedia Broadcasting (T-DM B)

T-DMB is also based on the conventional DAB transmissioresysaccording to [25]

with extra interleaving and Reed-Solomon coding. SinceMEDand DAB are delivered
on the same system, then by adding a T-DMB video encoder texikéng DAB system,

a T-DMB device can receive not only T-DMB multimedia serd@dmit also DAB audio
services. T-DMB uses Bit Sliced Arithmetic Coding (BSAC)HE-AAC+ v2 audio cod-

ing for audio services, Advanced Video Coding (AVC) for vadgervices, and Blnary
Format for Scene (BIFS) for interactive data related sesvic

In the next section, Section 1.5, we introduce a block-diagfor generating a DAB
transmission signal.

1.5 DAB-family

In the sequel of this thesis we will use the PHY of the DAB-fiynais our DE-COFDM
system-model for a study on improved reception techniques.

1.5.1 A block-diagram for generating a DAB transmission sigal

Figure 1.3 shows a block-diagram for generating-®E-QPSK COFDM transmission
signal, which is applicable to the broadcast systems of thB-Eamily described in [25].

A convolutional encoder (convolutional coder denoted by) €acodesV, information
bits {d,,} to N, coded bits{c;}. The convolutional encoder has a code-rBte= 1, a
constraint length o = 7, and generator polynomialg, = 133,91 = 171, g2 = 145
andgs = go = 133. Larger code-rates can be obtained by puncturing the motid,
see for details [25, Sec. 11.1.2, pp. 130-132]. Moreovessditodes are also known as
Rate-Compatible Punctured Convolutional (RCPC) codesHsgenauer [38]. We use,
conform [58], the de-facto industry standaRd = % convolutional code with generator
polynomialsgy = 133 andg; = 171, which is identical to using the convolutional code
with puncturing indexPI = 8 of Table 29 in [25, Sec. 11.1.2, p.131]. The DAB, DAB+,
and T-DMB time interleaver and frequency interleaver willdimulated by a bit-wise uni-
form block interleaver, which is generated for each simadatode block of bit§c;} re-
sulting in interleaved bit§c; }. Thus any permutation of th¥,. coded bits is a permissible
interleaver and is selected with equal probability conf@s®]. A QPSK mapper maps,
with Gray encoding, a bit paifc;,, ,,, cZ, ,,) to @ QPSK symbob,, ,, = exp(jA¢m,n)
with Agy,,, € {Z,35, 3% Tr} where index-pai(m,n) indicates them'™ OFDM-
subcarrier of then!” OFDM-symbol. Moreover, the index-pafim, n) is a function
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Figure 1.3: A block-diagram for generating a DAB transmission signal.

of bit-indexj. A differential encoder performs, fon = [-& ... —1,1,...,£] and
n =1[0,1,...,L — 1], differential encoding between symbails ,_1 = exp(jdm,n—1)

andsm,n = eXp(j¢'rn,n) where

Sman = Smpn—1° bm,n (11)
d)WL.,n Qsm,nfl + A¢m,n7 (12)

with ¢,,,., € {0,%,7, 28} for n is even andp,, ,, € {Z, 32X, 2 7} for n is odd. L
andK are defined as the frame-length and the frame-width of a DABsimission frame,
respectively. In addition, th& initial 7-DE-QPSK symbolgs,, ¢} are specified in [25].
DE-QPSK symbok,, ,,—1 modulates an OFDM subcarrier at frequerfgy=m - Af =

m - Tiu with T}, is the inverse of the subcarrier spacing. Moreover, DE-QB@ibol
sm,» Mmodulates a subcarrier at the same frequeficpf the consecutive OFDM symbol.
Without loss of generality we assume th@t—o is not used for data transmission [25].
The transmitted complex baseband signal per frame @FDM-symbols each withk

modulated subcarriers can now be given by

L—1 5
sp(t) = Z @ 7T L) Ly (t — nTy)
n=0 ., _ _%
m#0
L—1

[1>
g
»
=
3
o3

~Tp< t <LTy—Tp=Tr Ty (1.3)
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whereTr = LT is the frame-duration and the rectangular window functidm) for
each OFDM symbol is defined as

T, <
w()_{l for — T, <71 <T,

1 0 otherwise (1.4)

with Ty = T¢, + Ty, is the duration of one OFDM symbol ard, is the duration of the
cyclic prefix, i.e., the guard-interval. Now, our DAB tranisted signal can be written as

+oo
s(t)= > sp(t—FTr), (1.5)

F=—oc0

whereF denotes the frame-index.

In Chapter 2 we will discuss the DAB PHY system model, the clghmodel, and elab-
orate on the generation and transmission of terrestriaH@®) digital audio broadcast
signals.
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Chapter 2

Channel and DAB System Model

For evaluation purposes we introduce in this chapter the [PAE system model, the
AWGN channel model, the TU-6 channel model, and elaboratthergeneration and
transmission of DAB signals.

2.1 Outline

In this chapter, simulation models are introduced. Thesdeiscare applied later in this
thesis to evaluate the proposed reception methods. The Awt@Nnel model with an
input power constraint and the channel model fdrlevel PSK are first discussed. In
addition, the TU-6 channel model defined in COST-207 [1] isdduced. This channel
model is typically used to assess the performance of DAB, BAB T-DMB transmis-
sion. Finally, the basic elements of a DAB transmitter andaadard receiver are dis-
cussed.

After having introduced the channel models, we discuss lla@mel capacity for serial
passband transmission of complex-valued symbols overeal toine-discrete complex-
valued AWGN channel. We demonstrate the minimum requiredvélth and the chan-
nel capacity for serial passband transmission with theiegvn of OFDM. We also
calculate the channel capacity if uniformly distributdftPSK with M = 4,16 and64
symbols were sent over this channel.

Further we calculate the probability of a bit error (BER) fmm-coherent and coherent
detection of DE-QPSK. Finally, we compare non-coherergat@in of coded DE-QPSK
with non-coherent detection of DE-QPSK without any codiRgr the coded case, a rate
1/2 convolutional code with soft-decision Viterbi-decodingswapplied.

2.2 Channel models

One expects that a suitable channel model describes theephgspects of a transmission
medium that have the largest impact on the original mességese physical aspects will

13
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impose the design rules on the transmitter and also on theverdbecause this is the
“spitting image” of the transmitter [43, Ch. 1, p. 2].

2.2.1 Wireless transmission

Radio propagation for wireless transmission can be chaiaet! by highly time and fre-
guency dispersive multi-paths [27]. There is also therns@epresent, which originates
from the random movement of electrons and is in the liteeatuell studied in for exam-
ple [59, Sec. 3.1.4]. Some of the statistical propertiesisfthermal noise will be briefly
introduced in Section 2.2.3.

Echoes or replicas of the original message originate fragelaeflectors and/or scatter-
ers at some distance to the sender and receiver. Theseaepéize random magnitudes,
phases and delays and will sum up destructively or constakgtwith the original mes-
sage. Summation results in a small or large amount of sigmakpat the input of the
receiver. Every echo arrives, each via a different pathhairput of the receiver. This
multi-path transmission will “smear out” the original sigrin time and will cause dis-
tortion of symbols, which are transmitted sequentiallyime. The distortion of these
consecutive symbols is well-known in the literature as€irgymbol interference (ISI)”
[59, Sec. 6.2, p. 530]. In Section 2.3 we will discuss COFDMoahtis a method to com-
bat ISI. Moreover, impulse response measurements in eiffemvironments for wireless
non-line of sight (NLOS) transmission at different frequigs justify the modeling by a
Rayleigh distribution for the magnitude and a uniform dlgttion for the phase of the
echoes [45, Sec 2.1, p. 13]and [62, Sec. 4.6.1, p. 172].

If the channel is changing significantly over the duratioradfansmitted symbol or a
transmitted frame (multiple symbols), it is said that thamuhel is a time variant channel.
The time variations of the channel are evidenced as a Doppledening and, may be, in
addition as a Doppler shift of a spectral line [60, Sec. 14 4. 806].

For modeling a wireless fading channel, we will use the TU&ST-207 channel model
defined in [1]. The multi-path effects as wel as the Doppléa$ are captured in this
TU-6 channel model, as will be shown in Section 2.2.5. In &oldj the TU-6 channel
model is typically used to test DAB, DAB+, or T-DMB transmiiss.

2.2.2 Wireless OFDM transmission

We model wireless OFDM transmission by assuming that westréneveryI” seconds
a complex-valued pulse, i.e., orthogonal transmissionrateaof1 /7" complex symbols
per second. We will show how this complex orthogonal modotetechnique converts
a waveform channel into an equivalent time-discrete corptdued AWGN channel.
We will follow the approach of Forney and Ungerboeck in [28Y, starting with serial
baseband transmission of (perfectly) band-limited redilted symbols. Then, based on
the serial base-band transmission, we will discuss thesitngsion of (perfectly) band-
limited complex-valued symbols by serial passband trassiom.

Since OFDM is part of our complex-valued system model it imdestrated that by the
application of OFDM we, again, perform orthogonal transiois at a rate of /7" com-
plex symbols per second over an ideal time-discrete coragéed AWGN channel.
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However, with OFDM each transmitted complex-valued synmba sample of a time-
discrete periodic function with perio#i, = BT. This time-discrete periodic function
is formed by its frequency-domain representation, ecomplex-valued coefficients,

of the discrete exponential Fourier series. Moreover,atesnplex-valued frequency-
domain coefficients,,, forn = 1,2,---, B, contain the information to be transmitted.
Note that the responses of these complex-valued coefficigrdare (approximately) ex-
ponential waveforms. Finally, we will discuss the Shannimit] i.e., the channel capacity
for serial passband transmission over the time-discretgéex-valued AWGN channel.
Moreover, the serial passband transmission is discusgbdutithe application of OFDM
and with the application of OFDM. Let’s first introduce sébaseband transmission with
ratel/T of (perfectly) band-limited real-valued symbols.

Serial baseband transmission

Thermal noiser,, (t), is said to be white, i.e., its power spectral density(f) = Ny /2
for all f. Hence, it is a stochastic process with a flat (constant) pepectral density
over the entire frequency range [78, Sec. 3.5, p. 189], [88, S.1.4, p. 156]. For serial
baseband transmission of real-valued symbols at a rat¢’Bfsymbols per second we
will send out the signal

oo

s(t) = Z anp (t —nT), (2.1)
n=—oo
where, the coefficients,, for integersn, contain the information. Moreover, the shifted
baseband puls€g(t — mT'), m integer} are orthonormal, i.e.,

/ p(t —nT)p(t — mT)dt = by, (2.2)
whered,, ., is the Kronecker delta function, i.&),,_,, = 1 if n = m and0 for n # m.
We also say that these pulses satisfy the Nyquist-critdaomero intersymbol interfer-
ence (ISI), see (2.7-2.9) in [29]. The channel output sigf¥glis a noisy version of the
input signals(¢), i.e., the channel adds a noise signalt) to the channel input sequence
and the receiver obtains

r(t) = s(t) + nw(t). (2.3)

The receiver recovers a sequereg } of noisy estimates of the transmitted information
symbolsa,, i.e.,

Tn = /OO r(t)p (t —nT)dt

— 00

/OO s(t)p (t —nT)dt + /OO Ny (t)p (¢t — nT) dt

— 00 —00

= Qp + Nn. (2-4)

The orthonormality of p (¢ — nT') , n integel} guarantees that the sequence
{nn,n integet is a set of independent and identically distributed (}iGaussian random
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real noise variables with zero mean and variamite= Ny/2, i.e.

E[N, = 0

whereE [-] denotes expectation. Now, according to optimum detectieory [78], the
sequencér, } in (2.4) contains all information abodt.,, } that is contained in the time-
continuous signat(t). Thus, the time-continuous received signgl) is condensed into
the time-discrete sequenge, } and, the waveform channel is converted to an equiva-
lent time-discrete ideal AWGN channel [29]. Furthermoféehe real-valued baseband
transmission pulse is assumed to be a sinc-pulse, i.e.,

1 sin (%)

this pulse satisfies the Nyquist IS criterion and has thdlestgpossible bandwidti, =
1/(2T). As a consequence, the real-valued baseband signal coptainfrequencies in
[- Wy, + W] and is perfectly band-limited, i.e., has a “Brick-wall”esgrum. In addition,
if the coefficientsa,, are i.i.d. we can write for the transmit power of the realeal
baseband symbols

p(t) =

(2.6)

p, o 2l (2.7)
b T . .

The signal-to-noise ratio (SNR) is now equal to
E[AZ] BT P,

SNR= = = . 2.8
No/2 No/2  NoW, (28)

Note thatiW, = 1/(2T) is the minimum one-sided bandwidth for serial basebandtran
mission of real-valued symbols at a ratelgfl" symbols per second [29].

To investigate orthogonal transmission of complex-vakyadbols at a rate of /7" sym-
bols per second we will, in the next section, discuss seldakpand transmission for
complex-valued symbols.

Serial passband transmission

Since we are interested in transmitting complex-valuedmsymwe will, in this section,

discuss serial passband transmission of complex-valuabalg. We investigate orthog-
onal transmission of complex-valued symbols at a rate/@f complex symbols per sec-
ond. Here we will follow again the approach of Forney and Uhgeck in [29] and say
that the time-continuous passband signal

[I>

s(t) R { Z Snp (t —nT) ﬁexp(j%rfJ)} ,

n=—oo

%{ Z (an + jbn) p(t — nT)\/iexp(jQcht)} ) (2.9)

n=—oo
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where the coefficient§s,, } are now complex symbols containing the information that
needs to be transmitted. The signals are in the passt@pd— W,, f. + W;]. By
processing (i.e., multiplying witR/2 cos(27 f.t), multiplying with /2 sin(27 f.t), low-
pass filtering and sampling) the received bandpass sigtia: s(t) + n.,(t), we obtain

Tn = Sp + N, (2.10)

where the sequende,, } is again a sequence of i.i.d. random variables. Eacls now
circularly symmetric mean zero complex Gaussian noise vatianceN, /2 in both the
real and imaginary parts. For the transmit power of our cemphlued symbolgs, },
we write
P=FE[S,*] /T, (2.11)

and E PT P

SNR= 2 = "— = ——

Ny  No 2W,Ny

with B, £ E [|Sn|2] the average input-symbol energy per complex dimensior2 #ngd=
1/T is the minimum required bandwidth to transnijtl” complex-valued symbols per
second.
Since OFDM is part of our complex-valued communicationtesyswe demonstrate, in
the next section, that by the application of OFDM we perfogaia orthogonal transmis-
sion at a rate of /T complex-valued symbols per second.

(2.12)

Serial passband transmission with OFDM

For serial passband transmission with the application d&Fwe assume that we trans-
mit everyT,, = BT seconds a complex-valued vector (ci1,cs,- -, cp) of symbols
{cn}. Moreover, the complex-valued symbdls,} contain the information that needs
to be transmitted. We will demonstrate, in this sectiont th& is again equivalent to
orthogonal transmission at a ratelofl’ = B/T,, complex-valued symbols per second.
However, with the application of OFDM each transmitted ctergprvalued symbol s,, }

is a sample of a time-discrete periodic function with peflgd= BT'. This time-discrete
periodic function is formed by its frequency-domain reprgsation, i.e., the complex-
valued coefficients,,, forn = 1,2,--- , B, of the discrete exponential Fourier series.
To demonstrate this, we first consideiBax B complex orthogonal matrid/, where
M is the matrix that corresponds to the discrete Fourier toams The columnsn,,,
n=1,2,---, B of this matrix satisfy

<mna m:n> = On—m, (213)

where(-) denotes the inner product ang_,, the Kronecker delta function. If we now

want to transmit a complex vector= (ci1, ¢, - - - , cg), then we first form
s= Mc, (2.14)

wheres = (s1,s2,- -+, sp). Subsequentlg are complex-valued symbols that are trans-
mitted, with serial passband as discussed before. At thedvecside first

r=s+n, (2.15)
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is, similarly as in the previous section, reconstructedergh = (r1,r2,--- ,rp) is the
received vector and = (n1,n2,- -+ ,np) is the noise vector. Then we form using the
inverse matrixi/ —!

M™'r=M""(s+mn)
M *Mc+ M n=c+ M 'n. (2.16)

10)
I

By the orthonormality of the matriz/ —! also the noise vectay/ ~'n is i.i.d. with vari-
ance of Ny /2 per real and imaginary component. Hence, by the applicatiddFDM
we obtain again orthogonal transmission of complex-vakadbols at a rate of /T
symbols per second over the time-discrete complex-vallW®&GN channel. As a con-
sequence, for serial passband transmission with the apiplicof OFDM the minimum
required bandwidth i8W, = 1/T = B/T, for arate ofl /T = B/T, complex-valued
symbols per second. Note, in the previous section we demztedtthat for serial pass-
band transmission df/T' complex-valued symbols per second without the applicaifon
OFDM, the minimum required bandwidth was a®d&, = 1/T = B/T,,. Thus, in this
sense, there are no advantages on more efficient use of ttteuspédy applying OFDM.
The advantage of using OFDM is that the responses af,alfor n = 1,2,--- |, B are
(approximately) exponential waveforms. Such waveforneseagen-functions of linear
time-invariant channels. If now the channel gain is notyhbitt 7 ( f), i.e., frequency de-
pendent, the attenuation of these exponentials just clsabgécan be simply equalized.
As we will see later, there is also a cyclic prefix added to a®Fsymbol. This cyclic
prefix is useful for combatting multi-path effects. Noter émnsistency in notation, we
will in the sequel of this thesis denote the complex-valugdlsols, which contain the
information that needs to be transmitted with, } instead of{¢c,, }.

2.2.3 AWGN model

As we demonstrated in the previous section, serial passtrandmission without and
with the application of OFDM, are both orthogonal transnoiss at a rate of /T’ complex-
valued symbols per second within the same bandwidtith = 1/7 = B/T,,. Now, our
channel model will be a time-discrete complex-valued AWGidmnel, i.e., an AWGN
channel with a single complex-valued input and output amdipédth21V,,. Furthermore,
the channel output samples are a noisy version of the chammal samples, i.e., the
channel adds a noise sequence to the channel input seqiéedime-discrete complex-
valued transmitted signal should satisfy the average poaestraintP. Moreover, we
assume zero power outside and uniformly distributed povitimthe transmission band-
width. Note, that the transmission bandwidth26¥, = 1/T = B/T,, is the minimum
required one-sided bandwidth for orthogonal transmisefoty’T” complex symbols per
second [29].

In the next section we will discuss the Shannon limit, i.ee thannel capacity of the
time-discrete complex-valued AWGN channel.
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Channel capacity of the AWGN channel

Shannon [66][67] introduced the notion of channel capadig will first give the chan-
nel capacity per complex dimension for serial passbandinégsion at a rate of /T
complex-valued symbols per second without and with theiegibn of OFDM. Sec-
ondly, we will express the channel capacity, in bit per selcoe demonstrated in the
previous section that serial passband transmission wathpiplication of OFDM requires
the same power and minimum bandwidtt2é¥, = 1/T = B/T,, as without the applica-
tion of OFDM. Therefore, the channel capacity for serialgbasd transmission without
or with the application of OFDM is the same. This is a consageeof using the Fast
Fourier Transform (FFT), which is an orthogonal transfatiora Moreover, the channel
capacity in bit per complex dimension for serial passbaaddmission over the time-
discrete complex-valued AWGN channel can be given by

C=log, |1+ _r = log, (1 + SNR) bit/complex dimension, [b/cplx] (2.17)
2Wy Ny

where SNR= P/(2W;,Ny), denotes the signal-to-noise ratio. To ease notation,en th
sequel of this thesis, we define as transmission bandwidté 2W, = 1/T = B/T,
for serial passband transmission. Now, the channel capadiit per second becomes

C = W log, (1 4+ SNR) bit/second, [b/s] (2.18)

with SNR= P/(W Ny). The meaning of the channel capacity is that we can transmit b
nary digits at the rat& smaller tharC' bits per second with an arbitrarily small frequency
of errors, (6.5-45) in [61, Sec. 6.5-2, p. 367],

R < C=Wlog,(1+SNR). (2.19)

The rateR is the code rate in bits per second of the signalling scherogjeMer, in the
sequel of this thesis, we will use the channel capacity inpbit complex dimension.
Since the channel capacity per complex dimengibr= C/W is in bit/'second/Hertz,
we will use for the channel capacity in bit per complex dimenghe notation [b/s/Hz].
Moreover, Figure 2.1 shows the channel capacity in bit parglex dimension (notation
[b/s/Hz]) for serial passband transmission over the tinserdte complex-valued AWGN
channel. For channel capacity valugés= 2, 4, and6 b/s/Hz, the required SNR values are
given by Table 2.1. From Figure 2.1 can be seen that the cheaypacity,C, is increasing

Table 2.1: Required SNR for channel capacity

Channel Capacity’ [b/s/Hz] | SNR [dB]
2 4.8
4 11.8
6 18.0
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Figure 2.1: Channel capacity’ in bit per complex dimension.
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monotonically if the SNR increases, so for a fixed bandwiditttapacity increases with
the increase of the SNR.

Now, let the average energy per information bit be

E, PT P
Ep=—=—=— 2.2
T r rW’ (2.20)
wherer = R/W is the code rate in bits per complex dimension &fd= 1/T is the
transmission bandwidth. Note thais also known as the spectral efficiency and can be
expressed in [b/s/Hz]. For reliable communicatioshould be smaller tha&' and by
substitution of (2.20) in (2.17), this yields

P K
r<lo 1+ =lo 1+r—|. 2.21
o (14 g ) =tow (14751 (221

Rewriting (2.21), yields a measure for the power efficientgeyial passband transmis-
sion of 1/T complex symbols per second over the time-discrete comatxed AWGN
channel

E, 2"-1
- >
NO r

, (2.22)

For example, from (2.22) can be seen that for reliable conmcation with a spectral
efficiency of1 b/s/Hz, we require tha% > 1 or if we express it in [dB] it will become,
£ > 10 - log;(1) = 0 dB.

The obtained results on serial passband transmissibffloEomplex symbols per second
over the (ideal) time-discrete complex-valued AWGN chajwél be used as a bench-
mark for M-level PSK transmission over this channel. We will introdu¢-level PSK
transmission in the next section.

2.2.4 M-level PSK model

A digital modulator maps digital information, which needse transmitted, to an analog
(carrier) waveform. In general a digital modulation pracewolves switching or keying
the amplitude, frequency, and/or phase of the carrier aaogto binary symbolgd,, }.

For complex modulation methods likel -level Phase Shift KeyingM/-PSK) it is well-
known thatm = log, (M) bits are mapped (e.g., with Gray-mapping) to form a finite set
of complex symbols, i.e., the (complex) signal constedlatiFrom the signal constella-
tion, the complex-valued\( -PSK) symbols are chosen that will be transmitted over the
channel. Moreover, we assume that the complex-valued sigirithat need to be transmit-
ted, are chosen from the signal constellatios: {e(™27/M) ' = 0,1,...,M —1}.In
addition, we will consider serial passband transmissiath@ut OFDM) of1/T complex
symbols per second where the complex-valued coefficignts are chosen from the set
S. In the next section we will evaluate and discuss the chareqgdcity of this) -level
PSK transmission.
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Channel capacity of theM-level PSK channel

Massey suggested in his paper [50] that encoding and maalukate both aspects of the
signal design problem and that demodulation and decodmdjkeawise both aspects of
the signal detection problem. It might be, therefore, déng to consider ai/-level
PSK channel. This\/-level PSK channel is the combination of a complex-valiéd
level PSK modulator, the time-discrete complex-valued AW&hannel and a complex-
valued M -level PSK demodulator. Now, we assume serial passbansitiiagion where
the complex-valued coefficien{s,, } are chosen from the finite st Moreover, the co-
efficients{s,, } have a uniform distribution, i.eBr{s,, = s,,} = 1/M or equivalently all
M-PSK symbols have equal probability to be transmitted. Harmore, the combination
of the complexi/-level PSK modulator and the time-discrete complex-vald@tsN-
channel is characterized by a conditional pdf, see als®)2.1

1 Ty, — Sn|?
Prnlsn) = 5—5 exp <7| 572 | ) . (2.23)

Now, under the constraint of uniform input probabilitiedgmower constrainf’, the
channel capacity’y.psk Of the M-level PSK channel is given by the average mutual in-
formation [16]

Cwpsk = I(Sn;rn) = H(sn) — H(sn|rn)
= m— Es, r, [—1logy Pr{s,|rs}], (2.24)
whereH(-) is the entropy defined in [67, Theorem 2, Sec. 6, p. 393)@Bnd., [f (sn, )]

is the statistical average gfover{s, } and{r,}. Now by using Bayes theorem, (2.24)
can be rewritten as

[ Z p(rn|5'rn)
Cupsk = m—E, .. |log, €S
p(rn|5n)
i Z pn(rn - 5m)
= m-—E,,,, |log, = (2.25)
pn(rn - 5n)

In general the expectations in (2.25) cannot be calculatetbsed form so, we performed
simulations to obtain numerical results. These simulatésnlts are shown in Figure 2.2.

Figure 2.2 shows the channel capacity of #ielevel PSK channel fol = 4, 16, and64

as function of the SNR. This figure also shows (bold curvep esference, the channel
capacity of the (ideal) time-discrete complex-valued AWGnnel, given by (2.17).

It is well known from the literature, e.g., [16], [50] thaigsial space codes, i.e., codes
whose words are sequences of symbglss S, can achieve spectral efficiencies which
are less, however, asymptotically equal to the average atebuncertainty ins,, prior to
the observation of,,. Thus for)M -level PSK modulation, the capacity, »sk will achieve
asymptotically, i.e., the SNR» oo, the ratem = log, (M) b/s/Hz. This is also shown by
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Figure 2.2: Channel capacity’y.ps« for M = 4,16, and64.
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Figure 2.2. Since the broadcast systems of the DAB-famihene we are focussing on,
use a form of QPSK, i.e-DE-QPSK, see Section 2.3 for more details, we will limit our
analysis in this thesis td/-PSK with M = 4.

Next we will, in Section 2.2.5, briefly introduce the TU-6 cimel model defined in [1],
which is commonly used to test DAB, DAB+, or T-DMB transmssi

2.2.5 TU-6 COST-207 model

From (2.10) can be seen that only thermal noise was addecetsiginals(t). How-
ever, a time varying and multi-path channel will cause timd fziequency dispersion or
spreading of the signal¢) and is therefore called “a doubly spread channel”. A doubly
spread channel can be characterized by the scatteringdortttr; \), which represents
the power at delay and a frequency offset (relative to the carrier-frequency). From
the scattering function, the multi-path intensity profiledelay power spectrum of the
channel can be obtained by [12, Sec. 2, p. 2620]

Se(r) = / h S(r; A)dA. (2.26)

— 00

Also the Doppler power spectrum can be obtained in a simi&r w
Su(A) = / S(r; A)dr. (2.27)

The delay spread,,, and Doppler spread, of the channel are defined as the range of
values over whichS.(7) respectivelyS.(\) are essentially non-zero [59, Sec. 7.1, p.
709]. The Doppler spread is a measure for how fast the chammblanging, which is
reflected by the channel coherence time [59, Sec. 7.1, p. 709]

1

T, ~—.
By

(2.28)
A measure of the width of the band of frequencies that arelailpiaffected, i.e., the
frequency band for highly correlated fades is the channbemnce bandwidth and is
established in a similar way &3 [59, Sec. 7.1, p. 708]

B~ L. (2.29)
Tm

If the bandwidth of the transmitted signal is larger thanthe signal will be distorted,
in such a case the channel is said to be frequency-sele&ivadditional distortion is
caused by the time variation of the channel. In this caseithe-interval of interest,
i.e., symbol duratio; or frame duratioril'= is larger tharl, and the received signal
strength is fading. The delay power spectrum (delay-sprepesented by,,,) can be
used to characterize the frequency selectivity of the chlanfhe Doppler power spec-
trum (Doppler-spread represented By) can be used to characterize the rapidity of the
fading of the channel.



2.2. CHANNEL MODELS 25

The COST-207 TU-6 channel model is a tapped delay-line midelSec. 13.5-1, p.
869], where each tap represents a transmission path (&ii. tbhe six time-variant taps
are zero mean complex-valued stationary Gaussian randoecegses. The magnitudes of
these taps are Rayleigh-distributed and their phases #i@mty distributed. For each
tap (or path) a stochastic process is available. This sstichprocess is characterized
by its variance and Doppler power spectrum. The varianchestochastic process is a
measure for the average signal power that can be receivetisipath. In addition, the
corresponding Doppler power spectrum models the timeamakiehavior of the channel.
The statistical behavior of the 6 different paths for the @87 TU-6 channel model
are shown in Table 2.2, see also [1].

Table 2.2: COST-207 TU-6 channel model

Path No. | Delay [uS] Power [dB] Doppler category
1 0.0 -3 Jakes (Class)
2 0.2 0 Jakes (Class)
3 0.5 -2 Jakes (Class)
4 1.6 -6 BiGausian (Gaussl
5 2.3 -8 BiGausian (Gauss2
6 5.0 -10 BiGausian (Gauss2

Table 2.2 shows that the multi-path spreag = 5 us, i.e., the delay of path 6, the
path with the largest delay. This multi-path spread results coherence bandwidth of
B, =~ 200 kHz. Moreover, Figure 2.3, shows the defined Doppler powectsp of the
different paths forB; = 40 Hz. Figure 2.3 shows that the Doppler-spectra contain their
power within the Doppler-frequencies pf20, 20] Hz, i.e., the maximum Doppler fre-
quencyfqy = Bg/2 = 20 Hz. Note, a Doppler spread @&; = 2f; = 40 Hz results

in a coherence time df, ~ 25 ms. Figure 2.3 also shows (the lower right picture) the
variations of the amplitudes for the different paths as fiomcof time with f; = 20 Hz,

see also [1]. For details on the Jakes and BiGaussian Doppéatra defined for the
COST-207 TU-6 channel-model the reader is referred to [1].

It seems now appropriate to make some remarks on the coteetieme and coherence-
bandwidth for DAB transmission in Mode-I (Mode-I is the mastmmonly used set of
PHY-parameters for a DAB transmission, see for details)[2Bpte that to prevent IS
in an OFDM-scheme, the delay differences on separate patipagaths need to be less
than the cyclic-prefix period [79]. Thus, the channel impulssponse length, i. e the
multi-path spread,,, must satisfyr,,, < T¢,. Within the DAB- systerrTCp = 3%

[25] and therefore the coherence-bandwidth ~ -~ > 4--, which is at Ieast4
OFDM-subcarriers. This mear& > 4 kHz for DAB transm|SS|on in Mode-I, where
the subcarrier-spaciny f = = 1 kHz [25]. A maximum Doppler frequency of, e.g.,
fa = 20 Hz, represents for DAB transmission (in Band-lll, i.e., lnigand VHF from
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Path 1,2 and 3: Jakes (f, = 20 Hz) Path 4: BiGaussian (Gauss1)
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Figure 2.3: COST-207 TU-6 channel model.

174 to 230 MHz) a movement-speed between transmitter ami/erof~ 90 km/h. For
this Doppler frequency the coherence-tiffie~ T = 25 ms, which isx 20 OFDM-

symbols (including cyclic prefix) for DAB transmission in Me-I, where the OFDM
symbol periodl’s = T;, + T¢p, = 1.246 ms [25].

2.3 DAB system model

2.3.1 Block-diagram

The block-diagram, given by Figure 2.4, shows the basic etemof the DAB sys-
tem model. The incoming information bifgl, } are encoded by &/4-rate convolution
encoder with64-states ¢ = 6) using the industry-standard polynomials = 133g,

g1 = 171g, go = 1453 andgs = g9 = 133s. Larger code-rates can be obtained via
puncturing of the mother code, see for details [25, Sec..2lpb. 130-132]. Moreover,
these codes are also known as RCPC codes, see Hagenau&o[88bid burst errors, the
coded bits{c; } are fed into a convolutional interleaver, i.e., time ingerler, see [25, Ch.
12, pp. 137-142]. The time interleaved coded Kits} are divided into bit-pairs. Each
such bit-pair is converted, via a Gray labeling map, into &&®ymbolb, of the finite
(offset) alphabeB = {e/(377%) ;) = 0,1,2,3} according to [25, Sec. 14.5, p. 157].
Frequency interleaving is performed on QPSK symHols} as described in [25, Sec.
14.6, pp. 157-161]. Thus, the time- and the frequencyea®ers in DAB perform bit
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dp | cC(4,1,7) ¢ | time- | | QPSK- | Uk |frequency P |DE-QPSK
puncturing interleav. mapper interleav. modulatof
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dp| depunct.| M| time | At|frequency Aj| soft-dec.| bn| 2SDD
Viterbi deinterl. deinterl. bit-metric demod.
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Figure 2.4: Block-diagram of the DAB system model.

and bit-pair interleaving, respectively. As a result thdedits leaving the convolutional
encoder are permuted and partitioned over the sub-caofeasnumber of subsequent
OFDM-symbols (in subsequent frames). The relationshipveen indices, [ andn can
be determined from the description of the time interleaypngcedure described in [25,
Ch. 12, pp. 137-142], the mapping-procedure in [25, Sec5,1pt. 157], and the fre-
quency interleaving procedure described in [25, Sec. ph6.157-161]. Now, for each
sub-carrier}-DE-QPSK modulation is applied. A sequerige= (by,b,--- ,by) cON-
sisting of N symbols (phase differencels) forn = 1,2, --- , N carries the information
that is to be transmitted via this sub-carrier. The symbgls: = 1,2,--- , N assume
values in the (offset) alphab#& = {e(P7/2+7/4) 1 — 0,1,2,3}. The transmitted se-
quences = (sg, s1, - ,sn) Of length N + 1 follows from b by applying differential
phase modulation, i.e.,

Sp = bnsn—h forn = 1,2,--+, N, (230)

where for the first symbai, 2 1. OFDM in DAB is realized using @-point complex
inverse fast Fourier transform (IFFT), whebBeis 256, 512, 1024, or 2048. To compute
then-th time-domain OFDM-symbol

Sn = (81,0, 82,n, -+ , $B,n), We determine

B
. 1 ) (tl)(m1)>
S¢p = — Sm.n € 2n———~= | fort=1,2,---,B, 2.31
¢, S § : Xp<3 m B (2.31)

m=1
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ands,, ,, is then-th differentially encoded symbol corresponding to theh sub-carrier,
or equivalently then-th element in the:-th frequency-domain OFDM-symbol Note,
that the IFFT is a computationally efficient inverse disereéburier transform (IDFT) for
values of B that are powers of 2. To prevent ISI resulting from multitpegception,
a cyclic prefix of lengthL¢, is added to the sequenég. This leads to the sequence
80 = (5B—Lept1,m" " 2 8Bns 1,my 52, - -+, 5B ,n) that is finally transmitted.
For the AWGN-channel, thermal noisg, is added tcs,,, resulting in then-th received
OFDM-symbol

T, =8, + n0,. (2.32)

The receiver, in the case of perfect synchronization, resadfie (received version of
the) cyclic prefix, and then appliespoints complex FFT on the time-domain received
sequence,, = (F1,n, 2.0, - ,7B,,) Which results in theB received symbols

B
1 5 . m—1)(t—1
S (DY o @

OFDM reception can be regarded as parallel matched-figerimresponding t& com-
plex orthogonal waveforms, one for each subcarrier, see3dstion 2.2.2. Now, for a
transmission over, for example, the AWGN-channel, i.e.,

Tm,n = Sm,n + Nm,n, (234)

wheren,, », is circularly symmetric complex Gaussian noise with zeramand variance
o = % per component, a transition pdf representing the AWGN-nkhoan be given

by

1 *|7ﬂmn75mn|2
‘m,n|Sm,n) = - : . 2.35
prmanlsn) = g exp (e el (2.35

For the demodulation procedure in classical DAB-receiyé®$, soft-decision bit met-
rics, {\,;}, are LLRs computed with a-posteriori symbol probabiliies non-coherent
2SDD of DE-QPSK. The computation of these soft-decisiomigtrics will be discussed
in more detail in Section 3.4.2. This soft-decision bit-ricetalculation is followed by
frequency deinterleaving and time deinterleaving, ré@syilin bit-metrics{\; } and{\;},
respectively. As stated before, the relationship betwaditésj, [ and: can be deter-
mined from [25]. Note, the time interleaving is over mulé@FDM-symbols in multiple
OFDM-frames, i.e., the codeword consists of multiple OFB¥rbols originating from
different OFDM-frames. Moreover, for our analysis, thedimterleaver and frequency
interleaver are modeled by a bit-wise uniform block intavier generated for each sim-
ulated code block of bits. Hence, any permutation of the dduits is a permissible
interleaver and is selected with equal probability, as isedio [58]. Depuncturing is per-
formed by introducing erasures into a Viterbi decoder. Bnthe Viterbi decoder acts as
a Maximum Likelihood Sequence Estimator (MLSE) for retiﬁfg/estimates{czp} of the
original information bits{d, }.

1The framing structure of the DAB transmission signal is duiwr scope, for framing structure
details see [25, Ch. 14, pp. 144-164]
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In the sequel of this chapter, i.e., Sections 2.3.2-2.3eAmll elaborate on RCPC codes,
time-interleaving M -PSK, DE-QPSK, the combination of OFDM with RCPC codes and
7-DE-QPSK and, finally, time-multiplexing of the DAB-seres.

2.3.2 Rate-Compatible Punctured Convolutional (RCPC) cods

A code sequence from a convolutional code is generated ksingpthe information se-
quence{d;} through a linear finite-state shift register [60, Sec. 8.24@1]. The bit-
encoding of the DAB-system according [25] is performed bgmavolutional encoder with
acode-ratk. = k/n = 1/4, aconstraintlengthak = v+ 1 = 7, i.e., the shift register
consists ol = 6 bit-delay element®. This convolutional encoder is based on generator
polynomialsgy = 1+D?+ D3+ D%+ D% = 1335,91 = 1+ D+ D?*+ D34+ D% = 171g,

g2 = 14+ D+ D* + DS = 145, andgs = go = 133s. To discuss the properties of this
64-stateR. = 1/4-rate convolutional code, we will use the transfer functitfD, N, J)

of the code, where the exponentBfindicates the Hamming distance, the exponent of
N the number of input bit branch transitions, and the exponent/dhdicates the length

of the path that merges with the all-zero path for the firsetj®0, Sec. 8.2.1, p. 479].
Now, for our DAB convolutional-code, a code spectrum can éteiined from which
the minimum Hamming distanag,.., the numbewr, of paths with Hamming weight
and the numbeg, of information bit errors on all incorrect paths with Hammiweight

d can be obtained. This code spectrum will be obtained witHF®T-algorithm intro-
duced by Cederval et al. in [17]. The numlagrof paths with Hamming weight is the
coefficient of D¢ in T(D, 1,1) [60, Sec. 8.2.1], i.e.,

> aaD*=T(D,1,1) = 2D*+1D*+2D* +2D**+4D*+5D* +. .. , (2.36)

d=djree

where the combination of the parametds. anday is referred to as the code distance
spectrum [17]. In addition, the numb@y of information bit errors on all incorrect paths
with Hamming weightd is the coefficient ofD? in the derivative ofl'(D, N, 1) with
respect taV and settingV = 1 [60, Sec. 8.2.3], i.e.,

> _ d[T(D,N,1)]
> BaD? = —— (2.37)

d=djree N=1

4DY 4+ 2D 4+ 6D +6D?? +22D% +22D** + ... |

where the combination of the parametdys. and 3, is referred to as the code weight
spectrum [17]. Note, a largé;.. and a small5; characterize codes with good error
correcting capabilities with, for example, Viterbi-deaogl[60, Sec. 8.2.3, p. 489].
Larger code-rates are obtained via puncturing of the Rate= 1/4 mother code, these
punctured codes are RCPC codes, discussed by Hagenaueiref28]. Puncturing is
deleting specific coded bits according to a given perforgb@ttern. A particular interest-
ing RCPC-code used by the DAB-system is the RCPC code withtpting-index eight,
i.e.,PI = 8inTable 29 of [25, Sec. 11.1.2, p. 131]. HBI = 8 the perforation matrix is
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such that the two streams of coded bits generated by theaenpolynomialgy, andgs
are entirely removed. However, puncturing the generattynponialsg, andgs results in
the de-facto industry standaftl. = 1/2, K = 7 convolutional code with generator poly-
nomialsgy = 1335 andg; = 1715. We will use this convolutional code throughout the
thesis. This rat&?. = 1/2 convolutional encoder generates a cddevhich is optimal

in the sense that it has the largest possible minimum fraardisd;.. [60, Sec. 8.2.5,
p.492]. The convolutional encoder is shown by Figure 2.5 &. 11.1.1, p. 130] in the
controller canonical form [44, Sec. 2.1, p. 35]. The cod¢adise spectrum, for this rate

go = 133s

1+) Ci

&
Y
O
O
O
O
O

e

O

X

——+) 1

(0%
. =171

Figure 2.5: R, = 1/2 convolutional encoder withy = 133g andg; =
171g.

R. = 1/2 convolutional-code,
> aaD*=T(D,1,1) = 11D 4 38D'? + 193D + 1331D'° + ..., (2.38)
d=djree

and the code weight spectrum [17],
= T(D,N,1
Z BaD? = d[r(D,N,1)] (d]’v 1] = 36D +211D'2 + 1404D™ 4 - .-

d=dfree N=1

. (2.39)

are both obtained with the FAST-algorithm [17]. Now we wolilke to show, with another
small example of the DAB-system, the ability of the RCPC ogdapproach to make a
trade-off between throughput and required SNR. We haveerhfis the RCPC code
conformPI = 4 in Table 29 of [25, Sec. 11.1.2, p. 131]. The perforation irdbr this
RCPC code is, see for perforation matrix notation also [&@,. 8.2.6, p. 497],

[Pg]Z[g‘fg‘f]z[}H. (2.40)
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Note, that also foPI = 4 the coded bit streantS; andC3 generated by the polynomials
go respectivelyys are entirely removed by puncturing, see perforation mdtix= 4 in
Table 29 in [25, Sec. 11.1.2, p. 134] From Table | in [5] (withA/ = 6), the weight
spectrum of the RCPC code wifh/ = 4, can be found as,

= Y B4D%=DS+16D7 4+ 48D8 + 158D° + ---  (2.41)

N=1 d=dfree

d[T(D,N,1)]
dN

From (2.41) can be seen that the RCPC code With= 4 reduces the minimum free
distance fromdpe = 19 for the 1/4-rate parent code tdy.. = 6 for the RCPC code
with PT = 4. On the other hand, with this RCPC code the code-rate inesdfasm1/4
to 2/3 and, consequently, a throughput increase by a fact@y®fcan be obtained by
the same rate of transmission. Hence, we are able with RCBE&sdo make a trade-off
between required SNR and throughput within the allocatadstmission bandwidth of,
for example, the DAB-system.

In the next section we will briefly discuss time interleavioigour DAB system and the
model we are going to use.

2.3.3 Time-interleaving

Convolutional codes are effective if the errors caused byctiannel are statistically in-
dependent [60, Sec. 8.1.9, p. 468]. Coded systems like tH& §A&tem should operate
reliably in multipath and fading channels, which exhibitdty error characteristics. An
effective way to deal with burst error channels is to inteviethe coded bits in such a
way that the bursty channel is transformed into a channehbgamdependent errors, see
also [60, Sec. 8.1.9, p. 468]. In the DAB system a convolatidonterleaver is applied
for time interleaving [25, Sec. 12, pp. 137-142]. As a resiudt code-bits leaving the
convolutional encoder are permuted and partitioned ovestib-carriers of a number of
subsequent OFDM-symbols in subsequent OFDM-frames, setefails about time in-
terleaving Chaptel2 of [25]. However, as stated earlier, we will for our analysiplace
the time (and frequency) interleaving by a bit-wise unifdrimck interleaving scheme for
each codeword.

In the next section we will discusk/-level phase shift keying, as the DAB system also
uses a form of\/-PSK, i.e., differentially encoded quaterndry = 4 PSK.

2.3.4 M-level Phase Shift keying {/-PSK)

In this section, we will discuss the BER 8f-PSK as a function of the SNR fav/ =
2™ = 4,16, and64. Furthermore, the complex-valued-PSK symbols that will be
transmitted over the time-discrete complex-valued AWGIdrotel are chosen from the
signal constellatio® = {e/(m27/M) 'm = 0,1,..., M — 1}, see Section 2.2.4.

2perforation matrices in Table 29 are in a sequential ord#retoded bit-streams for blocks of
32 coded bitS, i.e{,PDAB] = [Co Ci1CyC3 ChpCi1CaC3 ...CypC1CC3 CyCqCo C3].
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BER of M-PSK over the AWGN channel

The probability of a symbol error (SER) far/-PSK is shown in the literature, see for
example (5.2-56) in Proakis [60, Sec. 5.2.7, p. 268], as tagial that does not reduce
to a simple form and must be evaluated numerically excepifor= 2 and M = 4.
However, for large values aff and high SNR values, the SER can be approximated by,
see (5.2-61) in [60, Sec. 5.2.7, p. 270],

Ky .
SERypsk ~ 20 <, /2@ sin (%)) , (2.42)

whereQ(z) 2 = \/LQ? exp(—a?/2)da. Note, it turns out that this approximation of the
SER is good for all values a¥/. In addition, with the approximation that the SER is
m-times the BER, given by (5.2-62) in [60, Sec. 5.2.7, p. 211§ BER for M-PSK

becomes,
2 . 9 T m - Eb
BERypsx ~ —Q <\/2 gin (M) N ) (2.43)

wherem = log,(M) andE; = m - E;, see also (4.3-17) in [61, Sec. 4.3-2, p. 194].
Note, for the last approximation Gray mapping is assumed,labels that correspond to
adjacent phases differ only in a single bit-position. Now@PSK the probability of a
bit-error can be calculated by substitution/df = 4 in (2.43), this yields,

5 1\ 2B\ [2E,
BERgpsk ~ @ ( 2. (5) : T()) =Q ( T{)) ; (2.44)

which is, actually, the exact BER for QPSK given by (5.2-5v)d0, Sec. 5.2.7, p. 268].
Moreover, this result is also shown by (8.30) in [2, Sec. B3l,.p. 201], by (5) in [48]
and by (2) in [47].

Figure 2.6 shows the BERpsk as function of the SNR= logQ(M)f,—g = mf,—g expressed
in [dB], i.e., 10 - log;,(SNR), for m = 2,4, and6 b/s/Hz. Figure 2.6 also shows, as a
reference, the required SNR values for the channel cap@gitg., the "Shannon bound”,
given by (2.17), for2,4, and6 b/s/Hz. The circles on the curves represent simulated
values of the BER psk. In the simulation model a combination of binary symbols
are assigned (labeled) via Gray-labeling to a particifaPSK symbol and send over the
AWGN channel. From Figure 2.6 can be seen that the approxim@.43) fits quite well

to the obtained simulation results. For the probability dfiteerror BER;.psk = 1074,
the required SNR values are given by Table 2.3.

If we compare the second column of Table 2.1 with the secohdmoof Table 2.3, there
is a difference ok~ 6.6 dB, ~ 10.4 dB, and~ 15.9 dB with the “Shannon bound” at
a BERy.psk = 107% for 4-PSK, 16-PSK, and64-PSK, respectively. Moreover, since
increase of the SNR is required to decrease the BER, the ghphwi “Shannon-bound”
will increase for smaller values of the BER. Figure 2.6 irdlshows that for a smaller
BER,,.rs« the difference increases, e.g.,12 dB,~ 16 dB, and~ 22 dB ata BER;.psx =
10~12 for M = 4, 16, and64, respectively.
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Table 2.3: Required SNR for BERsg« = 1- 1074

M-PSK

SNR [dB]

4
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After this brief introduction onV/-level PSK, we will from now on focus o/ = 4, i.e.,
QPSK, as the DAB system uses a form of QPSK, f;eDE-QPSK.

2.3.5 Differentially encoded QPSK (DE-QPSK)

For DE-QPSK streams, a type of demodulation can be perfowhede the previous sym-
bol is used as the (noisy) reference for detection, i.efemintial detection. In this case,
there is no need to estimate the actual phase of the carfieBge. 5.2.8, p. 272]. This
differential detection technique is known in the liter&tas differential QPSK (DQPSK)
[60, Sec. 5.2.8, p. 272]. Since no phase estimation is reduiPQPSK is often consid-
ered as a non-coherent communication technique [60, SB@8, . 272]. We will also
take this view throughout the thedisNote that for being able to perform non-coherent
differential detection of DE-QPSK, it is desirable that tieeeived carrier phase should
be constant over at least two received DE-QPSK symbols.

In the case of coherent detection of QPSK, it is assumedhbatdtector should have per-
fect knowledge of the carrier frequency plus phase. Howeértroduced by the carrier-
recovery, the carrier phase is known or estimated up to angaityof a multiple of 7

[2, Sec. 3.1.4, p. 39]. Thus, coherent detection of QPSK easubcessful if these phase
ambiguity of a multiple off is solved. A manner of resolving this-phase ambiguity, is
by differentially encoding the phase. It might be expecésdhe decision for the informa-
tion phase is based on two transmitted phases, that themmislsss in BER-performance
compared to non-differential encoded QPSK given by (2.4dg, also [2, Sec. 3.1.4, p.
39]. Next, to evaluate the performances of DE-QPSK, we cdaijne BER of DE-QPSK
with coherent detection and non-coherent differentia¢d@édn. We will demonstrate for
both detection methods the penalty in required SNR comp@aredherent detection of
QPSK to obtain a BER= 104.

BER of 7-DE-QPSK

In this section we will briefly introducg-DE-QPSK and compute the probability of a bit
error. The BER is computed for, both, coherent detectionraordcoherent differential
detection of7-DE-QPSK. ForZ-DE-QPSK then-th transmitted information symba,
assumes a value in the (offset) alphaBetMoreover, the first transmitted symbol for
n = 0 is initialized with sy = 1. Now, for oddn, the differentially encoded transmitted
symbols{s,,} will also assume values i. However, for evem, the transmitted sym-
bols{s, } assume values in the alphabét= {¢/(P7/2) p = 0, 1,2,3}. This modulation
method is called-DE-QPSK. Moreover, alternating between the sétand B3 results
in a maximum phase change between two consecutive trargnsigmbols of{f. Note
that the maximum phase change for conventional DE-QPSKRSK) is equal tar. The
maximum phase change é} results in a smaller instantaneous amplitude change than
reversing the sign, i.e., a change of the phasea bjReversing the sign is the maximum

3Since the previous symbol is a reference for the phase ofdirieg DQPSK is also seen as a
differentially coherent detection technique for DE-QPSke for example [2, Sec. 3.5, pp. 59-65;
Sec. 8.1.5.1, pp. 214-217] and references therein.
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instantaneous change of the amplitude. For non-lineastnéssion, large instantaneous
amplitude changes result in large spectral side-lobesefrtbdulation [2, Sec. 3.5.2,
p. 65]. Hence/-DE-QPSK modulation with non-linear transmission resuritsmaller
spectral side-lobes compared to DE-QPSK. On a linear AWGahihl with coherent
detection no difference in performance is to be expecteddmt’ -DE-QPSK and con-
ventional DE-QPSK. Furthermore, it is well-known and gjtaforward to show, as we
will see in Section 6.2.6 of Chapter 6, that4-DE-QPSK is equivalent to DE-QPSK.
Therefore, we will in the sequel of this thesis tréaDE-QPSK similar as DE-QPSK.
Next, we will demonstrate the BER of coherent detection of @ESK. For coherent de-
tection it is assumed that the carrier frequency is pesféetbwn. The BER for coherent
detection of DE-QPSK (of -DE-QPSK) was found by Simon in [68] and given by (5) in
[68], which yields,

2F 2F
BERbegrsk = 2Q < T;) —2Q? ( T;) )

2E, 2E,
2Q< m) (1_Q< ﬂ) (2.45)

where we have usell, = 2F, and erf¢z) = 2Q(v/2x). For large values of the signal to
noise ratio, (2.45) can be approximated by,

BERbe-gpsk &~ 2Q < %) . (2.46)
0
Coherent detection of DE-QPSK exhibits a two times higheRREmpared to the BER
of QPSK, given by (2.44), which is not unnatural as the bibertend to occur in pairs
for DE-QPSK. Figure 2.7 shows that for large signal to noa#oror equivalently for
low BER-values this results in a loss 0.35 dB in required SNR at a BER= 10~*.
Next, we compute the probability of a bit error for non-ca@rdifferential detection of
DE-QPSK.
For non-coherent differential detection of DE-QPSK, thagshdetections are made by
using a demodulated reference signal based on the predoeied symbol, i.e., 2SDD,
see also [3, Sec. 3.4.2, p. 71]. Moreover, Pawula et al. ihfid that the SER for
uncoded DE-QPSK with non-coherent 2SDD of the DE-QPSK syst®n be given by,

P Es cos 6
T e G 3 L )
SEReqpsk = / oy dé, (2.47)
2v2m Jo—_ =z 1— <

see also (8.84) in [3, Sec. 8.1.5.1, p. 246]. If Gray mappsnggplied, then with the
results of Lassing et al. in [47] and Pawula in [54], [55] thERBfor DE-QPSK with
non-coherent 2SDD of the DE-QPSK symbols becomes,

5
BERoe gpsx = F (f) -7 (§) (2.48)
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where
sing [3 exp{—%(l—coswcost)}

F = 2.4
() A Sz 1 — cospcost at, (2:49)

see also [48] and (8.86-8.87)in [3, Sec. 8.1.5.1, p. 24¢urei 2.7 shows, as function of
the £, /Ny, the BER given by (2.48). Figure 2.7 shows that 2SDD of DE-RR$hibits

10 T T T T T
-©-non-coh. diff. DE-QPSK
-ideal coherent DE-QPSK
—+Ideal coherent QPSK

10 ] 3

w10 E
10 3
BERDE—QPSK%ZXBERQPSK
10_4 I I !

6
Eb/No in dB

Figure 2.7: BER for AWGN of non-coherent 2SDD of uncoded DE-QPSK
and coherent detection of uncoded DE-QPSK and QPSK.

aloss of~ 2.0 dB in required SNR at a BER: 10—, compared to coherent detection of
DE-QPSK.

Finally, we will briefly introduce another method to obtaivetBER for DE-QPSK with
2SDD. This method is discussed by Simon et al. in [3, Sec142.94] and is useful for
computing a bound on the BER, as we will show in the next secfithe method uses a
first-order Marcum Q-function, given by (4.34) in [3, Se@ 4, p. 94],

[e%e) 2 2
o)~ | e [ <x o )} Io(aa)de, (2.50)

and applies the zero-th order modified Bessel function ofiteekind, (4.36) in [3, Sec.
4.2.1,p. 94],
1

T o

Iy(z) /Tr exp(—zsin §)df. (2.51)

O=—m
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Now, the BER for DE-QPSK with 2SDD computed by Marcum Q-fumies becomes,

BERpegpsk = % [1 -1 <\/E7 \/a) + Q1 (\/57 \/E)} ) (2.52)
where B (2 - \/5)@ b (2 n \/—) Ey (2 53)
B Ny’ B Ny’ .

see also (8.88), in combination with (8.61), in [3, Sec. B1,.p. 247] or (5.2-70-5.2-71)
in [60, Sec. 5.2.8, p. 275].

Union bound on the BER of DE-QPSK

Divsalar et al. showed by (22) in [22] faN = 2, an upper-bound on the BER for
differentially encoded\/-PSK with 2SDD. This BER upper-bound, is the union-bound
(UB) for DE-MPSK with 2SDD, and yields,

1

BERo:. <
RDE MPSK > IOgQ(M)

Z w {(ckck (6163 }Pg 7> n|A¢r), (2.54)
Adr#A i

with w {( ckck ), (é¢2)} is the Hamming distance between the bit-pdirs; ), respec-
tively, (¢1.é7). MoreoverPg(n > n|Ag¢y) is the probability that the phase of the infor-
mation symboIAqu is incorrectly chosen when¢, was send, i.e., the Pairwise Error
Probability (PEP) with decision statisticgiven by (15) in [22]. From the method shown
by Divsalar et al. in [22, Sec. Ill, p. 302] the UB for 2SDIV (= 2) of DE-QPSK
(M = 4), becomes,

1 2F 1
< = S ~ 11— .
BERDE-QF’SK_ 9 exp ( NO > + ) |:1 Ql <\/l_77 \/a) + Ql (\/av \/l;):| ) (2 55)
with a andb given by (2.53). The UB, (2.55), is computed and shown in FégL8. Note,
that the first term in (2.55) for large values of the SNR becermry small and (2.55)
approaches (2.52). Figure 2.8 indeed shows that the UBS) 2% quite tight for large
values of the SNR.

2.3.6 7-DE-QPSK and RCPC codes with OFDM

In the previous section, we investigated the BER of DE-QP $tKaut channel-coding.
It is well-known that for transmission over noisy, time-yisg and frequency-selective
channels, i.e., noisy fading channels, channel-codingsggmificantly decrease the re-
quired signal-to-noise ratio to obtain a specific averag®B&L, Sec. 14.3, p. 918].
Therefore, we will study the BER for the (DAB representativembination of the RCPC
codes, interleaving, DE-QPSK and OFDM, see also Fig. 2.9. ag¢aime ideal syn-
chronization, parallel matched-filtering with orthogoKiaFT) waveforms one for each
subcarrier, Gray mapping and perfect interleaving. To stieBER performance of DE-
QPSK and RCPC codes with OFDM as function of fiyg' Ny, we choose th&,. = 1/2
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Figure 2.8: Union-bound for AWGN of non-coherent 2SDD of DE-QPSK
given in (2.55) and BER for AWGN of non-coherent 2SDD of

DE-QPSK and coded DE-QPSK.
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Figure 2.9: DAB convolutional encoder, interleaver, differential en-
coders, and multi-carrier modulator.
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RCPC code with code weight spectrum given by (2.39). FiguBeshows the results
of the simulations for the coded case as well as for the untaedse. Note that the
BER performance of 2SDD for DE-QPSK and RCPC codes with OFBbbtained with
soft-decision bit-metrics based on LLRs and Viterbi dengdiThe computation of the
soft-decision bit-metrics for 2SDD of DE-QPSK on the AWGNaamel will be discussed
in the next chapter, Chapter 3, in Section 3.4.1. For now Wieowiy consider the coded
BER performance for comparison with the uncoded case. Eigu shows that by using
channel coding there is a decrease, compared to the uncadedin the required SNR
ratio of~ 4.7 dB at a BER ofl0—4.

2.3.7 Time-multiplexing

Time multiplexing of the transmitted services allows theeiger to perform per service
symbol processing [25], see Fig. 2.10. This means that tbeiver can decode a cer-

1 2 3 <o 1536

o ¢ & ¢ ¢  frequency ——
timel ¢ & ¢ ¢ o o)
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O ¢ ¢ O O o)
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O ¢ ¢ O O service B [0)

d o d O O )

O ¢ ¢ O O service C [0)

Figure 2.10: Three services mapped onto consecutive OFDM symbols.
Note that there is overlap between the service since differ-
ential modulation is used.

tain service without having to process the OFDM symbols dlwaot correspond to this
service. Consequently, only at particular time instantbiwia DAB transmission-frame
a small number (usually up to four) of OFDM-symbols need tpbmcessed. This re-
sults in “idle-time” for the demodulation and decoding pesses. Due to this “idle-time”,
as we will discuss in Chapter 6, the mix-metric techniquef3tf cannot be applied to
DAB-receivers.

In the next chapter, Chapter 3, we elaborate on the detegtidrdecoding of coded DE-
QPSK streams. Coherent detection and non-coherent diffareletection with a two-

symbol observation interval and a multi-symbol (largenth&o) observation interval are
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investigated. Moreover, a-posteriori symbol probalgititand LLRs for Viterbi decoding
are discussed. Some approximations on the a-posteriof@yprobabilities and the
LLRs are also introduced.



Chapter 3

Detection and Decoding of
DE-QPSK

We are interested in reception improvement techniquesdomeunication systems that
apply coded DE-QPSK as in DAB systems. Therefore we evainatteis chapter co-
herent detection and non-coherent differential deteqitmeedures for coded DE-QPSK
streams. For these detection techniques the a-posteyioii@ probabilities and the
LLRs needed for Viterbi decoding are computed.

3.1 Outline

In this chapter, the state-of-the-art in non-iterativeedébn and decoding techniques for
DE-QPSK streams with convolutional encoding is describEust, as a reference, co-
herent detection of DE-QPSK with soft-decision Viterbi dding is studied. Then it is
demonstrated that non-coherent 2SDD of DE-QPSK with sefigion Viterbi decoding
degrades the performariceThis non-coherent differential detection scheme can be im
proved by, for example MSDD, which is a maximum-likelihoadgedure for finding a
block of information symbols after having observed a blotkezeived symbols. Non-
coherent MSDD is evaluated in the last section of this chapte

3.2 Introduction

3.2.1 A-posteriori symbol probabilities

To discuss detection and decoding’pDE-QPSK signals, we will model the received
signal, see also (2.34), by

Tm,n = |h|ej¢5m,n + Nom,n, (31)

!Since no phase estimation is required, 2SDD is often coreidas a non-coherent detection
technique. We will also take this view throughout the thesis

41
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for subsequent values aefandm, wheren is the OFDM-symbol index anah the subcar-
rier index. The channel gaijh| and phase are supposed to be unknown to the receiver.
Note, that the phasé represents the combination of the transmitter carrierghas the
phase rotation introduced by the propagation through ttéiune Later, in Chapter 6, we
will show that this channel model is of interest for diffetiatly encoded COFDM sys-
tems. However, in the sequel of the present chapter we fatassingle subcarrier. The
sequence = (sg, s1,- - , sy ) thatis transmitted via a certain subcarrier is now observed
by the receiver as sequence= (ro,r1, - ,rn). Note that compared to (3.1) we have
dropped the subscript here. Since in practise it is relatively easy to estimatehanel
gain, we assume here that it is perfectly known to the receind to ease our analysis
we take it to be one. The received sequence now relates toatientitted sequeneeas
follows

rn=e%s, +n,, forn=0,1,---,N, (3.2)

where we assume that, is circularly symmetric complex Gaussian with variaaéegper
component.

Basically we assume that the random channel-piéseeal-valued, uniform ove6, 27),
and fixed over allV + 1 transmissions. Moreover, in the coherent case it is asstima¢d
the receiver knows this channel phase up to modulo

Assuming that the noise samples are independent circigamynetric complex Gaussian
variables with variance? £ % per component, we get

1 |[r — e’¢s 2
p(r|S, d)) = Wexp <%>

1 r—eitg||”
= N >N+1 €xp <H ]\6[0 H ) 5 (3.3)
0

(m

whereN + 1 is the length of the observation interval and

N
Ir = es|]* =3 |ra — s, (3.4)
n=0
At this point, it seems appropriate to show thgt-DE-QPSK is equivalent to DE-QPSK.

This will make our analysis and notation in the sequel of thiapter simpler. The equiv-
alence follows from

Tn = b7L57L—16_jn7r/4
— bne—jw/4sn_1e—j(n—1)7r/4
= an¥p—-1
yn = (7%sn + ny)e I/t
= €j¢x7L + W, (3.5)

where we definedi,, = b,e 7™/4 2z, = sp,e 9"/ y, = rpe9""/4 andw, =
npe 7" /4 forn = 1,2,---, N, see also (2.30)-(2.35) in Chapter 2. It now follows
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that Z-DE-QPSK is equivalent to DE-QPSK, i.e., bath andz,, € A = {/7™/2 p =
0,1,2,3}forn =0,1,--- , N, zp = 1 and thatw,, just like n,, is circularly symmet-
ric complex Gaussian with variane€ per component. Moreover sinkeis Gray-coded
with respect to the interleaved code-bits, sais (a1, a9, - ,an). Inthe sequel of this
chapter, we will focus on DE-QPSK.

Now for DE-QPSK,x = (xo,x1, - ,2zn) IS the transmitted DE-QPSK symbol se-
quencey = (vo,%1, - ,yn) is the received DE-QPSK symbol sequence, anek
(a1, as,- - ,ay) is the transmitted QPSK information symbol sequence. M@gdw,, }

is independent circularly symmetric complex Gaussianenaisl the relation betwee,
x5, andw, is now given by (3.5). Since the transmitted DE-QPSK symleglugnce

x = (9,21, ,xN) IS @ one-to-one function of the initially transmitted DE-&P
symbolz, and the transmitted QPSK-symbol sequeace (aq,as,--- ,an) [58], we
can write
Pr{x}p(y|x) Pr{a}
Pr{zg,aly} = Pr{x|ly} = ————————= = Pr{x p(y|x), 3.6
and the a-posteriori probability far= (a1, a2, - ,an) becomes
Pr{a
Prfaly} = 3 Pran.aly} = 3 Prlao) s 5 p(v1x) 3.7)

First, by using (3.7) and the relationship given by (3.5)wite unknown channel phase
¢, we get

Pr{aly} = Z%AP(QYV”@

Zo

_ Zw/pmx, ) p (4]x) do

Zo

- }jgﬁﬁiﬁfﬁ/" (y1%, 6) p () do, (3.8)

Zo

where the last equality comes from the fact that the transthDE-QPSK sequence
is independent from the channel phaseThen, rewriting (3.3) and (3.4) for DE-QPSK
yields the likelihood

_ 1 [ly — e7*x||”
p(ylx,¢) = m exp <—T ) (3.9)
and substitution of this likelihood into the a-posteriawbability given by (3.8), yields an
expression for the a-posteriori probability of informatieequencea = (a1, a2, -+ ,an)

r{z r N n — %2, 2
Pr{aly} = Z M exp < Ym0y |

QWUQ)NH 252

) p(¢)de, (3.10)
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since

N
Hy—ej(/’xH2 :Z|yn—ej¢mn 2 (3.11)

n=0

3.3 Coherent detection

Here, we will discuss coherent detection of DE-QPSK sign&lsr coherent detection
both the carrier frequency and the carrier phase are knoisntordetection. However,

for DE-QPSK streams){ = 4) the carrier phase has%@ = 7 phase ambiguity, which

is introduced by the carrier recovery methods for QPSK dgria this section, we also

introduce the commonly used max-log-MAP approximationtfe a-posteriori symbol

probabilities and the LLRs for coherent detection of DE-®R&nals. Since with max-

log-MAP approximations logarithmic or exponential op@as are avoided, the compu-
tation of a-posteriori symbol probabilities and LLRs be&msimpler. This complexity

reduction is especially interesting to enable iterativecpssing in DAB-receivers, as we
will see in Chapter 7.

3.3.1 Coherent symbol-by-symbol detection

For the moment it is assumed that the QPSK information sysifag]} are independent
and uniformly distributed (iud) over the QPSK alphabet= {e/?™/2,p = 0,1,2,3}.

In Chapter 6 when we discuss iterative processing we wilk®r the non-iud setting.
Colavolpe showed in [19] that if the information symbols ard, coherent MAP sym-
bol detection reduces to a coherent symbol-by-symbol tetestrategy. Since this is
an essential result for coherent detection of DE-QPSK, wedsrive and analyse this
result also here. We will follow the method used by Colavoipkere he made use of the
forward-backward algorithm, i.e., the BCJR algorithmadtnced in 1974 by Bahl et al. in
[4]. Later, in Chapter 6, we will again discuss the forwaatkward algorithm when the
differential encoder is used in a code concatenation. Thedirg of this code concate-
nation will be accomplished by two BCJR algorithms and tigeadecoding procedures.
For coherent detection of DE-QPSK symbols, it is assumetttiieacarrier frequency is
perfectly known and that the channel phase is known with a@laanbiguity of7. This
phase ambiguity is introduced by, for example, a suppressettr tracking loop. Such a
loop locks with equal probability to the channel phase, thee transmitted carrier phase
including the phase rotation of the channel plus any ofithe- 4 transmitted phase val-
ues, [2, Sec. 3.1.4, p. 39]. Thus, for coherent detectionEf@PSK, we assume that
the channel phasg¢ in (3.5) is constant over the entire transmission and takgwalue
in QPSK alphabe#l with equal probabilityl /4. However to show that the MAP symbol
strategy reduces to a symbol-by symbol decision strateggnvitie information symbols
are iud we will assume, without loss of generality, that 0 but x( is unknown to the
receiver, i.e.x, takes any value itd with equal probabilityl /4. With these assumptions
we will follow a similar approach as Colavolpe.

The MAP symbol detection strategy for DE-QPSK that minirsizee symbol error prob-
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ability is based on the decision rule
4y = arg max Pr{a,|y}. (3.12)
We apply the BCJR algorithm to compute the a-posteriori gbility Pr{a, |y} in (3.12).
This yields
Pr{a,|y} « Pr{an,y}
= > Pr{yo.. Un-2:Tn1,Yn1,0n,Yns- - YN}

Tn—1

= Z p (y()v cee ,ynfz,an)p (yn*1|xn*1) Pr{a’n}p (yn; cee 7yN|Zn*17 a’n)

Tn—1

Z an,1(1n71)7n71($n,1) Pr{an}ﬂn(znflan)a (313)

Tn—1

lI>

where we have defined the likelihood

’Yn(mn) = p(yn|xn) =

202

2
Yn — Ty
52 &XP (—g) . (3.14)

Thea, (z,) may be calculated by the forward recursion

an(mn) = p(yOM--ay’rL—lal‘")
Z p(y()7~-~,yn—2,xn—17yn717an)

(Tn—1,an)—Tn

- Z p (y07 sy Yn—2, J)n—l)p (yn—1|mn—1) Pr{an}

(Tn—1,an)—Tn

= Z n—1(Tn-1)Vn—1(n-1) Pr{a,}

(Tn—1,an)—Tn

= Z an—l(xna;kL),)/n—l(mna:L) PI‘{GH}, (315)

an

where we used for the last equality_1 = z,a}, see also (3.5). The notatién, a) — '
stands for all states and symbols: that lead to next state’. In addition,S,,—1(2,—1)
may be calculated by the backward recursion

ﬁn—l(xn—l) = p (yn—la Yny -y yN|xn—1)
= Zp(anaynflvyna'"ayN|Zn71)

Qn

Z Pr{an}p (yn—1|xn—1)p (y'm ce ayN|xn—la/'rL)

Qn

Z Pr{a"}’)/n—l (mn— 1 )ﬁn (mn— 1 an)

An,

= 'Ynfl(xnfl)Zﬂn(xnflan) Pr{an}, (3.16)

an
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with initializations
ag(zg) = ) Vao € A,

Bn(zn) = n(zn), Van € A (3.17)

Now with iud QPSK information symbol§a,, }, i.e.,Pr{a,} = 1/4, the forward recur-
sion (3.15) for computing,, (x,,) becomes

=

Z Qp—1 (xna:;)’)/n—l (mna;)

Qn

, (3.18)

an(xy)

X

NN e

since we add always the same terms, within the bracketsafdre,, see also (11) in

[19]. In Chapter 6, Section 6.3, we will make use of this proypéo calculate, in an

efficient way, a-posteriori symbol probabilities for nookerent detection of DE-QPSK
based on trellis-decomposition. However, for now it is sigfit to note that the forward
recursion with iud information symbols is proportionalltol. In addition, the backward
recursion (3.16) for computing,,—1 (x,,—1) becomes with iud information symbols

6n71(xn71> = ’Ynfl(xn71> [%Zﬂn(xnlan)]

X ’Ynfl(:cnfl)a (319)

since also here we add always the same terms, within the dtsadkr eachr,,, see also

(12) in [19]. Again for the backward recursion we will, in Gitar 6 in Section 6.3, make
use of (3.19) to calculate efficiently a-posteriori symboblbilities for non-coherent
detection of DE-QPSK based on trellis-decomposition. Ifveev combine the results
shown in (3.18) and (3.19) for the forward and backward paspectively, with (3.13),

we obtain for the a-posteriori symbol probabilities

Pr{anb’} X Z ’Yn—l(mn—l)’yn(mn—lan); (320)

Tn—1

which depends only on the likelihoods of the received symbgl ; andy,,. Hence, for
coherent detection of DE-QPSK with iud information symb&BAP symbol detection
reduces to a symbol-by-symbol detection strategy withsiecirule

Gn, = argmax Pr{a,|Yn, Yn-1} (3.21)

Now as can be seen from (3.21), two received symbols arerestjicr coherent detection
of DE-QPSK with iud information symbols. Adapting the a-feyri symbol probability
given by (3.10) appropriately withr{a,,} = 1/4, leads to

Pr{z,—
Pr{an|yn, yn-1} = Z { .

Tp—1 4p (y'm yn—l) (271'0'2)2

1 T 2
-/qfxp <Zk=0‘ynk < xnik‘ )P(¢) do.

(3.22)

202
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Section A.1 of Appendix A gives an expression of the a-pdstesymbol probability
for coherent detection of DE-QPSK with a phase ambiguit§ @in the AWGN channel.
This yields

Pr{an|yn,Yn-1} = % {cosh (%) + cosh (%)}
o cosh (v—g) + cosh (w_g) , (3.23)
o o

_Z%-,:o‘ynfk‘%ﬂ

oxp( - el

Ka=

4p(yn=ynfl)(27‘—‘72)2

with
v (an) = Up = §R{yna/; + yn—l}
w (an) = wy, =S {yna;kL + yn—l} .

From (3.23) can be seen that with iud information symbolsatpmsteriori information

symbol probability is proportional to the sum of twosh-functions. Simon and Divsalar
in [69] obtained comparable results, see (9) f6r= 4, by computing the conditional-
likelihood functionp(yy,, Yn—1|Tn, Tn—1).

3.3.2 Soft-decision bit metrics

The desired soft-decision bit metrics related to transioniss, i.e., the LLRs [37]

Ap =1In <7Pr{bi — o}) : (3.24)

can be expressed as

)\1 _ em(w) + em(37r/2) )\2 _ em(w/2) + em(ﬂ) 3.25
n = 1 em(O) +e7rz(7r/2) 2 Ap = 11 em(O) +e””(3ﬂ'/2) ’ ( ) )

with symbol metric ‘
m(¢) =In (Pr{a, = ¢’*|y}), (3.26)

where)\! corresponds to bit;, A2 to bit b, and with Gray mapping conform

bby |00 01 11 10
a(b1b2)| 1 ™2 gIm ed3T/2

Section A.2 of Appendix A shows details of computing the LLfiRem corresponding
a-posteriori symbol probabilities given by (3.23). Thigelgis

v( 2% w(3x
(o (222 4 comn (122) 4 cosh (55 ) 4 cost (1)
Ar = In

" cosh (%) + cosh (%) + cosh (”_?) + cosh (%)
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In addition, with the used Gray-mapping shown above, thededision bit metric\?

is obtained by interchanging with %’T in (3.27). The a-posteriori probability given by
(3.23) and the correspondingly LLRs given by (3.25) are fioms of the currently re-
ceived DE-QPSK symbal,, and the previously received DE-QPSK symfgpl ;. Conse-
guently, the LLRs for bit$; andb, require only the knowledge of the received DE-QPSK
symbol pair(y,—1, y»). Figure 3.1 shows the simulation results of coded DE-QPSHK wi
coherent detection, bit-interleaving, and Viterbi-deogdvith LLRs computed by (3.27).
The de facto-standar®. = 1/2 RCPC code, as described in Section 2.3.2, is used for
the encoding. This figure also shows the BER performance Df2f6r coded DE-QPSK

0

107 ¢ ? ? ? ? ? ~ ~
i | BNon-coherent 2SDD coded DE-QPSK

~|+Coherent detection coded DE-QPSK
107t ;
L 10_2: 3
10 ;

-4
1 1 1 1 1 1 1 1
O2.5 3 35 5.5 6 6.5

4.5
Eb/No in dB

Figure 3.1: BER for AWGN of coherent detection and non-coherent
2SDD of coded DE-QPSK.

with soft-decision bit-metrics based on LLRs and Viterbca@ing. The computation of
the soft-decision bit-metrics for 2SDD of DE-QPSK will besdissed in Section 3.4.1. It

is shown in Figure 3.1 that coherent detection of coded DEIQMproves the required
signal to noise withx~ 1 dB compared to coded DE-QPSK with non-coherent 2SDD at a
BER=10"".

Max-log-MAP approximation

To avoid logarithmic or exponential functions for reducithg complexity in calculat-
ing the a-posteriori symbol probabilities and LLRs, we wiiscuss the max-log-MAP
approximation. The max-log-MAP approximation is selegtihe dominant exponential
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[30]. A similar method is used by Bottomley et al. in [15]. 8en A.3 of Appendix A
shows details of applying the max-log-MAP approximatiotite LLRs given by (3.27),
which yields

M~ & fmax (o ()], o ()] o (5) | [ ()]
— max (|v (0)], [w (0)],|v (%)],|w (3)])}- (3.28)

In addition, with the previously used Gray-mapping, thet-sigfcision bit metric\? is
obtained by interchanging with 37” in (3.28). From (3.28) can be concluded that if
the noise variance? is constant, over all transmissions, it is not actually meetbr
computing the LLRs. Furthermore, to compute the LLRs, the-tng-MAP approxi-
mation requires only subtractions after the maximum is €buklence, no logarithmic
or exponential functions are required for the max-log-MA®@ximation. Figure 3.2
shows simulation results of coded DE-QPSK with cohereng¢ati&tn, bit-interleaving,
and Viterbi-decoding with a max-log-MAP approximation bétsoft-decision bit metric
pair (AL, A2) given by (3.28). The de facto-standakd = 1/2 RCPC code, as described

n? n

in Section 2.3.2, is used for the encoding. Figure 3.2 detnates already good per-

T [Conerentdeteston

L -+ max—log—MAP appr.

4
Eb/No in dB

Figure 3.2: Coherent detection and the max-log-MAP approximation of
coded DE-QPSK.

formances for the max-log-MAP approximation. However wé priovide in Chapter 4
even better approximations based on a piecewise lineapzippation of theln (cosh)
function.
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3.3.3 Concluding remarks on coherent detection

In the particular case that the information QPSK-symHals} are iud, coherent MAP
symbol detection reduces to coherent symbol-by-symbeldtien [19]. Then the soft-
decision bit metrics are a function of the currently recdiid&E-QPSK symbol;,, and the
previously received DE-QPSK symbgl_;, and are the sum afosh-functions. More-
over, coherent symbol-by-symbol detection is a parti¢ylateresting detection strategy
if efficient calculation of the soft-decision bit metrigg with i € {1,2} is concerned.
Complexity reduction by using a symbol-by-symbol detactirategy will be further
discussed in Section 6.3.3 of Chapter 6.

The max-log-MAP approximation results in good performanice coherent detection.
However, we will suggest in Chapter 4 some improved apprations. The max-log-
MAP approximation requires only subtractions after the imaxn is found hence no
logarithmic or exponential functions are required, see €3s28).

Since reference symbols (pilots) are lacking in DAB systéh@escommonly used de-
tection techniques for DAB-systems are non-coherent tletetechniques [79], which is
the subject of the next section. We will use the previoushaited results for coherent
detection as a reference for the performance of hon-cohéetection.

3.4 Non-coherent detection

In this section we will discuss non-coherent detection ofQESK signals. Now, no
attempt is made to get any information on the channel phasettie phase of the carrier
plus the phase rotation introduced by the channel. Thus)dorcoherent detection, the
carrier frequency is known but the channel phase is assumked tinknown. However,
the channel phase is assumed to be fixed over a block of cdiveeDiE-QPSK symbols.

3.4.1 Two-symbol differential detection (2SDD)

In this section, differential detection is considered urthe condition that the channel
phase is uniform. This differential detection techniqukriswn in the literature as non-
coherent DQPSK [60, Sec. 5.2.8, p. 272]. For DQPSK, the ohtien interval has a
length of two DE-QPSK symbols, i.e., 2SDD and is widely us&tbreover, 2SDD is

also a commonly used non-coherent detection method for ¥sBivers [79]. Since we
are interested in finding the soft-decision metrics for 2SB@ will first compute the

a-posteriori symbol probabilities. For 2SDD we will use23), hence

Pr Tn—1
Pr{anly'm yn—l} - Z { }

Tp—1 4p (y'm yn—l) (271'0'2)2

1 T 2
-/(bexp <Zk=0‘ynk s )P(¢) do,

(3.29)

202
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where we now model the channel phaseniformly distributed ovef0, 27) with p(¢) =
#. Section B.1 of Appendix B shows an expression for the aguimst symbol proba-
bilities for non-coherent 2SDD of DE-QPSK on the AWGN chaniiéis yields

1 *
Pr{an|yna yn—l} = KAIO (p |ynan + yn—1|)
1 *
X IO (_2 |ynan + yn—1|) ) (330)
g

wherely () is a zero-th order modified Bessel function of the first kindhrfr (3.30) it can
be seen that with iud information symbols the a-postenddrimation symbol probability
for 2SDD can be expressed in terms of Bessel functions. Bivsad Simon in [22]
obtained comparable results, see (9)f0e 2, by computing the conditional-likelihood
funCtionp(yna Yn—1 |mn; mn—l)-

3.4.2 Soft-decision bit metrics

Section B.2 of Appendix B shows details of computing the LIffesn the corresponding
a-posteriori symbol probabilities given by (3.30). Thielgis

A —n Iy (0—12 ‘?fnefjﬂ + yn71|) + Iol(g—lz ‘ynf;ﬁ% + yn71|) . (3.31)
Iy (ﬁ |yn + yn—1|) + Iy (F |yne T2+ %—1‘)

Here again, with the previously used Gray-mapping, thededision bit metric\2 is ob-
tained by interchanging with %’T in (3.31). The a-posteriori probability given by (3.30)
and the corresponding LLRs given by (3.31) are functionsaade expected with 2SDD,
of the currently received DE-QPSK symbg| and the previously received DE-QPSK
symboly,_,. Consequently, the LLRs for bits and b, require only the knowledge
of the received DE-QPSK symbol pdis,,—1,y»). Figure 3.1 in Section 3.3.1 contains
the simulation results of coded DE-QPSK with non-coher&RR, bit-interleaving, and
Viterbi-decoding with LLRs computed by (3.31). The de fastandard?. = 1/2 RCPC
code, as described in Section 2.3.2, is used for the encodiran be observed from
this figure that coded DE-QPSK with non-coherent 2SDD rexguir~ 1 dB higher sig-
nal to noise ratio than coherent detection of coded DE-QRS#btain a BER= 104,
Divsalar and Simon [22] showed that by increasing the nunoh@bservations on the
received DE-QPSK symbols, the performance can be improwegbared to 2SDD. This
MSDD technique is the subject of the next section.

3.4.3 Multi-symbol differential detection (MSDD)

In this section, we discuss a type of demodulation for DE-RQR®ere a block of DE-
QPSK symbols is used for detection. We will assume that plaltoncatenated DE-
QPSK symbols have a similar carrier-phase. Now the obdervatterval containing
the received DE-QPSK symbols might be extended compare8@d2 This method is
called MSDD, and was introduced by Divsalar and Simon in 122). For the AWGN
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channel with a time-invariant (unknown) phase, Divsalat 8imon [22] showed that by
applying MSDD the performance can be improved relative tDRSThey propose to
make use of MLSE of the transmitted phases rather than sylmbseymbol detection as
in conventional differential detection [22]. Actually, m@oherent MSDD is a maximum
likelihood procedure for finding a block of information syoib after having observed a
block of received symbols. For large numbers of observatitire performance of MSDD
approaches the performance of coherent detection of DEKQRPShis section we will
demonstrate, by simulations, that MSDD improves the peréorces compared to 2SDD
also for coded DE-QPSK. Improving performance by incraga#ire observation interval
might be also of interest for DAB receivers. Our simulati@me performed with soft-
decision bit metrics based on LLRs and Viterbi-decodinge ThRs are computed in the
sequel of this section.

We are interested in finding the soft-decision metric of MSID N + 1-length se-
guences. Adapting the a-posteriori symbol probabilityegiby (3.10) appropriately with
Pr{a,} = 1/4, leads to

Prialy} = 3 — T

TN p (y'm Yn—1,-- - Yn-N) (2m0?

N i 2
./d)exp <Zk_0‘yn_k ¢ xn_k‘ )p(d)) do. (3.32)

202

N+1
)

Now, after some manipulations, similar to 2SDD in (3.32) wd ap with

N
Z yn—km;_k
k=0
N—-1 N—-1-k
*
Z Yn—k H Ap—k—m + Yn—N

k=0 m=0

N-—-1 N—-1—-k
S ( I ) o

k=0 m=0

1
Pr{aly} = Kuaylo <§

) , (3.33)

1
Kaylo <§

1
Iy (ﬁ

Ku, =
Y 4Np (y'ru s 7yn—N) (2770-2)

K

where

N 2
 2e—olYn—kl"+N+1
exp( JJ—”QUQ

N+1-°

From (3.33) can be seen that with iud information symbolsatiposteriori information
symbol probabilities for MSDD can be expressed in terms afsBefunctions. As one
might be expecting, (3.33) faV +1 = 2 gives the same results as (3.30). Divsalar and Si-
mon in [22] obtained comparable results, see (9) and (153pbyputing the conditional-
likelihood functionp(y|x).
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3.4.4 Soft-decision bit metrics

As soft-decision bit metrics we will use LLRs [37]. Assumiiugl information symbols
{a,} with appropriate bit-interleaving, such that

2
Pr{a,} = [ [ Pr{b},} = i, (3.34)

=1

the soft-decision bit metric§ A’ _, } with i € {1,2} andk € {0,1,..., N — 1} each be
computed by

where C, is the set of all the modulation codewords correspondingetguences of
mapped bit$by, . . ., bax| havingb, = 1 andC, is the set of codewords for whiéh = 0,
with p is a function ofn, & andi. As one might be expecting, (3.35) fof + 1 = 2 gives
the same results as (3.31). As stated before, the assungpgual a-priori probabilities
will not hold anymore in the iterative case, as will be disrdgsin Chapter 5. Figure 3.3
shows simulation results of coded DE-QPSK with non-cohevt$DD, bit-interleaving,
and Viterbi-decoding for different values 8f + 1. The soft-decision bit metrics are con-
form (3.35). The de facto-standaR}. = 1/2 RCPC code, as described in Section 2.3.2,
is used for the encoding. Figure 3.3 shows indeed that thfenpeeince improves when
N +1increases. As we will show in Chapter 6, increasing the nurobebservations on
the received DE-QPSK symbols is an interesting techniqumpoove the performance
of coded DE-QPSK systems like the DAB system.

1
In [ =
S ko (%

cecC,

N-1 N-1—k
Z Yn—k < H a;km> + Yn—nN

k=0 m=0

N_1 N_1-k
Z Yn—k < H a;km> + Yn—nN

k=0 m=0

Ap=1In

(3.35)

3.4.5 Concluding remarks on non-coherent differential detction

The soft-decision bit metrics for non-coherent differahtietection of coded DE-QPSK
with Gray-mapping can be computed using zero-th order mextiBiessel functions of the
first kind.

The well-known DQPSK detection technique is the particakse that the observation
interval is only two symbols long, i.e., 2SDD. With 2SDD theeyiously received DE-
QPSK symbol is used as the (noisy) reference for differedégection. In this case the
soft-decision bit metrics are a function of the currentlyaiged DE-QPSK symbal,, and
the previously received DE-QPSK symhgl_;.

It is further shown, by simulations, that the required slgoanoise ratio for 2SDD is
~ 1 dB higher than the required signal-to-noise ratio of cohtedetection of coded DE-
QPSK at a BER= 10~*. However, as is demonstrated in Section 3.4.3 by simulation
an expansion of the observation interval from two receiyedtsols to multiple received
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Figure 3.3: MSDD for coded DE-QPSK.

symbols, i.e., moving from 2SDD to MSDD improves the perfarmoe of coded DE-
QPSK. To improve the performance of coded DE-QPSK evenduntle will introduce,
in Chapter 5, iterative techniques for decoding and denadidul. It needs to be stated
here, that the performance improvement of coded DE-QPSigutgrative techniques is
partly obtained from increasing the number of received DES®Q symbols.

In the next chapter, Chapter 4, it is demonstrated, as am&gte to the results known
in the literature, that an approximation of MAP symbol dé&tetfor 7-DE-QPSK, based
on selecting dominant exponentials, leads to MAP sequeetseiion. Moreover, to im-
prove the performance relative to MAP symbol detectiontdvetpproximations for the
a-posteriori symbol probabilities and LLRs for cohereuiected; -DE-QPSK are pro-
posed.



Chapter 4

A-Posteriori Symbol
Probabllities and Log-Likelihood
Ratios for Coherently Detected
7-DE-QPSK

In the previous chapter, Chapter 3, we observed that by aqgpMSDD techniques, a
DAB receiver approaches the performance of a receiver #rddpms coherent detection
of 7-DE-QPSK with soft-decision Viterbi decoding. For thatsea a-posteriori symbol
probabilities and LLRs for coherently detect@dDE-QPSK are studied in the current
chaptet.

4.1 Outline

In this chapter, we discussposteriori(AP) symbol-probabilities and optimal symbol-
detection, but also LLRs fof -DE-QPSK systems when coherent detection is performed.
Our analysis carries over to common DE-QPSK. We assumehbatdtector has perfect
knowledge of the carrier frequency. The carrier phase isvknap to an ambiguity of a
multiple of 3.

Colavolpe [19] mentioned that for differentially encodduape-shift keying, MAP se-
guence detection has a symbol-error performareetically identicalto MAP symbol
detection. We will demonstrate here that MAP sequence tietecan be regarded as a
straightforward approximation of MAP symbol detection. Wi also discuss a better
approximation of MAP symbol detection, which outperformé&RIsequence detection.

1This chapter is based on the paper publishedVak van Houtum and F.M.J. Willems, “A-
Posteriori Symbol Probabilities and Log-Likelihood Ratior Coherently Detecte§l-DE-QPSK”,
IEEE Communications Letters, vol. 15, no. 2, pp. 160-168, Ee11.
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This improvement is based on a piecewise-linear approximaif the logarithm of the
hyperbolic cosine.

In the second part of this chapter we will focus on coded systand investigate a-
posteriori LLRs, and some approximations for these ratikhough the performance
gain is small we show that practically optimal performanae be achieved again using
the piecewise-linear approximation mentioned above.

4.2 A-Posteriori probabilities

In the sequence = sg, s1, ..., sy Of transmitted}-DE-QPSK code symbols, the sym-
bolss, € X. = {e/™/2,1=0,1,2,3} for n even and the symbols

sn € X, = {eI™/2Hm/4 1 =0,1,2,3} for n odd. Furthermore, these symbols are deter-
mined by the differential encoding rule

Sp =bpspn_1, forn=1,2,..., N, 4.1

where the first symboly € X, with Pr{sy = ¢/™/2} = 1/4,forl = 0,1,2,3.
As in Colavolpe [19] we consider the case where the inforomegiymbols

b =b1,bs,...,by are independent of each other and uniformly distribuied) (over
X = {eim!/>7/4 | = 0,1,2,3}. Denoting the received sequencerby: ro, r1,..., 7,
we can write for channel output, forn =0,1,--- | N

Tn = Sp + Ny, 4.2)

wheren,, is circularly symmetric complex white Gaussian noise wigttiances? per
component.

Now, as in (13) in [19], the AP of an iug-DE-QPSK information symbdi,, for n =
1,2,---, N can be expressed as

Pr{b,|r} = (4.3)
1
> exp(—R{s;_y [rab) +ra1]}), nodd,
Sn—1€X. g
1 * *
Z exp(— R {s)_ [rab), + rn_1]}), neven.
Sn—1€X, 7

which results in the MAP symbol decision rule

b, = arg max Pr{b,|r}. 4.4)

For MAP sequence detection in the case of iud informationtsym(i.e., maximum-
likelihood (ML) detection), the decision rule is, see (17]19],

bn = 88y _1, (4.5)
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with
by, = arg n}}in |rn, — sn|2 ) (4.6)
Now consider (4.3) fon, — 1 is even and for some fixdg, € X. If we define

vy 2 by + o1, 4.7)

we obtain

Pribalr} o exp (%%(vn)) 4 exp (—%s(%))

+ exp (—%?R(Un)) + exp (%%(U,ﬂ))
= 2cosh (R) + 2cosh(I), (4.8)

with R £ 2 andy 2 30) Note that for oddh — 1 we get an identical expression
for Pr{b,|r} if we define

Un £ (T.nbrz + rn71> ej% . (49)

4.2.1 First approximation

From (4.8) we may conclude that the AP of an iud informatiomisgl is proportional to
the sum of twacosh-functions. To avoid underflow, calculations are often iegrout in
the logarithmic domain, and therefore instead of (4.8) tle¢rim

mo(bn) = In (2 cosh (R) + 2cosh (1)), (4.10)

can be applied. As approximation fory (b,,) we can now use

ma(bn) 2 n (max (e, /") ) = max(| R, |1]). (4.11)

Note that this approximation avoids calculating exporastnd logarithms. To demon-
strate that this approximation leads to a performance icirb that of MAP sequence
detection, note that for iud information symbols, the MARence decision rule (4.5)
can be written as:

b, = argnblin gnin(|rn - Snflbn|2 +|rno1 — 5n—1|2)
n n—1
1
= argmaxmax — R {s;_; (rab), +7rn_1)}. (4.12)
bn Sn-1 O

If we now call



CHAPTER 4. A-POSTERIORI SYMBOL PROBABILITIES AND
LOG-LIKELIHOOD RATIOS FOR COHERENTLY DETECTED
58 T_DE-QPSK

1
Msedbn) = max ;?R {sr_ 1 (rabl +1n-1)}, (4.13)

 —1

then, forn — 1 even and alb,, we obtain

R{va} S{va) R{va) Sfva}

by) =
Msedbn) max ( 5 P P )

= max(|R],[1]), (4.14)
which is identical to our first approximation given by (4.18s a consequence, our first
approximation will result in the same symbol estimates asi&quence detection.

In the next subsection we discuss a better approximatich&hP symbol metrieng (b,,)
thanm (by,).

4.2.2 Second approximation

To improve approximatiom (b,,) of mq(b,,), we propose

1 -1
ma(be) 2 f (RT*) t (RT) Lo, (4.15)
where we used the identity

1 -1
cosh (R) + cosh (I) = 2 cosh (RT+) cosh (RT) , (4.16)

and approximated thia (cosh(g)) by the piecewise-linear function:

_J lg|=In2, |g| >In2

flg)= { 0, gl <In2. (4.17)

To see that this is reasonable note that for ldggene of the exponentials itosh(|g|)
dominates, which results in linearity.

4.2.3 Simulations

We have simulated the first and second approximation in teftiee uncoded SER versus
the signal-to-noise rati&@,; /Ny = # whereFE; is the received signal energy of a code
symbol andNy /2 the two-sided power spectral density of the noise. The testithese
simulations can be found in Fig. 4.1, together with the optimsymbol-detection results,
i.e., the results based on metries ().

It can be observed that optimal symbol detection and ourrgkapproximation outper-
form MAP sequence detection (first approximation). In casitto the other two methods,

MAP sequence detection requires no knowledge of the noisanae however.

2To clearly view the results a small range of a low value of fhg Ny is shown.



4.2. A-POSTERIORI PROBABILITIES 59

0.35f ]
_|_m0(bn): Ideal AP

< m,(b): 2" approx.
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Figure 4.1: SER-performance for ideal and approximated versions of the
APs.
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4.3 Log-likelihood ratios

In a coded situation the detector is followed by a Viterbéalger which needs soft-
information about the coded bits. The desired metrics fmmgmissiom, i.e., the LLRs
[37], in the case of Gray encoding, see [25], can be expressed

m(3E) 4 em(%F) m(%F) 4 em(F)
1 e i/ 4 e 4 9 e i/ +e 4
)\n1n< - 7 ) > 7)\n*1n <—em(1)+em(32) > ) (418)

where\! corresponds to the first bit ang to the second bit. Ideally the symbol-metric
m(-) should bemg(-) but to reduce complexity we could also use an approximated ve
sion, i.e.;m1(:) orma(+).

4.3.1 Third approximation

To avoid arithmetic based on exponential and logarithmicfions, we introduce a third
approximation, which just as our first approximation, sedébe dominant exponential.
Observe that a LLR is a difference of the logarithm of a nunteerand the logarithm of a
denominator. Both the numerator and denominator consigtméxponentials. Therefore
we make the following approximation

In (em(b) + em(bl)) ~ max (m(b), m(b)) . (4.19)

Note, that in this approximation we can use the ideal valigé) for m(-), but also one
of its approximationsn, (-) or ma(-). If we takem, (-) we get an approximation which is
identical to the approximation (10) by Bottomley et al. [15]

4.3.2 Fourth approximation

Motivated by the fact that our first approximation could b@ioved, we propose a fourth
approximation, similar to the second one. Based on theiigent

em(b) + em(b/) — 2@7”(b)+2m(bl) cosh (77’71([)) _Qm(bl)) , (420)

and (4.17), we can approximate

In (e'rn(b) + e'rn(b/)) (421)
. m(b) +m(b) m(b) —m(b')
¥~ g (f) iz

Again we could use the ideal symbol metriag(-) for m(-), but also the approximations
mq(-) orma(-).
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4.3.3 Simulations

Fig. 4.2 shows simulation results when we use the ideal sjxmietricsm(-) with the
ideal LLR computations as in (4.18), but also for the casere/lag use the approximated
symbol-metricsn; () in combination with LLR-approximation three (4.19), and foe
case in which we use the improved symbol-metricg-) together with the improved
fourth approximation (4.21). The BER versus the signahddse ratioE;, /Ny = # is
shown, where, is the received signal energy of an information bit.

We used, conform [25], the de-facto industry standBrd= 1, K = 7, convolutional
code with generator polynomiafs = 133 andg; = 171. Its output is randomly bit-
interleaved and differentially encoded after Gray mappifithe BER simulations are
performed with the Viterbi-algorithm for decoding the cohstional code. Note that even
if we do ideal LLR-computations based on ideal symbol-nestriy(-), the concatenated
demodulator/decoder can only be close to optimal. As ergebie ideal symbol-metrics
mo(-) together with ideal LLR-computation result in the best &fjeesults, and using
approximated symbol-metrieg () together with the LLR-approximation three yields
the worst results. Using symbol-metrios;(-) together with LLR-approximation four
achieves results that are only slightly worse than the kesstlis. Note again that the
combination of the second and fourth approximation reguiieowledge of the noise
variancé.

T T T

0.33f i
—+Ideal AP & LLR

©-2" & 4™ approx.
©15tg 3 approx.

0.27
19 1.95

|

2 2.05 2.1
Eb/No in dB

Figure 4.2: BER-performance for ideal and approximated versions of the
LLRs.

3Again, to clearly view the results a small range of a low valfithe £, / N is shown.
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4.4 Conclusions

We have shown that a straightforward approximation of MARIsgl detection is actually
identical to MAP sequence detection, which is suboptimat@iherent symbol detection
of 7-DE-QPSK. This approximation is based on selecting dontieaponentials. Sim-
ulations showed that MAP symbol detection outperforms MA&Bugnce detection, but
the difference is small. In this way we have made the statewfe@olavolpe [19] more
precise. Moreover we have proposed an improved approxdmafithe symbol-metrics
that results in a symbol-error performance close to optiriiale resulting arithmetic is
based on a piecewise-linear function.

In the coded case LLRs must be computed. Apart from exact atatipn of these
LLRs, we have considered an approximation based again entsg] dominant expo-
nentials, i.e., Bottomley’s [15] approximation, but alsbetter approximation based on
the piecewise-linear function mentioned before. Impravied-approximation combined
with improved symbol-metric approximation gives a perfamoe close to that of exact
LLR-computation based on exact symbol metrics.

Selecting dominant exponentials is similar to max-log-Méd?ection applied in turbo-
decoders, see Robertson [63]. Our improved approximatomndased on a piecewise-
linear fit for the logarithm of a hyperbolic cosine and can beven to be similar to ap-
proximations of the Jacobian proposed by Talakoub et al.7@j for turbo decoding.
While the particular examples of our considered approximnatshow modest gains in
performance, it provides a way of improving performancemvheeded.



Chapter 5

The Shannon Limit and Some
Codes Approaching It

Iterative decoding techniques for serially concatenatet/alutional codes lead to good
results for the concatenation of convolutional and diffitied encoding, also referred to as
Turbo-DPSK. Later in the thesis iterative decoding techagjare proposed for DAB-like

streams. Therefore we explain in this chapter, in a tutee#ing, the iterative decoding
procedures corresponding to these serially concatenatkfic

5.1 Outline

Shannon [66][67] showed that reliable communication issfime only if the transmis-
sion rate is smaller than channel capacity. For additivéeM@aussian noise channels this
capacity is determine by the signal-to-noise ratio. Coseigrwe can say that for every
transmission rate there is a minimum signal-to-noise rdtie so-called Shannon limit,
that can lead to reliable communication. Without codingdigmal-to-noise ratio needed
to achieve reliable communication is roughly eight dB laithan the Shannon limit (at a
rate of one bit per transmission). With a very simple rat@-convolutional code this gap
can be reduced to roughly six dB. The gap can be bridged, upughty one dB, by ap-
plying very simple rate-/3 turbo-codes (Berrou, Glavieux, & Thitimasjima [11]). Terb
codes are based on parallel concatenation of two convohitmdes. Decoding is done
iteratively. In 1996, Benedetto & Montorsi [9] proposed tarative decoding procedure
for serially concatenated convolutional codes. These £paeform slightly better than
turbo-codes. Itis the objective of this chapter to discuskexplain the iterative decoding
procedures behind these codes. These procedures are lpasedlified versions of the
BCJR algorithm [4]. Our approach is similar to the approaciigger [32] followed to
investigate iterative procedures for decoding LDPC codes.

1This chapter is based on a paper that has been submitteMak Willems and W.J. van Hou-
tum, “The Shannon Limit and Some Codes ApproachingtttlEEE Signal Processing Magazine
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5.2 Some information theory first
5.2.1 Capacity of the AWGN Channel

Shannon [66][67] introduced the notion of channel capaéior an AWGN channel, see
Fig. 5.1, this capacity is given by the expression

Cp = %logg(l + SNR) bit/transmission, (5.1)

where SNR denotes the so-called signal-to-noise ratio.

nl...nN

-7 enc dec —

Figure 5.1: Additive white Gaussian noise channel.

To explain what capacity is, we assume that communicatientihs channel is arranged
in blocks. In each block the encoder accepts a message sEgyeby,, - - ,bx of K
independent and uniformly distributed binary digits, arahsforms it into a sequence
1, %9, - ,x N Of N real-valued channel input symbols. Transmitting this sege, also
called codeword, required channel transmissions, one for each symbol. The rate of
the encoder is therefong = K/N bit per transmission. Transmission over the chan-
nel is not ideal and the channel output sequences., - - - , yn IS a noisy version of the
input sequence, i.e., the channel adds a noise sequegngg, - - - ,ny to the channel
input sequence, and the resulting channel output sequgnge, - - - , yn is presented

to the decoder. This decoder must produce estimiatgs, - - - ,bx of the transmit-
ted message digits. The noise variabMég Ns,--- , Ny are assumed to be indepen-
dent Gaussians, all having mean 0 and unit variance. Ther#fe signal-to-noise ratio
SNR = E[},_, vy X7I/E[X -y y N7] = E[X,_, y X7]/N. Shannon showed that,
when the channel capacity @&, there exist encoders with ratg < C, such that the
message digit error probability can be made arbitrarilylsbyaincreasingV, while this

is impossible for rates, > C,.

From capacity expression (5.1) it follows that for reliabi@nsmission over an AWGN
channel at rate,, the signal-to-noise ratio has to satisfy

SNR> 22C% — 1> 922m _ 1, (5.2)
The minimum signal-to-noise rati¥™ — 1 is called the Shannon limit. E.g., foy = 1/3
bit per transmission the Shannon limitd%3 — 1 = 0.587 or —2.31 dB.
5.2.2 Binary channel inputs

It would be simpler to transmit, instead of sequencesVofeal-valued channel input-
symbols, binary sequences of length i.e., sequences consisting &f symbols from
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alphabef{ —vSNR ++/SNR}. However, as always there is a penalty for making things
simpler. Fortunately for rates < 1 the penalty is negligible, and, e.g., far= 1/3 the
minimum SNR= 0.595 or —2.26 dB, resulting in a penalty of only 0.05 dB.

5.2.3 From sequences to waveforms

So far we have discussed only transmission of sequencesaodiscrete-time AWGN
channel. The discrete time AWGN channel models transmissigpower- and bandlim-
ited waveforms over a waveform channel, i.e., a channekbitids white noise to its input.
If the transmitter power i$},, the channel bandwidti;,, and the power spectral density
of the white noise iV, /2, the capacity in bit per second of this bandlimited waveform
channel is given by
by .

Cp = Wy logy(1 + N()Wb) bit/second. (5.3)
Comparing this waveform-channel capacity with its disestine counterpartin (5.1) we
can observe that transmitting a second of waveform is etprivao performing2iV,
transmissions, which is not unnatural having the samplirptem in mind. For the
signal-to-noise ratio in the waveform domain we can write

P,

SNR= .
NoWy

(5.4)

The equivalence between bandlimited waveform channel &wlade-time channel has
been discussed in full detail by Wozencraft and Jacobs [78].

5.3 Uncoded binary transmission

Uncoded binary transmission, i.e., transmitting indeeniénd equally likely message
symbols from{ —v/SNR ++/SNR} results in a bit-error probability

PY"C_ Q(VSNR), (5.5)

whereQ(z) 2 [ \/LQTT exp(—a?/2)da. Fig. 5.2 contains a plot of this error probability
as a function of the signal-to-noise ratio SNR.

The figure also contains the Shannon limit whicte¥s— 1 = 3 or 4.77 dB for rate
rp = 1. It can be checked that an SNR of roughly 12.6 dB is neededttiropractically
error-free behavior, which (here) is an error probabilfty @°. Note that uncoded binary
transmission is roughly.8 dB above the Shannon limit at a BER Iif 5.

To achieve the Shannon limit we must find the codes whoseegxistis guaranteed by
Shannon’s result. It took almost fifty years before codesewtiscovered with a non-
vanishing raté that approximate the Shannon limit within one dB. In whatdak we
will focus on these codes and discuss how they are constractd how they can be
decoded.

2Golay [34] showed already in 1949 that Shannon’s limit cardigeved using pulse-position
modulation (PPM), however only for rates approachind).
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Figure 5.2: Bit-error probability for uncoded binary transmission.
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5.4 Linear codes incur no loss

Shannon demonstrated that capacity-achieving codes &xisiuld be nice if these codes
would had some structure that could lead to simple encodidgd@coding procedures.
Elias [24] demonstrated that codes whose structure isrlirczen achieve capacity for
channels with binary inputs being symmetric in some marer. AWGN vector channel
with binary input alphabef—+/SNR ++v/SNR} has this symmetry. Therefore from now
on we can focus on linear codes. An encoder based on a lindarfitet determines the
codeword(cy, ¢, - -+, cn) by multiplying the binary input vectofby, ba, - - - , bx) with
anN x K matrixG, as follows:

C1 gun  gi2 - g1K by
C2 921 g22 - g2K by
CN gN1 9gN2 -+ gNK bx
It is assumed that all elements @f, b2, - - - ,bx ) and of matrixG are either 0 or 1, and
that operations are based on modRlarithmetic. MatrixG is called the generator matrix.
The channel input sequenge,, x2, - - - , 2y ) finally results from
Zn = (2¢, — 1)VSNR, forn =1,2,--- | N. (5.7)

Hamming Codes [39] and BCH codes [40], [14], [13] are two edatary types of error-
correcting codes fitting into the linear framework. Thesdeare referred to as linear
block codes. In the next section we will discuss another gfknear codes, i.e., the
convolutional codes.

5.5 Convolutional codes

Convolutional codes were proposed by Elias [24]. Althouwytcan be cast into a matrix
form, it is easier to describe these codes by describingdfresponding encoder. In Fig.
5.3 we see an encoder that appears in almost every basiatexiwolutional codes. It
consists of two connected delay elements and two modula@radThe output of a delay
element at timé is equal to the input at timk — 1, where the timé: is assumed to be
integer.

Let K be the number of message digits that is to be encoded. Atitimel both delay
elements are in state zero, i.8,; = so1 = 0. For the message digitg that enter the
encoder we assume thiat € {0,1}, for k = 1,2,--- | K. We assume that message
digits are equiprobable. Following the message digitsettage two so-called tail-bits
brk+1 = bx4+2 = 0 shifted into the encoder, driving both delay elements itdteszero,
henCQSLKJrg = S2,K+3 = 0.

For the outputg;; andcyy, of the encoder we then have that

cik = br ® s, @ s,
cor = bp®so,fork=1,2,--- K+2, (5.8)
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Figure 5.3: Convolutional encoder for &7, 5)-code.
while the states;;, andsy, satisfysi, = by—1, andsq, = s1 -1, fork =2,3,--- | K+

3. We call this code 47, 5)-code since the first code outptyt, is connected tdy, b1
andb;_, while the second outpuby. is based oy, andb,_o, but not onby_;.

There are now four possible encoder-states, héngesax) € {(0,0), (0,1), (1,0), (1,1)},
and the encoder starts and stops in the all-zero $éat®). Codewords have the form
(c11,¢21), (c12, €22), - - - , (€1, K +2, €2,k +2). Fig. 5.4 contains a so-called trellis represen-
tation of the code. The squares represent the encodes-stdtey are labeled witky ss.
Time advances from left to right. The edges between thesstafgesent the transitions
that are possible. The label corresponding to a transiiéftic,. Observe that{ = 4
here and that there a2 = 16 different codewords, i.e., 16 different paths in the teelli
from the start-state to the stop-state.

0/00 0/00 0/00 0/00 0/00 0/00
00 00 00 00 00 00 00
1/11 1/11 1/11 1/11
0/11 0/11 0/11 0/11
01 01 01 01
1/00 1/00
0/10 0/10 0/10 0/10
10 110 10 10
1/01 1/01 1/01
0/01 0/01 0/0
START 11 11 11 STOP
1/10 1/10

Figure 5.4: Trellis representation of our example code for= 4.
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In general there arg® equiprobable codewords of length = 2(K + 2) and hence the
rate
K 1 1

R =3k~ 2 K+z (5.9)

Sincerx .. = 1/2 we call our code a raté/2 code. It is easy to see that this code is
linear.

Now that we have described the encoding procedure we arg teaiscuss the channel
and a decoder. We will start with the channel.

5.6 Channel, likelihoods

In the coded case, sequenegscs, - - - , ¢y containing redundancy, i.e., codewords, are
transmitted. If we note, see (5.7), that code symbel 0 results in channel input =
—vSNR ande = 1in z = +v/SNR and if we assume that = y is short forY €
[y, y + A) for some small enough, then we can determine the conditional probabilities

P(Y = y|C =0) P(Y € [y,y+ A)|X = —VSNR)
SIS L N

PY =y|C=1) P(Y € [y,y+ A)|X = +VSNR)
~ e = \/QWQV )A. (5.10)

These conditional probabilities are called likelihood$ie\'s are typically omitted in
computations and expressions, and we will do so too.

Our example code is a rate-1/2 convolutional code. For i the code-symbols leave
the encoder in pairs, and since channel transmissions @epémdent of each other, we
can write

P(Y, =y|C) = c) = P(Yir = 11|C1r = c1) P(Yap = y2|Cox = c2), (5.11)

whereY, = (Yig, Yar), y = (y1,92), Cy = (Cix, Co), andc = (c1,¢2), for k =
1,2,--- , K+ 2.

We have seen before that the penalty from using binary chammets can be ignored
for small SNR. The penalty for processing, instead of thé-valed channel outputs
Y1, andYag, their signs, can not be ignored. Making so-caltedd-decisionsesults, at
low SNR, in a capacity decrease which can be compensatedttaising the SNR by a
factorm/2 which is roughlyl.96 dB, see Viterbi and Omura [77]. Since this loss is quite
large, we will focus on processing the likelihoods in (5,M#ich can be regarded as the
so-calledsoft decisions
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5.7 The BCJR algorithm

5.7.1 Decoding algorithms

An efficient and very popular method for decoding convolusibcodes is the Viterbi
algorithm [76]. It finds the codeword that has Rland it achieves the smallest possible
codeword-error probability since all codewords are equidély. Here however, we will
focus on a decoding technique that produces estimates ohdélssage digits instead of
an estimate of the codeword. These estimates are optimume isense that the bit-error
probability is minimized. More important however is thaistimethod provides reliability
information on the estimated bits, the so-called soft otstplihis decoding algorithm was
proposed by Bahl, Cocke, Jelinek, and Raviv [4]. It turnstouie an essential part of a
turbo-decoder as we shall see soon.

As a final remark in this subsection we mention that HagenandmHoeher [37] devel-
oped a soft-output Viterbi algorithm (SOVA) which produsesét outputs on message bits
estimated by the Viterbi procedure.

5.7.2 Probabilistic structure

Observe that our convolutional encoder is a finite-statehinac It is driven by the mes-
sage digits, which are independent of each other. Also thar#l transmissions are in-
dependent of each other. Therefore, when the encoder haseka certain state at some
time instant, all future observations depend on the past,@mdy through this state. We
can thus write for the joint probability of the variables isponding to the transmission
of message digiy, i.e., the variables corresponding to trellis sectiothat

P(gl’ to 7gk_17§k;bkanvaaﬁlﬁ-hglﬁ_lv e ;yK+2)
= Py, Y, 8 Pbr)Pcy, Spplsk, bk)
Pyl Py, U olsesn): (5.12)

see Fig. 5.5. Observe that the encoder starts trellis sectiva certain statg;,. Message
digit b, enters the encoder and an output-pgirs produced, depending on staie The
channel generates the output-pgirdepending on input-pair,. Moreover the inpuby
causes the encoder to go to a next statg depending on statg,. Then we move to the
next trellis section.

Observe that the probabilistic structure and the resuBI@JR algorithm is quite general
and based primarily on the finite-state character of the @grco

3The Viterbi algorithm performs ML decoding, but it can be rifiedi to do MAP codeword
decoding.
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Yy Y Sk Skl ——— Y1 Yk

Figure 5.5: Probabilistic structure corresponding to a general finitiate
encoder.

5.7.3 Numerator and denominator

It is our objective now to compute, for atl= 1,2, --- , K the a-posteriori probabilities
(APPs) of the message digi, i.e.,

P(Br =bly, 4 Yo Yo Uy
Py 9 Br =080 000 Ukey) (5.13)
Py, v Y Y ’2K+2> , .
for b = 0, 1. Since the denominator in (5.13) can be obtained from
P(glf" 7gk717gk7gk+l’“. 7QK+2) (514)
- Z Py Yy Br =080 U0 5 Ugey)s
b=0,1

we only need to compute the numerator terms.



CHAPTER 5. THE SHANNON LIMIT AND SOME CODES
72 APPROACHING IT

5.7.4 Splitting up the numerator
Based on the probabilistic structure, we can split up thearator in (5.13) as follows:
P(glv T 7gk_1ka = bvgkaﬂk+1v T ’QK+2)
= > Py, .y, Sp=sBi=bCi=c

ENY

Y=y, 5k1 = §I’Qk+1’ o ’QK+2)
= > Ply, .y, .Sy =3)P(Br=1)

Xk = gk|Qk - Q)P(ngrlv Tt aﬂK+2|§k+1 :ﬁl)
= ZP(gl,m Yy Sk =38)P(Br =)

%)

PV, =y, |C, =(s0))
'P(gk+17 T ’QK+2|§I€+1 =0(s,b)). (5.15)

wherey(s, b) is the encoder output anxd(s, b) the next state i§ is the current state arid
the encoder input.

5.7.5 Alphas and betas and their recursions

Iffor k =1,2,--- , K + 2 we define

A
O‘k(ﬁ) = P(glv"'vgk_lvﬁk:§>a

Bry1(s') Py YpesolSiir =5, (5.16)

then we can rewrite (5.15) as

>

P(gp U 7gk717Bk = b’gk7gk+17 U ’QK+2)
= Y ar(8)P(Br =b)P(Yy =y,|Cy = 7(5,0)Brs1(0(s,b).  (5.17)
e
Of crucial importance is now that thés and3-s can be computed recursively. First set

a1(0,0) = 1 anday(s) = 0 for all s # (0,0). Then (forward recursion) for all trellis
sectionst = 1,2,--- , K + 2 and all stateg’

ak+1(§l) = P(gla e 7gk’§k+1 = §I) (518)
= Py, .y, S, =38)P(Br=bPY,, =y,|C) =7(sD))

= ag(s)P(By = b)P(Y,, = y,|C}, = 7(s,b)),



5.8. PERFORMANCE CONVOLUTIONAL CODE 73

wheres, b — s’ denote the state-input combinations leading to state
Similarly set8k4+3(0,0) = 1 andfk43(s’) = 0 forall ' # (0,0). Then (backward
recursion) for all trellis sections =1, 2,--- , K + 2 and all states

B (s) Py g oSk = 3) (5.19)

= ZP(Bk =0)P(Y}, =y, |C, = ¥(s,0))Brr1(0(s,b)).
b

Note that, just like the Viterbi algorithm, the forward anaidiward recursions are opera-
tions on the trellis corresponding to the code. When bothnstons have been carried out,
the a-posteriori message digit probabilities foe= 0, 1 are computed using (5.17) (and
5.13), which is another trellis operation. The bit-errastpability can now be minimized
by taking

by = Lif P(By =1y, -- >1/2, (5.20)

Y io)
andb, = 0 otherwise.

The recursions have led to a second name under which the BGJdRtfam became pop-
ular, the “Forward-Backward” algorithm.

5.8 Performance convolutional code

In Fig. 5.6 we have plotted the results of a simulation basethe BCJR procedure for
our example (7,5)-code. The horizontal axis gives the SN&Binalong the vertical axis
we have the observed bit-error rate. For SNR-1.0, —0.5,0, - - - , 6.0 dB we have sim-
ulated 2048 codewords with' = 4096. Note that the Shannon limit for ratg2 is equal
to 1, which is 0 dB. Our code needs a signal-to-noise rati@ofhly5.8 dB to achieve
a bit-error rate ofl0—°. Relative to the uncoded case we have therefore gained loRigh
dB using this convolutional code in combination with the BGfecoding algorithm. We
are still 5.8 dB from the Shannon limit however. In the nexdt®ams we will show how
this gap can be decreased.

5.9 Turbo code, encoder structure

5.9.1 Introduction

One of the most important results in channel-coding thesrgrobably the invention
of Turbo Codes. Berrou, Glavieux, and Thitimasjshima [1djpgosed this method at
the ICC in 1993, and demonstrated its near-Shannon-linhidtier. Both the structure
of the code and the proposed decoding technique are quitarkable. We will first
describe the encoder and then discuss the correspondiodidg¢echnique. The encoder
is based on (a) systematic recursive convolutional cod@gdrallel concatenation, and
(c) interleaving systematic symbols. The decoder will Isedssed in Sec. 5.10.
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[ o ......|-©-BER conv-code (7,5)
f —Shannon limit for rb=l/2
10
107
[0
W
m
10
10™
5 : :
10 1 1 1 1 1
-1 0 1 5 6

2 3
SNR (dB)

Figure 5.6: Bit-error rate of our example (7,5)-code decoded with the
BCJR procedure based on soft decisions.

@ : bk @ bk
by, D S1k D _Sgk S0k I S1k D _32k

(@) ©

& . &—,

Figure 5.7: Transforming our example code into a systematic code.
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5.9.2 Making our code systematic

A turbo code is constructed from two component codes, whietbath systematic. For
a systematic code, the message-digits are directly rezalyaiin the stream of code bits.
The convolutional encoder that was discussed in Sec. 5.6nsspstematic. It is not so
hard to make our encoder systematic however. To see thismasthat the first code-
output stream is systematic, i.ey;, = by.. This can only be accomplished if we take, see
Fig. 5.7,

Sok = b, @ s1k @ s2k (5.21)

fork=1,2,---, K +2. Now
C2k = Pk = Sok D S2k- (5.22)

We now call the second outputs, = pi, the parity outputs of the encoder. The sys-
tematic code that we have obtained in this way again corredspto a trellis having four
states.

It is very important to observe that the new encoder is nog epstematic but also recur-
sive. This has the consequence that a difference of one bjtsitematic symbols results
in many different parity symbols, and therefore can be detequite well. Our example
(7,5)-code in Fig. 5.3, since it is feedforward instead of reagrsdoes not have this
property. If we toggle a single message digit (bit), only fieele digits flip.

5.9.3 Parallel concatenation of two systematic codes, Inteaving

by, by,

(@

(@

()
\E@ pii(k)

Figure 5.8: The turbo encoder structure as proposed by Berrou,
Glavieux, and Thitimajshima.
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A turbo encoder, see Fig. 5.8, consists of two systematigalational codes. There is
a systematic streanby) which is encoded by the first encoder into a first parity strea
(p},), but the systematic stream is also encoded by a secondemiotala second parity
stream pg(k)). The surprising idea behind the turbo-encoder is howdadrthe system-
atic stream is interleaved before it enters the second encddhe interleaver based on
permutatiorI(-), permutes the systematic stream, so that systematic sgmibith are
close to each other before interleaving, are far apart afterleaving, see table below.

1 2 3 45 6 7 8 9
Ik)y |1 4 7 2 5 8 3 6 9°
The interleaver in the table is a so-called block-interégalt is based on 8 x 3 block.
Interleaving is done by writing the systematic symbols is tilock row by row, and then
read them out column by column. Apart from block-interleawbere are so-called ran-
dom interleavers for which the permutation is determineatiom, and therefore these
interleavers have no structure. Note that always the dedés@davare of the permutation
that is used by the encoder. For every message digit entitvéngncoder there are three

code digits leaving. Therefore the rate of our turbo code'

Since we have two encoders working in parallel on the samemsic bits, we say the
two codes are parallel concatenated. Later, in Sec. 5.18jilwdiscuss serial concatena-
tion of two codes.

Our example (feed-forward) convolutional code startechm &ll-zero state and was, at
the end of the codeword, driven back to the all-zero state &kimg the last two message

digits zero, see Sec. 5.5. The two encoders in a turbo codstalt and end in the all-zero

state. To guarantee this, four message digits cannot beaailyi chosen, and therefore

the trellis length of both codes & + 4, whereK is the number of message digits that
can be freely chosen. For details we refer to Sec. 5.11.

5.10 Turbo decoding procedure

5.10.1 BCJR algorithm for a Systematic Code

The BCJR algorithm for decoding a systematic code is a speeision of the general
procedure described in Sec. 5.7 applying to any finite-gatoder. It is this special
version that makes interaction between the two codes gesailnl consequently turbo-
decoding work. Therefore we will first discuss the probakiistructure corresponding
to systematic encoding, and after that we will describe tbdifred BCJR procedure.

The systematic structure is shown in Fig. 5.9. Note thatandy,, are the channel
outputs resulting from the systematic symbiglend parity symbolg,, respectively. The

transition probabilities (likelihoods) are as in (5.10)oMover we defingk 2 (Yol Ypk)-
Based on this systematic probabilistic structure we canewdr the “numerator” for
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Yok Ypk

I

by —— i

X

Yy Y Sk Skl —— Y1 Yk

Figure 5.9: Probabilistic structure corresponding to a systematicténi
state encoder.

b=0,1and allk that

Py oy Br =590 Y0 5 Uge)
= > Py, Y Si=5Bi=bP=p,
8,p:8'
Yo, = Ybi» Yoy :ypka§k+1 :§l;gk+1;"' ’QK+4)

ZP(QPH ' agk717§k :ﬁ)P(Bk = b)

P(ka = yblek = b)P(ka = Ypy, |Pk = 7T(§7 b))
P YgpalSe = ols:0), (5.23)

wherern (s, b) is the parity output and (s, b) the next-state it is the current state and
b the encoder input (and systematic output). Substitutiisgand 5’s and re-arranging
terms we obtain

P(glv"' aﬂk_laBk :baﬂkvgk+1a"' aﬂK+4>
= P(Bp =b)P(Ys, =y, |Br =) (5.24)

> ar()P(Yp, = yp, |Pe = 7(s,0))Brs1(0(s,D)).

In this expression we can distinguish between three diffefactors. The first factor
P(By, = b) is the a-priori probability of the message digit, the sectautor P(V;, =
ys, | Br = b) is the systematic channel likelihood, and the third fadtoroy, (s) P(Y,, =
Ypi | P = 7(s,0))Br+1(0(s,b)) is the so-called extrinsic probability. We will see later
that this extrinsic probability will play a crucial role ihé turbo-decoding process.

Just like then- and -recursions for feedforward codes, which are given in (par&d
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(5.19), the recursions for the systematic case are given by

() = Y a()P(Br =b)P(Y, =y, |Br = b)

8,b—s’

P(ka = ypk|Pk = 7T(§7 b)),
Br(s) = Y P(Bi=b)P(Ys, =yy|Br =)
b

P(Yy, = yp, | P = 7(8,0)) Br+1(0(s,b)). (5.25)

Now that we know how the BCJR method should be adapted toragsitecodes we can
turn to turbo-decoding. First we will discuss a related peabhowever.

5.10.2 One systematic symbol in two codes

The idea behind turbo decoding is that information resglfrom the first decoding pro-

cedure is handed over to the second decoding procedureetbrddecoding procedure
subsequently hands over information to a third proceddcetera. To find out what kind

of information should be exchanged between the decodersongder a simple problem

in which a single systematic symbol is part of two systemadides, see Fig. 5.10.

vertical
b/ | code
"
horizontal code J—1
/ / / /
by | - i1 | big [ iga | o | Okpa
/!
b1
/!
K+4

Figure 5.10: A symbob;; contained in two different systematic codes.

Consider a pair of integets;. The binary message symbols

1, bh, - - Oy, big, by, bk, are the systematic symbols of a first (horizontal)
convolutional code. The symbol§, b3, - -~ , b7, bij, b7 4, -+, b5, are the system-
atic symbols of a second (vertical) convolutional code. eNittat symbob;; is part of
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both codes. The rate of both codegd j2, hence the first and second code produce parity
symbolsp}, ph, - -, P4 @Ndpy,ps, - -+, i, respectively. Note that there are two
parity symbols fow;;. The length of both codes s + 4, just like the length of the com-
ponent codes of our turbo code. Note however that in our toolde all message symbols
are in two codes.

We are interested only in decoding the overlap-synibolTo determine the a-posteriori
probabilities for the overlap-symbb); we can need

/ / " " o
P(gl,"' ;gi_lvgla"' agj_laBij 7b7ybij7yp;j)yp;/j7

!/ / 1 11
Yipr Yk Y0 ’ﬂK+4>
= Z () (s")P(Bij = b)P(Ys,, =y, | Bij = b)
( S = Upt, | P = m(s',0)) By (0(s,D))
PV = ypy | Pj = ( " 0)B5 1 (0(s", b))
= P(BZ] =b)- P(Y}, Bij =b) (5.26)

S Q)P (Y, =y, |Py = (s, 5)Bl (0[5, 1)

> (VP (Y = yprr | P = w(s",0))B]41 (o (5", b))

Again we can recognize an a-priori probability factor, ateggatic channel probability

factor, the extrinsic probability factor correspondinghe horizontal code, and another
extrinsic probability factor related to the vertical cod&hen we focus only on the de-

coding based on the vertical code, the first extrinsic priityakactor can be considered

as an adjustment factor for the a-priori probability of thextical code. The extra ex-

trinsic probability factor should have been determinedtesfby decoding based on the
horizontal code.

5.10.3 All systematic symbols of a vertical code are in diffent hori-
zontal codes

Next consider a slightly more complex problem where we hasgesgematic vertical code
that we want to decode, for which all the systematic symb@sbso in a horizontal code,
see Fig. 5.11. The vertical code and all horizontal codes fewgthK + 4 again. The
question is now how to set this decoding procedure.

Following and extrapolating the procedure developed inpghevious subsection, it is
obvious that first extrinsic probability factors for all $gmatic symbolé,, bs, - - - , b4
should be obtained fronk + 4 horizontal BCJR-decoding actions. These horizontal
extrinsic probability factors should then be used to adjusta-priori probabilities of all
the systematic symbolsg, by, --- ,bx 4. A BCJIR procedure should be done based on
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1
bl

1
b2

1/
b3

1
K+4

Figure 5.11: All symbols in the vertical code belong to different horizbn
codes.

these adjusted a-priori probability factors. This procedhen leads to the a-posteriori
symbol probabilities which can be used to make (optimumisi@as on these symbols.

5.10.4 An additional layer of vertical codes

We continue now by considering a setting in which we have tesyatic vertical code that
we want to decode, for which all the systematic symbols ase @l different horizontal
codes. The other systematic symbols in these horizontascark all in different vertical
codes again, see Fig. 5.12. Again we are interested in theglderprocedure that leads to
the (a-posteriori probabilities of the) systematic synsbolthe layer-three vertical code.
It will be clear that an optimal procedure starts with BCXtalding of the layer-one
vertical codes. These decoding operations result in esitriprobability factors that are
used to adjust the corresponding a-priori probabilitieshef symbols in the horizontal
codes in layer two. Next all these horizontal codes are Ba@débded, which results
in the extrinsic factors that are used to adjust the a-ppbabilities of the systematic
symbolsb’, by’, - - -, b%, 4, in the final vertical code. Finally a BCJR-procedure based
on these adjusted a-priori probability factors gives thalfiasult, i.e., the symbols in the
layer-three vertical code.

From the discussions so far, it will be clear that similarqadures apply to systems with
more than three layers. What is still missing however, ispgtecedure for decoding a
turbo code.

5.10.5 Decoding a turbo code

Observe first that the systematic input sequéncs,, - - - , bx 4 can be decoded in two
different ways: (i) using the channel-output streams
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/11
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11
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Figure 5.12: Three layers of codes.
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(Y1 Y, )s (Ybos Upy ) 7(be+4,yp/K+4) for decoding the first (horizontal) code, or (ii)
using the channel-output streas, , v, ), (Yoo Ypy ) 5 (Yo ras y,,/}/(H) for decoding
the second (vertical) code. A turbo decoder iterates betwezse horizontal and vertical
decoding actions. It starts by doing a horizontal BCJR dexpdction. Next it performs
a vertical BCJR action. It would be nice if for this actionanfnation resulting from
the first horizontal action could be used somehow. Note ttiatsituation resembles the
one described in subsection 5.10.3, however here all messagbols are in the same
horizontal code, and not in different ones as in subsectibf.S. Since an interleaver is
used, the difference can be ignored however. The behavaB@fIR algorithm is mainly
determined by the dependencies of the variables that “asedbgether,” i.e., in neigh-
boring trellis sections. Dependencies of variables thaffar apart do not really matter.
The interleaver guarantees that there is little dependbatween extrinsic information
factors, which are close in the vertical trellis. As a reldt horizontal decoder can pass
on interleaved extrinsic information of all the messagetslitp the vertical decoder (see
Fig. 5.13).

The next operation is a horizontal BCJR action, and again amt to find out what kind
of information should be used coming from the last verticdicam. Just as in subsection
5.10.4 we can use the extrinsic information resulting frdvat last vertical action. It
should be noticed that the extrinsic information should éerderleaved (see Fig. 5.13).
Again the use of the interleaver guarantees that the faattthlere is only one vertical and
one horizontal code, can be ignored.

II
; chani modif.
k Yoy, BCJR |hor.ext. -
a-pri. a-pri.
7 chan vert.ext :
Dk Yp,, m! (modif.)
BCJR
chan
p” Yyt -1
TI(k) Pnx) || DECODER vert. a-post. 11

Figure 5.13: Turbo-decoder architecture. The decoder outputs a-
posteriori probabilities of the message digits.

In this way we continue. The extrinsic information produaed certain decoding action
is (de-)interleaved and used to adjust the a-priori infdiomein the next decoding action.
Since we assume that the dependence between extrinsicsféetpero, the suggested
procedure is actually suboptimal. Nevertheless its perémrce turns out to be excellent
in practise.
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The architecture of a turbo-decoder is given in Fig. 5.13eréhare a couple of remarks
that we want to add here. All a-priori probabilities are ddqoal /2. Adjusting such
a-priori probabilities with extrinsic factors is actuallye same as using these extrinsic
factors as a-priori probabilities. Moreover we see thahmiterations extrinsic informa-
tion circles around between the two BCJR-decoders, ané tiesoders are modified for
computing extrinsic information only. In the last decodaion the decoder should be
complete and compute a-posteriori message digit protiabiliin the literature, comput-
ing extrinsic information, is described often as an adjesttrof the a-posteriori proba-
bilities, i.e., dividing them by a-priori probability angstematic channel likelihood. It is
better to compute the extrinsic information directly hoeev

5.11 Terminating two trellises

How can we terminate the two trellises simultaneously? T®otsaw this can be done,
observe that each weight-one input sequence results in foalestate-pair, a state in
which the first encoder ends and a state in which the secomdienends. For an arbitrary
input sequence the final state-pair is the sum of such paiisdnrity. Now using a Gram-
Schmidt procedure, we can select asSef four weight-one input sequences that spans the
space of the sixteen possible final state-pairs. The synalbtii® positions corresponding
to the setS of weight-one input sequences can be used to compensate stae-pair
resulting from the symbols at the remaining positions.

5.12 Performance turbo code

To determine the performance of our turbo code we have doimawagion. We have
decoded 2048 blocks of 4096 symbols. For each block a neweateer was chosen at
random, where all permutations have the same probabilitg. h&ve considered up to
16 iterations, i.e., 32 BCJR-actions. From these simulatib can be concluded that a
signal-to-noise ratio of roughly 1.1 dB is needed to obtain an error probabilityldf>.
Since the Shannon limit corresponding to rat8 is —2.31 dB, our turbo code is only 1.2
dB from the Shannon limit. By choosing better and more comptemponent codes and
larger interleavers, we can even get closer to the Shannmot However our relatively
simple turbo code has already bridged the largest part oéititeg dB gap that separates
uncoded systems from the Shannon limit.

Fig. 5.14 shows that for 16 iterations the observed bitreate curve seems to flatten off
at signal to noise ratios larger than -1.2 dB. This so-cdltsat effect is a consequence of
the fact that the minimum distance of our turbo-code is nog lerge. The codes that we
will discuss in the next section behave better in that resgee Fig. 5.19.

5.13 Serial concatenation, encoder structure

So far we have discussed turbo coding, a technique basedraltepaoncatenation. In
the non-ierative case, serial concatenation is a topidghmtter studied and better under-
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Figure 5.14: Bit-error rate of our turbo code. Also the corresponding
Shannon limit is shown.
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stood than parallel concatenation. Forney [33] showedsiaal concatenation can lead
to powerful codes that are relatively easy to decode. Marethese codes can be used to
correct burst-errors by spreading out bursts over sevedswords.

Clk Clk

Cok Cok

~) N
(@~ p &) —{p {2

Pk

Figure 5.15: A systematic (recursive) rat3 convolutional encoder.

A question that pops up now is whether a turbo-like decodieggdure and performance
is possible also for serially concatenated convolutiondes. Benedetto and Montorsi
[9] proposed a method demonstrating that indeed this is tfireir serial code consist
of a recursive rat@/3 systematic, see Fig. 5.15, inner code, i.e., the code tloses
the channel, and an outer code which is feedforward with YA?e see Fig. 5.16. The
two codes are connected to each other by an interleaverodgdtinin [9] this interleaver
permutes the code bits that leave the outer encoder, we adsemathat the code-bit pairs
that are produced by this encoder are permuted, before Iba@inded over to the inner
encoder, see Fig. 5.16.

Cik ) 3 C1,11(k C1,11(k
bk—. rated /2 'bltt-plalr w systemat4>4(2
cor LTCNOA ey ey | Tate-2/3 [ oy
Pri(k)
OUTER ENCODER INNER ENCODER

Figure 5.16: Two serially concatenated convolutional codes and a bit-pa
interleaver.

5.14 Serial case, decoding procedure

Just like for the turbo-case it is a challenge to find out hogetioup the iterative decoding
process for the serial setting. The problem is to determimegt wind of information should
circle around between subsequent decoding actions. Wheteiturbo-case both the
decoders were jointly working on improving the quality oéithsystematic message digit
a-posteriori probabilities, it is intuitively clear to havin the serial case, both the inner
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and outer decoder working on improving the quality of theoatpriori probabilities of the
code-bit pairgcix, cax ). This follows from the fact that these pairs form the conivect
between both encoders. In the next subsection we will findwdht information one
decoder needs to provide for the other.

5.14.1 Two connected codes again

Just like in the parallel case the outer and inner code araemted. Now it is not a
systematic symbah;; which is input to two encoders, but now it is a code-bit pagjr
which is output of the outer encoder and, after interleavingut of the inner encoder,
see Fig. 5.17. Also here four message digits are used to bmtteencoders back to the
all-zero state.

;| input
¢1 | inner
code
output cl
outer code =1
o) 8) o o)
(&) G- | G [ G| 0 | EK+4
I
Cj+1
I
CK+4

Figure 5.17: A pair ¢;; which is both output of the outer encoder and input
for the inner encoder.

The corresponding joint probability of the code-bit pgir and all received channel out-
puts, can therefore be written as

P(Qij =G )
= > > aP(?)P(B; = b)af(s)
59,b—c st
Py ' (s",0)B] (0" (s, )81 (09 (57, b)), (5.27)

where superscript® and refer to the outer and inner code respectively. The a-priori
probabilitiesP(B; = 0) = P(B; = 1) = 1/2, i.e., uniform. An output tripleij consists
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of three valuesyc., ;, yc.,, ypj). We can now rewrite this equation in two different ways,
focussing either on the outer decoder and on the inner decode

5.14.2 Two perspectives

First we consider the actions of the inner decoder. Now

Pl(C,; =0 =) aj(s"hP? (©)P(y, 17" (s",0)8] 11 (0" (s ) (5.28)

where extrinsic informatio®? (c)

P2(e)= Y al(s?)P(Bi =1b)35,(c°(s°,b)), (5.29)

59,b—¢

should be provided by the outer decoder. This extrinsicrinBgion acts as a-priori infor-
mation for the inner decoder. Observe that this inner daccaimputes the a-posteriori
probabilities of the input symbols of the inner encoder, which is what we have seen
before in the parallel concatenated scheme.
Next we concentrate on the actions of the outer decoder. Wevtdge
POC =c)= Y al(sO)P(B; = b)P! (03, (7 (s°,b)), (5.30)
s9,b—c

where the extrinsic informatioR (c)

Pi(e) = aj(s")P(y; ' (s" 9)B]11 (0" (s, 0)) (5.31)

should come from the other decoder, the inner decoder. Matdhis extrinsic informa-
tion can be regarded as likelihood information for the owatecoder. Observe that the
outer decoder computes the a-posteriori probabilitiee@butput symbolg of the outer
encoder, which is different from what we have seen befordénparallel concatenated
scheme.

5.14.3 Decoding procedure

The observations made in the previous subsection lead tollbe/ing decoding proce-
dure, see Fig. 5.18.

Firstthe inner decoder computes, as in (5.28) the a-posit§dint) probabilitiest(Qij =
¢), assuming that there is no knowledge about¥c) yet, hence the extrinsic proba-
bilities P (c) are all equal. Then the extrinsic probabilitiB$(c) should be computed
as in (5.31). Observe however that in this first step thesélardical to the a-posteriori
probabilitiesP (c). This extrinsic information is now de-interleaved and jgaissn to the
outer decoder.

The outer decoder computes, as in (5.30), the a—postemotiaqt»ilitiesPO(Qij = ¢)

in which the de-interleaved extrinsic informatidti (c) is used. Next the outer decoder
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must compute the extrinsic probabiliti®¥’ (c) based on (5.29). Note that these extrinsic
probabilities are equal to the a-posteriori probabiliiédded by the incoming extrinsic
probabilitiesP] (c). The resulting extrinsic probabilities are interleaved #ren handed
over to the inner decoder.

The inner decoder computes, as in (5.28) the a—posterioba;hnlitiesPI(Qij = ¢),
using the interleaved extrinsic probabiliti®’ (c). The extrinsic probabilitie®/ (c) are
now computed as in (5.31), hence we must divide the a-postgriobabilities by the
incoming interleaved extrinsic probabilitié¥’ (c). The computed extrinsic information
is de-interleaved and serves as input for the outer decktier.

A last decoding action is done by the outer decoder, that coespsimilar to (5.30) a-
posteriori probabilities? (B; = b) of the message bits. We can write for= 0, 1

PO(Bi=b)=>_ al(s°)P(B; = b)P}(v°(s°,1))8.1 (07 (s7,b).  (5.32)

Normalizing now yields the a-posteriori probabilities.

Although the description above suggests that outgoingresitr probabilities are com-
puted by dividing computed a-posteriori probabilities bgaming extrinsic probabilities,
the BCJR algorithm can also be modified such that extrinsbailities are computed
directly. Fig. 5.18 shows how the extrinsic informatiorcéés around between inner and
outer decoder.

C1,11(k) chan.y%mk) - rggj':; ' m!
_ inner ext.
ot chan.y%mk) a’ELINNER lik.
chanl II (modif.)
Dri(k) Ypri(r) outer ext. BCIR | unif.
DECODER OUTER]  a&pri
a-post.b

Figure 5.18: Decoder architecture for a serially concatenated code.

5.15 Performance serially concatenated code

Also for our serially concatenated code we have performedisitions. Again we have
decoded 2048 blocks of 4096 symbols, and again for each lEloww interleaver was
chosen at random. Just like for the turbo case (parallelatenation) we have considered
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up to 16 iterations, i.e., 32 BCJR-actions. Also these sithuhs demonstrate, see Fig.
5.19, that a signal-to-noise ratio of roughhi.3 dB results in a bit-error probability of
10~2. Therefore our serially concatenated code is only one dBifitte Shannon limit.
Using better codes and larger interleavers we can get dosee Shannon limit.

-1

10

10"

BER

-3

10

|-©-1 iteration BER
““““““ -2 iterations BER
-H-4 iterations BER
-$-8 iterations BER
| 16 iterations BER
b | — Shannon limit for rb=1/3 e N Qs
5 1 1 i
-2.2 -2 -1.8 -1.6 -1.4 -1.2 -1
SNR [dB]

10"

Figure 5.19: Bit-error rate of our serially concatenated code.

5.16 Conclusion

We have first discussed channel capacity and the resultiagraim limit. Without cod-
ing a signal-to-noise ratio, which is roughly 8dB largentthlae Shannon limit, is needed
for reliable transmission. We have discussed simple mraiid serially concatenated
convolutional codes, and the corresponding decoding pioes, that achieve the Shan-
non limit within roughly one dB. These procedures are basedhodified versions of the
BCJR algorithm [4].

Our approach follows Gallager [32] who investigated itemprocedures for decoding
LDPC codes. The notion of a parity-check tree, see Fig. 6 2, [8 quite similar to
the setting shown in Fig. 5.12, where we discuss codes ettng with other codes that
intersect again with other codes, etc.. Just like Gallageigmore the fact that some of
these codes are not independent but actually the same.

We have focussed only on methods based on the BCJR [4] meThmse methods are
called probabilistic decoding methods in Costello and Egi28]. This latter paper gives
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an excellent and extensive overview of the development dingptheory, and contains
many references for readers who want to learn more on this.top



Chapter 6

Two-Dimensional Iterative
Processing for DAB Recelvers
Based on Trellis Decomposition

It is well known that iterative (turbo) decoding procedusggproach channel capacity,
e.g., in the AWGN setting. Moreover, in the literature a n@mbf encouraging results
on serial concatenation of convolutional encoding folldvey differential encoding with
turbo-like decoding techniques for single-carrier systeare found, also referred to as
Turbo-DPSK. For those reasons the focus of this chapterasadyse the application of
Turbo-DPSK for DAB receivers

6.1 Outline

We investigate trellis decoding and iterative techniqueszIAB, with the objective of
gaining from processing 2D-blocks in an OFDM scheme, thabliscks based on the
time and frequency dimension, and from trellis decompasiti

Trellis-decomposition methods allow us to estimate thenemkn channel-phase since this
phase relates to the sub-trellises. We will determine aepiasi sub-trellis probabilities,
and use these probabilities for weighting the a-postesigmibol probabilities resulting
from all the sub-trellises. Alternatively we can determaeominant sub-trellis from
the a-posteriori sub-trellis probabilities and use theat@riori symbol probabilities cor-
responding to this dominant sub-trellis. This dominant-teliis approach results in a
significant complexity reduction.

We will investigate both iterative and non-iterative matho The advantage of non-
iterative methods is that their forwardbackward procesare extremely simple; how-

1This chapter is based on the paper publisheWak van Houtum and F.M.J. Willems, “Two-
Dimensional Iterative Processing for DAB Receivers Basedrellis-Decomposition”, Journal of
Electrical and Computer Engineering, no. 394809, 15 page4?2.
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ever, also their gain dd.7 dB, relative to 2SDD at a BER dfo—*, is modest. Iterative
procedures lead to the significantly larger gair3afdB at a BER ofl0~* for five iter-
ations, where a part of this gain comes from 2D-processiirgul@tions of our iterative
approach applied to the TU-6 (COST-207) channel show thajet@n improvement of
2.4 dB at a Doppler frequency of 10Hz.

6.1.1 Problem description

DAB systems, DAB+ systems, and T-DMB systems use OFDM, fdciwbvery OFDM-
subcarrier is modulated by/4-DE-QPSK [25].

Commonly usedlassicalDAB receivers perform non-coherent 2SDD with soft-deaisio
Viterbi decoding [79]. Non-coherent detection schemes B8DD are not optimal and
can be improved by MSDD, which is a maximum likelihood praaesdfor finding a block
of information symbols after observing a block of receivgthbols [22]. For very large
numbers of observations, the performance of MSDD apprastieeperformance of ideal
coherent detection of DE-QPSK, which is given in, e.g., [159], [74]. Non-coherent
MSDD can also be used if channel coding is applied in a naaditee way, see [23], [21].
If MSDD is combined with iterative (turbo) processing (pbconcatenated systems
were first described by Berrou et al. [11], serial concaienatas developed by Benedetto
and co-investigators [9], [8], [7]), it needs to be improtedjet a more acceptable com-
plexity. We were motivated by a number of encouraging resuitserial concatenation of
convolutional encoding followed by differential encodiwgh turbo-like decoding tech-
nigues, also referred to 8sirbo-DPSK Turbo-DPSK was investigated for single-carrier
transmission on AWGN channels in [57], [6], [72], [49], [5&nd [20], as well as for
time-varying channels in [41], [42], [46], [18], and [53].h& main objective of these
papers was to reduce the complexity of the inner decoder. fmaim methods can be
distinguished, first an explicit estimation of the channehge followed by coherent de-
tection, see [41] and [42], and for the 2D-case [71], [52H E5], or secondly by directly
calculating thea-posterioriprobabilities of the information symbols as in [58], [2A18],
and for the 2D case [51], [64], and [36].

We focus in the present paper on 2D processing, i.e., in lahrequency- and time-
domain. We will propose methods based on iteratively derfatitig and decoding blocks
of received symbols in a DAB-transmission stream. First vile vowever summarize
other 2D approaches, that are relevant to our work.

The work of ten Brink et al. in [71] on 2D phase-estimate mdthecan be regarded as an
extension of the results of Hoeher and Lodge in [42] to theirtalrrier case. Park etal. in
[52] improved the hard-decision approach of ten Brink ebglconsidering soft-decision.
Both [71] and [52] rely on pilot symbols, which are not preserDAB-transmission [25]
unfortunately. Blind channel estimation techniques wetgpsed by Sanzi and Necker
in [65]. They proposed a combination of the iterative scheften Brink in [71] and a
fast converging blind channel estimator based on highezradymmetrical modulation
schemes, which are not used within a DAB-transmission [25].

To obtain a-posteriori probabilities of the informationngyols in a 2D setting, May,
Rohling, and Haase in [51], [64], and [36], considered iigeadecoding schemes for
multi-carrier modulation with the SOVA, [37]. The SOVA wasad for differential detec-
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tion as well as for decoding of the convolutional code. Thegdiin the coherent setting
an estimate of the phase based on a block of three by thregedsymbols, which are
adjacent in time and frequency direction. They proposedtife coherent case, to use
only the current received symbol to obtain a symbol-metidlie SOVA inner-decoder,
actually ignoring the differential encoding. For the ineoént case, they used a transition-
metric for the SOVA inner-decoder based on the current aadipusly received symbol.
These a-posteriori detection schemes produce approxinsatif the a-posteriori proba-
bilities. Procedures that focus on efficient computatioexdct values can be found in
[19] for the coherent case, but also in [20] for the incohecaise.

To reduce complexity we accept a small performance lossaicteetnnel-phase discretiza-
tion (see, e.g., Peleg et al. [58] and Chen et al. [18]) in¢bistribution, but apart from
that we determine the exact a-posteriori probabilitiehefibformation symbols in a 2D
setting. Our starting point will be the techniques propodsgdPeleg et al. in [58]. We
discretize the channel phase into a nhumber of equispaceeésabut do not allow the
“side-step” transitions that were proposed by Peleg etaltrack small channel-phase
variations. Then we calculate, in an efficient way, the atgrasi probabilities of the
information symbols using the BCJR-algorithm [4] in a 2Dtiegf, see also [73]. We
will consider 2D-blocks and trellis decomposition. Each-BIbck consist of a number of
adjacent subcarriers of a number of subsequent OFDM symiBotsissing on 2D-blocks
was motivated by the fact that the channel coherence-tinypisally limited to a small
number of OFDM symbols, but also since DAB-transmissiorestime-multiplexing of
services, which limits the number of OFDM symbols in a codelv&xtension in the sub-
carrier direction is required then to get reliable phasienedes. The trellis-decomposition
method allow us to estimate the unknown channel-phaseesftlgi This phase is re-
lated to sub-trellises of which we can determine the a-pigst@robabilities. With these
probabilities we are able to chose a dominant sub-trelllicivresults in a significant
complexity reduction.

Franceschini et al. [31] also use the idea of trellis-decositipn and sub-trellises (mul-
tiple trellises), to focus on estimating channel paranset¥ariation of these parameters
is tackled by applying so-called inter-mix intervals, iniaihspecial manipulations (mix-
metric techniques) on the forward and backward metrics erpned. Since we cannot
track channel variations here, we apply a 2D-approach wkibased on the assumption
that there are independent channel realizations withitindisblocks. We will explain
later, in Subsection 6.2.1, why we cannot track the chanmese.

6.2 Description of a digital audio broadcasting (DAB) sys-
tem

Since we use in this chapter some specific symbol notatiothglefinitions we will, for
clearness, introduce the notations and definitions by dfng the particular system-
blocks where their functionality is represented by theselsyls.
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Figure 6.1: DAB convolutional encoder, interleaver, differential en-
coders, and multi-carrier modulator with an IFFT.

6.2.1 Overview

Terrestrial digital broadcasting systems like DAB, DABHxhdal-DMB, all members of
the “DAB-family”, comprise a combination of convolutionedding (CC), interleaving,
7-DE-QPSK modulation followed by OFDM, see Fig. 6.1. Time tipkxing of the
transmitted services allows the receiver to perfpenservice symbol processifp], see
Fig. 6.2 wherd 536 is the number of “active” OFDM-subcarriers for a DAB-trarisgion
in Mode-1[25], hence the receiver can decode a certain se@without having to process
the OFDM symbols that do not correspond to this service.

Consequently, only at particular time instants within a D&&smission-frame a small
number (usually up to four) of OFDM-symbols need to be preeds This results in
“idle-time” for the demodulation and decoding processes.

Note, that due to this “idle-time” the mix-metric techniguef [31] cannot be applied to
DAB-receivers. However, if all the transmitted services decoded, and there is no idle-
time, mix-metric techniques could be a valuable extensiahé 2D iterative processing
methods based on trellis-decomposition that we will dgvélere.

In the following subsections we will describe the transmidgesses (convolutional en-
coding, differential modulation, and OFDM) in more detalil.

6.2.2 Convolutional coding and interleaving

The convolutional code that is used within DAB has basic eadeR,. = i, constraint
length K = 7 and generator polynomialg = 133, g1 = 171, go = 145, andgs = 133.
Larger code-rates can be obtained via puncturing of the enatbde, see Hagenauer [38].
The time- and frequency-interleavers in DAB perform bit daidpair interleaving, re-
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Figure 6.2: Three services mapped onto consecutive OFDM symbols.
Note that there is overlap between the service since differ-
ential modulation is used.

spectively. As a result the code-bits leaving the convohal encoder are permuted and
partitioned over the sub-carriers of a number of subseqD&mM-symbols (in subse-
quent frames). The bits for each sub-carrier are groupedins,pand each of such pair
is mapped onto a phase (difference) that therefore can astumdifferent values. The
mapping that is used here is based on the Gray principleJakeels that correspond to
adjacent phase differences differ only in a single bit-pasi

6.2.3 Differential modulation in each subcarrier

For each sub-carri€f-DE-QPSK modulation is applied. A sequenge- (b1, bs, - - - ,bx)

consisting ofN symbols (phase differences) forn = 1,2,--- , N carries the informa-
tion that is to be transmitted via this sub-carrier. The sgtab,,n = 1,2,--- , N as-

sume values in the (offset) alphaligt= {7 (P7/2+7/4) 1 — 0,1,2,3}. The transmitted
sequence = (sg, s1, -+ ,sn) Of length N + 1 follows from b by applying differential
phase modulation, i.e.,

Sp =bpsn_1, forn=1,2,--- | N, (6.1)

where for the first symbol, 21,

6.2.4 OFDM in DAB

OFDM in DAB is realized using #8-point complex IFFT, wheré3 is 256, 512, 1024, or
2048. To compute the-th time-domain OFDM-symbd,, = (51.n, S2,n," - ,5B,n), W€
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determine
1 5 (t—1)( )
3 n— = m,n J2m tile*l ’ fort:1527"' 737 62
S, 75 mzzjls e (6.2)

ands,, ,, is then-th differentially encoded symbol corresponding to theh sub-carrier,
or equivalently then-th element in the:-th frequency-domain OFDM-symbol, see Fig. 6.1.
Note, that the IFFT is a computationally efficient IDFT fotwes of B that are powers of
2. To prevent ISI resulting from multi-path reception, alayprefix of lengthL, is added
to the sequencs,. This leads to the sequer€e= (55_ry11,n, """ s 5B,ns 51,n 52,m, " -

, 5B ) that is finally transmitted.

We assume that the channel is slowly varying with an impwsponse shorter than the
cyclic-prefix length. Moreover we assume that the channbemnce-bandwidth and
coherence-time span multiple OFDM-subcarriers and maltif=-DM-symbols. There-
fore, the channel-phase and gain might be assumed to be ix@dnumber of adjacent
subcarriers and consecutive symbols. This is the assumptiavhich we base our inves-
tigations. The channel phase and gain are assumed congtauhknown to the receiver)
over a2D-block of symbolsee Fig. 6.3.

Y1,0 Y2,0 oo | Ymo
Y11 Y21 | -+ |Yma
ylvN y27N R yM7N

Figure 6.3: A 2D-block of symbols out of an OFDM stream. We are inter-
ested inM adjacent sequences &f+ 1 subsequent symbols,
where each such sequence corresponds to oié atljacent
sub-carriers.

The receiver, in the case of perfect synchronization, rexadiie (received version of
the) cyclic prefix, and then applies:point complex FFT on the time-domain received
sequence,, = (71, T2.n, - ,7B,n) Which results in the3 received symbols

B
1 . (m—1)(t—1)
Tmn = —— Fene 2T B ,form=1,2,.---,B. 6.3
, S ;:1 t, (6.3)
OFDM reception can be regarded as parallel matched-figerimresponding t& com-
plex orthogonal waveforms, one for each subcarrier. Thislte in a channel model,

holding for a 2D-block of symbols, that is given by
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Tm,n = |h|ej¢5m,n + Nm,n, (64)

for some subsequent values ofand m, where the channel gaifk| and phase) are
unknown to the receiver. It should be noted that a phasei@atptoportional tom, due
to a time-delay, is removed by linear phase correction (LF@is technigue modifies the
phase of each OFDM subcarrier with an appropriate rotatiset on the starting position
(time-delay) of the FFT-window within the OFDM symbol. Ingatise this delay can be
determined quite accurately.

In the next subsection we focus on a single subcarrier.

6.2.5 Incoherent reception, channel gain known to receiver

The sequencethat is transmitted via a certain subcarrier is now obsebyettie receiver

as sequence = (rg,r1,---,7n). Note that compared to the previous subsection we
have dropped the subscripthere. Since it is relatively easy to estimate the channal gai
we assume here that it is perfectly known to the receiver amése our analysis we take
it to be one. The received sequence now relates to the trérdreequence as follows

rn=e%s, +n,, forn=0,1,---,N, (6.5)

where we assume that, is circularly symmetric complex Gaussian with variance
per component. Basically we assume that the random chaask is real-valued and
uniform over[0,27) . This channel phase is fixed over &l + 1 transmissions, and
unknown to the receiver.

Accepting a small performance loss as in, e.g., Peleg et5dl] gnd Chen et al. [18]
we may assume that the channel-phase is discrete, andmarafar 32 levels which are
uniformly spaced ovelb, 27), hence

Pr{¢ = 7l/16} = 1/32,forl = 0,1,2,--- ,31. (6.6)

We will first study the situation in which we consider a unifdy chosen channel phase
in a single sub-carrier. Later we will also investigate tle#isg in which a uniformly
chosen channel phase is moreover constant over a numbeljaé€at) sub-carriers.

6.2.6 Equivalence between DE-QPSK and/4-DE-QPSK

It is well-known and straightforward to show that thé4-DE-QPSK modulation, which
is performed in each of the sub-carriers, is equivalent te@HESK. To see this, we define
forn=1,2,--- N

Ay = bne_jﬂ—/‘lv (67)

and forn =0,1,--- | N
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T, = spe In7T/4
Yn = T'neijnﬂ—/zla
Wn = n”e—j'rwr/4. (68)

It now follows thata,, € A = {/P™/%2,p =0,1,2,3}, 20 = 1, and

T, = bps,_je In7/4
= bneijﬂ/élsn—167j(n71)7r/4 = ApnTn—1-
Yo = (ej¢5n T nn)e—j'rwr/4 — ej¢x7b + wy,. (69)
Now we may conclude that alsg, € A foralln = 0,1,---, N, and thatw,, just

like n,,, is circularly symmetric complex Gaussian with variance per component.
Moreover sinceb is Gray-coded with respect to the interleaved code-bitsisso =
(a1,az, -+ ,an). From now on we will therefore focus on DE-QPSK.

6.3 Detection and decoding, single-carrier case, non-
iterative

We will start by considering the single-carrier case. Faneaingle sub-carrier we will
discuss DE-QPSK modulation with incoherent reception eBam trellis decoding tech-
nigues we will determine the a-posteriori symbol probgibsi under the assumption that
the (quantized) channel phase is uniform and unknown togbeiver. We also assume
the transmitted symbols to be independent of each other @ifaton.

6.3.1 Trellis representation, sub-trellises, decomposin

In this section we will focus on non-iterative detection. #art our analysis by noting
that if we definez,, = z,,e7% forn = 0,1,--- , N, then, sincery = 1 and¢ is uniform
over{rl/16,1=0,1,---,31} it follows that

Pr{z = e/™/16} = 1/32,forl =0,1,--- ,31, (6.10)

andz, € Z 2 {e/"/16 1 =0,1,---,31}. Moreover, forn = 1,2,--- , N,

Zn = QpZnpn-1, where
Pr{a, = ¢P™?} = 1/4,forp=0,1,2,3. (6.11)
The variableg,, forn = 0,1,--- , N can now be regarded as states in a trellis and the iud
symbolsay, as, - - -, any correspond to transitions between states. The resultayghigal

representation of our trellis can be found in Fig. 6.4.
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If we would use the standard BCJR algorithm for computing dkhgosteriori symbol
probabilities in the trellis in Fig. 6.4, we have to 8 x 4 multiplications in the forward
pass32 x 4 multiplications in the backward pass, ack 32 x 2 multiplications and 4
normalizations in the combination pass, per trellis sectiidthe a-priori probabilities are
all equal. In total this i$12 multiplications and! normalizations per trellis section. We
suggest to focus only on multiplications and normalizaionthis paper, since additions
have a smaller complexity than multiplications and noraalons.

An important observation for our investigations is thattitedlis can be seen to consist of
eight sub-trelliseqy, 71, - - - , 77, that arenot connected to each otheA similar obser-
vation was made by Chen et al. [18]. We will discuss connastlwetween our work on
the trellis decomposition and that of [18] later.

Sub-trellis7; consists of states,, € 2, = {e/"/16 1 = 5 + 8p,p = 0,1,2,3}, for
s=0,1,---,7. Fig. 6.4 shows the entire sub-trellfg, and the first section of sub-trellis
7, and of sub-trellis7;.

Note that for the likelihood,, (z,,) correspondingto some statg € Zforn =0,1,--- | N
in the trellis7 or in a sub-trellis we can write that
yn — 2u|?
n(zn) = —). 6.12
n(n) = 5z exp(— ) (6.12)

6.3.2 Forward-backward algorithm, sub-trellises

In this sub-section we would like to focus on computing thgoateriori symbol proba-
bilities Pr{an|yo, y1, - ,yn} foralln = 1,2,--- | N and all values:,, € A. It will

be demonstrated that it is a relatively simple exercise tth#o We will show that the
resulting a-posteriori probability is @nvex combinatioof the a-posteriori probabili-
ties corresponding to the eight sub-trellises. Computiregat-posteriori probabilities for
each sub-trellis is simple and can be done without perfagritie BCJR algorithm, as
was demonstrated by Colavolpe [19]. The coefficients of tirevex combination do not
depend on the trellis section index and are quite easy to determine as we will show
here.

Forward recursion

In our forward pass we focus on sub-trellfs, for somes € {0,1,---,7}. For that
sub-trellis we find out how to compute all thés in that sub-trellis first. Starting from
ap(z0) = 1/32for all zp € Z, we can compute the’s recursively from

EH R DR STCHI L A (6.13)

(2n—1,an)—2zn

2In the log-domain, multiplications and normalizations seplaced by additions, and additions
are typically approximated by maximizations. This wouldrehor less suggest to consider multipli-
cations, normalizations, as well as additions, but foraaa®f simplicity we neglect the additions
here.
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Figure 6.4: Trellis representation of the stateg, z1, - - - , zy and the dif-

ferentially encoded symbals, as, - - - , an in the incoherent

case. An edge between two subsequent states indicates that a
transition between these states is possible. Note thatehe t
lis can be decomposed into eight unconnected sub-trellises
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forn =1,2,---,N andz, € Z,. The notation(z,a) — z’ stands for all states and
symbolsq that lead to next state.

A

Lemma 1. If for n = 0,1,---, N we defineK,(n) = > .- 17n(z.) then we have
that
1 n—1
an(zn) = 3 H K;(3). (6.14)

forn=0,1,--- ,Nandz, € Z;

Proof. Our proof is based on induction. Clearly for= 0 the result holds. Now assume
thatan—1(2n—1) = 55 [1/=g Ks(4) for z,_1 € Z;, then from (6.13) we obtain

an(zn) = Z (3% H Ks@)) i’Yn—l(Zn—l)

(2Zn—1,an)—2n i=

n—2

1 . 1
= 39 . K (i) Z Z’Ynfl(znfl)
1=0 Zn-1€2s
1 n—1

forall z,, € Z;.

Backward recursion

Also in the backward pass we first focus only on sub-tréllisor somes. In this sub-
trellis we would like to compute thg's. Taking Sy (zn) = v(zn) for zy € Z; we can
compute all othep’s from

1
Balzn) = 3 7 (3n)Bn i1 (2nan11), (6.16)
An+1
where agaim =0,1,--- , N — 1 andz, € Z;.
Lemma 2. Based on definition aK(n) 2 decz. 1V (z) foralln = 0,1,--- | N
we get
N
ﬁn(zn) :’Yn(zn) H Ks(l)v (617)
1=n—+1

forn=0,1,--- ,Nandall Z, € Z,.
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Proof. Again our proof is based on induction. Note first thatfor= N the result holds.
Now assume that,, +1(zn+1) = Yn+1(2n+1) ]'[Z.ZLHr2 K(i), for z, 41 € Z5. Then

N
Bn(zn) = Z i%(zn) <7n+1(znan+1) H K (i)

An 41 1=n+2

Zn+41 €Z, i=n-+2

N
’er(zn) H Ks(l)a

i=n+1

forall z, € Z,.

6.3.3 Combination

1 N
Yn(2n,) Z Z'ynJrl(ZnJrl) H K (i

)

(6.18)

To determine the a-posteriori symbol probability for symbaue a,, € A we compute

the joint probability and density

Pr{an}p(y|an)

1
= Z an—l(Zn—l)_’Yn—l(Zn—l)ﬁn(zn—lan)

4

Zn—1€Z
7

1
= Z Z an—l(Zn—l)Z'Yn—l(Zn—l)ﬁn(zn—lan)

§=02z,_1€25
7 n—2 N
1

= Y 56 I 50
s=0

i=0 j=n+1

1
Z Z’Yn—l(Zn—l)’)/n(zn—lan)v

Zn_1€2Zs

If we consider the “middle” term in (6.19) then we see that

an Zn—1€Zs

1
= Z Z’Yn—l(z’n—l) ;’Yn(zn—lan)

Zn—1€Zs

Z ( Z i')/n—l(Z'rt—l)’y’rb(zn—la”))

= 4K (n—1)Ks(n).

From this we may conclude that

(6.19)

(6.20)
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7 TN
py) = D Prshplvls) = 3 ¢ T[ .60, (6.21)
s=0 s=0 =0
with
Pr{s} = 1/8,fors=0,1,---,7
N
plyls) = [ (6.22)
i=0

Now observing that

N .
Pr{sly} = s [Lizo (1) . and (6.23)

7 N .
> s=0 % [Tizo Ks(2)
1
Z Z’Yn—l (Zn—l)'Yn(Zn—lan)

Zn—1€Zs
fors € {0,1,---,7} anda,, € A, we can write that
7
Pr{anly} = ) Pr{s|y} Pr{a,ly, s} (6.25)
s=0

The right-hand side of this equation can be interpreted asnsex combination of a-
posteriori symbol probabilitieBr{a., |y, s}, one for each sub-trellis, where the weighting-
coefficients are the a-posteriori sub-trellis probaleiiiPr{s|y}. An a-posteriori sub-
trellis probability is the conditional probability thateldiscrete channel phase modulo 8
equalss forsomes = 0,1,--- , 7 giveny.

The demodulator that operates according to (6.25) has tasgs, first the eight weight-
ing coefficients (6.23) have to be computed, then for eachefight sub-trellises for
all symbol values:,, € Aand alln € {1,2,---, N} the a-posteriori symbol probabil-
ities have to be computed. Finally the weighting (6.25) lrale done. Computing the
weighting coefficient requires for each sub-trellise {0,1,---,7} the computation of
the factorsK;(n) forn = 0,1,--- , N. These factors should then be multiplied and nor-
malized to formPr{s|y}. For these computatiogsmultiplications per trellis section are
needed. Computing the a-posteriori symbol probabililesa, |y, s} can be done effi-
ciently by applying the Colavolpe [19] technique to each-geliis. As in Colavolpe each
such a-posteriori symbol probability is based on only twaereed symbolg,, 1 andy,

as is shown in (6.24). This avoids the use of the BCJR methddlliirgenerality and
leads to significant complexity reductions, i.e., o8ly 4 x 4 = 128 multiplications and

8 x4 = 32 normalizations are needed per trellis section. The weighiperation requires
8 x4 = 32 multiplications, and therefore in total this approach kg +128+32 = 168
multiplications and 32 normalizations, which is considdydess than what we need for
full BCJR.
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6.3.4 Dominant sub-trellis approach

Equation (6.25) shows how tlexacta-posteriori symbol probabilities can be determined.
If the a-posteriori sub-trellis probabilities are suchttbae of the probabilities dominates
the other ones then weighting (6.25) can be approximated by

Pr{a,|y} = Pr{a,|y, §}, with § = argmax Pr{s|y}. (6.26)

Observe that this approach involves the computations cd-ghesteriori symbol probabil-
ities, as described in (6.24), only for the dominant subligré. This requirest x 4 = 16
multiplications andt normalizations only per trellis section. Together with teempu-
tation of the weighting coefficient® + 16 = 24 multiplications and4 normalizations
are necessary. Therefore this reduces the number of nicdtilpins with respect to full
weighting by a factor of seven.

6.3.5 Simulations

We use in our simulations, just like Peleg et al. [58], thefalgo industry standard
R, = % convolutional code with generator polynomigls= 133 andg; = 171, which

is equal to the convolutional code with puncturing indek = 8 of Table 29 in [25, Sec.
11.1.2, p.131]. The DAB, DAB+, and T-DMB bit-reversal tinrgérleaver and block fre-
guency interleaver is modeled by a bit-wise uniform blodkileaver generated for each
simulated code block of bits, hence, any permutation of tieed bits is a permissible
interleaver and is selected with equal probability, as isedia [58].

The demodulator calculates, for each OFDM-subcarrieathesteriori probability given
by (6.25) forN + 1 = 2,4,8, and32. The demodulator is followed by a convolutional
decoder which needs as input soft-decision informatiorualiee coded bits. Now, it
follows from Gray mapping, i.e.,

bib, |00 01 11 10
Cl(blb2)| 1  eI™/2  gim gidw/2

that the desired metrics related to transmissipne., the LLRs [37] can be expressed as

)\1 . e'rrL(Tr) + e'rn(37r/2) )\2 . em(ﬂ'/2) T em(ﬂ') (6 27)
n T o) L emGx/2) )0 T gm(0) 1 em(3r/2) ) :

with symbol metric

m(¢) =1n (Pr{an = ej¢|y}) , (6.28)

and where\l corresponds to bif; and)? to bit b,.

Fig. 6.5 shows the BER performance with so-called ideal LidRs decomposed trellis
for trellis-length NV + 1 = 2,4,8, and32. On the horizontal axis is the signal-to-noise
ratio Ey, /No = # The demodulator operates according to (6.25).

We will compare the performance of this demodulator with tifawo well-known pro-
cedures described in the literature. Firstly, to “clad8ib®PSK [61, Sec. 4.5-5, p. 224],
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i.e., 2SDD. This leads to a-posteriori symbol probab#itis in (9) in Divsalar and Simon
[22],i.e., 10

1
Pr{an|yn; yn—l} X IO (?lyna; + yn—1|) 3 for an S -Aa (629)

wherel(-) is the zeroth order modified Bessel function of the first kisgcondly, we
will compare our results to coherently detected DE-QPSK .aé&ime that the received
sequence is perfectly de-rotated, ife+= ye~7¢. Then the a-posteriori symbol probabil-
ities are given by

Pr{an|y} o

]‘ * ~ * ~
> exp (—Q?R {251 (Gnay, + ynl)}) ,
g
Tp_1€A
fora, € A, (6.30)

as described by Colavolpe [19]. Note that (6.30) is simita{6.24) fors = 0.

B TSR SRR IRt =2SDD,N+1=2

*-|deal, N+1=2
*-|deal, N+1=4
-©-ldeal, N+1=8
—I|deal, N+1=32

-%-Coh. det.

Figure 6.5: Bit-error performance for LLRs computed as in (6.25), i.e.,
ideal LLRs, for different trellis-lengths.

The simulation results, which are shown in Fig. 6.5, denratestthat the BER perfor-
mance curves of 2SDD and trellis length + 1 = 2 are practically identical as we
expect. Moreover, the coherent-detection curve and theedor very large trellis-sizes
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(N — o) are very close. The small performance loss is due to digorgtthe channel-
phase witl82 levels. Furthermore, Fig. 6.5 shows that: (a) larger vatiég + 1 result in
performance closer to the coherent-detection performamak (b) forV + 1 = 32 ide-
ally computed LLRs for a decomposed trellis perform quiteselto coherent detection,
i.e., the difference in signal-to-noise ratiBy/ No) is less thar).15 dB at a BER ofl0~%.
Next, in Fig. 6.6, we turn to the dominant sub-trellis apmigawhich is denoted by
“Max” in the legend. We compare for trellis-lengith + 1 = 2, 8, and32, the difference
in performance between ideal LLRs based on the a-posteriaabilities given by (6.25)
and the approximated LLRs based on the dominant-substieelffiosteriori probabilities
specified in (6.26). It can be seen from Fig. 6.6 that: (a) dogérN + 1 the difference
between the exact and approximated LLRs becomes smalter(lgrfor N 4+ 1 = 32 the
difference between the ideal LLRs and the approximated L ifess thar®.1 dB.

10°

©Max, N+1=2
—2SDD,N+1=2
_ Max, N+1=8
10 poee NQRINNG e ldeal, N+1=8
o RO N [®Max, N+1=32

NN N Ideal,

4 4.5 5
Eb/No in dB

Figure 6.6: Bit-error performance for LLRs computed as in (6.25), i.e.,
ideal LLRs, and approximated LLRs computed as in (6.26),
for different trellis-lengths.

6.3.6 Some conclusions

Our simulations demonstrate, that for trellis lengtht+ 1 = 32, the ideal LLRs and the
approximated LLRs have a performance quite close to thabbéent detection. The
difference in signal-to-noise ratio is less thtapd5 dB at a BER ofl0—* for the dominant-
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trellis approach. Therefore, if we focus on a BER16f # for obtaining an acceptable
performance, with single sub-carrier transmission, welreeellis-lengthv + 1 > 32.

With a trellis-length of NV 4+ 1 > 32 received symbols, the channel coherence-time needs
to be inthe order of . = 327, whereT is the OFDM symbol time. This imposes quite a
strong restriction on the time-varying behavior of the alenin practice the channel may
not be coherent so long, and therefore focussing on tieltigth NV + 1 = 32 might not

be realistic. We will discuss this effect in more detail ircS&.7, where we study a typical
urban channel. There is a second reason for arguing thatlafges ofV are undesirable.
DAB-systems support, for complexity reductigrer service symbol processinin such
services, typically, at mosv + 1 < 4 subsequent OFDM symbols are contained in a
single convolutionally encoded word, see Fig. 6.2, anddbiss not match to processing
more than four OFDM symbols in a demodulation trellis.

After having concluded that we cannot maketoo large, it makes sense to investigate
the possibility of using a number of (adjacent) sub-casrterjointly determine the a-
posteriori symbol probabilities for the corresponding QPSK streams. Instead of using
a single trellis with lengthV + 1 = 32 we could find out whether a similar performance
can be obtained with a 2D-block aff = 8 trellises of lengthV + 1 = 4 corresponding

to adjacent sub-carriers, see Fig. 6.3. This will be theextlgjf the next section.

6.4 Detection and decoding, multi-carrier case non-
iterative

6.4.1 Demodulation procedures

We have seen, that the trellis-lenghth + 1 needs to be as large as possible. For ob-
taining an acceptable performance, it must be larger #2anThis may not always be
true. Therefore we want to investigate the question of jpidécoding a block (2D) of
received symbols. It would again be nice if we could decorepibe computation of the
a-posteriori probabilities as in (6.25), also if we wouldcentrate on what was received
over several sub-carriers.

Now we assume that in each subcarriee= 1,2, --- , M a sequence
ay, = (Gm,1,am,2, -+ ,am,N) IS cOnveyed using differential encoding. For the compo-
nents of the transmitted sequencg = (.05 Tm, 1, , Tm,N) WE CaN Write

Tm,n = AmnTmn—1, (631)

andz,, o = 1. We assume that the channel phase is constant over the legknbols,
therefore

Ymon = €T 1 + Wi, (6.32)

where¢ € {lx/16,l = 0,1,---,31} and uniform just as before, and the noise vari-
ablesw,, ., are circularly complex Gaussian with varianceper component. The output
sequence corresponding to sub-carnieis denoted by, = (Ym0, Ym.1,"** s Ym, N }-



CHAPTER 6. TWO-DIMENSIONAL ITERATIVE PROCESSING FOR
108 DAB RECEIVERS BASED ON TRELLIS DECOMPOSITION

Just like in the single carrier case we can determine thestegori sub-trellis probabili-
ties.

PI"{S|}’1a}’2; T 7yM}
Pr{s}p(y1ls)p(yzls) - .- - - p(ymls)

= = , (6.33)
Yoo Pr{s}p(y1ls)p(y2ls) - ... - p(yamls)
wherePr{s} =1/8fors=0,1,---,7and
N
p(ymls) = HKm,S(i)v (6.34)

1=0

where K, 5(n) 2 Zznezs i'ymyn(zn). Note that for the likelihood corresponding to

some state,, forn = 0,1,--- , N in the trellis7 or in a sub-trellis we can write that
Vo (2n) = exp(— Y n — Zn|2 ) 6.35)
’ 2mo? 202

Now the a-posteriori symbol probability far,, , € A can be written as

Pr{am,n|y17y27" 7yM}

7
= ZPY{Sb’lava" . aYIVI}Pr{am,n'y”us}- (636)
s=0
where
Pr{slyi,y2,...,ym}
M N .
% H'rn:l Hi:O KWL:S(Z) 6.37
7 1 M N N ( . )
> s=0 § L m=1 I[i20 Km,s(2)
and
Zz l’Ym.'r —1 Zn—l)’)/'r ,n Zn—10n
Pr{am,'nb’m; 3} = no1€2 4 - ( " ( ) (638)

4K, s(n — 1)Ky, s(n)

fors € {0,1,---,7} anda, » € A.

This suggests that the demodulator first determines thesteipori sub-trellis probabil-
ities (weighting coefficients) using (6.37), for which figstx M x (N + 1) K-factors
have to be computed. Using the weighting coefficients thee@ooombination in (6.36)
then leads to the a-posteriori symbol probabilities. Figdhe a-posteriori symbol prob-
abilities Pr{am »|ym, s} again can be done using the Colavolpe [19] method for each
sub-carrier and for each sub-trellis, where again such posgeriori symbol probability
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is based on only the two received symbgls,,—: andy,, ,, as is shown in (6.38). Again
the BCJR method in full generality is not needed, and the rarmabrequired multiplica-
tions and normalizations per trellis section are the sanie the& single carrier case.
Equation (6.36) shows how the exact a-posteriori symbdiabdities can be determined.
Just like in the single-carrier case, if the a-posteriob-ellis probabilities are such that
one of the probabilities dominates the other ones then Miemli6.36) can be approxi-
mated as follows:

Pr{am,n|y1, Yo, ;YIVI} ~ Pr{a'rn,nl}’m; §}a (639)
with

§= argmgxPr{s|y1,y2, L YM )

Again this approach involves the computations of the agyami symbol probabilities
only for the dominant sub-trellis. The resulting number of multiplications and normal-
izations per trellis section is the same as for the singlgeragase.

6.4.2 Simulations

In the previous section we analyzed and simulated the sidlecarrier approach. Here
we will discuss the simulations corresponding to the mediirier method. We will again
study the coded BER versus the signal-to-noise rBjoN, = # The BER perfor-
mance for the ideal LLRs, based on a-posteriori probadslitomputed as in (6.36) is
shown in Fig. 6.7 with a fixed block-size @ff (N + 1) = 16. This fixed block-size is
realized by the parameter pair valu@g, N + 1) = (1, 16), (2, 8), (4,4), and(8, 2). The
detector operates according to (6.36). The performanc8bif®and coherently detected
DE-QPSK are shown as reference curves.

From Fig. 6.7 can be observed that, a 2D decomposition witlbaest possible trellis-
length of N + 1 = 2 and M = 8 adjacent sub-carriers performs identical to the largest
trellis-lengthN +1 = 16 andM = 1 sub-carrier, i.e., the single-carrier case. Intermediate
cases also have an identical performance.

We do not show the results of the dominant sub-trellis apgrdar the multi-carrier case
here, since these results are identical to the correspomdsults for the single-carrier
case shown in Fig. 6.6 in the previous section.

6.4.3 Conclusion non-iterative decoding

Our investigations for the non-iterative 2D-case, show #ware very close to the per-
formance of coherent detection of DE-QPSK even for smalleslof the trellis length

N + 1, by processing simultaneously several sub-carriers. Aaqgastion is whether we
can do better than this. In the literature, see, e.g., Pelalg i [58] and Chen et al. [18],

it is demonstrated that iterative decoding techniques teagbod results for differential

encoding. Therefore, in the sequel of this paper we studgtite decoding techniques
for DAB-like streams, with a special focus again on 2D blocks
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Figure 6.7: Bit-error performance with ideal LLRs for a decomposed
multi-carrier trellis for different values o/ and N but with
a fixed block-size ¥/ (N + 1) = 16.
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6.5 Detection and decoding, single-carrier case, iterate/

In the following two sections we consider iterative decadprocedures. Peleg and
Shamai [57] first demonstrated that iterative techniquesdcimcrease the performance
of the demodulation procedures of DE-QPSK streams significaWe specialize their
approach to DAB systems and solve a problem connected tintpeactise quite small,
length of the trellises for each subcarrier, by turning tel@bcks for iterative demodula-
tion.

6.5.1 Serial concatenation

Y o .
— mnc?r
code
SISO ({1 outer
’ code
— SISO
unif.
3

Figure 6.8: Structure of the receiver.

In the current section we will investigate iterative decapprocedures for DAB-like sys-
tems which are based on convolutional encoding, intenhegvénd DE-QPSK modula-
tion. If we consider DE-QPSK modulation as the inner codireghod and convolutional
encoding as the outer code, then it is obvious that we cary apgiiniques developed for
serially concatenated coding systems here, see Fig. Gidllgeoncatenated turbo codes
were proposed by Benedetto and Montorsi [9] and later iiy&®td in more detail in
Benedetto, Divsalar, Montorsi, and Pollara [7]. Iteratiregween the DPSK-demodulator
and convolutional decoder for the incoherent case was figgiessted (for a single carrier)
by Peleg and Shamai [57]. Hoeher and Lodge [42] also appbedtive techniques to the
incoherent case, but focussed on channel estimation, tblbecuse coherent detection.
For an overview of related results, all for the single-aardase, see Chen et al. [18].
We will start in this section by considering the single aargase and our aim is again to
find out what we can gain from decomposing the trellis usedhéndemodulator into a
part that corresponds to the channel phase and a part thegséb differential encoding.
In the section that follows we will consider the multi-camgetting.

6.5.2 Peleg approach

In this subsection we investigate the Forward Backward gutaces where we drop the
assumption that the symbalg,n = 1,2, --- , N are uniformly distributed. Interleaving
should still guarantee the independence of the symbolsvewe
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Just like Peleg et al. [58] we focus on the entire trellis Note however that our trellis
is different from that of [58], in which tracking of small chael phase variations is made
possible by adding “side-step” transitions. We don’t hawehstransitions in our trellis
and therefore our trellis can be decomposed in eight unatedsub-trellises. In the next
sub-section we take advantage of this decomposition, hexfest we will consider the
un-decomposed trellis.

Again starting fromw(z9) = 1/32 for all zp € Z we can compute the’s recursively
from

an(zn) = Z O‘nfl(zn71> Pr{an}’)/nfl(zn71>a (640)

(zn—1,an)—2zn

forn=1,2,---, N andz, € Z. Also in the backward pass we consider the entire trellis
7. Takingfn (zn) = v(2zn) for zy € Z we can compute all othet's from

Bn(zn) = Z Yn(2n) Pr{an1}Bny1(2nani), (6.41)
An 41
where agaim =0,1,--- ,N — 1l andz, € Z.

To determine the a-posteriori symbol probability for symbaue a,, € A we compute
the joint probability and density

Pr{a,}p(ylan) (6.42)
= Z O‘nfl(znfl)Pr{an}’)/nfl(Zn71>ﬂn(zn71an)v

Zn—1€2Z

This expression also tells us how the resulting extrindicrmation can be determined.
It can be checked, see Benedetto et al. [9], that multiplppnthe factor®r{a,} in the
a-posteriori information (6.42) should be omitted for dbitag extrinsic information. The
extrinsic information is now further processed by the cdutional decoder. The results
of the iterative procedure are discussed in subsectioB.6.5.

Using the standard BCJR algorithm for computing the exitisgmbol probabilities in
the trellis in Fig. 6.4, since a-priori symbol probabilgiare non-uniform now, leads to
32 x 4 x 2 multiplications in the forward pas82 x 4 x 2 multiplications in the backward
pass, and2 x 4 x 2 multiplications and 4 normalizations in the combinatiorspéor
computing extrinsic information, per trellis section. btdl this is768 multiplications
and4 normalizations per trellis section per iteration. In thetreibsection we investigate
the decomposition of the demodulation trellis.

6.5.3 Trellis decomposition

Here we investigate whether we can decompose the entilis ficrl the case where the
a-priori probabilities are non-uniform. We are interestedecomposing (6.42) in such a
way that we can write
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Pr{anly} =Y Pr{s,anly} =Y Pr{s|ly} Pr{anly,s}, (6.43)

for all a,, € A. The question now is how to compute the a-posteriori sulistpgobabil-
itiesPr{s|y} fors=0,1,---,7.
It can be shown that

Pris,y} = > Bo(z0)/32, (6.44)

20€ 25

and therefore

> roez. Bol20)/32
oo Yonez, Bo(20)/32

Now for each sub-trellis we can determine the a-postenjoni®l probabilities using

Pr{sly} = (6.45)

Pr{a,ly, s} o< Pr{an, s}p(y|an, s} (6.46)
= Pr{an; S} Z an—l(Zn—l)’}/n—l(Z'rz—l)ﬁ'rL(Z'rL—la'rL)7

Zn_1€2s

and by omitting the factoPr{a,, s} in (6.46) the corresponding extrinsic information.
Note that this approach requires a backward pass througimtive trellis7 first to find
the weighting probabilitieBr{s|y}, fors = 0,1,--- ,7. Thisrequire$2x (4+1) = 160
multiplications per trellis section observing that in (8)4.,(z,,) can be putin front of the
summation sign. Then for all sub-trelliséswe do a forward pass (requiri®gx 4 x 4 x

2 = 256 multiplications per section) and then combine the resolthtain the extrinsic
symbol probabilitie®r{a, |y, s} for that sub-trellis (for which we neetlx 4 x 4 x 2 =
256 multiplications and x4 = 32 normalizations per section). Finally these probabilities
have to be weighted as in (6.43) which requiges 4 = 32 multiplications. In total this
results in 704 multiplications and 32 normalizations peration. It should be noted that
decomposition of the trellis, does not result in a signiftoamplexity reduction with
respect to the Peleg approach. In the next subsection welisiilss an approach that
gives a relevant complexity reduction however.

6.5.4 Dominant sub-trellis approaches

To achieve a complexity reduction we investigate a methatlighbased on finding, at the
start of a new iteration, the dominant sub-trellis first aneintdo the forward-backward
processing for demodulation only in this dominant subligel

Finding the dominant sub-trellis for an iteration is donsdxhon the a-posteriori sub-
trellis probabilitiesPr{s|y} that are computed before starting this iteration. Now assum
ing that one of the a-posteriori sub-trellis probabilitteaminates the other ones we can
write



CHAPTER 6. TWO-DIMENSIONAL ITERATIVE PROCESSING FOR
114 DAB RECEIVERS BASED ON TRELLIS DECOMPOSITION

Pr{a,|y} = Pr{a,|y, §}, with § = argmax Pr{s|y}. (6.47)

This approach involves the computations of the a-posiesionbol probabilities (and
corresponding extrinsic information) as described in @5.46.41), and (6.42) only for
the dominant sub-trelli§. Computing the a-posteriori sub-trellis probabilities &ach
iteration and then focussing only on the forward pass andbamation computations, is
less complex than following the Peleg procedure. For theé fds-trellis7; we do a
forward pass4 x 4 x 2 = 32 multiplications per trellis-section) and then we combine t
results to obtain the a-posteriori (actually extrinsiangpl probabilitiePr{a,|y, §} for
that sub-trellis4 x 4 x 2 = 32 multiplications and!l normalizations per section). In total
we now need 224 multiplications and 4 normalizations pélidrgection per iteration.

A second approach involves choosing the dominant substly once, before starting
with the iterations. Since before starting the iteratidresa-priori probabilitie®r{a, } =
1/4,i.e., are all equal, the analysis in subsection 6.3.4 applihe a-posteriori sub-trellis
probabilities can be computed as in (6.23). Now we do thati@ns only in the sub-trellis
that was chosen initially. This approach requires 84 miidégions and 4 normalizations
per trellis section per iteration, and is therefore esa#iptiess complex than the Peleg
technique. In our simulations we will only use this last teiciue when we address dom-
inant sub-trellises.

6.5.5 Simulations

We simulated the Peleg method described in [58] and detexdtime BER versus the
signal-to-noise ratidz, /Ny = ﬁ This BER performance is shown in Fig. 6.9 for
trellis-lengths practically infinite, i.ely — oo, and ideal LLRs based on the a-posteriori
probability given by (6.42). The BER performance is shownffo= 1,2,---,5 iter-
ations, wherel, = 1 stands for no iterations. Note that since we are using ide&sL
and infinite trellis-lengths, the corresponding curvesnwshin Fig. 6.9 can be regarded
as target curves for the iterative (single-carrier) caseaddition, also here, 2SDD and
coherently detected DE-QPSK curves are shown for referddoein the figure are the
curves corresponding to the approach based on decompbsitigliis and using weight-
ing as in (6.43). As expected, the performance of this aggirebhows no differences with
the Peleg approach in (6.42). From Fig. 6.9 it can be seerfdhat BER = 10~ the
improvement in required signal to noise raticdst.1 dB afterL = 5 iterations. Fig. 6.9
also shows that improvement decreases with the numberratigas and that the first
iteration yields the largest improvement. Similar resultgere obtained by Peleg et al.
[58].

To see how the performance in the iterative case dependseotratis lengthN we
simulated the Peleg approach fir+ 1 = 2,4, and32, for L = 5 iterations. The results
are in Fig. 6.10. It can be seen that the “iterative coding'gacreases, as expected, with
N and that, forNV + 1 = 32, the performance is already quite close to thalof- cc.
Finally we compared foiV + 1 = 4 and32, the difference in BER between the exact
LLRs based on the a-posteriori (extrinsic) probabilityegivby (6.42) or (6.43), and the
approximated LLRs based on the a-posteriori (extrinsioppbility given by (6.47). The
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Figure 6.9: Bit-error performance of the Peleg method for trellis lemgt
N — oo and up toL, = 5 iterations.
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Figure 6.10: Bit-error performance for the Peleg method for differentva
ues of N and L. = 5 iterations.
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Figure 6.11: Bit-error performance with dominant sub-trellis approdicin
different valuesV and L = 5 iterations.
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results are shown in Fig. 6.11. We can conclude from Fig. thaffor largerN + 1 the
difference in performance between the exact and approgimatRs becomes smaller
and that forN + 1 = 32 the difference between the ideal LLRs and the approximation
versions, by selecting the dominant sub-trellis beforgiswith the iteration process,

is less thar).3 dB.

6.6 Detection and decoding, multi-carrier case, iterative

6.6.1 Trellis decomposition

Just like in the non-iterative multi-carrier case we do thecpssing based on trellis de-
composition, and focus on the computation of the a-posiexit-trellis probabilities:

PI"{S|}’1a}’2; T 7yM}
Prisip(yils)p(yals) - ... - p(ymls) (6.48)
St Pr{stp(yils)p(yals) - ... p(yals)

Note thatPr{s} = 1/8for s =0, 1,---,7 and therefore it follows from (6.44) that

pymls) = > Bmo(20)/4, (6.49)

20€ 25

for each subcarrien = 1,2,--- , M.
Now the a-posteriori symbol probability fat,, , € A can be written as in (6.36), i.e.,

Pr{am,nly17 yo2,... 7yM}

7
= Z PY{S|Y1, Y2, ;YIVI} Pr{am,nb’mv 5}7 (650)

s=0

wherePr{a,, »|ym, s} is computed as given by (6.46) ferc {0,1,---,7} anda,, ,, €
A. From these a-posteriori probabilities we can compute xkrnsic information that is
needed by the convolutional decoder. Computing extrimgarimation is actually a little
bit easier since it involves less multiplications.

Thus suggests that, for each iteration, the demodulaterdigtermines the a-posteriori
sub-trellis probabilities using (6.48), for which first adkaard pass in each of thi/
trellises corresponding to the sub-carriers is needed.

Using the weighting coefficients, the convex combinatiof6is0) leads to the a-posteriori
symbol probabilities. Finding the a-posteriori symbollgabilitiesPr{a, . |y, s} should
be done in the standard way, taking into account that thevbackpasses were already
carried out.
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6.6.2 Dominant sub-trellis approach

Equation (6.50) shows how the exact a-posteriori symbdigldities can be determined,
in each iteration. Just like in the single-carrier casehéf &-posteriori sub-trellis proba-
bilities are such that one of the probabilities dominatesdther ones, then convex com-
bination (6.50) can be approximated as follows:

Pr{am,n|y1, Yo, ;YIVI} ~ Pr{a'rn,nl}’m; §}a (651)
with

§ = argmax Pr{s|y1,y2," - ,ym}- (6.52)

Again this approach involves, in each iteration, the coratioms of the a-posteriori sym-
bol probabilities only for the dominant sub-trellis

If we compute the dominant sub-trellis only before the stéithe iteration process, we
obtain a significant complexity reduction since the analysisubsection 6.3.4 applies.
Moreover all iterations are done in the initially chosen-$tghlis. The methods described
here will be evaluated in the next subsection.

6.6.3 Simulations

We have seen before that in the non-iterative multi-cacase the performance was more
or less determined by the sidé (N + 1) of the block. If the channel cannot be assumed
to be constant for large values &f + 1 we can always increase the number of sub-
carriersM, if the frequency selectivity allows this. Note that keapi§ + 1 small also
has advantages related to service symbol processing [2&}e tHe situation is slightly
different as is demonstrated in Fig. 6.12. Increaskighas a positive effect on the
performance, however since the trellis-lendih- 1 remains constant (and is quite small),
the effect of iterating is limited. We see however that byé@asing)/ from 1 to 8 we get
an improvement of roughl§.7 dB.

Finally we compare fotV + 1 = 4 and32, for M = 8, the difference between the
performance of exact LLRs based on the a-posteriori (esittjrprobabilities given by
(6.50) and the approximated LLRs based on the a-posteeiriiisic) probabilities given
by (6.51), see Fig. 6.13. We can observe from Fig. 6.13 tkatxpected, the largeé¥ + 1

is, the smaller the difference between the exact and appaied LLRs becomes. For
N +1 = 4 the difference between the ideal LLRs and the approximatipiselecting the
dominant sub-trellis before starting to iterate, is roydhB dB.

6.7 Performance for TU-6 channel model

So far we have used AWGN channels with unknown channel phmesied (unit) gain in
our analysis and simulations. To investigate the perfocaampractise we have used the
TU-6 channel model defined in [1], which is commonly used &1 BAB, DAB+, or T-
DMB transmission. Two maximum Doppler frequencies are ehose.,f; = 10 and20
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Figure 6.12: Bit-error performance for the multi-carrier case for diféat
valuesM, whereN + 1 = 4 and forL = 5 iterations.
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Figure 6.13: Bit-error performance with dominant sub-trellis approdcin
different valuesV, M = 8 and L = 5 iterations.
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Hz, representing DAB transmission (in Band-11l) movemepéeds between transmitter
and receiver ofs 45 and~ 90 km/h, respectively.

We use our methods for DAB transmission in Mode-I, where theslise subcarrier-
spacingl’, = 1 ms and where the cyclic-prefix peridd, = 246 us [25].

Now, with these settings, theormalized Doppler ratef; 7, are0.01 and0.02 respec-
tively.

Note that to prevent ISI in an OFDM-scheme, the delay diffees on separate propa-
gation paths need to be less than the cyclic-prefix perioll [#9, the channel impulse
response length,, must satisfyr,,, < T.,. Within the DAB-systenil,, £ 2.7, < Lv
[25] and therefore the coherence-bandwiBth~ % > 4% which is at least OFDM-
subcarriers. For Doppler frequengy = 20 Hz the coherence-timeé. ~ ﬁ = 25 ms,
which isx 20 OFDM-symbols (including cyclic prefix).

The channel gain representative for a 2D-block, where is@imed to be constant, is
estimated similar to (8) in Chen et al. [18], i.e.,

m=1,M,n=0,N

— 1
5 _ L 2 o 2
|h|? = max ( R E [Ym,n|” — 20 ,0) . (6.53)

The results of our simulations with the TU-6 model are showirig. 6.14, where the
solid-lines show the results fgi;7,, = 0.01 and the dashed-lines fgyT,, = 0.02. We
have results fofV + 1 = 18 with A/ = 1 and forN + 1 = 4 with M = 8. We considered
iterative procedures witl. = 5 iterations. In our simulations we used the dominant
sub-trellis approach, where we have chosen the dominantrsllis before starting the
iterations.

The value forN + 1 = 4 might be seen as a representative frame-size for servioasbr
casted by the DAB-family in transmission Mode-I. In this real + 1 = 18 is the
maximum possible number of interleaved OFDM symbols. Noé¢V + 1 = 18 is close
to the coherence-time of our TU-6 channel for a Doppler fesgy of 20 Hz.

It can be concluded from Fig. 6.14 that far+ 1 = 18 andM = 1, reliable transmission
is not possible for the TU-6 channel with movement speeds of5 km/h and~ 90
km/h. For the 2D-decomposition approach however With- 1 = 4 andM = 8 there is
a considerable improvement of rougl2lyt and1.6 dB for 10 and20 Hz, respectively, in
required signal-to-noise ratio possible, compared to 2SDD

6.8 Conclusions

We have investigated decoding procedures for DAB like systefocussing on trellis

decoding and iterative techniques, with a special focushiaining an advantage from
considering 2D-blocks and trellis decomposition. ThesebRizks consist of the inter-

section of a number of subsequent OFDM symbols and a numlselj@éent subcarriers.
The idea to focus on blocks was motivated by the fact that bia@eel coherence time is
typically limited to a small number of OFDM symbols, but alEince per service symbol
processing is used which limits the number of OFDM symbobs codeword.
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Figure 6.14: Bit-error performance for the TU-6 COST-207 channel with
the solid-lines forf;T,, = 0.01, the dashed-lines fof;T,, =
0.02, N+1=(4,18), M = (8,1) and L = 5 iterations.
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We have used trellis decomposition methods that allow usttmate the unknown channel-
phase modula /2. This channel phase relates to sub-trellises of which weletermine
the a-posteriori probabilities. Using these probabiitiee can weight the contributions
of all the sub-trellises to compute the a-posteriori syngyobabilities. We can also use
these probabilities to chose a dominant sub-trellis fovjgliag us with these a-posteriori
symbol probabilities. Working with dominant sub-trelsesults in significant complex-
ity reductions. A second important advantage of trellisedeposition is that it allows us
to process in an efficient way several sub-carriers simatasly.

We have first investigated non-iterative methods. The agmnof these methods is
that forward-backward procedures turned out to be extresigiple since we could use
Colavolpe processing [19]. The drawback of these nontiteranethods is however that
their gain, relative to the standard 2SDD technique, is rabdterative procedures result
in a significantly larger gain however. In this context we treraphasize that part of this
gain comes from the fact that we can do 2D-processing.

Simulations for the non-iterative AWGN case show that (a)ig-lengths of NV + 1 >
32 are required and (b) that 2D dominant sub-trellis processiith M (N + 1) = 32
outperforms 2SDD b¥.7 dB at a BER ofl0—4.

For the iterative AWGN case with = 5 iterations, simulations show that 2D dominant
sub-trellis processing with/ (N + 1) = 32 whereN + 1 = 32 andM = 1 outperforms
2SDD by3.7 dB at a BER ofl0—*. However, simulations also reveal that with(N +

1) = 32 whereN + 1 = 4 and M = 8 the iterative coding gain is reduced2d dB,
which is caused by the smaller valuesf+ 1.

On the other hand, iterative simulations for a practicalirsgt(i.e., the TU-6 model)
show that (a) with trellis-lengtv + 1 = 18 and M = 1 (one sub-carrier) no reliable
communication is possible but that (b) with a modest trédlisgthV +1 = 4 andM = 8
sub-carriers, the iterative coding advantage is maintbamel that the gain is roughy4
dB for 10 Hz Doppler frequency, and 1.6 dB for 20 Hz.



Chapter 7

A Practical DAB System with
2D-Block-Based Iterative
Decoding

In the previous chapter, Chapter 6, it was shown that 2Dibshmsed iterative decoding
procedures for DAB receivers can improve the performargrgfitantly. However it was

also discussed in Chapter 6 that complexity reduction ofrther decoder is of crucial
importance to realize such a DAB receiver. Therefore theidaaf the current chapter
is on the practical realization of a DAB receiver that opesawith iterative decoding
techniquel

7.1 Outline

In Section 7.2 complexity reduction of the inner decodenisestigated. This complex-
ity reduction is realized by choosing, based on a-postesigr-trellis probabilities, in
two different ways a dominant sub-trellis. In the first apgr, a method is investigated
that is based on finding, at the start of a new iteration, thmidant sub-trellis first and
then do the forward-backward processing for demodulatidg m this dominant sub-
trellis. The second approach involves choosing the doniswmtrellis only once, before
starting with the iterations. In Section 7.3, an implemg&ataof a MAP channel-phase
estimator based on the second dominant sub-trellis appisatescribed. In addition, in
Section 7.4, an implementation of a channel-gain estintaased on the received sym-
bols within a 2D-block is discussed. Finally, in Section,7a5real-time and bit-true
DAB-receiver is sketched. This DAB receiver operates agiogrto the proposed 2D-
block-based iterative decoding procedure within a dontisab-trellis obtained by the

!Section 7.2 has been submitted/s. van Houtum and F.M.J. Willems, “Complexity Reduction
for Non-Coherent Iteratively Detected DE-QPSK Based odli¥Becomposition; to ETT Eur.
Trans. on Telecomm.
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second method. The performance improvements of this DABivec are evaluated for
various numbers of iterations, block-sizes, and Dopplegdencies.

7.2 Complexity reduction for non-coherent iteratively de-
tected DE-QPSK based on trellis-decomposition

7.2.1 Abstract

In this section, we investigate complexity reduction fonrapherent iterative detection
of DE-QPSK applied to DAB receivers. We use 2D blocks in an O®F&heme and
trellis decomposition to calculate, iteratively, the astasiori probabilities of the infor-
mation symbols. The 2D-blocks are based on the time- andiémcy dimension. By
turning to 2D-blocks for iterative demodulation we solveraltgem connected to the, in
practise quite small, length of the trellises for each sutea Furthermore, the trellis-
decomposition method allows us to estimate the unknownretlgshase efficiently. This
phase is related to sub-trellises of which we can deterntireatposteriori probabili-
ties. With these probabilities we are able to choose, in tifferént ways, a dominant
sub-trellis, which results in a significant complexity retlan of the inner decoder. In
our first approach, we investigate a method which is basednainfi, at the start of a
new iteration, the dominant sub-trellis first and then doftrevard-backward processing
for demodulation only in this dominant sub-trellis. Thistimed reduces the number of
multiplications with more than a factor 8f the normalizations with a factérand, intro-
duces after five iterations 0.05 dB loss in performance on the COST-207 TU-6 channel.
Our second approach involves choosing the dominant silis-waly once, before start-
ing with the iterations. This results in a reduction of thentner of multiplications and
normalizations with more than a factor®&nd introduces= 0.5 dB loss in performance.

7.2.2 Introduction

We will investigate inner decoder complexity reductiontefative decoding procedures
for DAB systems, which are based on convolutional encodintgrleaving, and DE-
QPSK [25]. Just as in [75], we consider DE-QPSK as inner apdiethod and convo-
lutional encoding as outer coding method of a serially ctettated coding system. We
were motivated by encouraging results for single-carri@ngmissions on performance
improvements and inner-decoder complexity reduction 8 P9, 18], and [31]. To re-
duce the complexity of the inner decoder and accepting orggall performance loss
(see, e.g., Peleg et al. [58] and Chen et al. [18]), we wiluton the techniques pro-
posed by Peleg et al. in [58]. We also discretize the phadeeafésired signal into several
equispaced values, but do not allow “side-step” transitimntrack small channel phase
variations. However we will focus on 2D-blocks consistifigaanumber of subsequent
OFDM symbols and a number of adjacent sub-carriers. Fauyissi 2D-blocks was mo-
tivated by the fact that the channel coherence-time is aflyiimited to a small number
of OFDM symbols, but also since DAB-transmissions use timatiplexing of services,
which limits the number of OFDM symbols in a codeword [25]. vas shown in [75],
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extension in the subcarrier direction is then required targléable phase estimates. Us-
ing these phase-estimates we calculate, in an efficienttheg-posteriori probabilities of
the information symbols using forward-backward procegginfull generality [4] where
we consider 2D-blocks and trellis decomposition, see gg&h Moreover, with the ap-
plication of 2D-blocks for iterative demodulation we soleroblem connected to the,
in practise quite small, length of the trellises for eachcsubier. Unfortunately, as was
also shown in [75], using 2D-blocks and trellis decompositin a straightforward way
does not result in significant complexity reduction compaii@ the approach of Peleg
and Shamai in [58]. However, in this contribution, we exptbie fact that the trellis-
decomposition method does allow us to estimate the unkntanrel-phase efficiently.
This phase is related to sub-trellises of which we can détexithe a-posteriori probabil-
ities. With these probabilities we are able to choose, in different ways, a dominant
sub-trellis, which results in a significant complexity retlan of the inner decoder. In
our first approach, we investigate a method that is based dimfjpat the start of a new
iteration, the dominant sub-trellis first and then do thevind-backward processing for
demodulation only in this dominant sub-trellis. Our secapgroach chooses the dom-
inant sub-trellis only once, before starting with the itemas. We will study for both
methods their complexity and, by doing simulations, theifgrmances.

7.2.3 Trellis-decomposition for DAB receivers

For our further analysis, just as in [75], we are interested/ aligned sequences of
N + 1 subsequent OFDM symbols, i.e., 2D blocks of symbols, whereassume that

in each OFDM sub-carrien = 1,2,--- , M a sequence,, = (Gm,1,@m.2, " , Gm,N)

is conveyed using differential encoding. For the compamehthe transmitted sequence
Xm = (Tm,0, Tm,1, "+ , Tm,N ) WE CAN Write

Tm,n = AmnTmn—1, (71)

where we assume that, o for each subcarriet = 1,2, --- , M is known andc,, ,, €
A = {eP™/2 p = 0,1,2,3}. We assume that the channel phase is constant over the 2D
block of symbols, therefore

Ym,n = 6J¢xm,n + Wm,n, (72)

where the noise variables,, ,, are circularly complex Gaussians with variarnceper
component. Note that a phase rotation proportionatt@ue to a time-delay, is removed
by linear phase correction [75]. Accepting a small perfanoealoss we may assume that
the channel-phase is discrete, and uniform @2devels which are uniformly spaced over
[0, 27), hence

Pr{¢ =nl/16} = 1/32,forl =0,1,2,---,31. (7.3)
The output sequence corresponding to OFDM sub-cairiesr denoted by
Ym = (ym,Ov Ym,1,° " 7ym,N) and we define,, = xm,nej¢ forn = 0,1,---,N, then,
sincez,, o is chosen fromA for all m and¢ is uniform over{«{/16,1 = 0,1,--- ,31} it

follows that _
Pr{z = e/™/16} =1/32, for 1=0,1,---,31, (7.4)
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andz, € Z 2 {et®/16 1 = 0,1,---,31}. Moreover, fom = 1,2,--- , N

Zn = QmnZn—1, Where
Pr{a,, = e?™/?} = 1/4,forp=0,1,2,3. (7.5)
The variables:,, forn = 0,1,--- , N can now be regarded as states in a trélligand
the symbolsa,, 1, am,2, - -, am,n coOrrespond to transitions between states for OFDM

sub-carrierm. Just like Peleg et al. [58] we focus on the entire trellis Note how-
ever that our trellis is different from that of [58], in whidhacking of small channel
phase variations is made possible by adding “side-stepsitians. We don’t have such
transitions in our trellis and therefore our trellis can eca@mposed in eight uncon-
nected sub-trellises. Thus, as in [75], an important olat&Env for our investigations
is that the trellis7 can be seen to consist of eight sub-trelli§gs7y, - - - , 77, that are
not connected to each othesee also [18]. Moreover, sub-trelli§ consists of states
2y € 2y = {16 = s+ 8p,p = 0,1,2,3}, fors = 0,1,---,7. Note that for
the likelihood~,,, »(z,) corresponding to some staig € Z, forn =0,1,--- ,Nina
sub-trellis7; we can write

2
Ym,n — Zn
exp(f| ’202 | ). (7.6)

In the next sub-section we take advantage of this deconiqiosit

Y (2n) = 2702

7.2.4 A-posteriori symbol probabilities

Since we do processing based on trellis decomposition, aesfas in [75], on the com-
putation of the a-posteriori sub-trellis probabilities

Pr{s|y17y2a"' 7yM} (77)
Prisip(yils)p(yals) - ... p(ymls)
S Pr{stp(yils)p(yals) - ... p(ymls)

Note thatPr{s} = 1/8 for s = 0,1,---,7 and it is shown by (51) in [75] that the prob-
abilities p(y,|s) for each subcarrier, = 1,2, --- , M can be obtained by performing a
backward pass. Now, as was shown by (52) in [75], the a-dosteymbol probability
is aconvex combinatioaf the a-posteriori probabilities corresponding to the-sellises
and the a-posteriori symbol probabilities of each subisr®ir{a,, »|ym, s}, i.€.,

Pr{am,nlylv yo2,... 7yM} (78)

7
= ZPI‘{S|y1,y27~~~ ;yIVI}Pr{am,n|ym75}7
s=0

wherePr{a,, »|ym, s} is computed as given by (48) in [75] fere {0,1,---,7} and
am,n € A. As stated in [75], from these a-posteriori probabilities wan compute,
by omitting Pr{a, », s}, the extrinsic information that is needed by the convohsio
decoder.
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This suggests that, for each iteration, the demodulatdrdiesermines the a-posteriori
sub-trellis probabilities using (7.7), for which first a ba@rd pass in each of th¥ef trel-
lises corresponding to the sub-carriers is needed (reqfirk 4 x (4+1) = 160 multipli-
cations per section). Then we find the a-posteriori symbababilitiesPr{a, » |ym, s}

in the standard way, taking into account that the backwasdgmwere already carried
out. Thus, for all sub-trellise®; we do a forward pass (requiririgx 4 x 4 x 2 = 256
multiplications, see (42) in [75]) and then combine the hsdor that sub-trellis (requir-
ing 8 x 4 x 4 x 2 = 256 multiplications and x 4 = 32 normalizations per section).
Finally these probabilities have to be weighted as in (#&)yiring8 x 4 = 32 multi-
plications). In total this results if04 multiplications and2 normalizations per iteration.
We suggest to focus only on multiplications and normal@aj since additions have a
smaller complexity than multiplications and normalizato

Trellis-decomposition requires the forward-backwardgessing in full generality [4] and
does not result in significant complexity reduction compdecethe approach of Peleg and
Shamai in [58]. However, in the next two sub-sections we imilfoduce two methods
based on choosing @ominant sub-trelligesulting, for both methods, in relevant com-
plexity reduction.

First method

Finding the dominant sub-trellis, at the start of a new tiera is based on the a-posteriori

sub-trellis probabilitie®r{s|y,y2, -,y } obtained from the backward passes. As-
suming that one of the a-posteriori sub-trellis probak#itdominates the other ones we
can write

Pr{am,n|y1ay27"' ;yl\/f}zpr{am,n|ym;=§}; (79)
with
§:argm§XPr{s|y1,y2,--- VY M} (7.10)

Now, for the best sub-trelli;, we do a forward pass (requiridgx 4 x 2 = 32 multipli-
cations per section) and combine the results to obtain thasgeriori (actually extrinsic)
symbol probabilitie®r{a,, »|ym, §} for that sub-trellis (requiring x 4 x 2 = 32 mul-
tiplications and4 normalizations per section). In total we now n&2d multiplications
and4 normalizations per section per iteration, which is rougdt§c of the complexity
of the weighting approach given by (7.8). In Section 7.2.4wil evaluate, by doing
simulations, the performances of this first method. Morednethe next section we will
introduce a second method, which reduces the complexity fenther.

Second method

A second approach involves choosing the dominant substaly once, before starting
with the iterations. Since before starting the iteratidmsa-priori probabilities are all

2In the log-domain, multiplications and normalizations eeplaced by additions, and additions
are typically approximated by maximizations, but for reesof simplicity we neglect the additions
here.
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equal, computing the a-posteriori sub-trellis probaietitfor each sub-trellis is straight-
forward. It is shown in Sectiofl in [75], that for computing the a-posteriori sub-trellis
probabilities the BCJR-algorithm [4] is not required. Nas, with our first method, we
do the iterations only in the sub-trellis that was chosetiailty, requiring for the forward
passt x 4 x 2 = 32, for the backward passx (4 + 1) = 20, and for the combining-pass
4 x 4 x 2 = 32 multiplications plust normalizations per section. Resultingdn mul-
tiplications andd normalizations per section per iteration, which is rougtil§; of the
complexity of doing the weighted approach given by (7.8)xt\Nee will demonstrate, by
simulations, the performances of both dominant sub-sr&dichniques.

Simulations

To investigate the performance we have used the TU-6 chanaodel defined in [1],
which is commonly applied to test DAB transmission. A maximDoppler frequency of
fa = 20 Hz is chosen, representing a DAB transmission (in Bandrhibyement-speed
between transmitter and receiverf90 km/h. The channel gain representative for a
2D-block, in which it is assumed to be constant, is estimatetlar to (8) in Chen et al.
[18].

We simulated, both for a perfectly known channel ggihas well as for the estimated
channel gainh|, the weighting approach given by (7.8) fbr= 1 andL = 5 iterations

(L = 1 stands for no iterations), the first and second dominantmailis method conform
(7.9) for L = 5, and determined the BER versus the signal-to-noise m&jdvy, = #
The BER performance with a perfectly known channel gajris shown in Fig. 7.1 and
with an estimated channel gdit| in Fig. 7.2.

From Fig. 7.1 can be seen that, after five iterations, ourdirdtsecond method introduces
~ 0.05 dB and=~ 0.5 dB loss, respectively, relative to the weighting method.

Fig. 7.2 shows that with an estimated channel q;’aﬂime performance of our first method
is practically identical to that of the weighting method d@hdt our second method intro-
duces~ 0.6 dB loss in performance at a BERI® 4.

7.2.5 Conclusions

We have investigated trellis decoding and iterative tegh@s for DAB systems with the
objective to reduce receiver complexity by applying 2Ddidnased processing and trel-
lis decomposition. These 2D-blocks consist of the intdigrof a number of subsequent
OFDM symbols and a number of adjacent subcarriers. The aézcus on blocks was
motivated by the fact that the channel coherence time is#¥yilimited to a small num-
ber of OFDM symbols, but also since per service symbol pingss used which limits
the number of OFDM symbols in a codeword. Moreover, by tugnm2D-blocks for it-
erative demodulation we solve a problem connected to thergctise quite small, length
of the trellises for each subcarrier. Trellis decompositivethods allowed us to estimate
the unknown channel-phase since it relates to the sulisgglbf which we can determine
the a-posteriori probabilities. Using these probab#itiee can weight the contributions
of all the sub-trellises to compute the a-posteriori syngyobabilities. We can also use
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' [-e-Weighting, |h|,L=1
| 0= Weighting, - |h],L=5
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' hNo~. =2 method|n|.L=5
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Figure 7.1: BER-performance for the TU-6 COST-207 channel with a
perfectly known channel gaifk| for the weighting, thel st
and, the2"? method.
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Figure 7.2: BER-performance for the TU-6 COST-207 channel with an

estimated channel gai|r7ﬂ for the weighting, the** and, the
274 method.
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these probabilities to chose a dominant sub-trellis fowigliog us with these a-posteriori
symbol probabilities. Moreover, we showed that dominahtsellis approaches result
in a significant complexity reduction of the inner decodee Mvestigated two dominant
sub-trellis approaches. Our first approach was based omdjndi the start of a new itera-
tion, the dominant sub-trellis. Our second approach cteteedominant sub-trellis only
once, before starting with the iterations. The first methedlices the number of multi-
plications with more than a factor 8f the normalizations with a fact@rand introduces,
after five iterationsx 0.05 dB loss in performance on the COST-207 TU-6 channel. The
second method results in reducing the number of multipbioatand normalizations with
more than a factor of and results, after five iteratiorrs, 0.5 dB loss in performance.

7.3 MAP channel-phase estimator

7.3.1 Introduction

In this section we introduce a MAP channel-phase estimatbich operates according
to the second dominant sub-trellis method of Section 7.2s MMAP channel-phase esti-
mator determines the estimated channel ph@ase{sw/w,s =0,1,---,7}. Note that
similar techniques of phase quantization were discussdeleligg et al. in [58], and by
Chen et al. in [18]. For our analysis of the phase estimatoasgime that the channel
gain|h| is perfectly known at the receiver. Note that in the nextisaeatve will discuss a
channel-gain estimator. We denotesby the sequencér, o, ©m.1,- - , Tm,~) Of trans-
mitted DE-QPSK symbols and by, the sequencéy,,.o, Ym,1,-- - ,ym,n) Of received
DE-QPSK symbols corresponding to sub-carnierWe compute the dominant sub-trellis
only before the start of the iteration process. In this chedriformation symbols can be
assumed to be iud, i.€@r{am » = %}, and we use the trellis-decomposition analysis for
the non-iterative multi-carrier setting discussed in ®ec6.4. Hence we write for (6.37)

M N
% H'rn:l Hn:O Km75(n, |h|>
7 M N
Zs:() % Hm:l Hn:() Kp,s(n, [h])

I Kwananl), (7.1)
m=1,M,n=0,N

PI’{S|YIay25"'ay1\/I7|h|} =

1
whereK,, s(n, |h|) = Z va,n(zn, |n|) forn=0,1,--- , N and

2n€Z,
|ym,n - |h|2n|2
Yo (2, [1]) = 2mo? exp(— 202 ). (7.12)
Now an estimate of the channel phase is obtained with the Mgdsibn rule
n ™
¢ = 16 argm?XPr{5|Y1,Y27 oYM, B}
- 17T_6 arg max I[I Knslnh]. (7.13)

m=1,M ,n=0,N
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Hence with this MAP decision rule we select the dominant sallis corresponding to
the second method discussed in Section 7.2.

7.3.2 Complexity reduction

The a-posteriori sub-trellis probability given by (7.1%)gdroportional to the product of
M(N + 1) factors K,,, s(n,|h|). We will first show thatk,, s(n, |h]) is the sum of

four exponentials. To avoid exponential and logarithmieragions we could select one
dominant exponential instead of computing the entire sush [To be able to do so we

write, usingg, £ 5%

1 .
Ko s(n, [h]) = Z Z’Ym,n(xnemsa h|)
T, €A
. 2
|y'rn,n - |h|$nej¢S
o ze:A exp { 20_2

(5 e (15)

R(qs, (¢
+6Xp ( (3!;7rL))+eXp < ((i-r;hn)>

o 2cosh (R}, ) +2cosh (I3, ), (7.14)
where
q'rsn,n = |h|y‘m7neij¢s7
R A R(gm.n)
m,n - 0_2 )
IS N %(q'rsn n)
m,n 0_2

Now the a-posteriori probability of the channel phase bezpm

Pr{s|lyi,y2,...,¥m, |h|} x H [2cosh (Ry, ) + 2cosh (I3, )] . (7.15)
m=1,M,n=0,N

From (7.15) we conclude that the a-posteriori probabilityttee channel phase is the
product of sums of twaosh-functions. To avoid underflow, calculations are often ieakr
out in the logarithmic domain. Instead of (7.14) the metric

o = In (2 cosh (R) + 2 cosh (I)), (7.16)

is applied. Note that for ease of notation we have droppednitieesm,n ands. As
an approximation fog, similar to (4.11) in Section 4.2.1, we apply the max-log-RA
approximation [15]

p1 = 1In (max (e‘R‘,em)) = max(|R|, |I|). (7.17)
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Note that the max-log-MAP approximation is based on seaigatiominant exponentials,
similar to, e.g., Bottomley’s [15] approximation. Now theAlR decision rule given by
(7.13) becomes

b = 116 arg max (111 ( H [2cosh (R;, ,,) + 2 cosh (I:nn)}) )

m=1,M,n=0,N

™ S S
= 1gArgmax ( Z max(| Ry, .|, |Imn|)) . (7.18)

m=1,M,n=0,N

Motivated by the improved results obtained with the piesedinear fitting of the log-
arithm of the hyperbolic cosine, see (4.15) in Section 4.2 also introduce here the
approximationus of g

po = f (?) + f (%) +2In2, (7.19)

where we used the same identity as given by (4.16) and appated thén (cosh(g)) by
the piecewise-linear function as given by (4.17) in Secich2.

7.3.3 Simulations

We have performed BER simulations on the AWGN-channel testigate the proposed
MAP channel-phase estimator and the corresponding appetixins. The simulations
show the BER versus the signal-to-noise rdfi Ny = # whereE)}, is the received
signal energy of an information bit. We used bit-interlegvand Viterbi-decoding. The
soft-decision bit metrics are conform (3.27). The de fattmdard?. = 1/2 RCPC code,
as described in Section 2.3.2, is used for the encoding r&ig8 shows simulation results
for the case where we estimate the channel phase with the MaiBidn rule (7.13) and
metricug given by (7.16). Figure 7.3 also shows simulation resuligifeplace metrigg
with the approximated metrie; given by (7.17) or the improved approximatiog given
by (7.19). Moreover, the simulation results with a perfe&hown channel phasg are
shown for reference purposes. From Figure 7.3 can be seghéaetricgug, 11, andus
achieve similar performancesin combination with the MAdidion rule given by (7.13).
Figure 7.4 shows that the three channel-phase estimatal$ irea slight performance
degradation relative to the case where the channel phaseperfectly known. Note
that if we use the max-log-MAP approximatign we do not require knowledge of the
noise variance and the channel gain. We would like to corecthdt the max-log-MAP
approximation is an appropriate method in terms of perforweand complexity trade-off
to perform channel-phase estimation.

Since a receiver will, in practise, not have a perfect kndgteof the channel gaih| we
introduce in the next section a channel-gain estimator.
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Figure 7.3: BER-performance with perfect knowledge and estimates of
the channel phase.
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Figure 7.4: Detail of the BER-performance with perfect knowledge and
estimates of the channel phase.
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7.4 Channel-gain estimator

7.4.1 Introduction

For the AWGN channels that we have used in our analysis angdaiions it was assumed
that the channel phase was unknown to the receiver and timehgain was fixed and
equal to one. To study the performance of DAB transmissioes channels whﬂe the
channel gain is not unity the channel g&in or an estimate of the channel gaiy is
assumed to be available at the receiver. Therefore we digctise sequel of this section
a simple channel-gain estimator based on averaging. Aaimstimator was proposed by
Chen et al. in [18] and showed good performances. The chayaiielestimator is based
on the received power, i.e., the expectation of the squaeghitude of the received DE-
QPSK symbols within a 2D-block. We assume that the channeligaonstant within a
2D-block, and therefore the received signalfeor=1,2,..., M andn =0,1,..., N is

Ymon = || Zmn€?? + Wy, (7.20)

wherew,, ,, is circularly symmetric mean zero complex Gaussian noisie vériancer2
in both the real and imaginary parts. The expectation of tiz@nel gain withz,,, ,|* = 1
yields

E{lymnl’} = E{(Blzmne’® +wmn) (k) 777 +wh )}
E {|h|zmal® + 2/R|R {2}, ne T Wnn } + (W]}
E {|h|2 + 2|h|R {mf,we_j‘/’} R{wm,n}—
20 {2, e 7?7} S{wmn} + [wmnl?} . (7.21)

Sincew,y, , is circularly symmetric zero-mean complex Gaussian noigie variancer>
per component, (7.21) becomes

2|h|E {% {x:”me*ﬁﬁ}} E{S{wmn}} +E {|wmn|2}
= |h* +20° (7.22)

Rewriting (7.22) yields
|h? = E{|ymnl*} — 20% (7.23)

Since we assume that the channel coherence-time and cobdrandwidth span a lim-
ited number of OFDM-symbols and a limited number of OFDM-¢arbiers the channel
gain || is only constant over a limit number of received symbols. réfare we pro-
pose in the next section an approximation based on a finitdoauof received symbols.
Moreover, (7.23) suggests that the channel-gain estimaduoiires knowledge of the noise
variances?. For complexity reduction reasons we also show in the nestisethe per-
formance of the channel-gain estimator when the noisexnaé term is ignored.



7.5. AREALIZATION OF THE PROPOSED DAB RECEIVER 139

7.4.2 Complexity reduction

Since we are interested in a practical realization of th@okkgain estimator we compute
the expectation with a finite number 8f (N + 1) received symbols. Note that a similar
approach was followed by Chen et al.in [18] for the one-digi@mal case. We now get

— 1
28 2 2
|h|{ £ max (M(N+ 0 E [Ymn|” — 20 ,O) . (7.24)

m=1,M,n=0,N

This first estimator is similar to (6.53). Note, maximizimy(¥.24) prevents the estimator
to become negative.

To avoid that the receiver needs to know the noise varianqaa@ose a second estimator
where the noise variance term is ignored. This leads to

— 1

2 A
|h|2 - M(N+ 1) Z |ym,n
m=1,M,n=0,N

2. (7.25)

7.4.3 Simulations

We performed BER simulations on the practical TU-6 chantig evaluate the proposed
channel-gain estimators. The simulations show the BERugdl®e signal-to-noise ratio
Ey/Ny = # whereFE, is the received signal energy of an information bit. We used
bit-interleaving and Viterbi-decoding. The soft-decisioit metrics are conform (3.31)
wherel/0? was replaced byh|/o2. The de facto-standarl. = 1/2 RCPC code, as
described in Section 2.3.2, is used for the encoding. Figurshows the performance of
both channel-gain estimators. Moreover, in Figure 7.5 @méeotly known channel gain
is shown as a reference. Figure 7.6 shows that both estisnatbieve similar results for
several values af/ (N +1) aroundE}, /Ny = 12 dB where the BERv 10~%. For M (N +

1) > 8, the estimators given by (7.24) and (7.25) are slightly wdhan the reference.
Note that the estimator given by (7.24) requires knowledgkenoise variance?.

We would like to conclude that the second estimator given®X) is appropriate for
channel gain estimation in terms of performance and contgleade-off.

7.5 Arealization of the proposed DAB receiver

7.5.1 Block-diagram

Figure 7.7 shows a block-diagram of the proposed DAB receildis DAB receiver
performs decoding of 2D-blocks of received symbols and dgxases the a-posteriori
symbol probabilities according to (7.8). For jointly denutation and decoding we ap-
plied the iterative decoding procedures with SCCC anddréécomposition discussed in
Section 6.6. The channel-phase estimator discussed iilo8&c8 and the channel-gain
estimator discussed in Section 7.4 are also applied toeh&ver. In the next section we
present real-time bench-test results of the proposed DA&iver.
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Figure 7.5: BER-performance with perfect knowledge and estimates of
the channel gain for different values df (N + 1).
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Figure 7.6: Detail of BER-performance with perfect knowledge and esti-
mates of the channel gain for different values\6f N + 1).
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Figure 7.7: Block-diagram of the proposed DAB receiver with 2D-block-
based joint and iterative demodulation and decoding.
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7.5.2 Bench-test results of the proposed DAB receiver

In this section we give bench-test results of a real-timetanttue version of the proposed
DAB receiver running on a PC. We demonstrate reception irgrents with this DAB
receiver for the AWGN-channel and the TU-6 channel. Thespaance improvements
are shown for several numbers of iterations, block-sizes Zoppler-frequencies.

Real-time bench-test stimuli

For the real-time bench-tests a DAB stream with differentises was created, see [25,
Table 6, p.50]. The sample frequency of the generated infufdi the real-time PC-
applicationDAB-PCis 8.192 MSamples/s at a low-IF frequency 8f048 MHz. The
duration of the real-time bench-test file 45 600 seconds to avoid "wrap-around” of
the measurement data for the AWGN tests and the TU-6 tests.ER-Beasurement
per SN R-value is based om44 or 432 seconds of real-time bench-test stimuli for the
AWGN, respectively, the TU-6 channel. We will show the penfance improvement
of the proposed DAB receiver in dB, i.e., the decrease iniredisignal-to-noise ratio
compared to 2SDD to obtain a BER1074.

AWGN channel bench-tests

The BER is measured for a durationiaf! seconds, which correspondsgg:i— = 1500
DAB transmission frames in Mode-I. With a bit-rate of, foragmple, 128 kbit/s there
will be on the averaga44 x 128 - 10° x 10~* ~ 1843 errors for a BER~ 10~
Fig. 7.8 shows the bench-test results for the AWGN channkiragion of the number of
iterations. Fig. 7.8 shows a performance improvement @6 dB for L = 4 iterations
(L = 1 stands for no iterations) and wifl¥ (V + 1) = 80. Fig. 7.8 also shows that the
performance is more or less determined by the 8izgV + 1) of the block just as we
have seen in Section 6.6.3. It can be seen that a larger 2ik-bipe results in a higher
gain. Furthermore, from Fig. 7.8 can also be seen that ifrgilistlengthV + 1 is quite
small the effect of iterating is limited. This was also shdwnFig. 6.12 in Section 6.6.3.

TU-6 channel bench-tests

The BER is measured for a duratiord3 seconds, which correspond%{iﬁﬁf—,3 = 4500
DAB transmission frames in Mode-I. Fig. 7.9 shows the penfance improvements as a
function of the movement speed in [km/h] between transmétel receiver. The speed
in [km/h] between transmitter and receiver is determined&f®AB-carrier frequency of
fe = 240 MHz in Band-lll, i.e.,

V=36 (fi) Ja=4.5" fa, (7.26)

wherec £ 3 - 10% m/s is the speed of light. Fig. 7.9 shows performance imprares
up to~ 2.4 dB and~ 1.7 dB for speeds o015 km/h, respectively90 km/h. Also here we
see that the gains are in principle determined by the &iZ&/ + 1). However, compared
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Figure 7.8: Real-time bench-test results of the performance improseme
for DAB-transmissions in Mode-I on the AWGN channel.
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to the AWGN case shown in Fig. 7.8, the situation is slighiffetlent here. Increasing

N + 1 (with a fixed M) has a positive effect on the performance, however if thedpe
is increasing, the coherence-time of the channel decreaisdshe effect of largéy + 1

is limited. Note that keepingy + 1 small has also advantages related to service symbol
processing [25]. Finally, for the non-iterative case, ile= 1 the improved DAB receiver
shows at higher speeds better performances than 2SDD.

7.6 Conclusions

We investigated two dominant sub-trellis approaches tacdedhe complexity of the in-
ner decoder. Our first approach was based on finding, at theo$t@ new iteration, the
dominant sub-trellis. Our second approach chooses therdmisub-trellis only once,
before starting with the iterations. The first dominant stglis method reduces the num-
ber of multiplications with more than a factor ®fthe normalizations with a fact@rand
introduces, after five iterations, onty 0.05 dB loss in performance on the COST-207
TU-6 channel. The second method results in reducing the runftmultiplications and
normalizations with more than a factor®and results, after five iterations, 0.5 dB loss

in performance.

We showed that a MAP channel-phase estimator with a madMA§- approximation
is an appropriate method in terms of performance and coritpleade-off to perform
channel phase estimation.

We observed that a channel-gain estimator based on avgriigirsquared magnitude of
the received symbols combines simplicity with a good pernfamce. A modified version
of such an estimator that ignores the noise variance termatasceptable performance
without having knowledge of the noise variance at the reseiv

The real-time bench-tests of the proposed DAB receiver aatnate that the performance
is more or less determined by the siz&(V + 1) of the 2D-block. Moreover, it was
shown that if the trellis-lengtV + 1 is quite small the effect of iterating is limited.
Simulations for the AWGN channel show a performance impnoeet of~ 2.6 dB with

L = 4 iterations andV/ (N + 1) = 80 for our DAB receiver. In addition, TU-6 channel
simulations show performance improvements up:td.4 dB and= 1.7 dB for speeds of
45 km/h, respectively90 km/h. The TU-6 channel simulations also show that incregsin
N + 1 (with a fixed M) has a positive effect on the performance, however if thedpe
increases, the coherence-time of the channel decreasesteht of largeV +1 is limited.
Furthermore, with no iterations the proposed DAB receibems at higher speeds better
performances than 2SDD.



Chapter 8

Conclusions and
Recommendations

In this final chapter we present the conclusions of the inyasbns we carried out on
two-dimensional block-based reception for differenyishcoded OFDM systems. We
also give some recommendations for further research.

8.1 Outline

Commonly used DAB receivers perform non-coherent 2SDD witht-decision Viterbi
decoding. It is well-known that 2SDD can be improved if théedéon is based on more
than two received symbols as, e.g., in non-coherent MSDD irproving the perfor-
mance of the demodulation procedures of DAB-like strearamjatiulation based on 2D
blocks of received symbols with a decomposed demodulatidiistis therefore proposed
in this thesis.

Peleg and Shamai [58] demonstrated that iterative tecksiqauld increase the perfor-
mance of the demodulation procedures of DE-QPSK streams fewvther. However,
they investigated demodulation procedures of DE-QPSkastsefor single-carrier trans-
missions, i.e., the one-dimensional case. These demaxtufabcedures were based on
complex trellises with large lengths and “side-steps” tmbat phase noise. In this thesis,
their approach is generalized to the 2D setting where abaidécomposed demodulation
trellis and, to combat phase noise, the 2D blocks of recesymabols are used. In this
way a problem connected to the small lengths of the trelfi@esach subcarrier is solved.
The application of these iterative decoding techniquesAB Deceivers is only feasible
if their complexity can be drastically reduced. A signifitaomplexity reduction is ob-
tained by iterating only in a dominant sub-trellis of the dleposed demodulation trellis.
In this way, a real-time and bit-true DAB receiver based eraitive decoding techniques
is realized.

In the next section we will give our conclusions on iteratilmodulation of DE-QPSK
based on 2D blocks of received symbols with a decomposed digdat®mn trellis. In

147
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Section 8.3 we give some recommendations for further work.

8.2 Conclusions

8.2.1 Introductory chapters

In Chapter 2, we described the basic elements of a DAB tratesnaind a standard re-
ceiver. Moreover, we introduced simulation models thatenapplied to evaluate the
proposed reception methods.

In Chapter 3 of the thesis, we described the state-of-thie-apn-iterative detection and
decoding techniques for DE-QPSK streams with convolutienaoding. First, as a ref-
erence, coherent detection of DE-QPSK with soft-decisiberki decoding was studied.
Then it was demonstrated that the performance of non-coh28DD of DE-QPSK with
soft-decision Viterbi decoding can be improved by, e.gn-ocoherent MSDD. Since pi-
lots are lacking for DAB systems, detection based on obsgmiultiple received symbols
is a technique that could lead to reception improvement faB Peceivers.

8.2.2 A-posteriori symbol probabilities and log-likelihcod ratios for
coherently detected’-DE-QPSK

By applying MSDD, a DAB-receiver can approach the perforoeaof a receiver that
performs coherent detection. Therefore, we studied in @nap a-posteriori symbol
probabilities and LLRs for coherently detectgeDE-QPSK. It was demonstrated, as an
extension to the results known in the literature, that arr@gmation of MAP symbol
detection, based on selecting dominant exponentialss lEatMAP sequence detection.
To improve the performance towards MAP symbol detectiorgtéebapproximation was
proposed. This approximation relies on piecewise-lindgtindi of the logarithm of the
hyperbolic cosine and results in a performance quite closieat of MAP symbol detec-
tion. For the coded case, where the symbols are producediygictional encoding and
Gray mapping, the LLRs were investigated. Again an appration based on selecting
dominant exponentials and an improved approximationmglgin piecewise-linear fits,
was proposed. The improved approximation gives a perfoceguite close to ideal.

8.2.3 The Shannon limit and some codes approaching it

In Chapter 5 we explained iterative decoding proceduresesponding to serially con-
catenated codes developed by Benedetto et al. becauseddmsting procedures are,
later in the thesis, proposed for DAB-like streams. In thneatpter we also considered par-
allel concatenated systems, turbo-codes, first descripBetyou et al. [11]. The iterative
decoding procedures for the serially concatenated codeslaas for the turbo-codes are
based on modified versions of the BCJR algorithm [4]. The @pgh taken in Chapter 5
to explain these iterative decoding procedures, is simildhe approach Gallager [32]
followed to investigate iterative procedures for decodili’C codes. This way of ex-
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plaining iterative decoding procedures for the seriallpcatenated codes as well as for
the turbo-codes does not appear in the literature.

8.2.4 Two-dimensional iterative processing for DAB receiers based
on trellis-decomposition

In Chapter 6 we investigated trellis decoding and iteratadniques for DAB receivers.
Specifically, the concept of 2D-blocks and trellis deconijimsin decoding was consid-
ered. Each 2D-block consists of a number of adjacent subcaaf a number of subse-
quent OFDM symbols. The trellis-decomposition methodvedidor an estimation of the
unknown channel phase, since this phase relates to slibesel A dominant sub-trellis
can be determined from the a-posteriori sub-trellis prdhigs and the a-posteriori sym-
bol probabilities corresponding to this dominant subliselan be used. This dominant
sub-trellis approach results in a significant complexiguetion, which is the subject of
Chapter 7.

In Chapter 6, we also investigated non-iterative methodblain an acceptable perfor-
mance with single-carrier transmission, we need a tridhgith of V + 1 > 32. For such
trellis-lengths the channel coherence-time needs to heeirotder ofl,. ~ 327, where
T, is the OFDM symbol time. In practice the channel may not bescatit so long, and
therefore focussing on trellis-lengfii + 1 = 32 might not be realistic. There is a sec-
ond reason for arguing that large values\ofire undesirable. DAB-systems support, for
complexity reduction, per service symbol processing. thsservices, typically, at most
N +1 < 4 subsequent OFDM symbols are contained in a single coneolally encoded
word and this does not match to processing more than four OBfpbols in a demod-
ulation trellis. Since we cannot makeé too large, we used/ adjacent sub-carriers to
jointly determine the a-posteriori symbol probabilities the corresponding DE-QPSK
streams. We demonstrated that we are very close to the pexfme of coherent detec-
tion of DE-QPSK even for small values of the trellis length+ 1 = 4, by processing
simultaneouslyM = 8 sub-carriers. Simulations showed that 2D dominant subistre
processing with\/ (N + 1) = 32 outperforms 2SDD by.7 dB at a BER ofl0—%.

Iterative decoding techniques for the single-carrier daad to an improvement in re-
quired signal-to-noise ratio compared to 2SDD of at edt1 dB after. = 5 iterations
andN — oo. Furthermore, fotV 4+ 1 = 32 the difference in performance between the
exact and approximated LLRs, by selecting the dominantiseilis before starting with
the iteration process, is less thas dB. In the iterative multi-carrier case we showed that
increasingM has a positive effect on the performance, however when #liésttength
N + 1is quite small the effect of iterating is limited. Simulai®with L = 5 iterations
showed that 2D dominant sub-trellis processing uith- 1 = 32 andM = 1 outperforms
2SDD by3.7 dB at a BER~ 10~%. However, simulations also reveal that with+1 = 4
andM = 8 the performance improvementis reducedfodB. The difference of.2 dB

is caused by the smaller value 8+ 1.

For the TU-6 channel model defined in COST-207 [1] it was shtvatfor NV + 1 = 18
and M = 1, reliable transmission is not possible with movement spaxd: 45 km/h
and~ 90 km/h. However, for the 2D-decomposition approach wkh+ 1 = 4 and
M = 8 we found considerable improvements of roughly dB and1.6 dB for Doppler



150 CHAPTER 8. CONCLUSIONS AND RECOMMENDATIONS

frequencies o010 Hz, and20 Hz, respectively.

8.2.5 A practical DAB system with 2D-block-based iterativedecod-
ing

In Chapter 7, complexity reduction of the inner decoder wagstigated. This com-
plexity reduction is realized by choosing, based on a-pimstesub-trellis probabilities,
a dominant sub-trellis (i) after each iteration or (ii) befatarting with the iteration pro-
cess. The first method reduces the number of multiplicatiynmore than a factor of
three, the number of normalizations by eight and, after faations, introducing: 0.05
dB loss in performance on the COST-207 TU-6 channel. Thengkotethod results in
reducing the number of multiplications and normalizatibpsnore than a factor of eight
and introduces: 0.5 dB loss in performance.

We also described in that chapter, an implementation of a MiAdhnel-phase estimator
which operates according to the second dominant substrgliproach. It was demon-
strated that the a-posteriori probability of the chanrtege estimator is the product of
sums of twacosh-functions. We showed that the max-log-MAP approximatiombines
an acceptable complexity with a good performance and is arogpate method to be
considered for channel phase estimation.

In addition, an implementation of a channel-gain estimbamed on the power of the re-
ceived DE-QPSK symbols within a 2D-block was discussed. Yapgsed, for complex-
ity reduction reasons, a first channel-gain estimator oakel on the received symbols
within a 2D-block. It was shown that this channel-gain eation requires the knowledge
of the noise variance. For further reducing the complewityproposed a second channel-
gain estimator which ignores the noise-variance term. Vidaveld, by simulations for the
TU-6 channel, that this simple channel-gain estimator shgeod performances and is
an appropriate method for channel gain estimation.

Finally, the performance improvements of a real-time atdrbe DAB-receiver are eval-
uated for various humbers of iterations, block-sizes, angdler-frequencies. This DAB
receiver operates according to the proposed 2D-blockehitesative decoding procedure
within a dominant sub-trellis obtained by the second metigichulations for the AWGN
channel showed a performance improvement0®.6 dB for L = 4 iterations with
M(N 4 1) = 80. TU-6 channel simulations showed performance improvemeptto
~ 2.4 dB and~ 1.7 dB for speeds oft5 km/h and90 km/h, respectively. The TU-6
simulation also showed that increasifg+ 1 (with a fixed M) has a positive effect on
the performance, however if the speed increases, the efféaige N + 1 is limited. Fi-
nally, in the non-iterative case the proposed DAB receitems at higher speeds better
performances than 2SDD.

8.3 Recommendations

In this section we give some suggestions for further rebearc
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8.3.1 Non-ideal conditions and more severe channel distaons

It is recommended to further investigate the performancéhefproposed iterative 2D-
block based detection method with trellis decompositiodarnmore severe channel dis-
tortions. The main assumption of our proposed iterativebRizk based detection method
with trellis decomposition is that within a 2D-block the cmel phase is fixed. However
in some practical cases, already shown in this thesis, itbeaseen that if the channel
is varying quite fast, i.e., at higher Doppler frequencteg, improvements of our pro-
posed iterative methods degrade. Therefore, it could betefdst to further investigate
whether the assumption that the channel-phase is fixednat2D-block still holds un-
der non-ideal conditions and more severe channel distetiBor example, in the thesis
ideal synchronization is assumed, i.e., no ICI or IS| irgeghice is introduced. As one
can imagine, it could be of interest to investigate the panénces if this assumption of
ideal synchronization does not hold anymore. Also the imftaeof scaling-effects intro-
duced by, for example, an automatic gain control (AGC) cddda subject for further
investigation. The reason for this is that we assume for stismation of the channel gain
factor that the channel gain is constant within a 2D-bloakaddition, more severe chan-
nel distortions could result from longer impulse responkégher Doppler-frequencies,
narrow-band interferences (ingress noise), broadbaedé@nences (impulse noise), non-
linearities, and other impairments introduced by the rédidint-end. For these situations
in which the fixed channel phase assumption does not hold ar®ymore sophisticated
phase tracking and phase correction methods are required.

8.3.2 Implementation and (specific) optimization

A (programmable) hard-ware implementation of the reaktend bit-true DAB-receiver
and its optimization are subjects for further studies. Téa-time and bit-true itera-
tive DAB-receiver, discussed in the thesis, has been ezhiiz a PC-environment. The
next step could be to realize the complete iterative DAB:Resr in a (programmable)
hardware-platformtargeting a specific Integrated Cir@@j. This requires specific platform-
dependent implementation optimizations.

8.3.3 Field-testing

The complete iterative implemented DAB-receiver shoulddsted “in the field”. From
these field-tests we can learn how the proposed receptitmitpees for digital audio
broadcasting systems are perceived.

8.3.4 Other systems

Finally, it should be recommended to investigate if othdfedentially encoded OFDM

broadcast systems can reuse the technique that is devehteped For example, HD-
radio is using differentially encoded OFDM for their refece symbols. Furthermore,
the Japanese digital terrestrial television broadcaststa; Integrated Services Digital
Broadcasting—Terrestrial (ISDB-T), also supports déferally encoded OFDM.



152 CHAPTER 8. CONCLUSIONS AND RECOMMENDATIONS




Appendix A

A-Posteriori Symbol
Probabilities and LLRs for
Coherent Detection.

A.1 A-posteriori symbol probabilities for coherent detec-
tion

In this appendix we derive the a-posteriori symbol probitéd for coherent detection
of DE-QPSK with iud information symbol§a,,} hencePr{a,} = 1/4 for all a,, €
{1,e77/2 ei™ ¢337/2}. The channel phasg takes only the values;, = Zi, fori =
0, 1,2, 3 with equal probabilityPr{¢;} = 1/4. Hence the integral ovefin (3.22) can be
replaced by a summation ovér with Pr{¢;} = i. This yields

Pr{an|yn,yn-1} = ZZ [1 Pr{z,_1}

4 2
Tn-1 ¢ 4 4p (yna yn—l) (27‘(0‘2)

ex _ |yn - ej(bxn—lan‘2 + |yn—1 - ejd)mn—l ‘2
P 202 '

(A.1)

We can now replacexp(j¢)z,,—1 by exp(jf) and assume thatis uniform over{ 0, 2, 7, 3T }.

2
This yields
[yn—e" an|*+|yn_1—e°|?
exp | — 52

4D (Yny Y1) (2702)?

1 )
KA €xp (P% {(yna:z + yn—l) e_Je}) ) (A2)

Pr{an|yn7yn71} =

==

=1 =M
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with

exp (—72’1“:“'3;{"‘2”)

4p (y'ru yn—l) (27702)2

Note that forn = 1 we have that, = 1 instead of uniform ovef1, e7™/2, e/™, e737/2}.
However note that sti/? is uniform over{1, e/™/?,¢7™, ¢/37/2}. Now, by substitution
of 6 € {0, %, 7, 2}, (A.2) becomes

Ka2

72;

Priabmanei} = 5 {ow (35) +ow (5F) +ow (-73) +ow (-33)}
= S Loosh (%) +cosh (22} (A3)

v (an) =Un = §R{yna;‘; + yn—l}
with

w(an) = wy =S {Yynal, + Yn_1}.

A.2 LLRs for coherent detection

The desired soft-decision bit metrics related to transioniss, i.e., the LLRs [37] can be
expressed as

)\1 4 em(Tr) + em(37r/2) )\2 4 677l(71'/2) + em(ﬂ') (A 4)
n = B om0 L emGx/2) )0 T gm(0) 1 em(3r/2) ) :

with symbol metrics '
m(¢) =1n (Pr{an = e]¢|y}) , (A.5)
where)\! corresponds to bif;, A2 to bit by, with Gray mapping conform

bibp |00 01 11 10
albiby) | 1 &I™/2 eI ed3T/2

Combining of (A.3) and (A.4) gives the soft-decision bit meg
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In addition, with the used Gray-mapping shown by (A.4), tbft-gecision bit metric\2
is obtained by interchanging with 2Z in (A.6).
A.3 Max-log-MAP approximation of the LLRs

Applying the max-log-MAP approximation to the optimal sdgcision bit metrics given
by (3.27) yields

My = gz {max ([v (m)], [w (m)], [o ()| |w () AT
= max (v )], o (0)] [0 (3)] . [w (5)])} (A7)
with
|U(O)| = |%{yn}+%{yn—1}|7
|’LU(0)| = |s{yn}+s{yn—1}|7
v(Z)| = S {yn} + R{ya-1}l,
w(Z)| = [R{ya} — S {ya-1}l,
v(m) = [R{yn} —R{yn-1}l,
|’LU(7T)| = |s{yn}_s{yn—1}|7
v ()= 1S {ya) = R{yui}l,
w(EZ)] = |R{ya} + S {yn-1}l.

Also here, the approximation foi is obtained by interchanging W|th T in (A.7).
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Appendix B

A-Posteriori Symbol
Probabilities and LLRs for
2SDD.

B.1 A-posteriori symbol probabilities for non-coherent
2SDD

In this section we derive the a-posteriori symbol probébdgifor non-coherent 2SDD
of DE-QPSK on the AWGN channel. For non-coherent 2SDD of DES®& symbols

it is assumed that the frequency of the carrier is known. Thennel phase, i.e., the
carrier phase including the phase rotation of the channahkshown. Hence we model
the channel phaseas uniformly distributed ove, 2), hencep(¢) = 5=, and substitute

this in (3.29). This yields

Pr Tn—1
Pr{an|y'rmyn—1} = Z { }

Tp—1 4p (yna yn—l) (277'0'2)2

./gw 1 exp < ‘!Jn - ej‘f’:cw1an|2 + |yn—1 - ej%nlf) de.
¢

(B.1)

=0 21 202
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We can now replacexp(j®)z,—1 by exp(j6) and assume thatis uniform over|0, 2),
thusp(6) = 5=. This yields

yn =€ an|*+|yn_1—¢°|?
on €Xp | — 202
0

1
Pri{an|yn, yn— = _/
{ Lly Yn 1} 27 Jo—o 4p(yn,yn—1) (27‘1’02)2
L /27r 19%{( ot yn—1)e 7’} ) do
= — exp | — o, n—1) €
or 6=0 P o? o Yt
1

2
2T =0 g

2m 1
= —Ky4 / exp (— (vp, cos 0 + wy, sin 9)) de. (B.2)
0

Note that forn = 1 we have that:, = 1 instead of uniform ove{1, e/™/2, &7, e337/2}.
However note that stilk’? is uniform over[0, 27). Rewriting (B.2), using [35, 3.032.2,
p.213], and by substitution af, = v,, + iw,, yields

1 g 1
Pr{an|yn,yn-1} = —KA/ exp <—2\/v%+w30059> df
0 g

T =0
1 T 1
= —KA/ exp (—2|zn| cos 9) de, (B.3)
™ 0=0 g
with
lzn| = |ynazn + yn-1]. (B.4)

Using [35, 8.431.3, p.958] with = 0 and substitution of (B.4), we can rewrite (B.3), and

we obtain
1
KAIO (F|2n|)

1 .
= Kuly <§ lynay, +yn1|) )

Pr{an |yn7 Yn—1 }

(B.5)

wherel(-) is the zero-th order modified Bessel function of the first kind

B.2 LLRsfor 2SDD

The desired soft-decision bit metrics related to transioniss, i.e., the LLRs can be
expressed as

T i e WP P (i B.6
n=h e e ) = e e ) B0

with symbol metrics ‘
m(¢) =In (Pr{a, = e’’[y}), (B.7)

where)l corresponds to bif;, A2 to bit b, with Gray mapping conform [25], i.e.,
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bibp |00 01 11 10
a(biby) | 1 €™/2 eIm  eI3T/2

Combining (B.5) and (B.6) gives the soft-decision bit metri

A g (LG e T i) o G fone PE 4 yna)) g g
Io (F [yn + yn71|) + 1o (F |yne Iz + ynfl‘)

In addition, with the applied Gray-mapping, the soft-deeisit metricA? is obtained by
interchangingg with 2 in (B.8).
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