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Preface 
 
The 4th International Conference on Educational Data Mining (EDM 2011) brings together researchers 
from computer science, education, psychology, psychometrics, and statistics to analyze large datasets to 
answer educational research questions. The conference, held in Eindhoven, The Netherlands, July 6-9, 
2011, follows the three previous editions (Pittsburgh 2010, Cordoba 2009 and Montreal  2008), and a 
series of workshops within the AAAI, AIED, EC-TEL, ICALT, ITS, and UM conferences. 

 
The increase of e-learning resources such as interactive learning environments, learning management 
systems, intelligent tutoring systems, and hypermedia systems, as well as the establishment of state 
databases of student test scores, has created large repositories of data that can be explored to understand 
how students learn.  The EDM conference focuses on data mining techniques for using these data to 
address important educational questions. The broad collection of research disciplines ensures cross 
fertilization of ideas, with the central questions of educational research serving as a unifying focus.  

 
This year’s conference includes short papers as a new submission category targeting original and 
unpublished research with merit in terms of originality and importance rather than maturity and technical 
validation. In the paper track, we received 60 long and 20 short papers, each of which was reviewed by 
three experts in the field, resulting in 20 long and 17 short papers accepted for presentation at the 
conference (some of the long paper submissions have been accepted as short paper). We also received 22 
posters, targeting work in progress and last minute results with high potential to foster new developments 
and interesting discussions during the conference’s poster presentation sessions. These sessions included 
the presentation of 30 posters, 14 from the original pool of poster submissions and the reminder from the 
pool of paper submissions. 
  
All accepted submissions appear in these proceedings. The conference also includes invited talks by 
Barry Smyth (University College, Dublin, Ireland), John Stamper  (Carnegie Mellon University, USA) 
and Erik-Jan van der Linden (MagnaView B.V., the Netherlands), with abstract in these proceedings.  
    
We would like to thank Eindhoven University of Technology for the sponsorship and hosting of 
EDM’2011. We would like to thank the Netherlands Organization for Scientific Research (NWO), 
Belgium-Netherlands Association for Artificial Intelligence (BNVKI) and the Dutch Research School for 
Information and Knowledge Systems (SIKS), University of Cordoba and PSLC DataShop. 
 
We also want to acknowledge the amazing work of the program committee members and additional 
reviewers, who with their enthusiastic contributions gave us invaluable support in putting this conference 
together.  
 
Our special thanks to the local organizing team and additional thanks to Evgeny Knutov and Jorn Bakker 
for their technical support on putting these proceedings together. 
Last but not least we would like to thank Arnon Hershkovitz who has served as the Web Chair of EDM 
series from its first edition. 
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Social Information Discovery 
 
 
 
Barry Smyth, University College Dublin, Ireland 
 
 
 
The world of web search is usually viewed as a solitary place. Although millions of 
searchers use services like Google and Yahoo everyday, their individual searches take 
place in isolation, leaving each searcher to fend for themselves when it comes to 
finding the right information at the right time. Recently, researchers have begun to 
question the solitary nature of web search, proposing a more collaborative search 
model in which groups or users can cooperate to search more effectively. 
 
For example, students will often collaborate as part of class projects, bringing 
together relevant information that they have found during the course of their 
individual searches. Indeed, despite the absence of explicit collaboration features 
from mainstream search engines, there is clear evidence that users implicitly engage 
in many different forms of collaboration as they search, although, these collaboration 
"work-arounds" are far from ideal. Naturally, this has motivated researchers to 
consider how future web search engines might better support different types of 
collaboration to take advantage of this latent need; for example, how might students 
collaborate as they search rather than defer the sharing of information as a post-search 
activity. 
 
In this talk we focus on some of the ways in which web search may become a more 
social and collaborative experience. This will include lessons learned from both the 
theory and practice of a more collaborative approach to web search and we will 
describe recent attempts to bring collaboration support to mainstream search engines. 
We will consider a number of educational use-cases during the course of this talk to 
describe how instructors and learners can take full advantage of this more social 
perspective on web search. 
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On exploration and mining of data in educational practice 
 
 
 
Erik-Jan van der Linden, MagnaView B.V., the Netherlands 

Martijn Wijffelaars, MagnaView B.V., the Netherlands 

Thomas Lammers, MagnaView B.V. and  
Eindhoven University of Technology, the Netherlands 
 
 
Educational institutions are confronted with increasing pressure from authorities and 
governments to justify their spending of public means. This, in turn, has led to increased 
internal use of the huge amounts of data in information systems on results, careers, 
absence, etc. Experience with a data analysis product that is actively used in 20+ schools 
(secondary education) indicates that visual presentation and user interaction are crucial to 
have analyses of large datasets lead to real improvement. Intricate and finely-tuned 
interaction between methods from the field of data mining and these interactive 
techniques may further aid schools. 
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EDM and the 4th Paradigm of Scientific Discovery - 
Reflections on the 2010 KDD Cup Competition 
 
 
 
John Stamper, Carnegie Mellon University, USA 
 
 
 
Technology advances have made the ability to collect large amounts of data easier 
than ever before. These massive datasets provide both opportunities and challenges 
for many fields and education is no different.  Understanding how to deal with 
extreme amounts of student data in the EDM field is a growing problem. The 2010 
KDD Cup Competition, titled "Educational Data Mining Challenge", included data 
for over 10,000 students. The students completed over 30 million problem steps 
collected over a year long courses from Carnegie Learning Inc.'s Cognitive Tutors. 
We believe these are the largest educational dataset at this level of granularity to be 
released publicly.  The competition drew broad interest from the data mining 
community, but it was also clear that many in the research community could not 
handle datasets of this size. In this talk, John will discuss the 2010 KDD Cup and the 
impact of larger and larger amounts of data coming available for educational data 
mining and how this will drive the direction of educational research in the future. 
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Factorization Models for Forecasting Student Performance

Nguyen Thai-Nghe, Tomáš Horváth and Lars Schmidt-Thieme, University of Hildesheim, Germany

Predicting student performance (PSP) is one of the educational data mining task, where we would like to know how much

knowledge the students have gained and whether they can perform the tasks (or exercises) correctly. Since the student’s
knowledge improves and cumulates over time, the sequential (temporal) effect is an important information for PSP. Previous

works have shown that PSP can be casted as rating prediction task in recommender systems, and therefore, factorization

techniques can be applied for this task. To take into account the sequential effect, this work proposes a novel approach which
uses tensor factorization for forecasting student performance. With this approach, we can personalize the prediction for each

student given the task, thus, it can also be used for recommending the tasks to the students. Experimental results on two large

data sets show that incorporating forecasting techniques into the factorization process is a promising approach.

1. INTRODUCTION

Predicting student performance, one of the tasks in educational data mining, has been taken into account
recently [Toscher and Jahrer 2010; Yu et al. 2010; Cetintas et al. 2010; Thai-Nghe et al. 2011]. It was
selected as a challenge task for the KDD Cup 20101 [Koedinger et al. 2010]. Concretely, predicting student
performance is the task where we would like to know how the students learn (e.g. generally or narrowly), how
quickly or slowly they adapt to new problems or if it is possible to infer the knowledge requirements to solve
the problems directly from student performance data [Corbett and Anderson 1995; Feng et al. 2009], and
eventually, we would like to know whether the students perform the tasks (exercises) correctly (or with some
levels of certainty). As discussed in Cen et al. [2006], an improved model for predicting student performance
could save millions of hours of students’ time and effort in learning algebra. In that time, students could
move to other specific fields of their study or doing other things they enjoy. From educational data mining
point of view, an accurate and reliable model in predicting student performance may replace some current
standardized tests, and thus, reducing the pressure, time, as well as effort on “teaching and learning for
examinations” [Feng et al. 2009; Thai-Nghe et al. 2011].

To address the problem of predicting student performance, many papers have been published but most
of them are based on traditional classification/regression techniques [Cen et al. 2006; Feng et al. 2009;
Yu et al. 2010; Pardos and Heffernan 2010]. Many other works can be found in Romero et al. [2010].
Recently, [Thai-Nghe et al. 2010; Toscher and Jahrer 2010; Thai-Nghe et al. 2011] have proposed using
recommendation techniques, e.g. matrix factorization, for predicting student performance. The authors have
shown that predicting student performance can be considered as rating prediction since the student, task,
and performance would become user, item, and rating in recommender systems, respectively. We know that
learning and problem-solving are complex cognitive and affective processes that are different to shopping and
other e-commerce transactions, however, as discussed in Thai-Nghe et al. [2011], the factorization models
in recommender systems are implicitly able to encode latent factors of students and tasks (e.g. “slip” and
“guess”), and especially in case where we do not have enough meta data about students and tasks (or even
we have not enough background knowledge of the domain), this mapping is a reasonable approach.

1http://pslcdatashop.web.cmu.edu/KDDCup/

Author’s address: Information Systems and Machine Learning Lab (ISMLL), University of Hildesheim, Marienburger Platz 22,
31141 Hildesheim, Germany. Emails: {nguyen, horvath, schmidt-thieme}@ismll.de
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Moreover, from the pedagogical aspect, we expect that students (or generally, learners) can improve their
knowledge over time, thus, the temporal/sequential information is an important factor in predicting student
performance. Thai-Nghe et al. [2011] proposed using three-mode tensor factorization (on student/task/time)
instead of matrix factorization (on student/task) to take the temporal effect into account.

Inspired from the idea in Rendle et al. [2010], which used matrix factorization with Markov chains to
model sequential behavior of the user in e-commerce area, and also inspired from the personalized forecasting
methods [Thai-Nghe et al. 2011], we propose a novel approach, tensor factorization forecasting, to model
the sequential effect in predicting student performance. Thus, we bring together the advantages of both
forecasting and factorization techniques in this work. The proposed approach can be used not only for
predicting student performance but also for recommending the tasks to the students, as well as for the other
domains (e.g. recommender systems) in which the sequential effect should be taken into account.

2. RELATED WORK

Many works can be found in [Romero and Ventura 2006; Baker and Yacef 2009; Romero et al. 2010] but
most of them relied on traditional classification/regression techniques. Concretely, Cen et al. [2006] proposed
a semi-automated method for improving a cognitive model called Learning Factors Analysis that combines a
statistical model, human expertise and a combinatorial search; Thai-Nghe et al. [2009] proposed to improve
the student performance prediction by dealing with the class imbalance problem, using support vector
machines (i.e., the ratio between passing and failing students is usually skewed); Yu et al. [2010] used
linear support vector machines together with feature engineering and ensembling techniques for predicting
student performance. These methods work well in case we have enough meta data about students and tasks.

In student modeling, Corbett and Anderson [1995] proposed the Knowledge Tracing model, which is widely
used in this domain. The model assumes that each skill has four parameters: 1) initial (or prior) knowledge,
which is the probability that a particular skill was known by the student before interacting with the tutoring
systems; 2) learning rate, which is the probability that student’s knowledge changes from unlearned to learned
state after each learning opportunity; 3) guess, which is the probability that a student can answer correctly
even if he/she does not know the skill associated with the problem; 4) slip, which is the probability that a
student makes a mistake (incorrect answer) even if he/she knows the required skills. To apply the knowledge
tracing model for predicting student performance, the four parameters need to be estimated either by using
Expectation Maximization method [Chang et al. 2006] or by using Brute-Force method [Baker et al. 2008].
Pardos and Heffernan [2010] propose a variant of knowledge tracing by taking individualization into account.
These models explicitly take into account the “slip” and “guess” latent factors.

Recently, researchers have proposed using recommender system techniques (e.g. matrix factorization) for
predicting student performance [Thai-Nghe et al. 2010; Toscher and Jahrer 2010]. The authors have shown
that predicting student performance can be considered as rating prediction since the student, task, and
performance would become user, item, and rating in recommender systems, respectively; Extended from
these works, Thai-Nghe et al. [2011] proposed tensor factorization models to take into account the sequential
effect (for modeling how student knowledge changes over time). Thus, the authors have modeled the student
performance as a 3-dimensional recommender system problem on (student, task, time).

In this work, the problem setting is similar to our previous work [Thai-Nghe et al. 2011], however, we
introduce two new methods - tensor factorization forecasting models - for predicting student performance.

3. PREDICTING STUDENT PERFORMANCE (PSP)

The problem of predicting student performance is to predict the likely performance of a student for some
exercises (or part thereof such as for some particular steps) which we call the tasks. The task could be to
solve a particular step in a problem, to solve a whole problem or to solve problems in a section or unit, etc.
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Detailed descriptions can be found in [Thai-Nghe et al. 2011]. Here, we are only interested in three features,
e.g. student ID, task ID, and time ID.

More formally, let S be a set of students, I be a set of tasks, and P ⊆ R be a range of possible performance
scores. Let Dtrain ⊆ (S × I ×P )∗ be a sequence of observed student performances and Dtest ⊆ (S × I ×P )∗

be a sequence of unobserved student performances. Furthermore, let

πp : S × I × P → P, (s, i, p) 7→ p

and

πs,i : S × I × P → S × I, (s, i, p) 7→ (s, i)

be the projections to the performance measure and to the student/task pair. Then the problem of student
performance prediction is, given Dtrain and πs,i(Dtest), to find

p̂ = p̂1, p̂2, . . . , p̂|Dtest|

such that

err(p, p̂) :=

|Dtest|∑

l=1

(pl − p̂l)2

is minimal with p := πp(Dtest). Some other error measures could also be considered.
As discussed in Thai-Nghe et al. [2011], the problem of predicting student performance can be i) casted as

rating prediction task in recommender systems since s, i and p would be user, item and rating, respectively,
and ii) casted as forecasting problem (illustrated in Figure 1b-top) to deal with the potentially sequential
effects (e.g. describing how students gain experience over time) which is discussed in this work. An illustration
of predicting student performance which takes the data sequence into account is presented in Figure 1a.
Figure 1b-bottom is an example of representing student performance data in a three-mode tensor.

Fig. 1. An illustration of casting predicting student performance as forecasting problem, which uses all historical performance
data controlled by the history length L to forecast the next performance
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4. TENSOR FACTORIZATION FORECASTING

In this work, we will use three-mode tensor factorization which is a generalization of matrix factorization.
Given a three-mode tensor Z of size U × I × T , where the first mode describes U students, the second
mode describes I tasks (problems), and the third mode describes the time. Then Z can be written as a sum
of rank-1 tensors by using CANDECOM-PARAFAC [Carroll and Chang 1970; Harshman 1970; Kolda and
Bader 2009]:

Z ≈
K∑

k=1

λkwk ◦ hk ◦ qk (1)

where ◦ is the outer product; λk ∈ R+; and each vector wk ∈ RU , hk ∈ RI , and qk ∈ RT describes the latent
factor vectors of the student, task, and time, respectively (see the articles [Kolda and Bader 2009; Dunlavy
et al. 2011] for details). In this work, these latent factors are optimized for root mean squared error (RMSE)
using stochastic gradient descent [Bottou 2004].

As mentioned in the literature, “the more the learners study the better the performance they get”, and
the knowledge of the learners cumulates over time, thus the temporal effect is an important factor to predict
the student performance. We adopt the ideas in the previous works [Dunlavy et al. 2011]2, [Thai-Nghe et al.
2011; Thai-Nghe et al. 2011] to incorporate forecasting model into the factorization process, which we call
tensor factorization forecasting.

For simplification purpose, we apply the moving average approach (the unweighted mean of the previous
n data points [Brockwell and Davis 2002]) with a period L on the time mode. The performance of student
u given task i is predicted by:

p̂uiT∗ =

K∑

k=1

wukhikΦT∗k (2)

where

ΦT∗k =

∑T∗−1
t=T∗−L qtkpt

L
(3)

where T ∗ is the current time in the sequence; qtk and pt are the time latent factor and the student performance
of the previous time, respectively; L is the number of steps in the history to be used by the model (refer back
to Figure 1 to see the value of L). We call this method TFMAF (Tensor Factorization - Moving Average
Forecasting).

As shown in [Toscher and Jahrer 2010; Thai-Nghe et al. 2011], the prediction result can be improved if one
employs the biased terms into the prediction model. In educational setting, those biased terms are “student
bias” which models how good a student is (i.e. how likely is the student to perform a task correctly), and
“task bias” which models how difficult/easy the task is (i.e. how likely is the task to be performed correctly).
To take into account the “student bias” and “task bias”, the prediction function (2) now becomes:

p̂uiT∗ = µ+ bu + bi +

K∑

k=1

wukhikΦT∗k (4)

where µ is the global average (average performance of all students and tasks in Dtrain):

µ =

∑
p∈Dtrain p

|Dtrain| (5)

2This work used tensor factorization for link prediction
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bu is student bias (average performance of student u deviated from the global average):

bu =

∑
pu∈Dtrain (pu − µ)

|pu ∈ Dtrain| (6)

and bi is task bias (average performance on task i deviated from the global average):

bi =

∑
pi∈Dtrain (pi − µ)

|pi ∈ Dtrain| (7)

Moreover, in e-commerce area, Rendle et al. [2010] have used matrix factorization with Markov chains
to model sequential behavior by learning a transition graph over items that is used to predict the next
action based on the recent actions of a user. The authors proposed using previous “basket of items” to
predict the next “basket of items” with high probabilities that the users might want to buy. However, in
educational environment, one natural fact is that the performance of the students not only depend on the
recent knowledge (e.g. the knowledge in the previous problems or lessons, which act as “previous basket of
items”) but also depend on the cumulative knowledge in the past that the students have studied. Thus, we
need to adapt this method by using all previous performances which are controlled by history length L (see
Figure 1) for forecasting the next performance.

The ΦT∗k in equation (3) now becomes:

ΦT∗k =

∑T∗−1
t=T∗−L h

′
tkqtkpt

L
(8)

where h′tk is the latent factor of the previous solved task in the sequence. We call this method TFF (Tensor
Factorization Forecasting).

5. EVALUATION

In this section, we first present two real-world data sets, then we describe the baselines for comparison. We
show how we set up the models, and finally, the results of tensor factorization forecasting are discussed.

5.1 Data sets

We use 2 real world data sets which are collected from the Knowledge Discovery and Data Mining Challenge
20103. These data sets, originally labeled “Algebra 2008-2009” and “Bridge to Algebra 2008-2009” will be
denoted “Algebra” and “Bridge” for the remainder of this paper. Each data set is split into a train and a test
partition as described in Table I. The data represents the log files of interactions between students and the
tutoring system. While students solve math related problems in the tutoring system, their activities, success
and progress indicators are logged as individual rows in the data sets.

Table I. Original data sets
Data set #Attributes #Instances

Algebra-2008-2009 train 23 8,918,054

Algebra-2008-2009 test 23 508,912
Bridge-to-Algebra-2008-2009 train 21 20,012,498

Bridge-to-Algebra-2008-2009 test 21 756,386

The central element of interaction between the students and the tutoring system is the problem. Every
problem belongs into a hierarchy of unit and section. Furthermore, a problem consists of many individual

3http://pslcdatashop.web.cmu.edu/KDDCup/
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steps such as calculating a circle’s area, solving a given equation, entering the result and alike. The field
problem view tracks how many times the student already saw this problem. The other attributes we have
not used in this work. Target of the prediction task is the correct first attempt (CFA) information which
encodes whether the student successfully completed the given step on the first attempt (CFA = 1 indicates
correct, and CFA = 0 indicates incorrect). The prediction would then encode the certainty that the student
will succeed on the first try.

As presented in Thai-Nghe et al. [2010], these data sets can be mapped to user, item, and rating in
recommender systems. The student becomes the user, and the correct first attempt (CFA) becomes the
rating, bounded between 0 and 1. The authors also presented several options that can be mapped to the item.
In this work, the item refers to a solving-step, which is a combination (concatenation) of problem hierarchy
(PH), problem name (PN), step name (SN), and problem view (PV). The information of student, task, and
performance is summarized in Table II.

Table II. Information of students, tasks (solving-steps), and performances (CFAs)

Data set #Student (as User) #Task (as Item) #Performance (as Rating)

Algebra 3,310 1,416,473 8,918,054

Bridge 6,043 887,740 20,012,498

5.2 Evaluation metric and model setting

Evaluation metric: The root mean squared error (RMSE) is used to evaluate the models.

RMSE =

√∑
ui∈Dtest(pui − p̂ui)2

|Dtest| (9)

Baselines: We use the global average as a baseline, i.e. predicting the average of the target variable from
the training set. The proposed methods are compared with other methods such as student average (user
average in recommender systems), biased-student-task (this method originally is user-item-baseline in Koren
[2010]). Moreover, we also compare the proposed approach with matrix factorization (MF) since previous
works [Toscher and Jahrer 2010; Thai-Nghe et al. 2010] have shown that MF can produce promising results.
For MF, the mapping of user and item as the following:

student 7→ user ;
Problem hierarchy (unit, section), problem name, step name, problem view 7→ item;

performance 7→ rating

Hyper parameter setting: Hyper parameter search was applied to determine the hyper parameters4 for
all methods (e.g, optimizing the RMSE on a holdout set). We will report later the hyper parameters for some
typical methods (in Table IV). Please note that we have not performed the significance test (t-test) because
the real target variables of the two data sets from KDD Challenge 2010, until now, have not been published
yet. We have to submit the results to the KDD Challenge 2010 website to get the RMSE score. Thus, all
the results reported in this study are the RMSE score from this website (it is still opened for submission
after the challenge). Of course, one can use the internal split (e.g. splitting the training set to sub-train and
sub-test) but we have not experimented in this way since we would like to see how good the results of our
approach are compared to the other approaches on the given data sets.

4Using similar approach described in [Thai-Nghe et al. 2010]
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Dealing with cold-start problem: To deal with the “new user” (new student) or “new item” (new task),
e.g., those that are in the test set but not in the train set, we simply provide the global average score for
these new users or new items. However, using more sophisticated methods, e.g. in [Gantner et al. 2010], can
improve the prediction results. Moreover, in the educational environment, the cold-start problem is not as
harmful as in the e-commerce environment where the new users and new items appear every day or even
hour, thus, the models need not to be re-trained continuously.

5.3 Results

To justify why forecasting method can be a choice in predicting student performance (especially embedding
in the factorization process) and how the sequential (temporal) information affects to the performance of the
learners, we plot the student performance on the y−axis and the problem ID (in sequence) on the x−axis.
However, in the experimental datasets, the true target variable (the actual performance) for each single step
is encoded by binary values, i.e., 0 (incorrect) and 1 (correct), thus, the student performance does not show
the trend line when we visualize these data sets.

Fig. 2. Sequential effect on the student performance: y − axis is the average of correct performances and x − axis is the
sequence of problems (ID) aggregated from the steps. Typical results of Unit 1 and Section 1 of Algebra and Bridge datasets

We aggregate the performance of all steps in the same problem to a single value and plot the aggregated
performance to Figure 2. From this, we can see the sequential effect on the sequence of solving problems (from
left to right). The average performance increases with the trend line, which implicitly means that forecasting
methods are appropriate to cope with predicting student performance. Please note that by aggregating,
we will come up with new data sets and the task now is to predict/forecast the whole problem instead of
predicting/forecasting the single step in that problem. This work is, however, out of the scope of this paper,
so we leave the experimental results on these new aggregated data sets for future work.

Also, in these specific data sets, the actual target variable (the actual performance) is encoded by 0
(incorrect) and 1 (correct), so we modify the equations (3) and (8) to avoid the zero value of the factor
product. The ΦT∗k in equation (3) now becomes:

ΦT∗k =

∑T∗−1
t=T∗−L qtk((pt − 0.5) · 2)

L
(10)

and the Φk in equation (8) now becomes:

ΦT∗k =

∑T∗−1
t=T∗−L h

′
tkqtk((pt − 0.5) · 2)

L
(11)

However, other modifications on these specific data sets can also be used.
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Fig. 3. RMSE results of taken into account the temporal effect using tensor factorization which factorize on student/solving-

step/time.

Figure 3 presents the RMSE of the tensor factorization forecasting methods which factorize on the student
(as user), solving-step (as item), and the sequence of solving-step (as time). The results of the proposed meth-
ods show improvement compared to the others. Moreover, compared with matrix factorization which does
not take the temporal effect into account, the tensor factorization methods have also improved the prediction
results. These results may implicitly reflect the natural fact that we mentioned before: “the knowledge of the
student improves over time”. However, the results of TFF has a small improvement compared to TFMAF
method.

Table III presents the RMSE of the proposed methods and the well-known Knowledge Tracing [Corbett
and Anderson 1995] which estimates the parameters by using Brute-Force (BF) [Baker et al. 2008], on
Bridge data set. Since this data set is quite large, it is intractable when using Expectation Maximization
(EM) method [Chang et al. 2006]. The tensor factorization forecasting models have significant improvements
compared to the Knowledge Tracing model. However, the comparison with other methods, e.g. Performance
Factors Analysis [Pavlik et al. 2009] and Prior Per Student [Pardos and Heffernan 2010], is leaved for future
work.

Table III. RMSE of Knowledge Tracing vs. Tensor
Factorization Forecasting models

Data set Knowledge Tracing (BF) TFMAF TFF

Algebra 0.30561 0.30398 0.30159

Bridge 0.30649 0.28808 0.28700

For referencing, we report the hyper parameters found via cross-validation and approximation of running
time in Table IV. Although the training time of TFF is high (e.g. ≈15 hours on Algebra) but in educational
environment where the models need not to be retrained continuously, this running time is not an issue.

Table IV. Hyper parameters and running time. β is learning rate, λ is regularization term, K is the
number of latent factors, #iter is the number of iterations, and L is the history length.

Method Data set Hyper parameters Train (min.) Test (sec.)

Matrix Factorization Algebra β=0.005, #iter=120, K=16, λ=0.015 16.83 0.15
TFMAF Algebra β=0.015, #iter=30, K=16, λ=0.015, L=8 108.84 9.17

TFF Algebra β=0.001, #iter=60, K=16, λ=0.015, L=10 908.71 15.11

Matrix Factorization Bridge β=0.01, #iter=80, K=64, λ=0.015 40.15 0.34

TFMAF Bridge β=0.005, #iter=20, K=64, λ=0.015, L=10 629.07 51.06
TFF Bridge β=0.0015, #iter=60, K=16, λ=0.005, L=5 466.01 6.61
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6. DISCUSSION AND CONCLUSION

Predicting student performance is an important task in educational data mining, where we can give the
students some early feedbacks to help them improving their study results. A good and reliable model which
accurately predicts the student performance may replace the current standardized tests, thus, reducing the
pressure on teaching and learning for examinations as well as saving a lot of time and effort for both teachers
and students.

From educational point of view, the learner’s knowledge improves and cumulates over time, thus, sequential
effect is an important information for predicting student performance. We have proposed a novel approach
- tensor factorization forecasting - which incorporates the forecasting technique into the factorization model
to take into account the sequential effect.

Indeed, factorization techniques outperform other state-of-the-art collaborative filtering techniques [Koren
2010]. They belong to the family of latent factor models which aim at mapping users (students) and items
(tasks) to a common latent space by representing them as vectors in that space. The performance of these
techniques are promising even we do not know the background knowledge of the domain (e.g. the student/task
attributes). Moreover, we use just two or three features such as student ID, task ID and/or time, thus, the
memory consumption and the human effort in pre-processing can be reduced significantly while the prediction
quality is reasonable. Experimental results have shown that a combination of factorization and forecasting
methods can perform nicely compared to previous works which only use factorization techniques.

Another advantage of this approach is that we can personalize the prediction for each student given the
task, and thus, besides predicting student performance, one could use the proposed methods to recommend
the tasks (exercises) to students when building a personalized learning system.

A simple forecasting technique, which is moving average, was incorporated into the factorization model.
However, applying more sophisticated forecasting techniques, e.g. Holt-Winter [Chatfield and Yar 1988;
Dunlavy et al. 2011], may produce better results.
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There is a growing number of courses delivered using e-learning environments and their online discussions play an important

role in collaborative learning of students. Even in courses with a few number of students, there could be thousands of messages
generated in a few months within these forums. Manually evaluating the participation of students in such case is a significant

challenge, considering the fact that current e-learning environments do not provide much information regarding the structure of

interactions between students.There is a recent line of research on applying social network analysis (SNA) techniques to study
these interactions. And it is interesting to investigate the practicability of SNA in evaluating participation of students. Here we

propose to exploit SNA techniques, including community mining, in order to discover relevant structures in social networks we

generate from student communications but also information networks we produce from the content of the exchanged messages.

With visualization of these discovered relevant structures and the automated identification of central and peripheral participants,

an instructor is provided with better means to assess participation in the online discussions. We implemented these new ideas

in a toolbox, named Meerkat-ED. Which prepares and visualizes overall snapshots of the participants in the discussion forums,

their interactions, and the leader/peripheral students. Moreover, it creates a hierarchical summarization of the discussed topics,

which gives the instructor a quick view of what is under discussion. We believe exploiting the mining abilities of this toolbox
would facilitate fair evaluation of students’ participation in online courses.

1. INTRODUCTION

There is a growing number of courses delivered using e-learning environments, especially in postsecondary
education, using computer-supported collaborative learning (CSCL) tools, such as Moodle ,WebCT and
Blackboard . Online asynchronous discussions in these environments play an important role in collaborative
learning of students. It makes them actively engaged in sharing information and perspectives by interacting
with other students [Erlin et al. 2009]. There is a theoretical emphasis in CSCL on the role of threaded
discussion forums for online learning activities. Even basic CSCL tools enable the development of these
threads where the learners could access text, revise it or reinterpret it; which allow them to connect, build,
and refine ideas, along with stimulating deeper reflection [Calvani et al. 2009]. There could be thousands of
messages generated in a few months within these forums, containing long discussion threads bearing many
interactions between students. Therefore the CSCL tools should provide a means to help instructors for
evaluating participation of students and analyzing the structure of these interactions; which otherwise could
be very time consuming, if not impossible, for the instructors to be done manually.

Up to now, current CSCL tools do not provide much information regarding the participation of students
and structure of interactions between them in discussion threads. In many cases, only some statistical infor-
mation is provided such as frequency of postings, which is not a useful measure for interaction activity [Erlin
et al. 2009]. This means that the instructors who are using these tools, do not have access to convenient in-
dicators that would allow them to evaluate the participation and interaction in their classes [Willging 2005].
Instructors usually have to monitor the discussion threads manually which is hard, time consuming, and
prone to human error. On the other hand, there exists a large body of research on studying the participa-
tion of students in such discussion threads using traditional research methods: content analysis, interviews,
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survey observations and questionnaires [de Laat et al. 2007]. These methods try to detect the activities
that students are involved in while ignoring the relations between students. For example, content analysis
methods, as the most common traditional methods, provide deep information about specific participants.
However, they neglect the relationships between the participants while their focus is on the content, not on
the structure [Willging 2005]. In order to fully understanding the participation of students, we need to under-
stand their patterns of interactions and answer questions like who is involved in each discussion, who is the
active/peripheral participant in a discussion thread [de Laat et al. 2007]. Nurmela et al. 1999 demonstrated
the practicality of social network analysis methods in CSCL, as a method for obtaining information about
relations and fundamental structural patterns. Moreover, there is a recent line of work on applying social
network analysis techniques for evaluating the participation of students in online courses like works done by
Sundararajan 2010, Calvani et al. 2009, de Laat et al. 2007, Willging 2005, Laghos and Zaphiris 2006, and
Erlin et al. 2009. The major challenges these works tried to tackle are: extracting social networks from asyn-
chronous discussion forums (might require content analysis), finding appropriate indicators for evaluating
participation (from education’s point of view) and measuring these indicators using social network analysis.
As clarified in the related works, Section 2, none of these works provides a complete or specific toolbox for
analyzing discussion threads. However, they attempted to address one of these challenges to some extent.

Here, we elaborate on the importance of social network analysis for mining structural data in the field of
computer science and its applicability to the domain of education. for monitoring and evaluating participation
of students in online courses. We propose Meerkat-ED, a specific and practical toolbox for analyzing interac-
tions of students in asynchronous discussion forums of online courses. Meerkat-ED analyzes the structure of
these interactions using social network analysis techniques including community mining. It prepares and visu-
alizes overall snapshots of participants in the discussion forums, their interactions, and the leader/peripheral
students in these discussions. Moreover, it analyzes the content of the exchanged messages in this discussions
by building an information network of terms and using community mining techniques to identify the topics
discussed. Meerkat-ED creates a hierarchical summarization of these discussed topics in the forums, which
gives the instructor a quick view of what is under discussion in these forums. It further illustrates how much
each student has participated in these topics, by showing his/her centrality in the discussions on that topic,
the number of posts, replies, and the portion of terms used by that student in the discussions. In the follow-
ing, we first introduce some basic backgrounds of social network analysis and elaborate on its applications
in the context of on-line Education. We then present Meerkat-ED – our solution for social network analysis
of online courses in Section 3 and illustrate its practicability on our own case study data in Section 4.

2. BACKGROUND AND RELATED WORKS

Social networks are formally defined as a set of actors or network members whom are tied by one or more type
of relations [Marin and Wellman 2010]. The actors are most commonly persons or organizations, however,
they could be any entities such as web pages, countries, proteins, documents, etc. There could also be many
different types of relationships, to name a few, collaborations, friendships, web links, citations, information
flow, etc. [Marin and Wellman 2010]. These relations represented by the edges in the network connecting
the actors and may have a direction (shows the flow from one actor to the other) and a strength (shows how
much, how often, how important).

Unlike proponents of attribute based social sciences, social network analysts argue that causation is not
located in the individuals, but in the social structure [Marin and Wellman 2010]. Social network analysis
is the study of this structure. Rooted in sociology, nowadays, social network analysis has became an in-
terdisciplinary area of study, including researchers from anthropology, communications, computer science,
education, economics, criminology, management science, medicine, political science, and other disciplines
[Marin and Wellman 2010]. Social network analysis examines the structure and composition of ties in the
network to provides insights into: 1) understanding the central actors in the network (prestige); 2) detecting
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the individuals with the most outgoing connections (influence), the most incoming connections (prominence),
and the least connections (outlier); 3) identifying the proportion of possible ties that actually exist (density);
4) tracking the actors that are involved in passing information through the network (path length); 5) find-
ing the actors that are communicating more often with each other (community), etc. The availability and
growth of large datasets of information networks makes community mining a very challenging research topic
in social networks analysis. There has been a considerable amount of work done to detect communities in
social networks [Palla et al. 2005], [Newman and Girvan 2004], [Chen et al. 2009], etc.

2.1 Social Network Analysis of Asynchronous Discussions in Online Courses

In order to apply social network analysis techniques to assess participation of students in an e-learning
environment, we need to first extract the social network from the e-learning course. Then we consider which
measures show an effective participation, and finally report these measures in an appropriate way. Here, we
give an overview of the previous works related to each of these phases.

Fig. 1: This nanogram illustrates a comparison
of participation of one group (blue lines) with
the average participation of other groups (red
lines) using the nine indicators defined by Cal-
vani et al. 2009. Figure reproduced from [Cal-
vani et al. 2009].

Extraction of Social Network. CSCL tools record log files
that contain the detailed actions that occurring within them.
Hence, log files include information about the activity of the
participants in the discussion forums [Nurmela et al. 1999].
de Laat et al. 2007, Willging 2005, Erlin et al. 2009 and Laghos
and Zaphiris 2006 used these log files to extract the social net-
work underneath of discussion threads. Laghos et al. stated
that they considered each message as directed to all partici-
pants in that discussion thread while others considered it as
only directed to the previous message. Gruzd and Haythornth-
waite 2008 and 2009, proposed an alternative and more com-
plicated way of extracting social networks, called named net-
work. They argue that using this common method (connecting
a poster to the previous poster in the thread) would result in
losing much of the connections. Their approach briefly is: first
using named entity recognition to find the nodes of the net-
work, then counting the number of times that each name is
mentioned in posts by others to obtain the ties, and finally
weighting these ties by the amount of information exchanged
in the posts. However, their final reported results are not that
promising and even obtaining those results requires many man-
ual corrections during the process. Regarding what we should consider as the participation in extracting the
social network, Hrastinski 2008 suggested that apart from writing, there are other indicators of participation
like accessing the e-learning environment, reading posts or the quantity and quality of the writing. However,
all of these methods extracted networks just based on posts by student (writing level).

Measuring the Effectiveness of Participation. Daradoumis et al. 2006 defined high level weighted (showing
the importance) indicators to represent collaboration learning process; task performance, group function-
ing, social support, and help services. They further divided these indicators to skills and sub-skills, and
assigned every sub-skill to an action. For example, group functioning is divided into: active participation
behavior, task processing, communication processing, etc. On the other hand, communication processing is
itself divided into more sub-skills: clarification, evaluation, illustration, etc. and clarification is then mapped
to the action of changing description of a document or url. In the education context, Calvani et al. 2009
defined 9 indicators for measuring the effectiveness of participation to compare different groups within a
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class; extent of participation (number of messages ), proposing attitude (number of messages with proposal
label), equal participation (variance of messages for users), extent of role (portion of roles used), rhythm
(variance of daily messages per day), reciprocal reading (portion of messages that have been read), depth
(average response depth), reactivity to proposal (number of direct answers to messages with proposal label)
and conclusiveness (number of messages with conclusion label); all summarized in a nonagon graph which
shows the group interactions relatively to the mean behavior of all groups (Figure 1). However, for measuring
the effectiveness of participation, most of the previous works simply used general social network measures
(different centrality measures, betweenness, etc.), available in one of the common general social network
analysis toolboxes. Sundararajan 2010, de Laat et al. 2007, Willging 2005, Erlin et al. 2009 used UCINET
[UCINET] and Laghos and Zaphiris 2006 used NetMiner [NetMiner].

3. SOCIAL NETWORK ANALYSIS FOR EDUCATION: MEERKAT-ED

In this section, we illustrate the practicability of social network analysis in evaluating participation of students
in online discussion threads. We present our specific social network analysis toolbox, named Meerkat-ED, to
analyze online courses. Meerkat-ED is designed for assessing the participation of students in asynchronous
discussion forums of online courses. It analyzes the structure of interactions between students in these
discussions using social network analysis techniques. It exploit community mining techniques in order to
discover relevant structures in social networks generated from student communications and also information
networks produced from the content of the exchanged messages. With visualization of these discovered
relevant structures and the automated identification of central and peripheral participants, an instructor is
provided with better means to assess participation in the online discussions.

Meerkat-ED prepares and visualizes overall snapshots of participants in the discussion forums, their inter-
actions, and the leader/peripheral students. It creates a hierarchical summarization of the topics discussed
in the forums using community mining, which gives the instructor a quick view of what is under discussion
in these forums. It further illustrates how much each student has participated on these topics, by showing
his/her centrality in the discussions on that topic, the number of posts, replies, and the portion of terms
used by that student in discussions on the topic. Meerkat-ED builds and analyzes two kinds of networks out
of the discussion forums: social network of the students where links represent correspondence, and network
of the phrases used in the discussions where links represent co-occurrence of phrases in the same sentence.
Interpreting the first network shows the interaction structure of the students participated in the discussions.
Furthermore, centrality of students in this network corresponds to their leadership in the discussions. In-
terpreting terms network depicts the terms used in the discussion and the relations between these terms.
Finding the hierarchical communities in this network demonstrates the topics addressed in the discussions.
Choosing each of these topics outlines the students who participated in that topic and the extent of their
participation.

3.1 Interpreting Students Interaction Network

Interpreting the network of interaction between students helps instructors monitor the interaction structure
of students, and examine which students are the leaders in given discussions and who are the peripheral
students. Here, we first describe how the network is extracted based on the information from the discussion
threads. Then, we continue by bringing an analysis of leadership of the students based on their centrality in
this network. The student network shows the interaction between students in the discussion forums, where
the nodes represent students of the course and edges are the interaction between these students (i.e. messages
exchanged). The edges are weighted by the number of messages passed between the two incident students.
This network could be built both directed or undirected (chosen by the instructor); in the directed model,
each message is considered connecting the author of the message to the author of its parent message. The
leadership and influence of students in the discussions could be compared by examining the centrality of
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nodes corresponding to them in the network; as the nodes’ centrality measures their relative importance
within a network. Moreover, students could be ranked more explicitly in a concentric centrality graph in
which the more central/powerful the node is, the closer it is to the center (Figure 4).

3.2 Interpreting Term Network

Interpreting the term network, depicts the terms used in the discussions and the relation between these
terms. Moreover, finding the hierarchical communities in this network, demonstrates the topics exchanged in
the discussions. Furthermore, choosing each of these topics would outline the students who participated in
that topic and the extent of their participation. In the term network, nodes represent noun phrases occurring
in the discussions; and edges show the co-occurrence of these terms in the same sentence. Each co-occurrence
edge contains the messages in which its incident terms occurred together; and is weighted by the number
of sentences in which these terms co-occurred. For building this network, we need to first extract the noun
phrases from the discussions, then build the network by setting the extracted phrases as nodes and checking
their co-occurrence in all the sentences of every message for creating the edges.

We have used the OpenNlp toolbox [OpenNlp] for extracting noun phrases out of discussions. OpenNlp
is a set of natural language processing tools for performing sentence detection, tokenization, pos-tagging,
chunking, parsing, and etc. Using sentence detector in OpenNlp, we first segmented the content of messages
to their consisting sentences. The tokenizer was used to break down those sentences to words. Having the
tokenized words, we used the Part-Of-Speech tagger to determine their grammatical tags – whether they are
noun, verbs, adjective, etc. Then using the chunker, we grouped these words to the phrases, and we picked
the detected noun phrases, which are sequences of words surrounding at least one noun and functioning as
a single unit in the syntax. For obtaining better sets of terms to represent the content of the discussions,
pruning on the extracted noun phrases was necessary. We removed all the stopwords, and split the phrases
that have stop word(s) within into two different phrases. For example the phrase ”privacy and confidentiality”
is split into two terms: “privacy”, and “confidentiality”. To avoid having duplicates, the first characters were
converted to lower case (if the other characters of the phrase are in lowercase) and plurals to singular forms
(if the singular form appeared in the content). For instance “Patients” would be “patients” then “patient”.
As final modification, we removed all the noun phrases that just occurred once; which would prune most of
unwanted phrases.

The term Network could be further analyzed to group the terms co-occurring mostly together. These groups
represent the different topics discussed in the messages and could be obtained by detecting the communities
in the term network. This idea is similar to work done in Chen et al. 2008. For creating the hierarchy of
the topics, we applied a community mining algorithm repeatedly to divide one of the current connected
components of the network, until the size of all components is smaller than a threshold, or the division of
any of the components would result in a loose partitioning. We used FastModularity [Clauset et al. 2004] as
the community detection algorithm, however it could be any other community mining approach. Based on
the detected term communities, the participation of students and how wide their participation are could be
validated. In other words, students who participated in different topics could be considered more active than
students that just talked about a smaller number of topics. This evaluation could be examined by selecting
each student and checking how many topics he/she participated in.

4. CASE STUDY

In this section, we validate the feasibility of Meerkat-ED and illustrate its practical application on our
own case study data. Here, Meerkat-ED is used for visualizing, monitoring and evaluating participation of
students in the discussion forums. The data set we have used is obtained from a postsecondary course. The
course titled Electronic Health Record and Data Analysis, and was offered in Winter 2010 at University of
Alberta. The permission to use the anonymized course data for research purposes was obtained from all the

Analyzing Participation of Students in Online Courses 25



students registered in the course, at the end of the semester so as not to bias the communications taking
place. This data is further anonymized by assigning fake names to students and replacing any occurrence of
first, last or user name of the students in the data (including content of the messages in discussion forums)
with the assigned fake name. We also removed all email addresses from the data.

In the chosen course, as is also usual in other courses, the instructor initiated different discussion threads.
For each thread he posted a question or provided some information and asked students to discuss the issue.
Consequently students posted subsequent messages in the thread, responding to the original question or
to the response of other students. This course was offered using Moodle which is a widely-used course
management system. Moodle like other CSCL tools, enables interaction and collaborative construction of
content, mostly using its Forum tool which is a place for students to share their ideas [Moodle]. Only using
Moodle, to evaluate student participation the instructor is limited to shallow means such as the number
of posts per thread and eventually the apparent size of messages. The instructor would have to manually
monitor the content of each interaction to measure the extent of individual participation, which is hard, time
consuming and even unrealistic in large classes or forums with large volume, where different participants can
be assigned to moderate different discussions and threads.

To assess participation, we build and analyze two kinds of networks from these information: the social
network of students and the network of the terms used by them. The instructor of the course denoted the
usefulness of the results of these analysis in evaluating the participation of students in the course. Like in
[Sundararajan 2010] where the authors noted that using SNA it was easy to identify the workers and the
lurkers in the class, in this case study, the instructor reported that using Meerkat-ED it was easy to have an
overview of the whole participation and it was possible to identify influential students in each thread as well
as identify quiet students or unvoiced opinions, something that would have been impossible with the simple
statistics provided by Moodle. More importantly, focusing on the relationships in the graph one can identify
the real conduit for information rather than simply basing assessment of patrticipation on message size or
frequency of submissions. Learners who place centarly in the network as conduit for the information control
and can cause more knowledge exchange which is desirable in an online class. Regardless of the frequency of
messages, their size or content, if they do not have influence, their authors remain marginal and sit on the
periphery of the network (See Figure 4). This role of conduit of information versus mariginal students can
change during the course of the semester or from one discussed thread to the other. The systematic analysis
of centrality of participants per topic discussed provided by Meerkat-ED allowed a better assessment of the
participation of learners at each discussion topic level.

4.1 Interpreting Students Interaction Network

As explained before, first of all we have to extract the students network from the discussion thread. Figure 2
shows the visualized network of students in the course. The size of the nodes corresponds to their degree
centrality in the network – the number of incident edges. This means that the bigger a node is, the more
messages the student represented by that node sent and received. The thickness of the edges in the net-
work represents the weight of interactions which is based on the number of messages in the interaction of
communicating students. Choosing an edge would bring up a pop up window that shows these messages as
illustrated in Figure 3. The next step is to analysis the leadership of the students based on their centrality in
this network. The nodes’ centrality is depicted by the size of the nodes in the visualized network as illustrated
in Figure 2. Moreover, students could be ranked more explicitly in a concentric centrality graph in which
the more central/powerful the node is, the closer it is to the center, as presented in Figure 4.

4.2 Interpreting Term Network

For this specific course, we extract the term network from the discussion forum. Figure 5 presents the
visualization of this term network, where the size of the nodes represents the frequency of their corresponding

26 Reihaneh Rabbany Khorasgani, Mansoureh Takaffoli and Osmar Zäıane



(a) Directed Network (b) Undirected Network

Fig. 2: Visualized Student Network: The left panel lists the students in the course. The right panel shows the social network of
interaction of students in the course. The size of nodes corresponds to their centrality/leadership in the discussions. The width

of edges represents the weight of communication between incident nodes.

Fig. 3: Visualization of messages in an interaction: the interaction window shows the messages passed between nodes incident to

the selected edge: Chloe and Eric. Selecting each message from the left panel would show its title, sender, receiver and content.

terms and the thickness of edges represents the weight of the co-occurrences (i.e. the number of sentences
in which incident terms occurred together). Selecting an edge would show these messages as illustrated
in Figure 6. In this visualization the instructor would see a list of the discussion threads in the course
while selecting any set of those discussions/messages would bring up the corresponding term network, along
with the list of terms occurring in them and the list of students that participated in these selected set of
discussions/messages. Selecting any of these terms would show the students that used that term. Likewise,
selecting any of the students would outline the terms used by that student, as illustrated in Figure 5; which
is highlighting the terms discussed by the student named Chloe. The difference between the number of

Analyzing Participation of Students in Online Courses 27



Fig. 4: Comparing centrality of students: the students closer to the center are more central in the student network, i.e., have

participated more in the discussions of the course. Likewise, the further from the center, the less the student was active; here

James is the least active student in the discussions and is placed on the outer circle.

Fig. 5: Visualized Term Network: The left panel lists the discussion threads in the course. The middle panel shows the network

of terms in the selected set of discussions. The upper right panel shows list of students participated in the selected discussions,

along with some statistics about their participation such as number of posts, replies, etc. The bottom right panel shows the

terms used in these discussions. Selecting each student, would outline the terms used by that student.

terms discussed by the students could help the instructor to compare the participations of the students:
students who discuss more terms participate more as well. In order to further analyzed the term Network,
as explained before, we group the terms co-occurring mostly together. Figure 7a shows the detected topics
(term communities) in the network given in Figure 5. The green nodes show the representative nodes of
communities. Each representative node, contains 10 most central terms of the terms in the community it
represents. The size of the representative nodes corresponds to the number of terms in their communities;
while the size of the leaf nodes, terms, is related to their frequency, same as the term network. Similar to
the term network, here also one could select a set of terms, usually within a topic, to see who participated
in a discussion with that topic and to what extent, as illustrated in Figure 7b.
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Fig. 6: Co-occurrence of terms: selecting a co-occurrence edge would bring up a pop op window that shows the messages these

incident terms co-occurred together in, highlighting the corresponding terms in the content.

(a) Term communities (Topics) (b) Term communities (Topics), zoomed

Fig. 7: Term communities (Topics): The gray circles outline the communities boundaries and the green nodes represent the

community representatives. Each community representative is accompanied with its top 10 phrases in its community. These
could be seen in the tooltip in the figure. Selecting each topic, would outline the students who participated in a discussion

with the topic, and the terms in that topic. Here, the topic is roughly about ”patient, disclosure, confidentiality and society”.

Moreover, students who participated in this topic and their contribution could be seen in the upper right panel.

5. CONCLUSIONS

In this paper we elaborated the importance of social network analysis for mining structural data and its
applicability in the domain of education. we introduced social network analysis and community mining for
studying the structure in relational data. We illustrated the place and need for social network analysis in
study of the interaction of users in e-learning environments; then summarized some recent studies in this
area. We also proposed Meerkat-ED, a specific and practical toolbox for analyzing students interactions in
asynchronous discussion forums. Our toolbox prepares and visualizes overall snapshots of participants in the
discussion forums, their interactions, and the leaders/peripheral students. Moreover, it creates a hierarchical
summarization of the discussed topics, which gives the instructor a quick view of what is under discussion.
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It further illustrates individual student participation in these topics, measured by their centrality in the
discussions on that topic, their number of posts, replies, and the portion of terms used by them. We believe
exploiting the mining abilities of this toolbox would facilitate fair evaluation of students’ participation in
online courses.
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A Machine Learning Approach for Automatic Student Model
Discovery

Nan Li and Noboru Matsuda and William W. Cohen and Kenneth R. Koedinger, Carnegie Mellon
University

Student modeling is one of the key factors that affects automated tutoring systems in making instructional decisions. A student
model is a model to predict the probability of a student making errors on given problems. A good student model that matches
with student behavior patterns often provides useful information on learning task difficulty and transfer of learning between
related problems, and thus often yields better instruction. Manual construction of such models usually requires substantial
human effort, and may still miss distinctions in content and learning that have important instructional implications. In this paper,
we propose an approach that automatically discovers student models using a state-of-art machine learning agent, SimStudent.
We show that the discovered model is of higher quality than human-generated models, and demonstrate how the discovered
model can be used to improve a tutoring system’s instruction strategy.

1. INTRODUCTION

A student model is a set of knowledge components (KC) encoded in intelligent tutors to model how students
solve problems. The set of KCs includes the component skills, concepts, or percepts that a student must
acquire to be successful on the target tasks. For example, a KC in algebra can be how students should proceed
given problems of the form Nv=N (e.g. 3x = 6). It provides important information to automated tutoring
systems in making instructional decisions. Better student models match with real student behavior. They
are capable of predicting task difficulty and transfer of learning between related problems, and often yield
better instruction. Traditional ways to construct student models include structured interviews, think-aloud
protocols, rational analysis, and so on. However, these methods are often time-consuming, and require expert
input. More importantly, they are highly subjective. Previous studies [Koedinger and Nathan 2004; Koedinger
and McLaughlin 2010] have shown that human engineering of these models often ignores distinctions in
content and learning that have important instructional implications. Other methods such as Learning Factor
Analysis (LFA) [Cen et al. 2006] apply an automated search technique to discover student models. It has
been shown that these automated methods are able to find better student models than human-generated
ones. Nevertheless, one key limitation of LFA is that it carries out the search process only within the space
of human-provided factors. If a better model exists but requires unknown factors, LFA will not find it.

To address this issue, we propose a method that automatically discovers student models not depending on
human-provided factors. The system uses a state-of-art machine learning agent, SimStudent [Matsuda et al.
2009], to acquire skill knowledge. Each skill corresponds to a KC that students need to learn. The model then
labels each observation of a real student based on skill application. We evaluated the approach in algebra
using real student data. Experiment results show that the discovered model fits with real student data better
than human-generated models, and provides useful insights in finding better instructional methods.

In the following sections, we begin with a review of SimStudent. Next, we report experiment results that
demonstrate the benefits of the SimStudent model over the human-generated model. After this, we discuss
the possible improvements that can be made to a tutoring system suggested by the SimStudent model. In
closing, we discuss related work as well as future directions for this work.
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2. A REVIEW OF SIMSTUDENT

SimStudent is an intelligent agent that inductively learns skills to solve problems from demonstrated solu-
tions and from problem solving experience. It is a realization of programming by demonstration [Lau and
Weld 1998] and employs inductive logic programming [Muggleton and de Raedt 1994] as one of its learning
mechanisms. For more details about SimStudent, please refer to Matsuda et al. [2009].

2.1 Input

SimStudent is given a set of feature predicate symbols and a set of operator symbols as prior knowledge before
learning. Each predicate is a boolean function that describes relations among objects in the domain (e.g. (has-
coefficient -3x)). Operators specify basic manipulations (e.g. (add 1 2), (coefficient -3x)) that SimStudent
can apply to objects in the problem solving interface, like numbers or character strings. Operators are
divided into two groups, domain-independent operators and domain-specific operators. Domain-independent
operators (e.g. (add 1 2)) are basic manipulations that are applicable across multiple domains. Real students
usually have knowledge of these simple skills prior to class. Domain-specific operators (e.g. (add-term 5x-
5 5), (coefficient -3x)), on the other hand, are more complicated manipulations that are associated with
only one domain. From a learner modeling perspective, beginning students may not know domain-specific
operators and thus providing such operators to SimStudent may produce learning behavior that is distinctly
different from human students [Matsuda et al. 2009]. Operators in SimStudent (whether domain-independent
or domain-specific) have no explicit encoding of preconditions and effects. This matches the intuition that
human students often “know how” without “knowing when”.

During the learning process, given the current state of the problem (e.g., -3x = 6), SimStudent first tries
to find an appropriate production rule (skill knowledge acquired by SimStudent) that proposes a plan for
the next step (e.g. (coefficient -3x ?coef) (divide ?coef)). If it finds one, it executes the plan, performs an
action in the system interface, and waits for feedback from the human user/author/tutor. If the user provides
positive feedback, SimStudent continues to the next step. If not, SimStudent records this negative feedback
and may try again. If SimStudent does not find a production rule that generates a correct action, it requests
a demonstration of the next step, which the user performs in the interface. SimStudent uses any negative
feedback to modify existing productions. It uses the next-step demonstration, if provided, to learn a new
production rule.

In the experiments we describe here, the user/author/tutor role is simulated by a hand-engineered algebra
tutor [Koedinger et al. 1995], which provides SimStudent with feedback and next-step demonstrations as
needed via an API. For each demonstrated step, the user/tutor specifies a tuple of 〈selection, action, input〉
(SAI tuple) for a skill. SimStudent is given a skill label (e.g. “divide”) generated by the cognitive tutor,
which corresponds to the type of skill applied. “Selection” in the SAI tuple (e.g. -3x and 6 for -3x = 6) is
associated with elements in the graphical user interfaces (GUI). It shows where a “focus of attention” is
—that is, where to look for relevant information. “Action” (e.g. entering some text) indicates what action
to take with the “input” (e.g. (divide -3) for problem -3x = 6). In this example, the full plan might be to
first retrieve coefficient and then to divide by it (e.g. (coefficient -3x ?coef) (divide ?coef)), but the tutor
only demonstrates the final action (e.g., (divide -3)) to SimStudent. Taken together, the given information
forms one record indexed by the skill label, R=〈label, 〈selection, action, input〉〉 (e.g. R=〈divide, 〈(-3x, 6),
input text, (divide -3)〉〉). In learning, SimStudent acquires one production rule for each skill label, based on
the set of associated records gathered at that point.

2.2 Production Rules

The output of the learning agent is represented as production rules. Each production rule corresponds to
one knowledge component. The left side of Figure 1 shows an example of a production rule learned by
SimStudent. A production rule indicates “when” (precondition) to apply a rule to what information found
“where” (focus of attention (FoA)) in the interface and “how” (operator sequence) the problem state should
be changed. For example, the rule shown in the left side of Figure 1 would be read as “given a left-hand side
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•  Skill divide (e.g. -3x = 6) 
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Fig. 1. Original and extended production rules for divide in a readable format.

(i.e. -3x) and a right-hand side (i.e. 6) of the equation, when the left-hand side does not have a constant
term, then get the coefficient of the term on the left-hand side and divide both sides by the coefficient.” The
focus of attention of the production represents paths through the task-specific GUI interface that retrieve
the items needed by the operator sequence. The precondition of a production rule includes a set of feature
tests, representing preconditions for applying the rule. The operator sequence specifies a plan to execute.

2.3 Learning Mechanism

SimStudent uses three different learning components for the three parts of the production rules. The first
component (the “where learner”) learns how to focus attention on the relevant aspects of the interface by
generalizing paths from the element for the interface as a whole to the specific elements of the interface that
have the information needed to execute the operator sequence. The elements in the GUI are organized in a
tree structure. In the algebra domain, the root node is a table node that links to columns, and each column
has multiple cells as children. The “where learner’s” task is to find the right paths in the tree to reach the
nodes in the focus-of-attention (e.g. Cell 11 and Cell 21). A FoA (e.g. Cell 21) can be reached either 1) by
the path to its exact position (e.g. Cell 21) in the tree, 2) by a generalized path (e.g. Cell 2?, Cell ??) to its
position. Therefore, given a set of FoAs from positive records, for each position, the “where learner” searches
for one least general path that covers all of the FoAs at that position.

The second part of the learning mechanism is a precondition learner (the “when learner”, which acquires
the precondition of the production rule using the given feature predicates. The precondition learner utilizes
FOIL [Quinlan 1990], an inductive logic programming system that learns Horn clauses from both positive
and negative examples expressed as relations. For each rule, the precondition learner creates a new predicate
that corresponds to the precondition of the rule, and sets it as the target relation for FOIL to learn. The
arguments of the new predicate are associated with the FoAs. Each training record serves as either a positive
or a negative example for FOIL. For example, (precondition-divide -3x 6) is a positive example for the new
predicate (precondition-divide ?FoA1 ?FoA2). The precondition learner also computes the truthfulness of all
predicates bound with all possible permutations of FoA values, and sends it as input to FOIL. Given these
inputs, FOIL will acquire a set of clauses formed by feature predicates describing the precondition predicate.

The last component is the operator sequence learner (the “how learner”). For each positive record, Ri,
the learner takes the FoAs, FoAsi, as the initial state, and sets the step, stepi, as the goal state. We say
an operator sequence explains a FoAs-step pair, 〈FoAsi, stepi〉, if the system takes FoAsi as an initial state
and yields stepi after applying the operators. For example, with the FoAs-step pair in the example, 〈(-3x,
6), (divide -3)〉, the operator sequence (coefficient -3x ?coef) (divide ?coef) is a possible explanation for this
pair. The learner searches for the shortest operator sequence that explains all of the 〈FoAs, step〉 pairs using
iterative-deepening depth-first search.
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Fig. 2. Correct and incorrect parse trees for −3x.

Last, although SimStudent tries to learn one rule for each label, it might fail to do so (e.g., when no
operator sequence can explain all records). In that case, SimStudent learns a disjunctive rule just for the last
record. This effectively splits the records into two clusters. Later, for each new record, SimStudent tries to
acquire a rule for each of the clusters with the new record, and stops whenever it successfully learns a rule
with one of the clusters, or creates another new cluster.

2.4 Extending SimStudent to Learn Deep Features

Previous study [Chi et al. 1981] has shown that one of the key differences between experts and novices is
that experts view the world in terms of deep features, whereas novices only see shallow features. Recently,
we have extended SimStudent to support acquisition of deep features using Li et al. [2010]’s algorithm.
They model deep feature learning as a grammar induction problem. In the algebra domain, expressions are
modeled with a probabilistic context free grammar (PCFG), and the deep features (e.g., “coefficient”) are
intermediate symbols in the grammar rules. Moreover, Li et al. [2010] showed that student errors can be
modeled as incorrect parsing, as shown at the right side of Figure 2. Li et al. [2010]’s deep feature learner
extends an earlier PCFG learner [Li et al. 2009] to support feature learning and transfer learning.

The input of the system is a set of observation-feature pairs such as 〈-3x, -3〉. The output is a PCFG with
a designated intermediate symbol in one of the rules set as the target feature. The learning process contains
two steps. The system first acquires the grammar using Li et al. [2009]’s algorithm. After that, the feature
learner tries to identify an intermediate symbol in one of the rules as the target feature. To do this, the system
builds parse trees for all of the observation sequences, and picks the intermediate symbol that corresponds
to the most training records as the deep feature. To model transfer learning, Li et al. [2010] further extend
the feature learner to acquire PCFGs based on previously acquired knowledge. When the learner is given a
new learning task, it first uses the known grammar to build parse trees for each new record in a bottom-up
fashion, and stops when there is no rule that could further merge two parse trees into a single tree. The
learner then switches to the original learner and acquires new grammar rules as needed. Having acquired
the grammar for deep features, when a new problem is given to the system, the learner will extract the deep
feature by first building the parse tree of the problem based on the acquired grammar, and then extracting
the subsequence associated with the feature symbol from the parse tree as the target feature. However, this
model is only capable of learning and extracting deep features without using them to solve problems.

As we have mentioned above, SimStudent is able to acquire production rules in solving complicated
problems, but requires a set of operators given as prior knowledge. Some of the operators are domain-
specific, and require expert knowledge to build them. On the other hand, the feature learner acquires the
deep features that are essential for effective learning, but is limited to information extraction tasks. In order
to both reduce the amount of prior knowledge engineering needed for SimStudent and to extend the deep
feature learner’s capability, we integrated the deep feature learner into SimStudent.
Extending Perceptual Learning. Previously, the FoAs encoded in production rules are always associ-

ated with paths to elements in the GUI (such as cells in the algebra example). Intuitively, the deep features
discussed above represent perceptual information–however, it is domain-specific, learned perceptual infor-
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mation. To exploit this information, we extend the perceptual hierarchy for the GUI to further include the
most probable parse trees from the learned PCFG in the contents of the leaf nodes. We implement this by
appending the parse trees to their associated leaf nodes, marking the appended nodes as type “subcell”. In
the algebra example, this extension means that cells representing algebraic expressions (e.g., those corre-
sponding to left-hand sides or right-hand sides of the equation) are linked to parse trees for these expressions.
Using -3x as an example, the extended hierarchy includes the parse tree for -3x as shown on the left side of
Figure 2 as a subtree connected to the cell node associated with -3x. With this extension, the coefficient (-3)
of -3x is now explicitly represented in the percept hierarchy. Hence if the extended SimStudent includes this
subcell as a FoA in production rules, as shown at the right side of Figure 1, the production rule would no
longer need the domain-specific engineered operator “coefficient”.

However, extending the percept hierarchy presents challenges to the original “where learner”. First of all,
since the extended subcells are not associated with GUI elements, we can no longer depend on the tutor
to specify FoAs for SimStudent. Nor can we simply put all of the subcells in the parse trees as FoAs: if we
did, the acquired production rules would contain redundant information that might hurt the generalization
capability of the “where learner”. For example, for problem -3x=6, among all inserted subcells, only -3 is
a relevant FoA in solving the problem. Second, the paths to the relevant FoAs are typically more diverse:
for example, for problems -3x=6 and 4x=8, the original where learner would not be able to find one set of
generalized paths that explain both training examples, since -3x has eight nodes in its parse tree, while 4x
has only five. To address these challenges, we extend the original “where learner” to support acquisition of
FoAs with redundant and non-fixed length FoA lists.

To do this, SimStudent first includes all of the inserted subcells as candidate FoAs, and calls the operator
sequence learner to find a plan that explains all of the training examples. The “where learner” then removes
all of the subcells that are not used by the operator sequence from the candidate FoA list. Since all of the
training records share the same operator sequence, the number of FoAs remained for each record should
be the same. Next, the “where learner” arranges the remained subcell FoAs based on their orderings of
being used by the operator sequences. After this process, the “where learner” now has a set of FoA lists
that contains fixed number of FoAs ordered in the same fashion. We can then switch to the original “where
learner” to find the least general paths for the updated FoA lists. In our example for skill “divide”, as shown
at the right side of Figure 1, the FoAs of the production rule would contain three elements, the left-hand side
and right-hand side cells which are the same as the original rule, and a coefficient subcell which corresponds
to the left child of the variable term. Note that since we removed the redundant subcells, the acquired
production rule now works with both -3x=6 and 4x=8.

Extending Precondition Acquisition. In addition to extending the feature learner, we also extend the
vocabulary of feature symbols provided to the precondition learner. As implied by its name, the deep feature
learner acquires information that reveal essential features of the problem state. It is natural to think that
these deep features could also be used in describing desired situations to fire a production rule. Therefore, we
construct a set of grammar features that are associated with the acquired PCFG. The set of new predicates
describe positions of a subcell in the parse tree. For example, we create a new predicate called “is-left-child-
of”, which should be true for (is-left-child-of -3 -3x) based on the parse tree shown in the left side of Figure 2.
Importantly, these new predicates are not domain-specific (although they are specific to the PCFG-based
approach to deep feature learning). All of the grammar feature predicates are then included in the set of
existing feature predicates for the precondition learner to use later.

3. EXPERIMENT STUDY

3.1 Method

In order to evaluate the effectiveness of the proposed approach, we carried out a study using an algebra
dataset. We compared the SimStudent model with a human-generated KC model by first coding the real
student steps using the two models, and then testing how well the two model codings fit with real student
data.
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For the human-generated model, the real student steps were first coded using the “action” label associated
with a correct step transaction, where an action corresponds to a mathematical operation(s) to transform
an equation into another. As a result, there were nine KCs defined (called the Action KC model) – add,
subtract, multiply, divide, distribute, clt (combine like terms), mt (simplify multiplication), and rf (reduce a
fraction). Four KCs associated with the basic arithmetic operations (i.e., add, subtract, multiply, and divide)
were then further split into two KCs for each, namely a skill to identify an appropriate basic operator and a
skill to actually execute the basic operator. The former is called a transformation skill whereas the latter is a
typein skill. As a consequence, there were 12 KCs defined (called the Action-Typein KC model). Not all steps
in the algebra dataset can be coded with these KC models – some steps are about a transformation that we
do not include in the Action KC model (e.g., simplify division). There were 9487 steps that can be coded
by both KC models mentioned above. The “default” KC model, which were defined by the productions
implemented for the cognitive tutor, has only 6809 steps that can be coded. To make a fair comparison
between the “default” and “Action- Typein” KC models, we took the intersection of those 9487 and 6809
steps. As a result, there were 6507 steps that can be coded by both the default and the Action-Typein KC
models. We then defined a new KC model, called the Balanced-Action-Typein KC model that has the same
set of KCs as the Action-Typein model but is only associated with these 6507 steps, and used this KC model
to compare with the SimStudent model.

To generate the SimStudent model, SimStudent was tutored on how to solve linear equations by interacting
with a Carnegie Learning Algebra I Tutor like a human student. We selected 40 problems that were used to
teach real students as the training set for SimStudent. Given all of the acquired production rules, for each
step a real student performed, we assigned the applicable production rule as the KC associated with that
step. In cases where there was no applicable production rule, we coded the step using the human-generated
KC model (Balanced-Action-Typein). Each time a student encounters a step using some KC is considered
as an “opportunity” for that student to show mastery of that KC.

Having finished coding real student steps with both models (the SimStudent model and the human-
generated model), we used the Additive Factor Model (AFM) [Cen et al. 2006] to validate the coded steps.
AFM is an instance of logistic regression that models student success using each student, each KC, and the
KC by opportunity interaction as independent variables,

ln
pij

1 − pij
= θi +

∑

k

βkQkj +
∑

k

βkQkj(γkNik) (1)

Where:

i. represents a student i.

j. represents a step j.

k. represents a skill or KC k.

pij. is the probability that student i would be correct on step j.

θi. is the coefficient for proficiency of student i.

βk. is coefficient for difficulty of the skill or KC k

Qkj. is the Q-matrix cell for step j using skill k.

γk. is the coefficient for the learning rate of skill k;

Nik. is the number of practice opportunities student i has had on the skill k;

We utilized DataShop [Koedinger et al. 2010], a large repository that contains datasets from various
educational domains as well as a set of associated visualization and analysis tools, to facilitate the pro-
cess of evaluation, which includes generating learning curve visualization, AFM parameter estimation, and
evaluation statistics including AIC (Akaike Information Criterion) and cross validation.
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Fig. 3. Different parse trees for -3x and -x.

3.2 Dataset

We analyzed data from 71 students who used an Carnegie Learning Algebra I Tutor unit on equation
solving. The students were typical students at a vocational-technical school in a rural/suburban area outside
of Pittsburgh, PA. The problems varied in complexity, for example, from simpler problems like 3x=6 to harder
problems like x/-5+7=2. A total of 19,683 transactions between the students and the Algebra Tutor were
recorded, where each transaction represents an attempt or inquiry made by the student, and the feedback
given by the tutor.

3.3 Measurements

To test whether the generated model fits with real student data, we used AIC and a 3-fold cross validation.
AIC measures the fit to student data while penalizing over-fitting. We did not use BIC (Bayesian Information
Criterion) as the fit metric, because based on past analysis across multiple DataShop datasets, it has been
shown that AIC is a better predictor of cross validation than BIC is. The cross validation was performed over
three folds with the constraint that each of the three training sets must have data points for each student
and KC. We also report the root mean-squared error (RMSE) averaged over three test sets.

3.4 Experiment Result and Implications on Instructional Decision

The SimStudent model contains 21 KCs. Both the AIC (6448) and the cross validation RMSE (0.3997)
are lower than the human-generated model (AIC 6529 and cross validation 0.4034). This indicates that the
SimStudent model better fits with real student data without over-fitting.

In order to understand whether the differences are significant or not, we carried out two significance
tests. The first significance test evaluates whether the SimStudent model is actually able to make better
predictions than the human-generated model. During the cross validation process, each student step was
used once as the test problem. We took the predicated error rates generated by the two KC models for
each step during testing. Then, we compared the KC models’ predictions with the real student error rate
(0 if the student was correct at the first attempt, and 1 otherwise). After removing ties, among all 6494
student steps, the SimStudent model made a better prediction than the human-generated KC model in
4260 steps. A sign test on this shows that the SimStudent model is significantly (p < 0.001) better in
predicting real student behavior than the human-generated model. In the second test, due to the random
nature of the folding process in cross validation, we evaluated whether the lower RMSE achieved by the
SimStudent model was consistent or by chance. To do this, we repeated the cross validation 20 times, and
calculated the RMSE for both models. Across the 20 runs, the SimStudent model consistently outperformed
the human-generated model. Thus, a paired t-test shows the SimStudent model is significantly (p < 0.001)
better than the human-generated model. Also note that differences between competitors in the KDD Cup
2010 (https://pslcdatashop.web.cmu.edu/KDDCup/Leaderboard) have also been in this range of thousands
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Fig. 4. Error rates for real students and predicted error rates from two student models.

in RMSE. Therefore, we conclude that the SimStudent model is a better student model than the human-
generated KC model.

We can inspect the data more closely to get a better qualitative understanding of why the SimStudent
model is better and what implications there might be for improved instruction. Among the 21 KCs learned
by the SimStudent model, there were 17 transformation KCs and four typein KCs. It is hard to map the
SimStudent KC model directly to the expert model. Approximately speaking, the distribute, clt, mt, rf KCs
as well as the four typein KCs are similar to the KCs defined in the expert model. The transformation skills
associated with the basic arithmetic operators (i.e. add, subtract, multiply and divide) are further split into
finer grain sizes based on different problem forms.

One example of such split is that SimStudent created two KCs for division. The first KC (simSt-divide)
corresponds to problems of the form Ax=B, where both A and B are signed numbers, whereas the second
KC (simSt-divide-1) is specifically associated with problems of the form -x=A, where A is a signed number.
This is caused by the different parse trees for Ax vs -x as shown in Figure 3. To solve Ax=B, SimStudent
simply needs to divide both sides with the signed number A. On the other hand, since -x does not have -1
represented explicitly in the parse tree, SimStudent needs to see -x as -1x, and then to extract -1 as the
coefficient. If SimStudent is a good model of human learning, we expect the same to be true for human
students. That is, real students should have greater difficulty in making the correct move on steps like -x =
6 than on steps like -3x = 6 because of the need to convert (perhaps just mentally) -x to -1x. To evaluate
this hypothesis, we computed the average error rates for a relevant set of problem types – these are shown
with the solid line in Figure 4 with the problem types defined in forms like -Nv=N, where the Ns are any
integrate number and the v is a variable (e.g., -3x=6 is an instance of -Nv=N and -6=-x is an instance of
-N=-v). We also calculated the mean of the predicted error rates for each problem type for both the human-
generated model and the SimStudent model. Consistent with the hypothesis, as shown in Figure 4, we see
that problems of the form Ax=B (average error rate 0.283) are much simpler than problems of the form
-x=A (average error rate 0.719). The human-generated model predicts all problem types with similar error
rates (average predicted error rate for Ax=B 0.302, average predicted error rate for -x=A 0.334), and thus
fails to capture the difficulty difference between the two problem types (Ax=B and -x=A). The SimStudent
model, on the other hand, fits with the real student error rates much better. It predicts higher error rates
(0.633 on average) for problems of the form -x=A than problems of the form Ax=B (0.291 on average).

SimStudent’s split of the original division KC into two KCs, simSt-divide and simSt-divide-1, suggests
that the tutor should teach real students to solve two types of division problems separately. In other words,
when tutoring students with division problems, we should include two subsets of problems, one subset
corresponding to simSt-divide problems (Ax=B), and one specifically for simSt-divide-1 problems (-x=A).
We should perhaps also include explicit instruction that highlights for students that -x is the same as -1x.
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4. RELATED WORK

The objective of this paper is using a machine learning agent, SimStudent, to automatically construct student
models. There has been considerable work on comparing the quality of alternative cognitive models. LFA
automatically discovers student models, but is limited to the space of the human-provided factors. Other
works such as [Pavlik et al. 2009; Villano 1992] are less dependent on human labeling, but may suffer from
challenges in interpreting the results. In contrast, the SimStudent approach has the benefit that the acquired
production rules have a precise and usually straightforward interpretation. Baffes and Mooney [1996] applies
theory refinement to the problem of modeling incorrect student behavior. Other systems [Tatsuoka 1983;
Barnes 2005] use Q-matrix to find knowledge structure from student response data. None of the above
approaches use simulated students to construct cognitive models.

Other research on creating simulated students [Vanlehn et al. 1994; Chan and Chou 1997; Pentti Hietala
1998] also share some resemblance to our work. VanLehn [1990] created a learning system and evaluated
whether it was able to learn procedural “bugs” like real students. Biswas et al. [2005]’s system learns causal
relations from a conceptual map created by students. None of the above approaches compared the system
with learning curve data. To the best of our knowledge, our work is the first combination of the two whereby
we use cognitive model evaluation techniques to assess the quality of a simulated learner.

5. CONCLUSION AND FUTURE WORK

In this paper, we introduced an innovative application of a machine-learning agent, SimStudent, for an
automatic discovery of student models. An empirical study showed that a SimStudent generated student
model was a better predictor of real students learning performance than a human-coded student model. The
basic idea is to have SimStudent learn to solve the same problems that human students did and use the
productions that SimStudent generated as knowledge components to codify problem-solving steps. We then
used these KC coded steps to validate the models prediction. Unlike the human-engineered student model,
the SimStudent generated student model has a clear connection between the features of the domain contents
and knowledge components. An advantage of the SimStudent approach of student modeling over previous
techniques like LFA is that it does not depend heavily on the human-engineered features. SimStudent can
automatically discover a need to split a purported KC or skill into more than one skill. During SimStudents
learning, a failure of generalization for a particular KC results in learning disjunctive rules. Discovering such
disjuncts is equivalent to splitting a KC in LFA, however, whereas human needs to provide potential factors
to LFA as the basis for a possible split, SimStudent can learn such factors. The use of the perceptual learning
component, implemented using a probabilistic context-free grammar learner, is a key feature of SimStudent
for these purposes as we hypothesized that a major part of human expertise, even in academic domains like
algebra, is such perceptual learning.

Our evaluation demonstrated that representing the rules SimStudent learns in the student model improves
the accuracy of model prediction, and showed how the SimStudent model could provide important instruc-
tional implications. Much of human expertise is only tacitly known. For instance, we know the grammar of
our first language but do not know what we know. Similarly, most algebra experts have no explicit aware-
ness of subtle transformations they have acquired like the one above (seeing -x as -1x). Even though such
instructional designers may be experts in a domain they have thus have some blind spots regarding subtle
perceptual differences like this one, which may make a real difference for novice learners. A machine learning
agent, like SimStudent, can help get past such blind spots by revealing challenges in the learning process
that experts may not be aware of.

The current study used a single dataset in a single domain. The generality and validity of the proposed
student-modeling technique could be extended by training SimStudent with one dataset and applying a
discovered KC model to another dataset. For instance, the experiment dataset was from one high school.
An interesting future study would be to examine data from other schools or grade levels, and evaluate
the generality of the proposal technique. We should also apply this approach in other domains such as
stoichiometry, fraction addition and so on. The Pittsburgh of Science of Learning Centers DataShop contains
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over 200 datasets in algebra and other domains that could be used for such cross-dataset or cross-domain
validation.
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Conditions for effectively deriving a Q-Matrix from data with
Non-negative Matrix Factorization

MICHEL C. DESMARAIS, Polytechnique Montréal

The process of deciding which skills are involved in a given task is tedious and challenging. Means to automate it are highly desir-

able, even if only partial automation that provides supportive tools can be achieved. A recent technique based on Non-negative

Matrix Factorization (NMF) was shown to offer valuable results, especially due to the fact that the resulting factorization allows
a straightforward interpretation in terms of a Q-matrix. We investigate the factors and assumptions under which NMF can

effectively derive the underlying high level skills behind assessment results. We demonstrate the use of different techniques to

analyse and interpret the output of NMF. We propose a simple model to generate simulated data and to provide lower and
upper bounds for quantifying skill effect. Using the simulated data, we show that, under the assumption of independent skills,

the NMF technique is highly effective in deriving the Q-matrix. However, the NMF performance degrades under different ratios
of variance between subject performance, item difficulty, and skill mastery. The results corroborates conclusions from previous

work in that high level skills, corresponding to general topics like World History and Biology, seem to have no substantial effect

on test performance, whereas other topics like Mathematics and French do. The analysis and visualization techniques of the
NMF output, along with the simulation approach presented in this paper, should be useful for future investigations using NMF

for Q-matrix induction from data.

1. INTRODUCTION

The construction of a Q-matrix from data is a highly desirable goal for tutoring systems. Not only would it
waive the expertise and labour intensive task of assigning which skills are involved in which task, but it would
also offer a more objective and replicable means of getting the correct skill-to-task mapping. Furthermore, it
might also allow a more effective means to build Q-matrices, as machine learning methods often outperform
humans over a range of complex tasks.

However, the success in achieving this goal remains limited. Nowadays, we find no reliable method to
automate the mapping of skills to tasks from data, but some progress has been made.

Working with log data from tutoring systems, data which is characterized by the fact that the knowledge
state of the student dynamically changes in the data as the student learns, Cen et al. [2006; 2005] have used
a technique known as Learning Factor Analysis (LFA) in order to bring improvements over an initially hand
built Q-matrix (also termed a transfer model). This technique was shown useful for bringing improvements
to the Q-matrix composed of fine-grained skills which are deemed necessary to complete certain exercises.

Inspired from the work of Tatsuoka [1983], Barnes [2006] developed a method of mapping skills to items
based on a measure of the fit of a potential Q-matrix to the data. This method and the other methods
described below rely on static student knowledge states, as opposed to the dynamically changing knowledge
states of the LFA technique. Barnes method is fully automated and it was shown to perform at least as well
as Principal Component Analysis for skill clustering analysis. However, it involves an algorithm that does
not scale well to a Q-matrix that comprises 20 or more items.

Winters et al. [2005] investigated how a number of standard clustering techniques can effectively match
skills to test items. They applied these techniques to a wide array of test outcomes, from SAT topics such as
Mathematics, Biology and French, to computer science exams, and to different trivia topics. Their findings
show that for skills associated to topics within a single course, for example, the techniques were essentially
no better at classifying test items than random clustering. The same conclusion applies for topics like World



history and Biology. However, the techniques were relatively successful at separating items that belongs to
totally different topics, such as Mathematics and French.

In this paper, we replicate parts of the study by Winters et al. [2005] and focus on one of the cluster
algorithms they used, Non-negative Matrix Factorization (NMF). We use visualization techniques to analyze
in greater details the results of the factorization. We propose a model to simulate student data and show
that the NMF technique is indeed effective under certain assumptions. We use the simulation data model
parameters as a means to quantify and estimate the effect of skills over the observed examinee performance
in some of the real data of Winters et al. original study. First, let us give some details about NMF.

2. NON-NEGATIVE MATRIX FACTORIZATION AND Q-MATRIX INTERPRETATION

Non-negative matrix factorization (NMF) decomposes a matrix into two smaller matrices. It is used for
dimensionality reduction, akin to Principal Component Analysis and Factor analysis. NMF decomposes a
matrix of n×m positive numbers, V, as the product of two matrices:

V ≈WH (1)

The matrices W and H are respectively n× r and r×m, where r is called the rank of the factorization. For
our purpose, matrix V represents the observed test outcome data for n question items and m respondents.
Therefore, the product of W and H reproduces the observed patterns of success/failures of the m examinee
to the n items. The matrix W can be considered as a Q-matrix, whereas H can be considered as the skills
mastery for each m examinee. In the case of a Q-matrix, r represents the number of skills, which can take
any value but should normally conform to: r < nm/(n+m) [Lee and Seung 1999].

Let us take an example to better explain NMF in our context. Assume the following Q-matrix, W,
composed of 3 skills and 4 items, and the following skills mastery matrix, H, for 5 examinees:

W =

skills

it
em

s




0 1 0
0 0 1
1 0 0
0 0 1




H =

examinees

sk
il

ls




1 1 1 0 1
0 0 1 0 1
0 1 0 1 1




Given this Q-matrix and the skills mastered by the 5 examinees, the expected results are:

V = WH =

examinees

it
em

s




0 0 1 0 1
0 1 0 1 1
1 1 1 0 1
0 1 0 1 1




For example, taking the first item and the first examinee, we have, from W, that item 1 requires skill 2,
but, from H, we see that examinee 1 only masters skill 1, therefore item 1 is failed by examinee 1. In fact,
examinee 1’s only success is over item 3 since all other items require either skills 2 or 3.

It is important to emphasize that there are many solutions to V = WH. For example, the same results
as those above can be obtained with different Q-matrix and skills matrix:

examinees

it
em

s




0 0 1 0 1
0 1 0 1 1
1 1 1 0 1
0 1 0 1 1




=

skills

it
em

s




0 1
2 0

1
2 0 0
0 1

2 1
1
2 0 0




examinees

sk
il

ls




0 2 0 2 2
0 0 2 0 2
1 1 0 0 0
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Notice that the weights are changed as well as the ordering of rows and columns compared to the first
solution. Nevertheless, it remains a valid factorization of V that could be derived by some NMF algorithm.

Indeed, there are many NMF algorithms that were developed since its introduction by Lee and Seung
[1999] and they can yield different solutions. We refer the reader to Berry et al. [2007] for a more thorough
and recent review of this technique which has gained strong adoption in many different fields.

Whereas the other matrix factorization techniques often impose constraints of orthogonality among factors,
NMF imposes the constraint that the two matrices, W and H, be non-negative. This constraint makes the
interpretation much more intuitive in the context of using this technique for building a Q-matrix. It implies
that the skills (latent factors) are additive “causes” that contribute to the success of items, and that they
can only increase the probability of success and not decrease it, which makes good sense for skill factors.
Note that negative values in W can be interpreted as misconceptions and would lower the expected score
to items, but allowing negative values in the factorization also opens up the space of possible solutions and
raises the issue of convergence and of the multiplicity of solutions, making the interpretation of W much
more speculative.

The non-negative constraint and the additive property of the skills bring a specific interpretation of the
Q-matrix. For example, if an item requires skills a and b with the same weight each, then each skill will
contribute equally to the success of the item. This corresponds to the notion of a compensatory or additive
model of skills.

In our study, we focus on high level skills, which we term topic skills. However, if an item requires two
specific lower level skills, such as mastery of the rules a/b + c/b = (a + b)/c and a/b · b = a, a conjunctive
model would be necessary, indicating that a failure is expected if any skill is not mastered. The standard
interpretation of the Q-matrix corresponds to the conjunctive model, and the W matrix of NMF does not
correspond to this interpretation, unless and as mentioned, we assume that each item belongs to a single
skill and for which case the two interpretations are indiscernible.

A last remark on NMF: as mentioned above, the factorization can produce multiple solutions, even with a
sigle algorithm, which raises the issue of stability of the results. However, Schachtner et al. [2010] discuss this
issue and suggest that for binary data the problem may not appear at all. Nevertheless, we will assess the
extent to which the multiple solution issue impacts the validity and usefullness of the approach by running
multiple folds simulations.

3. Q-MATRIX EXTRACTION FROM SIMULATED DATA

Let us start with an assessment of the validity of the NMF technique to extract the Q-matrix from simulated
data and ascertain under which assumptions its effectiveness can be shown.

For the sake maintaining the similarity with real data analyzed later in this paper, let us use a 4 skill
Q-matrix. Under the assumption that the topic (skill) is the only factor that affects performance and that
each item depends on a single topic, the simulated data for 40 items and 100 examinees can be generated
from a matrix 40×100, P, where each column contains 40 probabilities, one probability per item, structured
as a sequence of 10× 4 probabilities:

(p1,1, p1,2, ..., p1,10, p2,1, ..., p2,10, p3,1, ..., p3,10, p4,1, ..., p4,10)

where p1,1 to p1,10 are all equal, p2,1 to p2,10 are all equal, and so on. Each column contains therefore only 4
distinct and independent probabilities, one for each skill. These probabilities are generated from a random
variable, z, taken from a normal standard distribution and transformed into a probability by computing the
cumulative distribution function (the area [−∞, z]).

Given the probability matrix P, a data matrix having the same dimensions as P is generated, D, by
sampling a success or failure, {0, 1} using Pi,j as the probability of success and 1 − Pi,j for failure. The
matrix D corresponds to V in equation (1). A sample of this data is provided in figure 1(a). By grouping

Conditions for effectively deriving a Q-Matrix from data with Non-negative Matrix Factoriz. 43



20 40 60 80 100

10
20

30
40

Examinee

Ite
m

(a)
Simulated item outcome data of 40 questions and
100 examinees.

10 20 30 40

1
2

3
4

Item

S
ki

ll

(b)
Image output of Q-matrix from NMF for 4 skills
and 40 question items.

Fig. 1. Simulated data (a) and the corresponding Q-matrix (b) under the assumption that topic is the only factor that affects

success. Skill mastery follows a standard normal distribution. A perfect match from items to skills is obtained with this Q-matrix.

items in 4 contiguous groups of 10, the effect of the different levels of skill is apparent: a high probability
of mastery will appear as a vertical pattern (single examinee) consisting mostly of pale square dots between
vertical stretches of 10 contiguous items, whereas a low probability appears as a pattern composed of mostly
dark red dots. No horizontal pattern is apparent since we do not define an item difficulty factor in this
data. Similarly, no vertical pattern is apparent across the groups of 10 contiguous items because no general
ability factor is attributed to examinee (however, vertical patters are apparent within the 10 contiguous item
arrangement).

When NMF is applied to D the resulting W matrix can be considered as the Q-matrix. For simulated
data generated according to the procedure described above, the NMF algorithm is perfectly accurate in
assigning the contiguous items in the same group, as can be seen in figure 1(b) where we find 4 bright
squares representing the clusters. The figure’s image represent the values of the 40 × 4 W matrix in NMF
(transposed in this image) that directly represents what can be considered as a Q-matrix. Values are mapped
to color gradients ranging from pale yellow to dark red.

Items 1 to 10 can readily be assigned to skill 3, items 10 to 20 to skill 4, and so on. The pattern is
very obvious to the eye. A simple algorithm, that takes the maximum value for each item in the Q-matrix
of figure 1(b) as the main skill, can systematically and correctly classify all question items in the correct
skill cluster. These results are, for all practical purposes, deterministic, even though some variance could
theoretically occur (we report variance when it becomes substantial later).

The visual results of the Q-matrix leaves little doubt that, under the assumption that topic skill is the only
factor that affects performance, the NMF technique is highly effective. We now turn to real data and replicate
some experiments by Winters et al. [2005] to verify how the results come out under realistic conditions.
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4. Q-MATRIX EXTRACTION FROM REAL DATA

Winters et al. [2005] experimented with NMF over SAT Subject Test data (see CollegeBoard [2011])1. The
data is broken down in 4 topics: (1) Mathematics, (2) Biology, (3) World History, and (4) French. These
topics are sufficiently far apart that we can expect that they have strong intra-topic correlation and are
therefore discernible for clustering. The data is composed of a total of 297 respondents who completed the
40 question items tests over the Internet. The profile of the respondents is unknown but they are probably
from the university student community.

This data has the same structure as the simulated data of section 3: 40 question items broken down into
4 topics of 10 items each. The results of the NMF algorithm over this data is reported in figure 2. Variation
in the difficulty of each topic is apparent in figure 2(a), where items 1 to 10 show a higher success rate than
items 10 to 20. Individual item difficulty is also apparent by the horizontal patterns, as can be expected.
Although we can discern some vertical patterns across item groups, it is far less apparent (except intra-topic
vertical patterns), suggesting that examinee ability does not span very much across topics.

Figure 2(b) shows the Q-matrix obtained from the SAT data. It is consistent with the results from Winters
et al. [2005]. Clustering of the Mathematics (items 1 to 10) and the French items (31 to 40) is relatively well
defined, but not so with the Biology (21 to 30) and World History (31 to 40).

As mentioned, clustering is based on the simple algorithm which assigns each item to one of the 4 clusters
based on the maximum column value in matrix W. Given that we know the actual category of each item,
the accuracy of the clustering can be computed. This is obtained by a two step process. First, a contingency
table is compiled from the clustering algorithm. Next, the lines are reordered so that the sum of the diagonal
is maximized. The ratio of this sum over the total represents the accuracy of the assignment. An example of
the contingency table obtained is given below for the SAT data along with its reordering:

Cluster
Category 1 2 3 4

1 5 5 0 0
2 0 0 10 0
3 1 0 1 8
4 10 0 0 0

Reordering
=⇒

Cluster
Category 1 2 3 4

4 10 0 0 0
1 5 5 0 0
2 0 0 10 0
3 1 0 1 8

Note that the category and the cluster labels are irrelevant for measuring accuracy, but it it interesting to
note that in this example the values of 10 are the Mathematics and French categories/clusters. As mentioned,
the sum of the diagonal over the sum of all values represents the accuracy of this assignment: 33/40 = 0.825.

Let us now turn to another data set from Winters et al. [2005] for which the task of deriving a Q-matrix
from data was shown very challenging. They used used questions published from the Trivial Pursuit game
and assembled a test that mimics the 4 topic structure of the SAT with 10 questions on each of: (1) Arts
and entertainment, (2) Sports and leisure, (3) Science and nature, and (4) Geography. The results of our
replication of this experiment are reported in figure 3.

Winters et al. [2005] results over the Trivia data concurs with our experiment and show that the NMF is
no better than chance at correctly clustering items and building a Q-matrix. The most troubling findings
from their experiments is that the Trivia results are similar to the results they obtain over a number of test
outcome from different computer science courses: “Nearly every course behaves the same as the trivia data.
Only our smallest data set, the Algorithms course data, showed any significant hint of topic structure.” This

1The data sets from [Winters et al. 2005] were made available from http://alumni.cs.ucr.edu/~titus/. The simulation scripts
of this paper are available from http://www.professeurs.polymtl.ca/michel.desmarais/Papers/EDM2011/scripts.html.

They are based on the NMF package from the statistical software R.
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Image output of Q-matrix from NMF for 4 skills
and 40 question items.

Fig. 2. NMF results over SAT data.
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Image output of Q-matrix from NMF for 4 skills
and 40 question items.

Fig. 3. NMF results over Trivia data.

conclusion casts a gloomy picture for high level transfer models, where we aim to assess the mastery of topic
specific skills from similar topic skills.

However, statistical characteristics of the test data may also influence what can be extracted from this
data. For example, skewness of the scores towards 0% or 100% will result in sparsity of success/failure that
can can negatively affect the ability to extract a valid Q-matrix from the data. The Trivia data shows such
skewness towards low success rate and we can question whether this is not the source of the low accuracy.

In the next section, we investigate the influence of the success rates and item and examinee variance over
the Q-matrix validity.
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5. INVESTIGATING THE PARAMETER SPACE OF SIMULATED STUDENT DATA

We turn back to simulated data to assess how the validity of the Q-matrix degrades under relaxed assumptions
and under different ratios variance ratios between the skill, item difficulty, and examinee ability factors. This
will allow us to better quantify the effect of the skill factor on examinee performance with respect to item
difficulty and examinee ability.

First, we verify if NMF can extract the Q-matrix if we drop the unrealistic assumption set in section 3
and assume that item difficulty and person ability each contribute to the probability of success of an item
by the same amount that topic skill can influence the probability of success.

Recall that the matrix P, as defined in section 3, contains independent normally distributed probabilities,
each probability representing the chances of success to items of a single topic and for a single examinee. To
account for the fact that item difficulty also affects item success, the probability of each item is modulated
by a random quantity that is normally distributed with the same mean and variance (0,1) as the topic skill
probability. Akin to item difficulty, examinee ability is accounted for by a similar quantity added on an
examinee basis. Therefore, the probability of success by an examinee, m, to an individual item, n, belonging
to topic, q, is defined as:

P (Xmnq) = Φ(βm + βn + βq) (2)

where Φ(x) is the cumulative distribution function of the standard normal distribution, and where βm, βn
and βq are random Gaussian variables where the mean and standard deviation of βm and βn are:

βm ∼ N (X, sm)

βn ∼ N (X, sn)

The variable X is constrained to be the mean of the whole data (matrix D). Variables sm and sn are
respectively the individual examinee and item specific standard deviations. In the case of βq, the mean can
vary across each skill and is therefore defined as:

βq ∼ N (Xq, sq)

The parameter Xq is the specific mean of a skill and the different values must be congruent with X (the
weighted sum of the mean for each skill times the number of items belonging to that skill must be equal
to X). sq is the inter-skill standard deviation, measured by averaging the standard deviations of cluster
means on an examinee basis.

Equation (2) can be considered as a simple model of examinee performance as a function of topic skill
mastery, item difficulty, and examinee general ability (which spans across topics). In spite of its simplicity
compared to other means of generating simulated data (for eg., see [Desmarais and Pelczer 2010]), it remains
realistic for our context where we assume that topic skills are relatively independent, or at least this is an
assumption we want to investigate and therefore it makes sense that our model follows that same assumption.

Figure 4(b) displays the Q-matrix (W) obtained from applying NMF over the data generated according
to equation (2) with values of 0 for the mean and of 1 for the standard deviation for all β parameters. The
raw data is displayed in figure 4(a).

Although we can visually appreciate that the clustering in the Q-matrix is not quite as sharp as in figure 1,
these results still yield a perfect match of item to skills using the simple algorithm outlined in section 4.

Figure 4 shows that, when the mean and variance of the different β parameters in equation (2) are all
equal (standard normal), the Q-matrix from NMF perfectly matches the underlying Q-matrix. Of course,
as the effect of the topic skill parameter, βq, becomes weaker compared to the other two parameters, the
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(b) Image output of Q-matrix from NMF.

Fig. 4. NMF results over random data from randomly distributed data according to equation (2), reflecting equal effect of
topic, item difficulty, and examinee ability over the probability of success.

accuracy of the item-skill match will become lower. This can be observed in table I where the link between
accuracy and parameter ratios is quantified.

Table I reports the accuracy results of 14 N-folds simulation experiments conducted with different param-
eters. For simplicity, we consider a single mean of 0 for βq. We also restrict the standard deviations to 1
for βm and βn given that they have the same effect according to equation (2) and and that we are interested
in the values of the parameters respective to one another, therefore we can keep them fixed and vary sq only.
Note also that positive and negative values for the means βn and βm have symmetric effect such that only
positive values are reported.

The first experiment reports an accuracy of 0.36 when no topic skill is defined2. As the variance increases
(“S.d.”: standard deviation column in the table), the accuracy over a 20-fold simulation gradually reaches 1
as its variance approaches that of the other two parameters. This trend is expected, but it quantifies, in
terms of relative variance, the relation between the effect of the topic skill and the item and examinee effect.
When the variance of the topic factor is comparable to that of item and examinee factors, the method yields
very high accuracy.

Experiments 6 to 9 show the results of variations over the means of βn and βn. Experiment 7 shows
that when both means of βn and βm are increased to 1 (in z score of the standard normal distribution),
the accuracy starts to drop slightly to 0.98. Only for means of 1.5 and 2.0 does the performance decrease
noticeably to 0.90 and 0.81 respectively.

In experiment 10, the simulation parameters replicate those of the Trivia data set, whereas experiment 12
is done with parameters from the SAT data set. Experiments 11 and 13 report the accuracies of NMF over
the real data, corresponding respectively to figures 3 and 2.

For the Trivia data, the accuracy is comparable to the random, no topic skill condition. This results concurs
with the conclusion of Winters et al. [2005], namely that topic subject is not a determining factor that affects

2If we had a very large number of items, this number, 0.36, would be close to 0.25, the theoretical accuracy of a random

match in a 4 × 4 contingency table. However, the 40 items distribution in this table create an opportunity of over fit for the
algorithm that decides which cluster is assigned to which skill. The difference of 0.11 (0.36 − 0.25) can be attributed to this

over-fitting.
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Table I.
Experiments over the parameter space of skills, items, and examinee

(respectively βq, βn, and βm in equation (2)).

Parameter space

Topic skill (βq) Item (βn) Examinee (βm) Accuracy

Mean S.d. Mean S.d. Mean S.d. N folds Mean acc. S.d. acc.

1* 0 0 0 1 0 1 20 0.36 0.05
2 0 0.10 0 1 0 1 20 0.48 0.07

3 0 0.25 0 1 0 1 20 0.60 0.11

4 0 0.50 0 1 0 1 20 0.93 0.08
5 0 1 0 1 0 1 20 1 0

6 0 1 0.50 1 0.50 1 20 1.00 0.01

7 0 1 1 1 1 1 20 0.98 0.07
8 0 1 1.50 1 1.50 1 20 0.90 0.12

9 0 1 2 1 2 1 20 0.81 0.16

Trivia data parameters

10 0 0.12 -1.05 0.73 -1.05 0.45 20 0.75 0.12
11 ** n.a. 0.12 -1.05 0.73 -1.05 0.45 20 0.35 0.03

SAT data parameters

12 0 0.24 -0.33 0.86 -0.33 0.50 20 0.98 0.05

13** n.a. 0.24 -0.33 0.86 -0.33 0.50 20 0.72 0.02
14*** n.a. 0.24 -0.33 0.86 -0.33 0.50 20 0.96 0.05

* No topic skill effect conditions
** Real data

*** Real data and scoring for the Mathematics and French topics only

test performance. Considering that they obtained similar results for topics from academic computer science
courses, these results are disconcerting.

However, we conjectured earlier that the low success rate of the Trivia data could explain the low accuracy
results obtained. This is only partly the case. When the simulations parameters are set to the same values
as the Trivia data, the accuracy obtained is 0.75 (experiment 103) whereas the real data results are 0.35 (ex-
periment 11). Therefore, results of experiment 10 suggest that the gap between 0.75 and 0.35 is attributable
to the lack of skill effect in this data.

Comparing the results to the accuracy reported on experiments 11 and 13 for real data, we observe that
for SAT data, the accuracy is lower than experiment 12 and somewhere between experiments 3 and 4, which
corresponds to a standard deviation of topic skill between 0.25 and 0.5 when βn and βm have a (0,1) standard
distribution. In other words, the skill effect is a little less than half the item and examinee effects.

If we look only at the clustering for Mathematics and French (experiment 14) which are the most separable
topics, then the accuracy goes up to 0.96, which is much closer to experiment 12. In terms of relative effect,
the skill effect between Mathematics and French is close to the 0.93 accuracy obtained in 4, for which the
standard deviation of skill effect is 0.50 of the item and examinee parameters.

In summary, the Trivia data shows negligible effect of topic skill, whereas the SAT data shows an effect
that is essentially attributable to the Mathematics and French topics that can be clearly distinguished in the
Q-matrix derived with NMF. The topic skill effect can be quantified as somewhere between 1/4 to 1/2 of the

3Experiment 10 has a relative skill-item s.e. of 0.12/0.73 = 0.16, standing between experiments 2 and 3, and a relative skill-

examinee s.d. of 0.12/0.45 = 0.27, standing close to experiment 3. If the performance followed some additive function of each
of these ratios, we would expect the performance to be no better than that of experiment 3, 0.60. Given that it stands higher

at 0.75, we have to conclude that the effect of s.d. ratios over the performance is more complex, possibly a ratio of s.d. such as

topic/(item × examinee).
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item and examinee effect as measured by the standard deviation, and over 1/2 if we only take Mathematics
and French effects alone.

6. DISCUSSION

In undertaking this exploratory work, we were hoping to show that the failure to find an effective Q-matrix
from some data sets, such as the Trivia data set, was due to highly skewed tests scores: either the scores are
too high or too low, and the raw data becomes too sparse of successes or failures to allow the NMF algorithm
to derive a reliable Q-matrix. Results from our experiments suggest that, in fact, this is only partly the case.
It still leaves open the suggestion that the topic skill factor has sometimes a negligible effect on performance,
or at least a much lower effect than we are generally are inclined to believe. From Winters et al.’s [2005]
previous results, we can expect this to be the case for many courses that divide their content according to
sub-topics.

Our results further indicate that for well delineated topic skills like Mathematics and French, the effect is
relatively strong, in a range around half that item difficulty and examinee ability according to the results
in table I, at least for highly separable topics like Mathematics and French. In this case, the accuracy of
matching items to skills with NMF is well in the range of 90%, which confirms the effectiveness of this
technique under these conditions.

This study was conducted under the assumption that we know the number of skills for the clustering
and for building the Q-matrix. This is not the case in general. However, the visualization technique used
throughout this paper shows that for well delineated topic skills, clustering with NMF is easily perceived
through the human eye.
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Student Translations of Natural Language into Logic:
The Grade Grinder Corpus Release 1.0

Dave Barker-Plummer, Richard Cox and Robert Dale

Students find logic hard. In particular, they seem to find it hard to translate natural language sentences into their corresponding

representations in logic. As an enabling step towards determining why this is the case, this paper presents the public release of a

corpus of over 4.5 million translations of natural language (nl) sentences into first-order logic (fol), provided by 55,000 students

from almost 50 countries over a period of 10 years. The translations, provided by the students as fol renderings of a collection
of 275 nl sentences, were automatically graded by an online assessment tool, the Grade Grinder. More than 604,000 are in

error, exemplifying a wide range of misunderstandings and confusions that students struggle with. The corpus thus provides a

rich source of data for discovering how students learn logical concepts and for correlating error patterns with linguistic features.
We describe the structure and content of the corpus in some detail, and discuss a range of potentially fruitful lines of enquiry.

Our hope is that educational data mining of the corpus will lead to improved logic curricula and teaching practice.

1. INTRODUCTION

From a student’s perspective, logic is generally considered a difficult subject. And yet it is an extremely
valuable and important subject: the ability to reason logically underpins the Science, Technology, Engineering
and Mathematics (stem) fields which are seen as central in advanced societies. We believe it is in society’s
interests to make logic accessible to more students; but to do this, we need to have an understanding of
precisely what it is about logic that is hard, and we need to develop techniques that make it easier for
students to grasp the subject.

One key component skill in the understanding of logic is a facility for manipulating formal symbol systems.
But such a skill is abstract and of little value if one does not also have the ability to translate everyday
descriptions into formal representations, so that the formal skills can be put to use in real-world situations.
Unfortunately, translating from natural language into logic is an area where students often face problems.

It seems obvious that the difficulties students face in this translation task will, at least in part, be due
to characteristics of the natural language statements themselves. For example, we would expect it to be
relatively easy to translate a natural language sentence when the mapping from natural language into logical
connectives is transparent, as in the case of the mapping from and to ‘∧’, but harder when the natural
language surface form is markedly different from the corresponding logical form, as in the translation of
sentences of the form A provided that B. However, evidence for this hypothesis is essentially anecdotal, and
we have no quantitative evidence of which linguistic phenomena are more problematic than others.

It is against this background that we present in this paper the release of a publicly-available anonymised
corpus of more than 4.5 million translations of natural language (nl) sentences into first-order logic (fol)
sentences, of which more than 604,000 (approximately 13%) are categorized by an automatic assessment tool
as being in error. For each item in the corpus, we know what nl sentence was being translated, and we have
both the fol translation the student provided, and a ‘gold-standard’ answer representing the class of correct
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answers.1 Students are identified by unique anonymised IDs, so the corpus allows us to determine how many
previous attempts the student has made at the same exercise and the time intervals between attempts, and
also to correlate any given student’s performance across exercises. The data thus makes possible a broad
range of analyses of student behaviors and performance. We are making the corpus available to the wider
community in the hope that this will encourage research that leads to improvements in the teaching of logic.2

Section 2 explains the wider context in which this data has been collected, which has allowed us to gather
a very large corpus of data regarding student performance at various tasks in logic learning. Section 3
then describes the focus of this paper—what we call the Translations Subcorpus—in more detail. Section 4
describes the format of the data as it appears in the corpus. Section 5 provides summary statistics over the
errors in the corpus, and makes some observations about the nature of these errors. Section 6 concludes with
some illustrative analyses and suggestions for ways in which this corpus can be exploited.

2. BACKGROUND

The data described here consists of student-generated solutions to exercises in Language, Proof and Logic
(LPL; [Barwise et al. 1999]), a courseware package consisting of a textbook together with desktop applications
which students use to complete exercises.3 The LPL textbook is divided into three parts covering, respectively,
Propositional Logic, First-Order Logic and Advanced Topics. The first two parts cover material typical of
introductory courses in logic. Students completing these two parts of the textbook will have been exposed
to notions of syntax and semantics of first-order logic and a natural deduction–style system for constructing
formal proofs. Each of these areas of the course are supported by a number of software applications which
provide environments where students can explore the concepts being taught.

The LPL textbook contains 748 exercises, which fall into two categories: 269 exercises which require that
students submit their answers on paper to their instructors, and 489 for which students may submit answers
to the Grade Grinder, a robust online automated assessment system that has assessed approximately 2.75
million submitted exercises by more than 55,000 individual students in the period 2001–2010. This student
population is drawn from approximately a hundred institutions in almost fifty countries. Figure 1 provides
statistics on how this data breaks down across the 10 years that the corpus represents.4

Student users of the system interact with the Grade Grinder by constructing computer files that contain
their answers to particular exercises that appear in the LPL textbook. These exercises are highly varied, and
make use of the software applications packaged with the book. Some focus on the building of truth tables
using an application called Boole; some involve building blocks world scenarios using a multimodal tool
called Tarksi’s World, in which the student can write fol sentences and simultaneously build a graphical
depiction which can be checked against the sentences; and some require the construction of formal proofs
using an application called Fitch. The Grade Grinder provides us with significant collections of data in all
these areas. The exercises of interest here are what we call translation exercises; they form the basis of
the corpus whose release this paper describes, and we discuss them in detail in Section 3 below.

The Grade Grinder corpus is similar to some of the corpora in the PSLC Datashop repository [Koedinger
et al. 2010]. It shares with these the characteristics of being extensive (millions of data points) and longitu-

1Since the same information can be expressed by many different fol sentences, any answer that is provably equivalent to this
gold-standard answer is considered correct.
2A website is under development; in the interim, the corpus may be obtained by contacting the authors. A longer version of
this paper which describes the corpus in more detail is available as a technical report[Barker-Plummer et al. 2011].
3See http://lpl.stanford.edu.
4The ‘Domains’ column shows the number of different internet country domains found in the email addresses of the student
population for the year in question; definitively correlating these with countries is difficult since a student may use an email

address in a domain other than that of their home country, the international use of .com mail hosts being the most obvious

instance.
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Year Submissions Students Instructors Domains

2001 190,653 4,097 142 23

2002 237,942 5,219 152 26
2003 238,104 5,106 168 33

2004 251,898 5,473 196 28

2005 255,974 5,295 182 27
2006 266,208 5,295 207 31

2007 304,719 6,444 224 33

2008 322,273 7,174 243 31
2009 331,746 6,489 212 33

2010 352,262 7,404 217 23

Fig. 1. Grade Grinder Usage Statistics: 2001–2010

dinal (repeat submissions by students over a semester or longer). However, it is not as fine-grained as many
DataShop datasets.5 For example, the DataShop Geometry tutor dataset contains data on students’ actions
and system responses at the level of knowledge components (skills or concepts). In contrast, a Grade Grinder
submission represents the end-point of a student’s work on an exercise. The corpus described here also differs
from many DataShop corpora in that is not derived from an intelligent tutoring system or cognitive tutor,
but from a blended learning package consisting of courseware, several desktop computer applications, and
an online grading system.

3. NATURAL LANGUAGE TO LOGIC TRANSLATIONS

As noted above, the exercises in LPL cover a range of different types of logic exercises, and so the Grade
Grinder’s collection of assessments is very large and varied. Over time, we aim to make the various components
of this corpus available; as a first step, we are making available what we believe may be the most useful
component of the corpus, this being the part that is concerned with students’ translations of natural language
sentences into logic.

Translation exercises ask the student to translate a number of what we will call translatable sentences,
writing their answers in a single file, which is then submitted to the Grade Grinder. We will refer to each
submission of a translated sentence as a translation act. Figure 2 shows an example exercise that calls for
the student to translate twenty English sentences into the language of fol. The student’s response to such
an exercise is considered correct if it contains a translation act for every translatable sentence in the exercise,
and every translation act corresponds to a correct translation. The LPL textbook contains 33 translation
exercises, involving a total of 275 distinct translatable nl sentences.

The Grade Grinder examines each submitted file, making a note of errors that are found within the
student’s answers. The files are saved to the corpus, the errors are noted, and an email message is sent to
the submitter summarizing these errors. Currently, the Grade Grinder offers only flag feedback [Corbett and
Anderson 1989], indicating only whether a submitted solution is correct. The software makes no attempt to
diagnose the error that has been made, apart from reporting the difference between a well-formed expression
of logic that is incorrect, and an ill-formed expression which is meaningless. Figures 3 and 4 respectively
give examples of the feedback for the submission of correct and incorrect solutions to the exercise shown in
Figure 2. The feedback report in Figure 4 indicates that the student has submitted an incorrect answer to
the second sentence, and an ill-formed expression in answer to the sixth sentence. The solution for sentence
eighteen is also reported as ill-formed, since there is no text in this slot of the solution.

Each student may submit solutions to the same exercise as many times as desired. Once a student is
satisfied with their work, they may submit the work again, this time requesting that a copy of the system’s

5However, note the File Timestamps information discussed in Section 4.
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ö Exercise 7.12 (Translation) Translate the following English sentences into fol. Your translations will use all of the propo-
sitional connectives.

(1) If a is a tetrahedron then it is in front of d.
(2) a is to the left of or right of d only if it’s a cube.
(3) c is between either a and e or a and d.
(4) c is to the right of a, provided it (i.e., c) is small.
(5) c is to the right of d only if b is to the right of c and left of e.
(6) If e is a tetrahedron, then it’s to the right of b if and only if it is also in front of b.
(7) If b is a dodecahedron, then if it isn’t in front of d then it isn’t in back of d either.
(8) c is in back of a but in front of e.
(9) e is in front of d unless it (i.e., e) is a large tetrahedron.

(10) At least one of a, c, and e is a cube.
(11) a is a tetrahedron only if it is in front of b.
(12) b is larger than both a and e.
(13) a and e are both larger than c, but neither is large.
(14) d is the same shape as b only if they are the same size.
(15) a is large if and only if it’s a cube.
(16) b is a cube unless c is a tetrahedron.
(17) If e isn’t a cube, either b or d is large.
(18) b or d is a cube if either a or c is a tetrahedron.
(19) a is large just in case d is small.
(20) a is large just in case e is.

Fig. 2. An example exercise (7.12) from LPL

Grade report for Oedipa Maas (oedipa@yoyodyne-industries.com)

Submission ID: 11.076.18.28.21.L00-0002222

Submission received at: Thu Mar 17 18:28:21 GMT 2011

Submission graded at: Thu Mar 17 18:28:33 GMT 2011

Submission graded by: gradegrinder.stanford.edu

#### No instructor name was given. The report was sent only to the student.

The following files were submitted:

Sentences 7.12

EXERCISE 7.12

Sentences 7.12 (Student file: "Sentences 7.12")

Your sentences are all correct. Hurrah!

Fig. 3. Example feedback from the Grade Grinder: A translation exercise without errors

email response be sent to a named instructor. The effect of this pattern of interaction with the Grade Grinder
is that the corpus contains a trace of each student’s progression from their initial submission to their final
answer.

We can categorize the translation exercises along three dimensions as follows, and as summarized in
Figure 5.

Logical Language. The LPL textbook introduces the language of first-order logic in stages, starting with
atomic formulae in Chapter 1, then the Boolean connectives (∧, ∨ and ¬) in Chapter 3, followed by conditional
connectives (→ and ↔) in Chapter 7. These connectives together define the propositional fragment of first-
order logic. Finally, the universal and existential quantifiers (∀,∃) are introduced in Chapter 9 to complete
the language of first-order logic. Exercises have correspondingly complex languages according to the position
in which they appear.
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Grade report for Tyrone Slothrop (tyrone@yoyodyne-industries.com)

Submission ID: 11.076.18.30.56.L00-0002222

Submission received at: Thu Mar 17 18:30:56 GMT 2011

Submission graded at: Thu Mar 17 18:31:02 GMT 2011

Submission graded by: gradegrinder.stanford.edu

#### No instructor name was given. The report was sent only to the student.

The following files were submitted:

Sentences 7.12

EXERCISE 7.12

Sentences 7.12 (Student file: "Sentences 7.12")

We found problems in your sentences:

*** Your second answer, "~SameCol(a d)->Cube(a)", isn’t well formed.

*** Your sixth sentence, "Tet(e)->(RightOf(e, b)->FrontOf(e, b))", is not

equivalent to any of the expected translations.

*** Your fifteenth sentence, "Large(a)->Cube(a)", is not equivalent to any

of the expected translations.

*** Your eighteenth answer, "", isn’t well formed.

*** Your nineteenth sentence, "Large(a)->Small(d)", is not equivalent to

any of the expected translations.

*** Your twentieth sentence, "Large(a)->Large(e)", is not equivalent to

any of the expected translations.

Fig. 4. Example feedback from the Grade Grinder: A translation exercise with errors

Domain Language. While the majority of the exercises in LPL use the language of the blocks world used
in Figure 2, eight translation exercises use one of two other languages. In particular we have a language
involving the care and feeding of various pets by their associated people. In this language, it is possible to
give a translation for sentences like Max fed Pris at 2:00. This language is used in six of the translation
exercises. The third language is used in only two exercises and is used to make claims about numbers, such
as There is a number which is both even and prime.

Supporting and Additional Tasks. Each of the exercises in the pet and number languages require only
the translation of sentences from nl into fol. However, the use of the Tarski’s World application provides
scope for variety in the blocks language tasks. For example, some exercises call for students to complete their
translations while looking at a world in which the English sentences are true; some call for them to verify the
plausibility of their answers by examining a range of worlds in which the sentences have different truth values;
and yet others call for the students to build a world making all of the English sentences true de novo. These
alternatives represent a range of exercises in which the agency of the student varies. The act of constructing,
from scratch, a blocks world that is consistent with a list of sentences (such as Example 7.15) requires more
engagement and ‘deeper’ processing than one in which the student checks the truth of a sentence against a
pre-fabricated diagram (such as Example 7.1). The effect of this variety in agency is one of many possible
analyses that could be carried out using this corpus.

Figure 5 lists the different translation exercises and their characteristics. The ‘Language’ column indicates
the target language, which is full fol unless otherwise noted. In the exercises involving the blocks world
language, the different kinds of agency that the students have are indicated. Looking at world indicates
that students are instructed to look at a world in which the sentences are true as they translate the sentences,
while with world check means that students are instructed to check their translations in specific worlds
after the exercise is completed. With world construction indicates that students are required to construct
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Exercise Sentences Language Supporting Tasks

1.4 12 blocks (atoms)

3.20 10 blocks (Boolean) indirect + looking at world
3.21 12 blocks (Boolean) with world check in next exercise

7.11 10 blocks (Propositional) indirect + looking at world

7.12 20 blocks (Propositional) with world check in next exercise
7.15 12 blocks (Propositional) with world construction

9.12, 11.4, 14.4 10, 8, 7 blocks indirect + looking at world

9.16 16 blocks one existential + with world check
9.17 15 blocks one universal + with world check

9.18, 11.14, 11.40, 14.28 5, 2, 11, 5 blocks looking at world, with world check

11.16 10 blocks skeleton translation given + with world check
11.17, 11.18, 11.19, 14.3 10, 5, 5, 5 blocks with world check

11.20, 11.39 12, 6 blocks looking at world

14.6 11 blocks incomplete information

14.8 2 blocks

14.27 2 blocks with world construction

1.9 6 pet (atoms)

3.23 6 pet (Boolean)
7.18 5 pet (Propositional)

9.19, 11.21, 11.41 10, 10, 5 pet

9.13, 9.25 5, 5 number

Fig. 5. Exercises involving English sentences (N=33)

(and submit) a world in which their sentences are true. Incomplete information means that not all relevant
aspects of the world that they are looking at can be seen (e.g., a block may be obscured by a larger one).

The remaining annotations reflect other information given to the student. Indirect indicates that trans-
lations are given in the form ‘Notice that all the cubes are universal. Translate this’. In the exercises marked
with one existential/universal students are told that their translations have the specified form, while
skeleton translation given indicates that students are given a partial translation that they must complete.

4. THE DATA IN THE TRANSLATIONS SUBCORPUS

The Translations Subcorpus represents all of the solutions to translation exercises submitted in the period
2001–2010. Translation exercises have in common that some number of sentences must be translated from
nl into fol. As noted above, we refer to the submission of a single answer to the translation of a sentence
as a translation act; the corpus records a row of data for each translation act consisting of:

Unique ID. The unique identifier of this translation act (an integer).

Submission ID. The unique identifier of the submission in which this act occurs (an integer).

Subject ID. The unique identifier of the subject performing this act (an integer).

Instructor ID. The unique identifier of the instructor to whom this submission was copied (an integer).
This field can be empty if the submission was not copied to an instructor.

Task. An indication of the task to which this is a response (for example, ‘Exercise 1.4, Sentence 7’).

Status. One of the values correct, incorrect, ill-formed, not-a-sentence, undetermined, missing
(explained further below).

Answer. The text of the subject’s answer (a string).

Canonical. The canonicalized text of the subject’s answer (a string), where canonicalization simply
involves removing whitespace from the answer, so that we can recognize answers which differ only in the
use of whitespace.
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Field A Correct Act An Incorrect Act

ID 7982509 7982763

Submission ID 3808583 4172630
Subject ID 68114 68114

Instructor ID NULL NULL

Task 7.12.1 7.12.15
Status correct incorrect

answer Tet(a) → FrontOf(a, d) Cube(a) → Large(a)
canonical Tet(a) → FrontOf(a, d) Cube(a) → Large(a)
Timestamp 2009-05-02 14:01:24 2009-05-02 14:49:32

File Timestamps C1241297735665D1241298049184 suppressed—see text

Fig. 6. Example data for two translation acts from the corpus

Correct Incorrect Missing Ill-formed Non-sentence Undetermined Total

First 3,260,979 604,965 481,851 233,605 19,378 45,085 4,645,863

Submission 70% 13% 10% 5% 0.4% 0.9%

All 17,254,818 1,805,268 481,851 843,183 58,532 245,055 20,688,707

Submissions 83.40% 8.73% 2.33% 4.08% 0.28% 1.18%

Fig. 7. Total submitted translation acts, classified by status

Timestamp. The time at which the submission was made.

File Timestamps. An indication of timing data concerning the file in which this act appears (explained
further below).

Corpus data for two translation acts are shown in Figure 6. Each is an answer to one task within Exer-
cise 7.12 (see Figure 2); the first data column shows a correct answer for Sentence 7.12.1, and the second
represents an incorrect answer for Sentence 7.12.15.

The different Status values indicate different conditions that can occur when the student’s submitted
sentence is judged against the gold-standard answer. In addition to correct and incorrect, a solution
may be ill-formed, indicating that the solution is not syntactically correct; not-a-sentence, indicating a
well-formed fol expression which does not express a claim (the closest analog in nl is a sentence with an
unresolved anaphor); or undetermined, indicating that the Grade Grinder could not determine whether
the submitted answer was correct. Finally, a solution can be missing. Because translations are packaged
together into submissions of solutions for an exercise which contains multiple translation tasks, we code
a solution as missing if the subject submitted translations for some, but not all of, the sentences in the
exercise. A status of missing therefore represents a missed opportunity to submit a solution to accompany
others that were submitted.

File Timestamps are an integral part of the Grade Grinder system, and record the times of save and
read operations on the submissions file being constructed on the user’s desktop. Each time a student opens
or saves a file, a timestamp for this operation is added to a collection which is stored in the file. The
collection of timestamps serves as a ‘fingerprint’ for the file, which allows the Grade Grinder to detect the
sharing of files between students. Since these timestamps are accurate to the millisecond, it is extremely
unlikely that files constructed independently will share any timestamps, and so two students submitting
files whose timestamps are the same have likely shared the file. This fingerprinting mechanism is similar to
the more familiar checksum algorithms which are often used to fingerprint files; the difference here is that
the timestamp fingerprints are not dependent on the content of the file. This is important since some LPL
exercise have a unique solution: consequently, arrival at the same content should not be considered evidence
of sharing of a file.
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Note that this timestamp data can be used to measure the amount of time that subjects spent considering
their answers at a more fine-grained level than is indicated by the time between submissions. In the case of
the first answer in Figure 6, the timestamp indicates that this file was opened (the segment beginning with
C) and then saved (the segment beginning with D) about five minutes later (313,519ms being the precise
difference between the two numbers). The timestamp data for the second answer contains fifteen segments,
and so has been suppressed here because it is too large to display.

5. SOME SUMMARY DATA

The corpus contains a total of 4,645,563 initial submissions of translation acts by students, with 604,965
(13%) considered to be in error by the Grade Grinder. The breakdown of these initial submissions as provided
by the Grade Grinder is shown in the upper half of Figure 7.

In fact, however, these numbers form a lower bound on the number of translation acts in the corpus. As
noted earlier, a typical interaction with the Grade Grinder consists in a sequence of submissions, each of
which may contain many translation acts. Initially, some of the translations in the submission will be correct
and others incorrect. In each subsequent submission, some of the incorrect sentences will be corrected, while
the correct sentences will be resubmitted; finally, the student may verify that all sentences are correct, and
the student will likely then resubmit the complete set copied to their instructor. We therefore store multiple
instances of the same translation acts.

The same phenomenon impacts on incorrect translation acts. If a student has made a mistake in both
Sentence n and Sentence n + 1, a common behavior is to repeat the submission first with a correction for
Sentence n, but leaving the incorrect translation of Sentence n+1 unmodified from the previous submission,
only returning to this once a correct answer for Sentence n has been achieved. This results in multiple
instances of the same incorrect translation act. However, it is important to observe that in some cases these
resubmitted incorrect answers may reflect deliberate acts, and so the real number of intended translation
acts in the corpus may in fact be larger than our initial counts suggest. We provide all translation acts in
the distributed corpus, with the corresponding counts shown in the lower half of Figure 7. The distributed
corpus thus contains a total of 20,688,707 translation acts; this opens the door to additional analyses that
would not be possible if only first submissions were available.

Note that we count as errors only those translations that are assessed by the Grade Grinder as definitely
incorrect. Expressions which are offered as translations but which are not well-formed expressions of fol,
and those which are well-formed but not sentences, are counted separately. Of course, these expressions are
really different kind of errors, and may serve to shed light on student behavior in other ways.

Among the translation exercises, the sentences most commonly mistranslated on the student’s first attempt
are shown in Figure 8. In this figure, the column headed N represents the total number of translation acts
concerning this sentence, while the column headed error/N is the proportion of these acts that are marked
as incorrect. The column headed Count applies to the distinct incorrect sentences, and indicates the number
of translation acts that result in this answer.

6. POTENTIAL ANALYSES OF THE CORPUS

We conclude by outlining a number of ways in which the Translations Subcorpus can be analysed.

Sentence Features. What features of sentences are particularly difficult for all students (in the aggregate)
to translate? We report on work of this type in [Barker-Plummer et al. 2011]. We categorized the sentences
according to whether they contained shape, size and spatial predicates, and then examined the error rates for
for eight resulting types of sentences. Sentences that mix shape and spatial predicates, and size and spatial
predicates are each harder to translate than sentences that contain all three kinds of predicates.

58 Dave Barker-Plummer, Richard Cox and Robert Dale



Task Answer N Error/N Count

11.39.4 Every small cube is in back of a particular large cube 3520 69.0%

11.39.4 Correct ∃x (Large(x) ∧ Cube(x) ∧ ∀y ((Small(y) ∧ Cube(y)) → BackOf(y, x)))
Incorrect ∀x ((Cube(x) ∧ Small(x)) → ∃y (Cube(y) ∧ Large(y) ∧ BackOf(x, y))) 818

Incorrect ∀x ((Small(x) ∧ Cube(x)) → ∃y (Large(y) ∧ Cube(y) ∧ BackOf(x, y))) 420

Incorrect ∀x ((Cube(x) ∧ Small(x)) → ∃y (Large(y) ∧ Cube(y) ∧ BackOf(x, y))) 281
Incorrect ∀x ∃y ((Cube(x) ∧ Small(x)) → (Cube(y) ∧ Large(y) ∧ BackOf(x, y))) 207

Incorrect ∀x ((Small(x) ∧ Cube(x)) → ∃y (Cube(y) ∧ Large(y) ∧ BackOf(x, y))) 164

11.20.1 Nothing to the left of a is larger than anything to the left of b 9101 54.9%

11.20.1 Correct ¬∃x (LeftOf(x, a) ∧ ∀y (LeftOf(y, b) → Larger(x, y)))
Incorrect ∀x ∀y ((LeftOf(x, a) ∧ LeftOf(y, b)) → ¬Larger(x, y)) 941
Incorrect ∀x (LeftOf(x, a) → ∀y (LeftOf(y, b) → ¬Larger(x, y))) 913

Incorrect ¬∃x (LeftOf(x, a) ∧ ∀y (LeftOf(y, b) ∧ Larger(x, y))) 582

Incorrect ∀x ∀y ((LeftOf(x, a) ∧ LeftOf(y, b)) → ¬Larger(x, y)) 406

Incorrect ∀x (LeftOf(x, b) → ¬∃y (LeftOf(y, a) ∧ Larger(y, x))) 307

3.21.5 Neither e nor a is to the right of c and to the left of b 34608 54.4%

3.21.5 Correct ¬(RightOf(e, c) ∧ LeftOf(e, b)) ∧ ¬(RightOf(a, c) ∧ LeftOf(a, b))

Incorrect ¬(RightOf(e, c) ∧ RightOf(a, c)) ∧ ¬(LeftOf(e, b) ∧ LeftOf(a, b)) 4681

Incorrect ¬RightOf(e, c) ∧ ¬RightOf(a, c) ∧ ¬LeftOf(e, b) ∧ ¬LeftOf(a, b) 1777
Incorrect ¬(RightOf(e, c) ∧ LeftOf(e, b)) ∨ ¬(RightOf(a, c) ∧ LeftOf(a, b)) 1678

Incorrect ¬(RightOf(e, c) ∨ RightOf(a, c)) ∧ ¬(LeftOf(e, b) ∨ LeftOf(a, b)) 1569

Incorrect ¬(RightOf(e, c) ∧ RightOf(a, c) ∧ LeftOf(e, b) ∧ LeftOf(a, b)) 1345

3.23.5 2:00pm is between 1:55pm and 2:05pm 14747 50.4%
3.23.5 Correct 1 : 55 < 2 : 00 ∧ 2 : 00 < 2 : 05

Incorrect Between(2 : 00, 1 : 55, 2 : 05) 14546
Incorrect Between(1 : 55, 2 : 00, 2 : 05) 319

Incorrect Between(2 : 00, 2 : 05, 1 : 55) 178
Incorrect Between(2, 1 : 55, 2 : 05) 133

Incorrect 2 : 00 < 2 : 05 91

11.40.3 There is a dodecahedron unless there are at least two large objects 3887 48.7%
11.40.3 Correct ¬∃x ∃y (x 6= y ∧ Large(x) ∧ Large(y)) → ∃z Dodec(z)

Incorrect ∃x ∃y (Large(x) ∧ Large(y) ∧ x 6= y) → ¬∃z Dodec(z) 84

Incorrect ∃x ∃y ((Large(x) ∧ Large(y) ∧ x 6= y) → ¬∃ zDodec(z)) 67
Incorrect ∃ x∃ y∃z (Dodec(x) → ¬(Large(y) ∧ Large(z) ∧ y 6= z)) 54

Incorrect ∃x ∃y ((Large(x) ∧ Large(y) ∧ x 6= y) → ∃z (Dodec(z) ∧ z 6= x ∧ z 6= y)) 48
Incorrect ∀x ∀y ((Large(x) ∧ Large(y) ∧ x 6= y) → ¬∃z Dodec(z)) 46

Fig. 8. The top five erroneous answers to the each of the five most error-prone tasks

Error Typology. Can the errors that students make in their translations be categorized according to type?
In [Barker-Plummer et al. 2008] we examined the most frequent errors in the solution of Exercise 7.12, and
discovered that the failure to distinguish between the conditional and biconditional was a significant source of
error. Another significant source of error appears to be an expectation that names will appear in contiguous
alphabetical order in a sentence (we call these ‘gappy’ sentences); so, a sentence like ‘a is between b and d’
is frequently mistranslated with c in place of d.

Response to Errors. How do subjects go about finding solutions when their initial attempt is incorrect? We
can ask whether the difficulty of repair correlates with the subject, the sentence or with the particular error
that was initially made. We have carried out preliminary work [Barker-Plummer et al. 2009] investigating
the differences between, on the one hand, translation tasks which are difficult to get right initially but which

Student Translations of Natural Language into Logic 59



are easy to recover from, and on the other hand, those which are perhaps less error-prone, but hard to repair.
We think both aspects of the task contribute to the ‘difficulty’ of a task.

Exercise-Level Strategies. There is potential in the corpus for examining strategies that the students adopt
when they make multiple errors. Some students appear to attempt to fix all of their incorrect sentences, and
others proceed one at a time. These strategies might correlate with success. We can detect differences between
these strategies by looking at the sequence of submissions that occurs after the initial submission. In some
cases only one sentence will be modified in each subsequent submission; in others many may be altered.

Modality Heterogeneity of Task. Exercises differ in the extent to which they are linguistically and graphi-
cally heterogeneous. Some require translation from nl sentences to fol, whereas others require translation
followed by blocks world diagram building. In [Cox et al. 2008], we compared students’ constructed diagram-
matic representations of information expressed in nl sentences to their fol translations, and determined
that the error patterns differed in their graphical versus their fol translations.

Agency in the Task. As discussed in Section 3, translation tasks vary in the degree of agency they require
on the part of the student. Using the corpus it would be possible to analyze variability in student performance
with agency, to see if these adjunct tasks have an effect on translation accuracy.

Time Course. The timestamp information in the corpus makes it possible to ask how much time students
spend (re)considering their answers: does the bulk of time go to particular tasks, or is it evenly distributed?

7. CONCLUSION

With the first release of this corpus, we invite colleagues to exploit its potential for educational data mining.
Our hope is that further analyses will provide additional insights into student cognition in the difficult
domain of logic, and that findings will inform improved educational practice in logic teaching. In our own
work, we aim to (1) enrich the feedback that Grade Grinder provides to students, (2) investigate task agency
effects upon learning outcomes, and (3) identify evidence-based improvements to the logic curriculum.
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In this paper, we proposed a new cognitive modeling approach: Instructional Factors Analysis Model (IFM). It belongs to a

class of Knowledge-Component-based cognitive models. More specifically, IFM is targeted for modeling student’s performance

when multiple types of instructional interventions are involved and some of them may not generate a direct observation of

students’ performance. We compared IFM to two other pre-existing cognitive models: Additive Factor Models (AFMs) and
Performance Factor Models (PFMs). The three methods differ mainly on how a student’s previous experience on a Knowledge

Component is counted into multiple categories. Among the three models, instructional interventions without immediate direct

observations can be easily incorporate into the AFM and IFM models. Therefore, they are further compared on two important

tasks—unseen student prediction and unseen step prediction—and to determine whether the extra flexibility afforded by addi-

tional parameters leads to better models, or just to over fitting. Our results suggested that, for datasets involving multiple types
of learning interventions, dividing student learning opportunities into multiple categories is beneficial in that IFM out-performed

both AFM and PFM models on various tasks. However, the relative performance of the IFM models depends on the specific

prediction task; so, experimenters facing a novel task should engage in some measure of model selection.

1. INTRODUCTION

For many existing Intelligent Tutoring Systems (ITSs), the system-student interactions can be viewed as a
sequence of steps [VanLehn 2006]. Most ITSs are student-driven. That is, at each time point the system elicits
the next step from students, sometimes with a prompt, but often without any prompting (e.g., in a free form
equation entry window where each equation is a step). When a student enters an attempt on a step, the ITS
records whether it is a success or failure without the tutor’s assistance and may give feedbacks and/or hints
based on the entry. Students’ first attempt records on each step are then collected for student modeling.
Often times in ITSs, completion of a single step requires students to apply multiple Knowledge Components.
A Knowledge Component (KC) is: “a generalization of everyday terms like concept, principle, fact, or skill,
and cognitive science terms like schema, production rule, misconception, or facet” [VanLehn et al. 2007].
They are the atomic units of knowledge. Generally speaking, students’ modeling on conjunctive-KC steps
are more difficult than that on steps that require a single KC.

The three most common student modeling methods are: Knowledge Tracing (KT) [Corbett and Ander-
son 1995], Additive Factor Models (AFM) [Cen et al. 2006; 2008], and Performance Factor Models
(PFM) [Pavlik et al. 2009]. When performing student modeling we seek to construct a cognitive model
based upon these observed behaviors and to apply the model to make predictions. Generally speaking, we
are interested in three types of predictions: type 1 is about how unseen students will perform on the observed
steps same as those in the observed dataset; type 2 is about how the same students seen in the observed data
will perform on unseen steps; and type 3 is about how unseen students will perform on unseen steps, that
is, both. For the present purposes we classifie students or steps that appear in the observed training data
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as seen and those that appear only in the unobserved test data as unseen. In this paper we will examine
prediction types 1 and 2 and leave type 3 for future work.

Previously KT and PFM have been directly compared both on datasets involved single-KC steps [Pavlik
et al. 2009] and those involved conjunctive-KC steps[Gong et al. 2010]. Results have shown that PFM is as
good or better than KT for prediction tasks under Bayesian Information Criteria (BIC) [Schwarz 1978] in
[Pavlik et al. 2009] or using Mean Squared Error (MSE) as criteria in [Gong et al. 2010]. For both BIC and
MSE, the lower the value, the better.

While PFM and KT have been compared on datasets involved conjunctive-KC step, prior applications of
AFM and PFM have mainly been with single-KC steps and indicated no clear winner. More specifically, while
AFM is marginally superior to PFM in that the former has lower BIC and cross-validation Mean Absolute
Deviance (MAD) scores in [Pavlik et al. 2009], PFM performed better than AFM under MAD scores in
[Pavlik et al. 2011]. For MAD, same as MSE, the lower the value, the better. On the other hand, previous
research have shown that AFM can, at least in some cases, do a fine job in modeling conjunctive KCs [Cen
et al. 2008]. Therefore, in this paper we will compare AFM and PFM directly on a dataset involving many
conjunctive-KC steps.

Moreover, most prior research on cognitive modelings was conducted on datasets collected from classical
student-driven ITSs. Some ITSs, however, are not always student-driven in that they may involve other
instructional interventions that do not generate direct observations on student’s performance. The dataset
used in this paper, for example, was collected from a tutor that, at each step chose to elicit the next step
information from students or to tell them the next step. In our view these tell steps should also be counted
as a type of Learning Opportunity (LO) as they do provide some guidance to students. Yet on the other
hand, these steps do not allow us to directly observe students’ performance. KT model is designed mainly for
student-driven ITSs in that its parameters are directly learned from the sequences of student’s performance
(right or wrong) on each step. When there are multiple instructional interventions and some of them do
not generate direct observations, it is not very clear how to incorporate these interventions directly into
conventional KT models. Therefore, in this paper we are mainly interested in comparing AFM and PFM.

Our dataset was collected from an ITS that can either elicit the next step from the student or tell them
directly. Incorporating tell steps into AFM model is relatively easy in that tells can be directly added to
total LO counts. The PFM, however, uses student’s prior performance counts, the success or failure, in the
equation. Since tells do not generate any observed performance, it is hard to include them in the PFM.
Therefore, we elected to add a new feature to represent instructional interventions such as tells. As shown
later, the new model can be easily modified for modeling datasets with multiple instructional interventions
and thus it is named as Instructional Factors Analysis Model (IFM).

To summarize, in this paper we will compare three models, AFM, PFM and IFM, on a dataset involving
many conjunctive-KC steps and multiple instructional interventions. Previous research has typically focused
on how well the models fit the observed data. In the following, we also investigated how well they perform at
making the predictions of unseen students’ performance on seen steps (type 1) and seen students’ performance
on unseen steps (type 2). Before describing our general methods in details we will first describe the three
models.

2. THREE MODELS: AFM, PFM, AND IFM

All three models, AFM, PFM, and IFM, use a Q-matrix to represent the relationship between individual
steps and KCs. Q-matrices are typically encoded as a binary 2-dimensional matrix with rows representing
KCs and columns representing Steps. If a given cell Qkj = 1, then step j is an application of KC k. Previous
researchers have focused on the task of generating or tuning Q-matrices based upon a dataset [Barnes 2005;
Tatsuoka 1983]. For the present work we employed a static Q-matrix for all our experiments. Equations 1,
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2, and 3 present the core of each model. Below the equations are the detailed descriptions of each term used
in the three equations.

The central idea of AFM was originally proposed by [Draney et al. 1995] and introduced into ITS field by
[Cen et al. 2006; 2008]. Equation 1 shows that AFM defines the log-odds of a student i completing a step j
correctly to be a linear function of several covariates. Here pij is a student i’s probability of completing a step
j correctly, Nik is the prior LO counts. AFM models contain three types of parameters: student parameters
θi, KC (or skill) parameters βk, and learning rates γk. While AFM is sensitive to the frequency of prior
practice, it assumes that all students accumulate knowledge in the same manner and ignores the correctness
of their individual responses.

PFM, by contrast, was proposed by [Pavlik et al. 2009] by taking the correctness of individual responses
into account. It can be seen as a combination of learning decomposition [Beck and Mostow 2008] and AFM.
Equation 2 expresses a student i’s log-odds of completing a step j correctly based upon performance features
such as Sik (the number of times student i has previously practiced successfully relevant KC k) and Fik (the
number of times student i has previously practiced unsuccessfully relevant KC k). PFM may also include
student parameters such as θi and skill parameters, such as βk. Additionally, PFM employs parameters to
represent the benefit of students’ prior successful applications of the skill µk and the benefit of prior previous
failures ρk.

While PFM was originally proposed without a θi, it is possible to include or exclude these student pa-
rameters from either PFM or AFM. In prior work, Corbett et al. noted that models which tracked learning
variability on a per-subject basis, such as with θ outperform models that do not [Corbett and Anderson
1995]. Pavlik [Pavlik et al. 2009] further noted that the full AFM model seemed to outperform PFM with-
out θ which in turn outperformed AFM without θ. Pavlik et al. also hypothesized that PFM with θ would
outperform the other models and they investigated it in their recent work. In this study, our analysis showed
that prediction is better with student parameters, especially for AFM models, thus we include θi in our
versions of both AFM and PFM.

From PFM, IFM can be seen as adding a new feature to represent the tells together with the success
or failure counts, shown in Equation 3. Equation 3 expresses a student i’s log-odds of completing a step
j correctly based upon performance features including Sik, Fik, Tik (the number of times student i has
previously got told on relevant KC k). IFM also includes student parameters θi, skill parameters βk, µk, ρk,
and the benefit of prior previous tells νk.

AFM: ln
pij

1 − pij
= θi +

∑

k

βkQkj +
∑

k

Qkj(γkNik) (1)

PFM: ln
pij

1 − pij
= θi +

∑

k

βkQkj +
∑

k

Qkj(µkSik + ρkFik) (2)

IFM: ln
pij

1 − pij
= θi +

∑

k

βkQkj +
∑

k

Qkj(µkSik + ρkFik + νkTik) (3)

Where:

i. represents a student i.

j. represents a step j.

k. represents a skill or KC k.

pij. is the probability that student i would be correct on step j.

θi. is the coefficient for proficiency of student i.

βj. is coefficient for difficulty of the skill or KC k.
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Qkj. is the Q-matrix cell for step j using skill k.

γk. is the coefficient for the learning rate of skill k (AFM only);

Nik. is the number of practice opportunities student i has had on the skill k (AFM only);

µk. is the coefficient for the benefit of previous successes on skill k (PFM & IFM);

Sik. is the number of prior successes student i has had on the skill k (PFM & IFM);

ρk. is the coefficient for the benefit of previous failures on skill k (PFM & IFM);

Fik. is the number of prior failures student i has had on the skill k (PFM & IFM);

νk. the coefficient for the benefit of previous tells on skill k (IFM only);

Tik. the number of prior Tells student i has had on the skill k (IFM only);

3. TRAINING DATASET AND EIGHT LEARNING OPPORTUNITY MODES

The original dataset was collected by training 64 students on a natural-language physics tutoring system
named Cordillera [VanLehn et al. 2007; Jordan et al. 2007] over a period of four months in 2007. The physics
domain contains eight primary KCs including the weight law (KC1), Definition of Kinetic Energy (KC20),
Gravitational Potential Energy (KC21), and so on. All participants began with a standard pretest followed
by training 7 physics problems on Cordillera and then a post-test. The pre- and post-tests are identical in
that they both have the same 33 test items. The tests were given online and consisted of both multiple-choice
and open-ended questions. Open-ended questions required the students to derive an answer by applying one
or multiple KCs.

In this study, our training dataset comprises 19301 data points resulted from 64 students solving 7 training
problems on Cordillera. Each student completed around 300 training problem steps. Note that the training
dataset does not include the pre- or posttest. In other words, a data point in our training dataset is either
the first attempt by a student on an elicit step or a system tell during his/her training on Cordillera only.

There are two types of steps in Cordillera. The primary steps are necessary problem-solving and conceptual
discussion steps. The justification steps, on the other hand, are optional steps that occur when students are
asked to justify the primary step they have just completed. The primary steps are designed to move the
solution process forward while the justification steps are designed to help the students engage with the
domain knowledge in a deeper way. When collecting our dataset the Cordillera system decided whether to
elicit or tell each step randomly. Thus, we have two types of LOs: elicit and tell for the primary steps; and
self-explain or explain for the justifications.

Figure 1 shows a pair of sample dialogues taken from the cordillera system for the same series of primary
steps with the same domain content. In dialogue (1.a) the system elects to elicit the students’ answer (steps
2- 3), while in dialogue (1.b) the system chooses to tell the student the answer (steps 2). Similarly in Figure 2
we present a similar comparison between a pair of self-explain and explain dialogues. As before both dialogues
cover the same domain content. In dialogue (2.a) the system asks the student to self-explain their answer
to the question in qualitative terms (steps 3-4). In dialogue (2.b) they are provided with a short qualitative
explanation (step 3).

For the primary steps, the average number of decisions ranges from 2.5 for KC1 to 31 for KC20 for elicit
steps and ranges from 4 for KC1 to 47 for KC20 for the tell steps. Compared with primary steps, justification
steps are significantly less frequent in that the average number ranges from 0 for KC1 to 3.5 for KC21 for
self-explain steps and ranges from 0 for KC1 to 2.5 for KC20 for explain steps.

In most of the prior research that we have surveyed the authors mainly used datasets involving quantitative
problem-solving steps similar to the primary steps in Cordillera. So when counting LOs in this study, we
first need to decide whether or not to include justification steps. Additionally, most previous research did not
include students’ performance on the pretest when counting LOs. While this makes some sense as students
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(1.a) Elicit Version

(1) T: So let’s start with determining the value of v1.

(2) T: Which principle will help you calculate the rock’s instantaneous magnitude of velocity at T1? {ELICIT}
(3) S: definition of kinetic energy

(4) T: Let me just write the equation for you: KE1 = 0.5*m*v1ˆ2.

(1.b) Tell Version

(1) T: So let’s start with determining the value of v1.

(2) T: To calculate the rockś instantaneous magnitude of velocity at T1, we will apply the definition of kinetic
energy. {TELL}

(3) T: Let me just write the equation for you: KE1 = 0.5*m*v1ˆ2.

Fig. 1. Learning Opportunities on Problem-Solving Steps: Elicit vs. Tell

(2.a) Self-Explain

(1) T:Can we infer the direction of the velocity of the rock at T1 from the rock’s kinetic energy at T1? {ELICIT}
(2) S:nope.

(3) T:Excellent! Please explain why. {Self-Explain}
(4) S:Only the magnitude of the velocity and not the direction of it is part of the definition of kinetic energy.

(5) T:Excellent! Now that we know v1, · · ·

(2.b) Explain

(1) T:Can we infer the direction of the velocity of the rock at T1 from the rock’s kinetic energy at T1? {ELICIT}
(2) S:nope.

(3) T:Excellent! This is because the kinetic energy only depends on mass and the magnitude of velocity, not the direction

of velocity.{Explain}
(4) T:Now that we know v1, · · ·

Fig. 2. SelfExplain vs. Explain

receive no feedback indicating their successes or failures during the test, it is still the case that they do
practice their skills. Secondly we need to decide whether or not to include student’s pretest performance in
the LO counts.

In order to explore how different choices of LOs would impact different cognitive models, we defined four
ways to count the LOs. In the primary mode we count only the primary steps within the ITS. In pretest-
primary we count the primary mode steps plus the pretest (each test item is treated as one step for training).
Primary-Justify mode counts the primary and justification steps within the ITS alone. And finally the overall
mode counts all steps in both the pretest and ITS training.

Note that using different modes of LOs neither changes the size of the training dataset which is generated
along students’ logs when training on Cordillera nor changes the number of parameters to be fit. Using
pretest in the LO count means that various LOs do not start with 0 for the pretest-primary and overall
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modes but are based on the frequency of KC appearances (and, in the case of PFM, the accuracy) in the
pretest. For example, if a KC20 is tested 20 times in the pretest and a student was correct 5 times and
wrong 15 times, then the student’s LOs on KC20 for pretest-primary and overall mode would start with
LO = 20, Success = 5, Fail = 15, T ell = 0. For Primary and Primary-Justify modes, all LOs start with 0.

Coupled with this variation we can also count LOs additively or logarithmically. Using logarithmic count
is inspired by the power law relationship between measures of performance (reaction time or error rate) and
the amount of practice [Newell and Rosenbloom 1981]. But others [Heathcote et al. 2000] have argued that
the relationship is an exponential, which corresponds to additive counting. To summarize, we have {Primary,
Pretest-Primary, Primary-Justify, Overall} × {count, ln(count)}, a total of eight LO modes.

4. RESULTS

Two measures of quality, the Bayesian Information Criteria (BIC) and the cross-validation Root Mean
Squared Error (RMSE), are used to evaluate how well various instantiated models perform. For both BIC
and cross-validation RMSE, the lower the value, the better. BIC [Schwarz 1978] is a criterion for model
selection among a class of parametric models with different numbers of parameters. In prior research on the
evaluation and comparison of different cognitive models [Cen et al. 2006; Pavlik et al. 2009; Gong et al. 2010]
the authors used BIC as a measure of success. In machine learning, however, it is conventional to use the
cross-validation RMSE, which is a more interpretable metric and, we believe, a more robust measure. For
the purposes of this paper, we will report both BIC and RMSE.

4.1 AFM, PFM, vs. IFM.

First, we will investigate whether considering Tell and Explains into the LOs is beneficial. In traditional
cognitive modeling the focus is solely on steps where the student’s performance is observed. In the context
of Cordillera that means counting only the elicit and self-explain steps as both require students to apply
their knowledge without support and their performance can be directly evaluated. For AFM models, we thus
compared the AFM algorithms shown in equation 1 by either including Tells and Explains into Nik or by
excluding them out of Nik. The two resulted models are referred as AFM-Tell and AFM+Tell respectively.
Therefore, in this section we compared four models: AFM-Tell, AFM+Tell, PFM and IFM across eight LO
modes.

For each of the four models, its corresponding count LOs on corresponding {Primary, Pretest-Primary,
Primary-Justify, Overall} modes are defined in Table I. For example, the IFM has three LO counts: prior
success Sik, prior failures Fik, and prior tells Tik. Under the Primary-Justify mode (shown in the left bottom
of the table), Sik = Success in (Elicit + Self-Explain) on the KC k, Fik = prior failure in (Elicit + Self-
Explain) on the KC k, and Tik = prior tells and explains on the KC k. Once the count mode is defined, the
corresponding Ln(Count) mode is simply taking each count logarithmically. For example, under {Primary-
Justify, Ln(Count)} mode, we have Sik = ln[Success in (Elicit + Self-Explain) on KC k], Fik = ln[prior
failure in (Elicit + Self-Explain) on KC k], and Tik = ln[prior tells and explains on the KC k].

For each model on each mode, we carried out a 10-fold cross-validation. Such procedure resulted in 8
(modes) × 4 (models) = 32 BIC values and CV RMSE values. Table II shows the comparisons among the
four models when using {Primary-Justify, Count} and {Primary-Justify, Ln(Count)} LO modes respectively.
It shows that across both modes, the IFM is more accurate (both lower BIC and RMSE) than the PFM;
similarly, the latter is more accurate than AFM+Tell and AFM-Tell. However, it is harder to compare
AFM-Tell and AFM+Tell. For example, on {Primary-Justify, Count} mode, although AFM-Tell has lower
BIC than AFM+Tell 9037 vs. 9058, the latter has lower RMSE than the former: 4.456E-01 vs. 4.459E-01.
So on both {Primary-Justify, Count} and {Primary-Justify, Ln(Count)} modes, we have IFM > PFM >
AFM+Tell, AFM-Tell. Such pattern is consistence across all eight modes.
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Table I. {Primary, Pretest-Primary, Primary-Justify, Overall} Learning Opportunity Modes

Primary Pretest-Primary

AFM-Tell Nik Elicit Pretest+Elicit

AFM+Tell Nik Elicit+Tell Pretest+Elicit+Tell

PFM Sik Success(Elicit) Success in (Pretest + Elicit)

Fik Failure(Elicit) Failure in (Pretest + Elicit)

IFM Sik Success(Elicit) Success in (Pretest + Elicit)

Fik Failure(Elicit) Failure in (Pretest + Elicit)
Tik Tell Tell

Primary-Justify Overall

AFM-Tell Nik Elicit + SelfExplain Pretest+ Elicit+SelfExplain

AFM+Tell Nik Elicit+Tell + SelfExplain +Explain Pretest+ Elicit+Tell + SelfExplain+Explain

PFM Sik Success in (Elicit + Self-Explain) Success in (Pretest+ Elicit + Self-Explain)

Fik Failure in (Elicit + Self-Explain) Failure in (Pretest+ Elicit + Self-Explain)

IFM Sik Success in (Elicit + Self-Explain) Success in (Pretest+ Elicit + Self-Explain)
Fik Failure in (Elicit + Self-Explain) Failure in (Pretest+ Elicit + Self-Explain)
Tik Tell+ Explain Tell+ Explain

Table II. Compare AFM-Tell, AFM+Tell, PFM and IFM on
{Primary-Justify, Count} and {Primary-Justify, Ln(Count)} mode

{Primary-Justify, Count} {Primary-Justify, Ln(Count)}
Model BIC 10-fold RMSE BIC 10-fold RMSE

AFM-Tell 9037 4.460E-01 9037 4.459E-01

AFM+Tell 9117 4.470E-01 9058 4.456E-01
PFM 8474 4.235E-01 8461 4.236E-01
IFM 8347 4.217E-01 8321 4.211E-01

In order to compare the performance among four models, Wilcoxon Signed Ranks Tests were conducted
on resulted BICs and RMSEs. Results showed that IFM significantly outperformed the PFMs across eight
modes: Z = −2.52, p = 0.012 for both BIC and cross-validation RMSE. Similarly, it was shown that
across all eight modes IFM beat corresponding AFM-Tell across eight modes significantly on both BIC and
RMSE: Z = −2.52, p = 0.012. Similar results were found between IFM and AFM+Tell in that the former
out-performed the latter across eight modes significantly on both BIC and RMSE: Z = −2.52, p = 0.012.

Comparisons between PFM and AFM-Tell and AFM+Tell showed that PFM beats corresponding AFM-
Tell across eight modes significantly on both BIC and RMSE: Z = −2.52, p = 0.012; and PFM also beat
AFM+Tell significantly on both BIC and RMSE: Z = −2.52, p = 0.012. Finally, comparisons between AFM-
Tell and AFM+Tell showed that adding Tells and Explains into LOs did not statistically significantly improve
the BIC and RMSE of the corresponding AFM model: Z = −0.28, p = 0.78 for BIC and Z = −1.35, p = 0.18
for RMSE respectively. Therefore, our overall results suggested: IFM > PFM > AFM-Tell, AFM+Tell.

Next, we investigated which way of counting LOs is better, using logarithmic or additive tabulation?
Wilcoxon Signed Ranks Tests were conducted on comparing the BIC and RMSE of the performances when
using Count versus using Ln(Count) on the same model and mode. Results showed using Ln(Count) per-
formed significantly better than using Count: Z = −2.27, p = 0.008 for BIC and Z = −2.33, p = 0.02
for RMSE respectively. This analysis is interesting in relation to a long-standing debate about whether the
learning curve is exponential (like additive tabulation) or a power law (logarithmic tabulation) [Heathcote
et al. 2000]. Our results appear to favor the power law.

Next, we investigated the impact of four LO modes. The BICs and RMSEs were compared among the
{Primary, Pretest-Primary, Primary-Justify, Overall} modes regardless of Count and Ln(Count). A pairwise
comparisons on Wilcoxon Signed Ranks Tests showed that the {Primary-Justify} modes generated signifi-
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cantly better models than using {Primary} modes Z = −2.1, p = 0.036; the {Primary} modes generated
better models than using {Pretest-Primary} and {Overall} Z = −2.27, p = 0.018 and Z = −2.521, p = 0.012
respectively. While no significant difference was found between {Pretest-Primary} and {Overall} modes. Sim-
ilar results was found on RMSE. Therefore, it suggested that adding justification steps into LOs is beneficial
in that Primary-Justify mode beats Primary; however, adding pretest into the LOs did not produce better
models and it may even have resulted worse models: the benefit of adding justification steps into LOs was
seemingly washed out by including pretest in the LOs in that {Overall} modes generate worse models than
{Primary-Justify} and {Primary}.

To summarize, for modeling the training data, applying IFM model and using {Primary-Justify, Ln(Count)}
as LOs generated the best fitting model. Additionally, comparisons among the IFM, PFM, AFM-Tell,and
AFM+Tell showed that IFM > PFM > AFM-Tell, AFM+Tell. In this paper, our goal is to compare cognitive
models on datasets involving multiple types of instructional interventions. As shown above, for AFM the tell
steps can be directly added into existing opportunity count Nik; For the PFM model, however, there is no
direct way how tells should be incorporated. Therefore, in the following we will mainly compare IFM and
AFM+Tell. For the convenient reasons, we will refer to AFM+Tell as AFM.

4.2 IFM vs. AFM for Unseen Student Prediction (Type 1)

Next we compared the AFM and IFM models on the task of unseen student prediction. In order to predict
unseen student’s performance, Student ID was treated as a random factor in both AFM and IFM models.
Here we conducted Leave-one-student-out cross-validation. In other words, 64 students resulted in a 64-fold
cross validation. Thus, we have 8 (modes) × 2 (AFM vs.IFM) BIC values and Cross-Validation RMSE values.

Table III shows the correpsonding BIC and RMSE values of AFM and IFM models using {Primary-Justify,
Ln(Count)} mode. Table III shows that IFM generates better prediction models (both lower BIC and RMSE)
than AFM and the difference is large. Such pattern is consistence across all eight modes.

Table III. AFM vs. IFM On Unseen Students
with Random Effect Student Parameters

Model BIC 64-fold Cross-Validation RMSE

AFM 8724 4.6144E-01
IFM 7952 4.1661E-01

To compare IFM and AFM across eight modes, Wilcoxon Signed Ranks Tests were conducted on both
BICs and cross-validation RMSEs. Consistent with the patterns shown in Table III, results showed that
IFM is significant better than AFM across eight modes: Z = −2.52, p = 0.012 for both BIC and cross-
validation RMSE. To summarize, IFM with random student parameter is a better model for predicting
unseens students’ performances on seen steps than AFM model with random student parameter. The best
performance was generated IFM model using {Primary-Justify, Ln(Count)} as LOs.

4.3 AFM vs. IFM for Unseen Step prediction (Type 2).

Finally we compared AFM and IFM models on the task of unseen step prediction. Here we used training
dataset and tested each models’ prediction using students’ post-test performance. For each model on each
mode, we carried out a 10-fold cross-validation. Such procedure again resulted in 8 × 2 BIC values and CV
RMSE values.

Table IV shows the results on comparisons for the AFM and IFM models on both {Primary-Justify,
Ln(Count)} and {Overall, Ln(Count)} modes. Across the eight LO modes, the performance of AFM reaches
its best when using {Primary-Justify, Ln(Count)} mode and IFM reaches its best when using {Overall,
Ln(Count)} mode. Table III shows that when using {Primary-Justify, Ln(Count)} mode, the AFM is even
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more accurate (both lower BIC and RMSE) than the corresponding IFM model; while when using {Overall,
Ln(Count)} LO mode, the IFM is more accurate (both lower BIC and RMSE) than the corresponding AFM.
Moreover, the best IFM model, using {Overall, Ln(Count)} LO mode, is still better than the best AFM
which using {Primary-Justify, Ln(Count)} LO mode. Thus, cross 8 modes on both AFM and IFM, the best
prediction model is still generated by IFM but using {Overall, Ln(Count)} LO mode.

Table IV. AFM vs. IFM On Predicting Post-test
Performance by {Primary-Justify, Ln(Count)} and {Overall,

Ln(Count)} modes

Mode Model BIC 10-fold RMSE

{Primary-Justify, Ln(Count)} AFM 2414 4.6632E-01
IFM 2428 4.6791

{Overall, Ln(Count)} AFM 2443 4.7027E-01

IFM 2252 4.4529E-01

In order to compare AFM and IFM across eight modes, Wilcoxon Signed Ranks Tests were again conducted
on resulted 8×2 BIC and RMSE results. Result showed that IFM is marginally significant better than AFM
across eight modes: Z = −1.68, p = 0.093 for BIC and Z = −1.82, p = 0.069 for 10-fold CV RMSE
respectively. Previously, the best model for fitting the training dataset and type 1 predictions are generated
by IFM using {Primary-Justify, Ln(Count)} LOs; on the task of predicting students’ posttest performance
(type 2), however, the best model is still IFM but using {Overall, Ln(Count)} LO counts. To summarize, the
best performance of IFM is better than the best AFM and across the eight LO modes and IFM is marginally
better than AFM model on type 2 prediction.

5. CONCLUSION

In this paper we investigated student modeling on a dataset involving multiple instructional interventions. We
proposed a cognitive model named IFM. We compared IFM with AFM and PFM on the training dataset.
We determined that including non-standard LOs such as tells and explains as a separated parameter is
effective in that the IFM models’ out-performance PFM, AFM-Tell, and AFM+Tell across all modes; but
for AFM modes, simply adding tells into AFM LO counts did not seemingly significantly improved the AFM
model’s performance. This is probably because AFM gives a same learning rate for different instructional
interventions. For example, under the {Primary, Count} mode, the Nik in AFM+Tell model is Elicit+Tell.
On one KC, KC20, the AFM had: the learning rate γk = 0.011462. By contrast, the corresponding IFM
has three parameters: µk for benefit of previous successes on skill k; ρk is the coefficient for the benefit of
previous failures, and νk the coefficient for the benefit of previous tells on skill k. For the same KC, the
IFM resulted µk = 0.083397; ρk = −0.213746, νk = 0.031982. The values of the three parameters are quite
different from each other, which suggested the the benefit of tells is in the middle of the benefit of success
and failure. Such patterns on learned parameters between AFM and IFM showed throughout our analysis.
It suggested that rather than using one learning rate parameters for different instructional interventions, it
is better to break them into categories and learn seperated parameters.

In order to fully exploring the effectiveness of three models, we further compared them on two prediction
tasks – unseen student prediction (type 1) and unseen step prediction (type 2). Our results indicate that the
IFM model is significantly better than the AFM model on predicting unseen student’s performance on seen
steps (type 1) and marginal significant better on predicting seen students’ performance on posttest (type 2).

Additionally, we examined the impact of including pretest performance in the LOs as well as qualitative
justification steps in the LOs. We found that the Primary-Justify mode seems to be most effective. Generally
speaking, models trained with logarithmic tabulation outperformed those trained with additive tabulation
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probably because the number of prior LOs counts in this study can be ralatively large. For example, the
average number of primary steps (including both elicits and tells) in the training data varies from 6 for KC1

to 83 for KC20.
Even though IFM model performed the best on modeling the training data on both type 1 and type 2

predictions, its performance is heavily dependent upon the specific prediction task being performed and the
way in which the specific LOs were counted. For modeling the training data and type 1 prediction, it is the
best to using (Primary-Justify,Ln(Count)) mode; but for type 2 predictions, it was best to include the pretest
data as well and thus using(Overall,Ln(Count)) mode for LO counts. Thus we conclude that, for datasets
involving multiple learning interventions, IFM is a more robust choice for student and cognitive modeling.
However the performance of IFM is heavily dependent upon the specific prediction task being performed and
the way in which the specific LOs were counted. Experimenters facing a novel task should engage in some
measure of parameter-fitting to determine the best fit.
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In a previous study on a physics dataset from the Andes tutor, we found that the simple location 
heuristic was better at making error attribution than the simple temporal heuristic when evaluated 
on the learning curve standard. In this study, we investigated the generality of performance of the 
simple location heuristic and the simple temporal heuristic in the math domain to see if previous 
results generalized to other Intelligent Tutoring System domains. In support of past results, we 
found that the simple location heuristic provided a better goodness of fit to the learning curve 
standard, that is, it was better at performing error attribution than the simple temporal heuristic. 
One observation is that for tutors where the knowledge components can be determined by the 

interface location in which an action appears, using the simple location heuristic is likely to show 
better results than the simple temporal heuristic. It is possible that the simple temporal heuristic is 
better in situations where the different problem subgoals can be associated with a single location.  
However, our prior results with a physics data set indicated that even in such situations the simple 
location heuristic may be better.  Further research should explore this issue. 

 

Key Words and Phrases: Error attribution methods, Intelligent Tutoring Systems, learning curves, mathematics 

________________________________________________________________________ 

1. INTRODUCTION  
Increasingly, learning curves have become a standard tool for evaluation of Intelligent 

Tutoring Systems (ITS) [Anderson, Bellezza & Boyle, 1993; Corbett, Anderson, & 

O’Brien, 1995; Koedinger & Mathan, 2004; Martin, Mitrovic, Mathan, & Koedinger, 

2005; Mathan & Koedinger, 2005; Mitrovic & Ohlsson, 1990] and measurement of 

students’ learning [Anderson, Bellezza & Boyle, 1993; Heathcote, Brown, & Mewhort, 

2002]. The slope of learning curves show the rate at which a student learns over time, and 

reveals how well the tutor’s cognitive model fits what the student is learning. However, 

these learning curves require a method for attributing error to the “knowledge 

components” (skills or concepts) in the student model that the student is missing. 

Knowledge components, concepts and skills will be used interchangeably in this paper. In 
a previous study using data from the Andes Intelligent tutor [VanLehn et al., 2005], four  
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alternative heuristics were evaluated - simple location heuristic (LH), simple temporal 

heuristic (TH), model-based location heuristic (MLH) and model-based temporal 

heuristic (MTH) [Nwaigwe et al., 2007]. When evaluated on the learning curve standard, 

the two location heuristics LH and MLH, outperformed the temporal heuristics, TH and 
MTH. However, the generality of performance of these heuristics in other ITS subject 

domains needs to be tested.  

In this study conducted in the mathematics domain, we investigated whether the 

previous performance of the LH and TH generalized to other ITS domains. We 

specifically asked if the LH was better than the TH at predicting student changes in error 

rate over time. We used log data from a Cognitive Tutor on a Scatterplot lesson and 

implemented the learning curves standard using the statistical component of Learning 

Factors Analysis [Cen, Koedinger & Junker, 2005; Pirolli & Wilson, 1998]. 

Our intuition is that the LH may be the better choice for error attribution when 

knowledge components (KCs) can be determined by the interface location where an 

action occurs. To justify this, imagine that a worker has homes, Ha and Hb in which to 
perform tasks A and B respectively. The worker goes to home Ha and attempts task A but 

fails. The worker abandons the failed task A and goes to home Hb, where he/she succeeds 

at task B. The assumption is that tasks A and B are associated with different KCs. The 

worker later returns to location Ha, and this time, is successful at task A. The LH will 

more rationally attribute the initial failed attempt at Ha to the KC associated with task A 

since its rule is to attribute error to the first successfully implemented KC at the initial 

error location. The TH will however, wrongfully put blame on the KC associated with 

task B since its method of error attribution is to blame the KC associated with the first 

correctly implemented task.  

Sometimes, TH might be a better choice for making error attribution. We believe this 

to be the case when it is necessary to perform a set of tasks in a prescribed sequence. To 

elaborate, imagine that homeschooler Bella is required to perform two tasks and in the 
given sequence – eat breakfast (EB), and do schoolwork (DS) and in any of two 

locations, L1 and L2 on the dining table of the family’s apartment. We again assume that 

tasks EB and DS are associated with different KCs. Bella decides that she did not like 

what Mom served for breakfast that morning and goes straight to her schoolwork, DS, at 

location L1, skipping task EB. However, Bella fails at task DS due to hunger associated 

distractions. Later, she abandons task DS and revisits and succeeds at task EB at location 

L2. Bella then goes back location to L1 and completes task DS. In attributing blame, TH 

will rationally blame the KC associated with task EB. However the LH will wrongfully 

blame the KC associated with task, DS. These examples imply that it may be better to 

apply heuristics in making error attribution. 

Although an immediate purpose for error attribution is to drive learning curve 
generation, the assignment of blame problem is more general and affects many aspects of 

student modeling. 

2. ERROR ATTRIBUTION HEURISTICS 
A basic assumption of many cognitive models is that knowledge can be decomposed into 

components, that each component is learned independently of the others and that 

implementation of a step in the solution of a problem is an attempt to apply one or more 

knowledge components (KCs).  When correct solution steps are generated, either by an 

expert system or a human expert, the step is often annotated with the KCs that must be 

applied in order to generate the step.  Thus, when a student enters that step, the system 

can infer that the student is probably (but not necessarily) applying those KCs.  
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An ITS system can be designed to anticipate and generate some incorrect steps and 

associated goals, however, it is rare for expert systems or expert authors to anticipate and 
generate a large number of incorrect steps and corresponding goals. Hence, when the 

student enters an incorrect step, it is often not clear what KC(s) should have been applied, 

so the system cannot determine which KC(s) the student is weak on.  If the system simply 

ignores incorrect steps, then it only “sees” successful applications of KCs.  It cannot 

“see” failures of a KC.  It may see lots of incorrect steps, but it cannot determine and 

record what KC(s) to blame for each error [VanLehn et al, 2005] and so, learning curves 

cannot be generated. This suggests using heuristics. 

The tutoring system usually has two clues available: the location of the incorrect step 

on the user interface and the subsequent steps entered by the student.  For instance, if a 

student makes an error on a step at time 1 and at location A, the student will often attempt 

to correct it immediately, perhaps with help from the tutor.  So if the first correct step, at 

time 2 is also at location A, and say, that the step is annotated with KC x, then it is likely 
that the incorrect step at time 1 was a failed attempt to apply KC x.  This heuristic allows 

the system to attribute errors to KCs whenever the system sees a correct step immediately 

following the target incorrect step, and both steps are in the same location on the user 

interface. 

However, it is not clear how to generalize this heuristic.  What if the next correct step 

is not in the same location?  What if there are intervening incorrect steps in different 

locations?  In previous work using data from the Andes Physics Tutor, four automated 

heuristics for making error attribution (LH, TH, MLH, MTH) were proposed and 

evaluated guided by whether the heuristic was driven by location or by the temporal order 

of events [Nwaigwe et al, 2007].  

For every error transaction, LH attributes blame to the KC mapped to a subsequent 
correct entry at the widget location where the error occurred [Anderson, Bellezza & 

Boyle,1993; Koedinger & Mathan, 2004; Martin, Mitrovic, Mathan, & Koedinger, 2005] 

while the TH ascribes blame to the KC that labels the first correct entry in time. When 

there is no subsequent correct entry with a label of the error location, LH blames the KC 

with the first correct entry in time, that is, it implements the behavior of TH. When the 

tutor provides a choice of some KC to blame for an error, the MLH goes with the tutor’s 

choice otherwise, it simply implements the LH. For an error transaction, MTH also goes 

with the domain model’s choice if one exists, otherwise it implements the TH.  

In this work, we examine the performance of the LH and TH in the mathematics 

domain. Table I shows sample log transaction from the cognitive tutor for the scatterplot 

lesson. The table illustrates how the LH and the TH can help resolve the error attribution 

ambiguity. Columns in table 1 are described thus: “location” column indicates the place 
on the interface (the interface widget) in which the student made an input; “Outcome” 

indicates if an input is correct or not, while “Student Model KC” lists the system’s choice 

of KC which the student should implement. 

In row 1, the student makes an error at the location labeled, “var-0val-1”. The system 

however does not indicate the KC the student ought to be practicing. To resolve this 

ambiguity, the LH uses the KC that labels a subsequent correct entry in the same location 

– see row 5. That is, it chooses “choose variable”. On the other hand, the TH chooses the 

KC that labels the first correct entry in time, irrespective of interface location. Its choice 

is “label x-axis”. In row #2, the domain model blames the KC “choose variable” for the 

student’s error. LH chooses “choose variable” since it is the first correctly implemented 

KC at the location “var-0val-1”. TH blames the KC “label x-axis” in this case.  
In the prior study, the cognitive model generated by the LH was found to outperform 

that of the TH and also, the tutor’s original model according to the learning curve 
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standard. In other words, the LH was better at making error attributions than the other 

two cognitive models. Compared to the TH, we also found that the error attribution 

method of the LH was more like that made by human coders. In this work, we conduct 

our analysis in the math domain and compare the performance of the LH to that of the 

TH based on the learning curve standard. Our goal is to see if the previous performance 
of the LH and TH can be generalized to other intelligent tutoring system domains. 

 

 

Table I.  Table illustrating different error attributions made by the 2 methods 

KC Error Attributions methods 
# Location Outcome 

Student Model
KC LH TH  

1 
var-0val-1 
 

incorrect 
  
  
 

choose variable label x-axis 

2 var-0val-1 incorrect choose variable choose variable label x-axis 

3 var-1val-1 correct label x-axis label x-axis label x-axis 

4 var-0val-1 incorrect   choose variable choose variable 

5 var-0val-1 correct choose variable choose variable choose variable 

 

 

3. LEARNING CURVES 
Learning curves plot the performance of students with respect to some measure of their 

ability over time [Anderson, Bellezza & Boyle, 1993; Corbett, Anderson, O’Brien, 1995; 
Koedinger & Mathan, 2004; Martin, Mitrovic, Mathan, & Koedinger, 2005; Mathan & 

Koedinger, 2005; Mitrovic & Ohlsson, 1990]. For ITSs, the standard approach is to 

measure the proportion of knowledge components in the domain model that have been 

“incorrectly” applied by the student. This is also known as the “error rate”. Other 

alternatives exist, such as the number of attempts taken to correct a particular type of 

error. Time is generally represented as the number of opportunities to practice a KC or 

skill. This in turn may be determined in different ways: for instance, it may represent 

each new step a student attempts that is relevant to the skill, on the basis that repeated 

attempts at the KC are benefiting from the student having been given feedback and as-

needed instruction about that particular skill and hence may improve from one attempt to 

the next. If the student is learning the KC or skill being measured, the learning curve will 

follow a so-called “power law of practice” [Mathan & Koedinger, 2005]. If such a curve 
exists, it presents evidence that the student is learning the skill being measured or 

conversely, that the skill represents what the student is learning.  

3.1. THE LEARNING CURVES STANDARD 
The power law applies to individual skills and does not take into account student effects. 

The statistical component of Learning Factors Analysis (LFA) extends the power law to a 

logistic regression model which accommodates student effects for a cognitive model 

incorporating multiple knowledge components and multiple students [Cen, Koedinger, & 

Junker, 2005], see equation 1. The following are the assumptions on which equation 1 is 

based: 

1. Different students may know more or less initially. An intercept parameter of 

this model reflects each student’s initial knowledge.  
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2. Students learn at the same rate. Thus, slope parameters do not depend on the 

student. Slope parameters reflect the learning rate of each KC which the student 
model encompasses and are independent of student effect.  This assumption 

made so as to reduce the number of parameters in equation 1 and is further 

justified since equation 1 is focused on refining a cognitive model rather than on 

evaluating students’ knowledge growth [Draney, Pirolli & Wilson, 1995]. 

3. Some KCs are more likely known than others. An intercept parameter for each 

KC captures initial difficulty of the skill.  

4. Since some KCs are easier to learn than other, the model of equation 1 uses a 

slope parameter to reflect this for each skill. Larger values for initial difficulty 

reflect tougher skills.  

 

ln[p/(1-p)] = ! "i Xi + ! #jYj + ! $jYjTj . (1) 

 
where p – the probability of success at a step performed by student i that requires 

knowledge component j; Xi and Yj – the dummy variable vectors for students and 

knowledge components respectively; Tj – the number of practice opportunities student i 

has had on knowledge component j; !i – the coefficient that models student i’s initial 

knowledge; "j – the coefficient that reflects the initial difficulty of knowledge component 

j where larger values of initial difficulty reflect tougher skills; #j – the coefficient that 

reflects the learning rate of knowledge component j, given its practice opportunity. 

In this paper, the model of equation 1 is used to apply the learning curve standard.   

Bayesian Information Criterion (BIC) [Wasserman, 2004] is used to estimate prediction 

risk in the model while loglikelihood is used to measure model fit. Lower BIC scores, 

mean a better balance between model fit and complexity. 

4. DATA SOURCE 
The data used for this research was collected as part of a study conducted in a set of 5 

middle-school classrooms at 2 schools in the suburbs of a medium-sized city in the 

Northeastern United States. Student ages ranged approximately from 12 to 14 years. The 

classrooms studied were taking part in the development of a new 3-year cognitive tutor 

curriculum for middle school mathematics [Baker, 2005; Baker., Corbett, Koedinger & 

Wagner, 2004]. Data collected was from the study on these classrooms during the course 

of a short (2 class periods) cognitive tutor unit on scatterplot generation and 

interpretation. Scatterplots depict the relationship between two quantitative variables in a 

Cartesian plane, using a point to represent paired values of each variable. 

The scatterplot lesson consisted of a set of problems and for each problem, a student 

was given a data set to generate a graph. The student then had to choose from a list, the 
variables that were appropriate for use in the scatterplot (see figure 1); those that where 

quantitative or categorical; and subsequently whether a chosen variable was appropriate 

for a bar chart. 

Next the student was required to label the X and Y-axis (see figure 2), and to choose 

each axis bound and scale. The student was then required to plot points on the graph by 

clicking on the desired position on the graph. Finally, the student was required to answer 

a set of interpretation questions to reason about the graph’s trend, outliers, monotonicity, 

and extrapolation and in comparison with other graphs. In our dataset, students solved a 

maximum of six problems and a minimum of two in the scatterplot lesson. 
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Figure 1 Scatterplot lesson interface for choosing variable type [Baker, 2005] 

 

 

 

 

 

 

 
 

Figure 2 Interface for graph creation in the scatterplot lesson [Baker, 2005] 
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5. METHODOLOGY 
The algorithms for the LH and TH used in this research was implemented in pure java 1.6 
and designed to process student log data in MS Excel format. Both algorithms used 

sequential search. Log data from the cognitive tutor unit on scatterplot generation and 

interpretation served as input to the programs. The output from each program was the 

choice of KC codes made by the heuristic being implanted as explained in section 2.  

To analyze the cognitive model of each heuristic according to the learning curve 

standard, the data output from each program was then fit to equation 1 to derive learning 

behavior. The coefficients of equation 1, initial KC difficulty ("j), initial student difficulty 

(!i) and KC learning rate (#j) were used to describe learning behavior for each heuristic. If 

the intercept of a KC was higher, then, its initial difficulty was lower. Further, if the slope 

of each KC was higher, then, the faster students learned that skill. For the model of each 

heuristic, BIC score was used to estimate prediction risk while loglikelihood was used to 

measure model fit. 

6. RESULTS AND DISCUSSION 
Table II summarizes the results of the learning curve standard for the student models for 

both the LH and TH. The results show that the simple location heuristic, LH (BIC score: 

7,510.12) shows better fit to the learning curve standard compared to the simple temporal 

heuristic, TH (BIC scores: 7,703.58). This means that the model of the LH is more 

reliable and so, a prediction error is more likely to occur if one used the TH model. 

Loglikelihood score was also better for the LH (-3,370.37) than for the TH (-3,464.93), 

indicating that the LH model was a better fit to the data than the competing TH model. 

This shows how the different error attribution methods affect the result. 

 
 

Table II. Results of the Learning Curve Standard 

 

 

 

 

 

 
 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 TH LH 

logLikelihood -3,464.93 -3,370.37 
 

BIC 7,703.58 7,510.12 
 

Learning Rate (!j) Mean (Std) 0.09 (0.09) 0.133 (0.11) 

 

Initial KC 

Difficulty ("j) 
Mean (Std) -1.81 (0.94) 0.08 (1.10) 

Initial Student 

Difficulty (#i) 
Mean (Std) 2.03 (0.61) -0.00 (0.63) 

# of KCs 17 17 
 

# of transactions across entire 
scatterplot lesson 

16,291 16,291 
 

 

# of students 52 52 
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Table III. Knowledge Component Details for the two Heuristics  

 

 

Generally, we observed that, the LH performed better than the TH when the student 

failed to successfully complete an attempted step and subsequently attempted and 

succeeded at a different step. As shown in table I, the student unsuccessfully attempted a 
step at location “var-0val-1” (trn # 1 & 2). The student subsequently went to location 

“var-1val-1”, attempted and succeeded at the new step. While the TH incorrectly blamed 

“label x-axis” which is the KC associated with the new step at location “var-1val-1”, the 

LH more rationally blamed  “choose variable” which is the KC that should be associated 

with the step at location “var-0val-1”. Because the LH uses location for error attribution, 

it correctly assigns blame to the KC associated with the error. TH however, wrongfully 

blames the first subsequent KC that the student correctly attempts. Of the 16,291 

 Simple Temporal Heuristic 

(TH) 

Simple Location Heuristic 

(LH) 

Knowledge 
Component (KC) 

Ave 
Opp 

"j  

(Initial 
difficulty) 

!j 
(learning 
rate) 

Ave 
Opp 

"j 

(Initial 
difficulty) 

!j 
(learning 
rate) 

CHOOSE-VAR-TYPE-
CAT 6.6 -1.449 0.076 6.6 0.048 0.244 

MMS-VALUING-
DETERMINE-SET-
MAX 6.9 -0.793 0 6.2 1.275 0 

MMS-VALUING-
DETERMINE-SET-
MIN 6.3 -0.361 0.031 6.2 1.587 0.063 

QUANTITATIVE-

VALUING-FIRST-BIN 6.1 -2.642 0.159 5.5 -0.565 0.163 

QUANTITATIVE-
VALUING-SECOND-
BIN 5.6 -0.947 0 5.4 0.879 0.052 

MMS-VALUING-
LABELSUSED 6.9 -2.625 0.049 5.8 -0.942 0.219 

CHOOSE-VAR-TYPE-
NUM 18.2 -1.044 0.038 16.2 0.799 0.044 

MMS-VALUING-
DETERMINE-SCALE 53.1 -0.069 0.007 50.2 2.364 0 

MMS-VALUING-
LABELSUSED-PLUS2 5.9 -1.99 0.063 5.8 -0.805 0.187 

TEST-SLOPE 3.3 -2.213 0.131 3.3 0.238 0 

CHOOSE-OVERALL-
REL 5.0 -3.175 0.257 5.2 -0.865 0.149 

EXTRAPOLATE 1.7 -2.093 0 1.5 0.206 0 

CHOOSE-OK-BG 11.5 -1.708 0.198 11.4 0.263 0.215 

CHOOSE-X-AXIS-

QUANTITATIVE 4.3 -2.572 0.274 3.2 -0.719 0.314 

CHOOSE-Y-AXIS-
QUANTITATIVE 3.7 -2.618 0.018 3.2 -1.884 0.276 

MMS-VALUING-
DETERMINE-MIN 6.3 -3.053 0.119 5.8 -1.106 0.139 

MMS-VALUING-

DETERMINE-RANGE 6.3 -1.357 0.147 6.1 0.584 0.196 
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transactions in our dataset, error transactions recorded were 5,733. Of the latter, the LH 

and TH differed on 1,583 (36%) transactions with respect to error attribution choices. 
We also found that both the LH and the TH had the tendency to yield the same result 

when the student succeeded at a step, even after multiple attempts, prior to attempting 

and succeeding at a new step. This was the case 64% of the time. 

In table III, average practice opportunity, initial KC difficulties and learning rates are 

given for KCs and used to describe learning behavior for each heuristic. For example, for 

the KC “CHOOSE-VAR-TYPE-CAT”, the learning rate (!j) for the LH was more than 3 

times that of the TH. Judging by KC initial difficulty ("j), “CHOOSE-VAR-TYPE-CAT” 

appeared more difficult for the model of the TH (-1.449) than for the model of the LH 

(0.244). The average practice opportunity measured for that skill (6.6), was the same for 

each heuristic. The latter means that on the average, each student had approximately 7 

opportunities to practice the KC “CHOOSE-VAR-TYPE-CAT”.  

From table III, for the most part, KC learning rate was higher for the skills in the 
cognitive model of the LH compared to that for the TH. The trend for initial KC 

difficulty was in the opposite direction as seen for KCs such as “MMS-VALUING-

DETERMINE-SET-MIN”, “QUANTITATIVE-VALUING-SECOND-BIN”, etc. 

Generally, KCs in the cognitive model for TH appeared more difficult to students 

initially, when compared to similar KCs in the cognitive model of the LH. 

From table II, the mean learning rate for the LH was 0.133(+0.11) which evaluated 

higher than that of the TH, 0.09(+0.09). The mean initial KC difficulty for the LH and 

TH were 0.08(+1.1) and -1.84(+0.94) respectively. The reason for the latter seems to be 

due to more errors being attributed to later opportunities in the TH than the LH. These 

results thus illustrate the effects of error attribution. 

7. CONCLUSION 
In this paper, we investigated the generality of performance of two alternative methods 

for making error attribution in intelligent tutoring systems - the simple location heuristic 

and the simple temporal heuristic. Our study was carried out in the mathematics domain 

using data from a cognitive tutor unit on scatterplot generation and interpretation. In 

support of previous results obtained in the physics domain, we found that the simple 

location heuristic was better at predicting students’ changes in error rate over time 

compared to the simple temporal heuristic. This work shows that simpler, easier-to-

implement methods can be effective in the process of making error attribution.  

One observation is that for tutors where the KCs can be determined by the interface 

location (or widget) in which an action appears it is likely that the LH will show better 

results than the TH.   This feature is mostly true of the scatterplot tutor. It is possible that  

the TH is better in situations where the different problem subgoals can be associated with 
a single location.  However, our prior results with a physics data set indicated that even in 

such situations the LH may be better.  Further research should explore this issue. 

We also intend to investigate whether the use of the simple location-based heuristic 

may improve on-line student modeling and associated future task selection. The 

availability of datasets from the Pittsburgh Science of Learning Center’s ‘DataShop’ (see 

http://learnlab.org) will facilitate the process of getting appropriate data. 
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Items, skills, and transfer models:  which really 
matters for student modeling? 

Y. GONG AND J. E. BECK 

Worcester Polytechnic Institute, U.S.A. 
________________________________________________________________________ 
 

Student modeling is broadly used in educational data mining and intelligent tutoring systems for making 

scientific discoveries and for guiding instruction. For both of these goals, having high model accuracy is 

important, and researchers have incorporated a variety of features into student models. However, since different 

techniques use various features, when evaluating those approaches, we could not easily figure out what is key 

for a high predictive accuracy:  the model or the features. In this paper, to establish such knowledge, we 

performed empirical studies varying which features the models considered such as items, skills, and transfer 

models. We found that item difficulty is a better predictor than skill difficulty or student proficiencies on the 

transfer model. Moreover, we evaluated two versions of the PFA model; the one with item difficulty resulted in 

slightly higher predictive accuracy than the one with skill difficulty. In addition, prior work has shown that 

considering student overall proficiencies, not just those thought to be important by the transfer model, works 

substantially better on ASSISTments data.  However, in this study, we failed to find consistency of this 

phenomenon on the data collected from the Cognitive Tutor.  

Key Words and Phrases: Performance factors analysis, item difficulty, student performance, predictive accuracy 

________________________________________________________________________ 

1. INTRODUCTION  
Student modeling has been broadly used in educational data mining and applications of 

intelligent tutoring systems (ITS) for discovering scientific truth about student knowledge, 

performance, behaviors and motivations, with the goal of leading to a better 

understanding of students. A wide array of research has been conducted based on student 

modeling, such as research related to “Gaming the system” [2, 10], the impacts of student 

non-academic strengths on learning [1, 11], and the effect of item order on student 

learning [16]. Furthermore, a good student model is also indispensable for a successful 

ITS. Given the effectiveness of ITS [9, 15] , findings such as one-to-one tutoring is better 

than classroom tutoring [3], and that a step-based computer tutor was not outperformed 

by human tutors [7], give us a sense that a reason for an ITS’s success is its ability to 

provide individualized tutoring (one-to-one tutoring).  Such tutoring relies on the support 

of an accurate student model in order to understand students. 

Our research interest in this paper lies in student modeling. We simply wish to study 

what makes a good student model. There is more than one criterion for judging the 

goodness of a student model [21]. In this study, we focus on the student model’s 

predictive accuracy. Although student models are frequently evaluated, it can be difficult 

to know what aspect is responsible for a success or failure. As a result, knowledge as to 

what makes an accurate student model is insufficient. Our goal in this study is to use the 

same student modeling framework for different evaluations, to construct guidance about 

what features (student model components) are important for designing an accurate 

student model.  

There are many potential features that can inform a student model.  In this study, 

items, skills and transfer models were chosen for evaluation, as those are the most 

commonly used components across different student modeling techniques. In addition, it 

is also meaningful to examine complete student models constructed with those features, 

as knowledge about whether and how much multiple features can contribute higher 

accuracy is also significant. Therefore, we evaluated a series of student models.  

1.1. STUDENT MODELING FRAMEWORK 

_________________________________________________________________________________________ 
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Performance Factors Analysis (PFA) is a student modeling approach proposed by Pavlik, 

et al. in 2009 [19]. It takes the form of logistic regression with student performance as the 

dependent variable. We chose PFA as our framework as, relative to Bayesian networks, 

logistic regression is more flexible to incorporate more (or different) predictors. 

It is particularly important to note that there are two student models, both of which 

were named as Performance Factors Analysis. Both models were designed based on the 

reconfigurations of Learning Factors Analysis [4] by dropping student variable and 

considering a student’s prior correct and incorrect performances. The two models vary in 

their independent variables. The model presented in [20] estimates item difficulty (i.e. 

one parameter per question); the other [19] estimates skill difficulty (i.e. one parameter 

per skill. Note that in the original paper [19], the authors used the term “knowledge 

components (KC)” while we use the term “skills”). In this paper, we refer to the first 

model as the PFA-item model; the other is represented as the PFA-skill model. 

, ,

_

( , _ , , , ) ( )q j i j j i j

j required skills

m i j required skills q questions s f s f

       

(1) PFA-item 

, ,

_

( , _ , , ) ( )j j i j j i j

j required skills

m i j required skills s f s f          (2) PFA-skill 

The ms in Equation 1 and 2 are logits (i.e., are transformed by ex/(1+ex) to generate a 

probability). They represent the likelihood of student i generating a correct response to an 

item. In the equations, si,j and fi, j are two observed variables, representing the numbers of 

the prior successful and failed practices done by student i on skill j . The corresponding 

two coefficients ( j and j) are estimated to reflect the effects of a prior correct response 

and a prior incorrect response of skill j.  Rather than considering all of the skills in the 

domain, the PFA model focuses on just those skills required to solve the problem.  

The PFA-item model estimates a parameter ( q) for each question representing its 

difficulty. In the PFA-skill model, as seen in Equation 2, the  parameter has a subscript 

of j, indicating that it captures the difficulty of a skill. Also, it is moved to the inside of 

the summation part to incorporate multiple skills, i.e., in PFA-skill an item’s difficulty is 

the sum of its skills’ difficulties. 

1.2. EXPERIMENTS 
The data used in this study are a small portion of the algebra-2005-2006 development 

data set for the KDD cup competition 2010 from the Cognitive Algebra Tutor. Since the 

original data set is very large, to form our working data set, we randomly selected 74 

students and their performance records, 94,585 steps completed by the students. We don’t 

have access to the transfer model used in this data set. Thus for determining which skills 

are required in a question, we directly used the skill labels given in the data. There are a 

number of questions that do not specify which skills are required to solve them. For those 

questions, we removed them from the data set. Therefore, in the remaining data set, there 

are 117 algebra skills, including: Addition/Subtraction, Remove constant, Using simple 

numbers, Using small numbers, etc.  

In this study, we did 4-fold crossvalidation at the level of students, and tested the 

models on held-out students. We chose to hold out at the student level since that results in 

a more independent test set. We focused on a student model’s accuracy in predicting 

those held-out students’ performances. Predictive accuracy is the measure of how well 

the instantiated model fits the test data. We used two metrics to examine the model’s 

predictive performance on the test data set: Efron's R2 and AUC of ROC curve (Area 

under the curve of Receiver Operating Characteristic). Efron's R2 is a measure of how 
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much error the model makes in predicting each data point, compared to a model that uses 

the mean of the those data to predict. A 0 indicates the model does no better than simply 

predicting the mean; a 1 indicates prefect prediction. A negative value of Efron’s R2 

indicates that the model has more error than a model that just simply guesses the mean 

for every prediction. AUC of the ROC curve evaluates the model’s performance on 

classifying the target variable which has two categories. In our case, it measures the 

model’s ability to differentiate students’ positive and negative responses.  AUC of 0.5 is 

the baseline, which indicates random prediction. 

In the result section, we report the comparative results by providing the R2 and AUC 

measurements across all four folds. To test the differences of the means, we also 

performed paired two-tailed t tests using the results from the crossvalidation with degrees 

of freedom of N-1, where N is the number of folds (i.e. df=3). 

2. STUDENT MODEL COMPONENTS 
Many student model components could be important for enabling a student model to 

achieve high accuracy in predicting student performance.  

Student proficiencies on required skills are widely used in many student modeling 

techniques [4, 5, 19, 20]. Since the transfer model is responsible for providing which 

skills are required to solve a problem, we refer to “using student proficiencies on required 

skills to predict” as “using transfer models to predict”. The transfer model is often treated 

as the primary component in student modeling, so is the first component we considered.  

Our question was simple: how much variance do transfer models account for? 

Specifically, how much can a model’s predictive accuracy benefit from observing a 

student’s prior performances on required skills? To answer this question, we designed a 

model that solely considers student proficiencies on the transfer model. We accomplished 

the model on the basis of the PFA-item model by removing the predictor, item difficulty 

( q), from Equation 1, for the reason that item difficulty is not related to the transfer 

model. Therefore, the new model has student performances on a series of question as the 

single predictor, so the only variable predicting the possibility of a student’s correct is his 

proficiencies on required skills.   

Item difficulty (question difficulty) has been less studied in student modeling, but is 

used in Item Response Theory (IRT) [22], a generally effective technique for assessing 

students [8, 22] such as for computer-based testing [6, 14]. Therefore, it is reasonable to 

infer that item difficulty is an important predictor of student performance. Item difficulty 

hasn’t been widely used in student modeling until recently when the PFA-item model 

was proposed [20], as well being integrated into Knowledge Tracing [5] in order to better 

predict student performance [18]. Hence, in student modeling, there were few attempts 

for exploring the ability of item difficulty to accurately predict student performance. 

Similar to how we test the effect of the transfer model in isolation, in order to test the 

effect of item difficulty we modify the PFA-item model by dropping the part 

corresponding to student proficiencies (the part inside the  in Equation 1). So the model 

only has the parameter q. Since the model has excluded other features, it can be used to 

discover the pure ability of item difficulty to contribute the model’s predictive accuracy.  

The last component we are interested to see is skill, rather than item, difficulty. It is 

also not commonly used, although Learning Factors Analysis [4] uses skill difficulty in 

the model. Since the PFA-skill model was reconfigured based on the LFA model, it 

inherits this feature. To examine skill difficulty, we built a model based on the PFA-skill 

model (Equation 2) and removed the part corresponding to student proficiencies. Only 

the skill difficulty parameter ( j) after the sigma sign is left to capture the effect of the 

required skills for the question.  
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2.1. RESULTS 
In this section, we examine the predictive power provided by different student model 

components, including item difficulty, skill difficulty and student proficiencies on the 

skills in the transfer model. Since each of our models only consider a single feature, the 

results of testing the model can be attributed to that component.  

With respect to modeling item difficulty, we were forced to make a compromise when 

designing the models.  Due to a characteristic of the Cognitive Tutor data, it is not 

sensible to use the question’s identity. In the Cognitive Tutor, a question can have 

multiple steps, each of which typically requires different skills. Therefore, in the 

Cognitive Tutor, if a question identity occurs multiple times in the student performance 

records, we cannot simply assume that they concern the same question. For example, a 

record might be the first step of a question, while another record with the same question 

identity might be the tenth step of the question. The difficulties of the two steps are 

probably not the same as they involve different skills and different aspects of the question. 

For modeling skill difficulty, there is no difficulty, but it presents clear problems for 

modeling item difficulty.  A solution is to build a new question identity combining the 

original question identity and the skills required in a step [18]. For instance, if the 

original question id is Q1 and the first step of the question requires “Addition”, we can 

build a new question id, Q1-Addition; while if the tenth step requires “Using small 

numbers”, we have another question id, Q1-UsingSmallNumbers. However, this way 

results in a very large number of question identities, over 8000 in our data, and it causes a 

severe computational problem for logistic regression and an inability to fit the model 

within SPSS, even with increased memory. Therefore, we made a pragmatic decision:  

for each step, we represented its difficulty using the summation of the difficulty of the 

original question and the difficulties of the required skills in that step. In this way, the 

computational cost is greatly reduced and an approximate difficulty for the step can be 

estimated. The corresponding equation is shown Equation 3.  

, ,

_

( , , , , ) ( )q j j i j j i j

j required skills

m i j q questions s f s f

          

(3) 

Table I shows the comparative results of models, each of which was fit by a single 

student model component. First, we found that compared to the other student model 

components, the model using item difficulty results in higher predictive accuracy and the 

differences in the means are significant. In the comparison of item difficulty vs. skill 

difficulty, the t-tests resulted in p=0.02 in R2 and p=0.005 in AUC.  In the comparison 

between the model using item difficulty and the model using transfer models, the t-tests 

yielded p=0.006 in R2 and p=0.48 in AUC. The p-value in AUC suggests that there is not 

enough evidence to show that the two models have different classification abilities for the 

student performances, while the predictive error made by the model using item difficulty 

is significantly smaller than its counterpart.  

Table I  Comparative performance on unseen students 

Student model component R
2
 AUC 

Item difficulty 0.149 0.739 

Skill difficulty 0.139 0.720 

Student proficiencies on the transfer model 0.132 0.738 

The results concerning item difficulty suggest that contrary to the traditional belief 

that student proficiencies on the transfer model (required skills) are the most important 

The 

computationally 

viable method 
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predictor, instead item difficulty is an even more powerful predictor of student 

performance. This finding is also consistent with the finding in the study using the data 

gathered from ASSISTments [13], suggesting that item difficulty can cover more 

variance of student performance is a general phenomenon across different computer 

tutors and different populations.  

Table I also shows the results of comparing skill difficulty and student proficiencies 

on the transfer model. The results of the two metrics do not agree with each other, but 

both differences are found to be reliable: p=0.03 in R2 and p=0.02 in AUC; therefore, it is 

still uncertain about whether skill difficulty or student proficiency is more important for 

predicting student performance. 

3. STUDENT MODELS  
Aside from getting knowledge about how components perform in isolation, it is also 

important to understand the predictive accuracy of complete models using multiple 

features, such as the full PFA-item model (Equation 1). It makes sense to examine a 

complete model as a whole for the following two reasons. First, from a scientific point of 

view, it is interesting to find out whether different features account for unique variation in 

predicting student behavior, or whether one feature largely subsumes another.  Second, 

from a practical point of view, knowing whether adding a certain feature is a positive step 

for improving the model’s predictive accuracy helps design a compact, yet effective 

student model.  

3.1. THE TWO VERSIONS OF THE PFA MODEL 
We examine the two PFA models, PFA-item and PFA-skill, because direct comparisons 

between these two have never been performed.  

When the PFA-skill model was presented, the designers of the model, using data from 

Cognitive Tutors, performed evaluations against a well-established student model, 

Knowledge Tracing, and found that on the student population of Cognitive Tutor, the 

PFA-skill model is somewhat superior to KT [19].  On the other hand, our prior work 

applied the PFA-item model to another tutor, ASSISTments, and found that the PFA-item 

model was markedly superior to KT [12]. Since there have been no studies comparing 

PFA-item and PFA-skill at the same time and on the same population, we are unsure 

about the reason for this difference of results.   

3.2. A VARIANT OF THE PFA MODEL: THE OVERALL PROFICIENCIES 
MODEL

We proposed the overall proficiencies model, a variant of the PFA-item model, in prior 

work [13]. This model incorporates the idea that student proficiencies on all skills, not 

just those the transfer model thinks are required for a particular item, could be important 

for better predicting student performance on the item. Prior work found that this model 

performed significantly better than the PFA-item model on ASSISTments data [13].  In 

this study, we wanted to extend this model to another tutoring environment, Cognitive 

Tutor, and another population, students of Cognitive Tutor. Since there are many 

differences between the two systems, we aimed to use this study to better understand the 

overall proficiencies model.  

We had two hypotheses to support the reasonableness of the overall proficiencies 

model. The first is that the assumption of using transfer models to predict might not 

always hold, as transfer models assume that only student proficiencies on the required 

skills have impact on question solving. In other words, student proficiencies on non-

required skills are independent of student performance on the problem. However, it is not 

always true for all ITSs, perhaps due to the possibility that there are relationships 

between required skills and non-required skills, which are not well captured by the 
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transfer model; or perhaps problems involve a broader range of skills than the subject 

matter expert believed and encoded in the transfer model. Second, since in some student 

modeling techniques, student ability is viewed as a factor helpful for producing higher 

model accuracy [4, 17], we assume that a student’s overall proficiencies can be treated as 

a sign to reflect the student’s overall ability. Thus using those is able to provide the 

model more information about the student, so as to enable the model to reach higher 

predictive accuracy.  

The overall proficiencies model is built based on the PFA-item model. We modified 

the PFA-item model’s predictors by replacing REQUIRED_skills with ALL_skills the 

subscript on the ).  The equation is shown as follows.  

, ,

_

( , _ , , , ) ( )q j i j j i j

j ALL skills

m i j ALL skills q questions s f s f (4)  

3.3. RESULTS 
In this section, we compare student models which consider a selected set of student 

model components. Table II shows the mean performance and per-fold performance for 

each model and metric.  Note that both PFA-item and PFA-skill both outperform the item 

difficulty model in Table I.  Since the transfer model is needed to train both of the PFA 

models (to get the success and failure counts on each required skill), there is evidence 

that transfer models are in fact helpful for student modeling.   

Table II  Model performance on test data 

 PFA-item PFA-skill Overall proficiencies 

 R
2
 AUC R

2
 AUC R

2
 AUC 

Fold 1 0.194 0.768 0.181 0.756 0.090 0.694 

Fold 2 0.177 0.762 0.179 0.760 0.035 0.709 

Fold 3 0.144 0.756 0.142 0.748 -0.178 0.674 

Fold 4 0.149 0.746 0.143 0.740 -0.082 0.660 

Mean 0.166 0.758 0.161 0.751 -0.034 0.684 

The first comparison is between the PFA-item model and the PFA-skill model.  We 

noticed that both models’ predictive accuracies vary considerably across 4 folds. This 

similar trend is shown in both R2 and AUC. In the PFA-item model, the R2 values vary 

from as large as 19.4% to as small as 14.4% (standard deviation of 0.024 across folds). 

Prior study has applied the PFA-item model to ASSISTments data, but found less 

variation (standard deviation of 0.008 across folds). This finding suggests that across 

students, student performances of this data set of Cognitive Tutor have larger variance 

than that of ASSISTments, which is possibly because that there were only 18 or 19 

students in each fold, and thus potentially making the model’s performance unstable.   

Second, between the PFA-item and the PFA-skill models, the means of the two 

measurements suggest that the PFA-item model seems to outperform the PFA-skill model, 

but the p-value of R2 is 0.22, while that of AUC is 0.051. The p value of 0.22 indicates 

that when comparing the two models in terms of their abilities to minimize error during 

predictions, we were not able to reject the null hypothesis that the two models achieved 

different predictive accuracy. In the classification ability, the PFA-item model is 

marginally reliably better than the PFA-skill model, suggested by p=0.051 in AUC.  

Third, it is worth pointing out that on this data set, the PFA-item model produces 

many more parameters than the PFA-skill model. Since we used a compromised 

approach to implement the PFA-item model, there are around 950 more parameters (each 

The overall  
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per original question identity). If we implemented the model in its original way, it would 

have around 8000+ parameters (each per created question identity).  As a consequence of 

having additional parameters, the PFA-item model is prone to overfitting. To demonstrate 

overfitting, in Table III we report the R2 on the training data for each fold. For each 

model, we compared the R2 values on training data with the R2 values on test data. We 

found that compared to the PFA-skill model, the PFA-item model’s performance dropped 

considerably. Given that the two models performed closely on the test data, the better 

performance on training data of the PFA-item model did not transfer to test data, 

suggesting overfitting occurred. However, perhaps with a larger dataset the models’ 

training- and test-set performances would be more similar. 

Table III  Model performance (R2) on training data  

 PFA-item PFA-skill Overall proficiencies 

Fold 1 0.229 0.185 0.234 

Fold 2 0.284 0.241 0.286 

Fold 3 0.231 0.187 0.232 

Fold 4 0.237 0.192 0.240 

Mean 0.245 0.201 0.248 

In this study, we also applied the overall proficiencies model on the Cognitive Tutor 

data. Interestingly, the model did best in all four folds on the training data, shown in the 

last column of Table III, but performed the worst on the test data, shown in the last two 

columns of Table II. Furthermore, the results in Table II have more variability than the 

PFA-item and PFA-skill models, indicating that the overall proficiencies model 

performed even more unstably on different students. The results suggest that the overall 

proficiencies model on the Cognitive Tutor data has serious overfitting problems, and is 

not suitable for their student records, at least with amount of data used in this study. More 

discussions about the potential reasons are presented in the section of future work. 

4. CONTRIBUTIONS 
This study performed explorations of student modeling and contributed basic knowledge 

to the community. 

First, we provided insights in terms of what student model components matter for 

building an accurate student model of student performance. Different student model 

components have been used in various student modeling techniques [4, 5, 13, 19, 20], yet 

thorough inspections of the effectiveness of those components on producing accurate 

predictions were missing. As a replication and extension of our prior work [13], this work 

considered one more student model component, skill difficulty, and also tested student 

model components on another population: students of Cognitive Tutor. Similar to our 

previous finding, item difficulty is more accurate for predicting student performance than 

student proficiencies on skills related to the problem.  The finding is important, especially 

given that student proficiencies on related skills are widely used in almost all well-

established student modeling techniques. However, using item difficulty can result in a 

painful model fitting process, depending on the number of items in the data set. Take 

PFA as example, logistic regression is particularly time-consuming in the presence of a 

large number of predictors. Therefore, we suggest that although item difficulty works 

better for forming an accurate student model, decisions should be made based on concrete 

characteristics of the data, especially given that, for the Cognitive Tutor data, item 

difficulty only slightly outperformed skill difficulty. 

Second, Performance Factors Analysis refers to two different models. In this paper we 

differentiated them as the PFA-item model and the PFA-skill model. The PFA-skill 
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model was evaluated against KT and found to be somewhat better [19]; while the PFA-

item model was compared with KT as well, but shown with substantially better 

performance [12]. The direct comparison between the two models has never been 

performed, leading to uncertainty about their relative performance. In this study, we 

found that on the Cognitive Tutor data, the PFA-skill model is slightly worse than the 

PFA-item model, yet with much fewer parameters estimated. The PFA-item model by 

contrast, for our data set, estimates a large number of parameters. Even with the restricted 

to be computationally tractable method, it still produced 900+ more parameters, which 

resulted in a relative 3% improvement. In addition, the PFA-item model is more prone to 

overfitting. Our results suggest that the PFA-skill model is a good option for predicting 

student performance data similar to the Cognitive Tutor data. 

Finally, we proposed a variant of the PFA model, the overall proficiencies model, in 

our prior work and showed that the model works substantially better than PFA-item on 

ASSISTments data [13]. Therefore, applying the model to data from a different tutor 

environment and a different student population helps achieve a deeper understanding of 

this new model. We found that the similar trend was not observed on Cognitive Tutor 

data, as the overall proficiencies model performed poorly on the test data, indicating that 

the model cannot be generalized on those held-out students. The results suggest the 

overall proficiencies model does not universally result in a stronger model fit.  We have a 

number of hypotheses for what characteristics would be, so the detailed conditions that 

make the model perform better are still uncertain for us. 

5. FUTURE WORK AND CONCLUSIONS 
This study creates several unanswered questions that motivate further research work.  

To establish the fundamental knowledge with respect to what component matters for a 

student model, broader inspections of the components involving different experimental 

populations and different tutors are still needed, especially given the uncertainty of 

whether skill difficulty and student proficiencies on the transfer model is able to produce 

more accurate prediction. In addition, since ASSISTments has several different features 

from Cognitive Tutor in its pedagogical policies, transfer models, student population, etc., 

it is meaningful to test the PFA-skill model on the ASSISTments data to see whether it is 

comparable to the PFA-item model, or whether the differences between the tutors cause 

one model to outperform the other.    

We have no clear answers to explain what major differences between the Cognitive 

Tutor data and the ASSISTments data cause so different predictive performances of the 

overall proficiencies model. As we hypothesized in prior study [13], there were at least 

two potential reasons for the success of the model.  

First, the transfer model used in ASSISTments might not be specific enough to 

explicitly designate all associations between a question and its required skills. Thus, 

student proficiencies on non-required skills are not independent of the proficiencies on 

required ones. In other words, there might be relationships between required and non-

required skills. Given that the model performed poorly on the Cognitive Tutor data, we 

think it is due to the following two conditions of the Algebra Cognitive Tutor.  

1. The comprehensiveness and correctness of the transfer model.  

In fact, the domain expert of ASSISTments intensively encoded a smaller range of 

skills in the transfer model, assumed that the prerequisite skills are required by default, 

and thus did not indicate them in the transfer model. Therefore, in ASSISTments, if a 

question requires Pythagorean Theorem, it is highly likely that it also requires equation 

solving and square root, but the relationships are not captured by the transfer model. The 

Cognitive Tutor by contrast, has much more meticulous representation. For example, it 
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has skills such as “Remove constant” in equation solving, “Remove coefficient” in 

equation solving, “Entering a given”, etc. Those skills are all hidden beneath a single skill 

“equation solving” in ASSISTments. Specifically, there are 104 mathematical skills in 

ASSISTments, covering five strands of middle school Math: algebra, geometry, 

measurement, number sense and data analysis. By contrast, the Cognitive Tutor has 110 

skills just for algebra. The comprehensive transfer model of Cognitive Tutor might be a 

reason to cause the overall proficiencies model to lose its advantage to deal with 

implicitly existing relationships between required and non-required skills. An additional 

factor is the degree of knowledge engineering.  The Cognitive Tutors’ transfer models 

have been refined over years of experiments, while ASSISTments transfer models were 

made similarly to most ITS:  a subject-matter expert designed them.  Although we lack 

data, we suspect the Cognitive Tutor’s transfer models are more accurate, and this factor 

could certainly impact which student modeling approach works better.   

2. The way of tutoring  

In ASSISTments, a student enters a single answer to an item, and only has to answer 

subsidiary “scaffolding” questions in the event the student answers a main question 

incorrectly.  In contrast, in the Cognitive Tutor, no scaffolding questions (steps) are 

allowed to be skipped. A main question in ASSISTments typically asks higher abstract-

level skills, i.e. ask all detailed skills at once; while its scaffolding questions test more 

specific skills. Thus, flexibly accessing to scaffolding questions causes the model to miss 

chances to observe student performance associated with fine-grained skills. Consider that 

if a student makes a successful practice on a skill, it is likely that the student’s knowledge 

on many other skills benefits from it as well, and just simply we don’t have the chance to 

observe that. Contrariwise, Cognitive Tutor forces a question to be broken down into 

steps, so it is not possible for the model to miss any observations of a student practicing 

on any skills; a correct response of a skill probably has little impact on other skills.  

Second, since scaffolding questions are not always used, there were fewer 

observations of students solving problems that test individual skills in the ASSISTments 

tutor [13]. Therefore, the student overall proficiencies provides useful evidence to the 

model to enable the model to more accurately predict. For the Cognitive Tutor data used 

in this study, due to solving each step being mandatory, there were many more 

observations for each skill. In addition, within the Cognitive Tutor there was more 

intensive usage by students.  Specifically, for fine-grained algebra skills of the Cognitive 

Tutor, there were approximately ~100 observations per student per skill; in ASSISTments, 

with its 104 coarser-grained skills, there were on average fewer than 10 observations per 

student per skill. Therefore, for the Cognitive Tutor data, dense evidence for a student’s 

performance on those fine-grained skills might also be a reason for the poor performance 

of the overall proficiencies.   

In summary, this study explored what matters for a student model in terms of 

producing higher accuracy in predicting student performance. Consistent with our prior 

finding, for predictive accuracy. item difficulty outperformers transfer models, the most 

widely used student model components, as well as skill difficulty. The comparisons 

between the PFA-item and the PFA-skill models brought up an insight that the PFA-skill 

model is slightly worse than the PFA-item model, but has fewer parameters, a smaller 

problem of overfitting, and is much more computationally tractable. We extended the 

overall proficiencies model to the data collected from Cognitive Tutor and found it 

performed worse than the PFA-item model, suggesting that the overall proficiencies 

model works well only under certain conditions of an ITS, an area that needs additional 

exploration. 
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One function of a student model in tutoring systems is to select future tasks that will best meet student needs. If 
the inference procedure that updates the model is inaccurate, the system may select non-optimal tasks for 
enhancing students’ learning. Poor selection may arise when the model assumes multiple knowledge 
components are required for a single correct student behavior. When the student makes an error, a deliberately 
simple model update procedure uniformly reduces the probability of all components even though just one may 
be to blame. Until now, we have had no evidence that this simple approach has any bad consequences for 
students. We present such evidence. We observed problem selection thrashing in analysis of log data from a 
tutor designed to adaptively fade (or reintroduce) instructional scaffolding based on student performance. We 
describe a conjunctive knowledge tracing approach, based on techniques from Bayesian networks and 
psychometrics, and show how it may alleviate thrashing. By applying this approach to the log data, we show 
that a third (441 of 1370) of the problems students were assigned may have been unnecessary. 

Key Words and Phrases: Knowledge tracing, tutor log data analysis, Bayesian inference, blame assignment 

________________________________________________________________________ 

1. INTRODUCTION  
While educational data mining is often applied to discover patterns of students learning in 
data collected from instructional software, educational data mining can also be useful for 
identifying weaknesses in the tutoring systems that generated the data. This work 
presents an example of such identification revealed from analysis of the data and 
provides a detailed remedy based on Bayesian inference.  

Student modeling depends on an accurate estimate of student knowledge to make 
effective instructional decisions. Making accurate inferences about what students know is 
challenging in situations where multiple knowledge components (skills, concepts, etc.) 
must be brought to bear, but where there is only one observation of student performance. 
If the student performs correctly, the credit assignment is straightforward. All the 
components get credit, because we have positive evidence that the student knows all the 
required components. However, if the student performs incorrectly, it is not necessarily 
appropriate to blame all the components. Any one or more of the components could be at 
fault. Determining which ones to blame is not straightforward. The Bayesian network 
[Millán et al. 2001] and psychometrics [Junker and Sijtsma 2001] literatures indicate how 
probability theory can be applied to address this problem.  In this paper, we show how 
these ideas can be combined with Bayesian Knowledge Tracing [Corbett and Anderson 
1995] to produce a “conjunctive knowledge tracing” approach.    

Consider a simple example to illustrate the blame assignment problem. Imagine a 
tutor for teaching children to evaluate simple arithmetic expressions like “3*4+5”. The 
student model could have knowledge components for each mathematical operator: 
addition, subtraction, multiplication, and division. The problem “3*4+5” requires both 
multiplication and addition (we say “problem” here, but this argument applies more 
generally to any “step” in a problem solution that is performed as a separate observable 
action). If a student gets this problem step correct, we have evidence that they know both 
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the multiplication and addition components. If the student is incorrect, it could be that the 
student does not know multiplication and does not know addition, but it is also possible 
that the student knows addition but not multiplication or even multiplication but not 
addition. Consider the case where we have evidence from previous problems that the 
student is near mastery on addition, but has been struggling with multiplication. For 
example, the student has been successful on most problem steps that involve addition 
alone, like “14+3”, but has struggled on problems that involve multiplication alone, like 
“4*8”. In such a case, if a student makes an error on “3*4+5”, it is less likely to be a 
failure of addition and more likely a failure of multiplication. That is, the student is less 
likely to have been wrong because of not knowing addition and more likely to have been 
wrong because of not knowing multiplication.  

In such a case, it does not seem appropriate to reduce the probability that the student 
knows addition as much as we would reduce the probability that the student knows 
multiplication. Nevertheless, equal blame assignment is simpler and was implemented as 
part of the original development kit for Cognitive Tutors [Corbett and Anderson 1995] 
and is currently used in practice in the widely distributed Carnegie Learning Cognitive 
Tutors [Ritter et al. 2007]. We pursue the problem of assigning blame in proportion to 
how likely it is that a knowledge component caused the error. Bayesian analysis provides 
a principled solution [cf. Millán et al. 2001, Junker and Sijtsma 2001]. 

We want a solution that not only works for two knowledge components (KCs) in 
combination, but one that generalizes to multiple KCs. For instance, in a harder problem 
step like 8-3*6, the student model might have two more KCs like “following order of 
operations” and “dealing with negative numbers”. In this case, we want to distribute the 
blame appropriately across all four KCs depending on prior estimates of the KC 
difficulties. KCs with a higher prior probability of being known should receive less blame 
than KCs with lower probability. Pardos, Heffernan and Ruiz discuss this multiple-KC 
problem [Pardos et al. 2008]. Their proposed solution is to use additional diagnostic 
follow-up questions to determine the incorrect KC, and ignore the initial incorrect 
response to the question as a whole. Similarly, Cognitive Tutor interfaces are typically 
engineered so that correctness data on multiple individual steps in a problem solution 
strategy are available [Corbett and Anderson 1995]. However, in both approaches, the 
fine-grained diagnostic questions or steps (call them “scaffolds”) still sometimes have 
multiple KCs associated with them. Perhaps more importantly, in situations when this 
scaffolding is faded and a full question is given, neither approach provides an integrated 
diagnosis of the knowledge needed both for the relevant steps and for composing the 
steps together [Heffernan and Koedinger 1997]. A more elegant solution would be useful. 

2. REVIEW OF KNOWLEDGE TRACING 
Knowledge tracing is the student model update procedure used in Cognitive Tutors 
[Corbett and Anderson 1992]. For each knowledge component (KC), there is a two state 
hidden Markov model wherein there is a probability that the student is initially in either 
the known state (we use K1 to represent this probability for “knowing” KC1 or Know-
KC1) or the unknown state (1-K1). There are three other parameters per KC: a slip 
probability (S) that a student will be incorrect even though they know the KC, a guess 
probability (G) that a student will be correct even though they do not know the KC, and a 
learning transition probability (T) that the student will learn at a particular tutoring 
opportunity and thus transition from the unknown to the known state. Because the 
challenge of the multiple-KC problem is in blame assignment, we only review here how 
the probability the student knows a KC is updated after an error observation (see Reye 
[1998] for a complete set of equations for knowledge tracing and related alternatives). 
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(1) 

The simplistic generalization of Equation 1 to the case where multiple KCs are 
involved on an incorrect step is to update each KC in the same way, that is, all required 
components are fully and equally blamed.  

 
Table I. Example Consequences of Alternative Knowledge Tracing (KT) Approaches 

    Knowledge Estimates 
 KCs Required  Standard KT Conjunctive KT 
Step Add Mult Correct Add Mult Add Mult 

    0.960 0.300 0.960 0.300 
3*4+5 1 1 0 0.700 0.270 0.955 0.297 
6+3 1 0 1 0.938 0.270 0.993 0.297 
7+4 1 0 1 0.990 0.270 0.999 0.297 
4*7+3 1 1 0 0.893 0.267 0.999 0.287 

 
Table I illustrates the results of standard knowledge tracing (see Standard KT 

columns) for a situation like the one described above. This simplified example is intended 
to clarify the process and consequences of the simplistic rule for blame, but, as we 
describe below, this example has the essential character of actual student data collected 
by an intelligent tutor in school use. The example assumes the student has mastered the 
knowledge component Add (K1 = .96) but not Multiply (K2 = .3). The probabilities of 
slipping, guessing, and learning parameters are set at 0.05, 0.2, and 0.25, respectively, for 
both KCs in this example. When a student makes an error on a problem step involving 
both Add and Multiply, like “3*4+5”, the estimates of knowing Add and Multiply are 
updated as follows. The estimate for Add (K1) is updated according the formula above 
(.05*.96 / [.96*.05 + (1-.96)*(1-.2)]) to be 0.6. Knowledge tracing has a Markov property 
such that KCs have a probability of transitioning from the unknown state to the known 
state, that is, of being learned at each opportunity to learn. The transition probability in 
this example is 0.25 and when we apply it (.6 + (1-.6)*.25) we get a new value for K1 = 
0.7. The analogous computations yield a new value for the Multiply, K2 = 0.27. 

The key point is that the Add KC drops significantly, to 0.70 – exactly as much as if 
the student had made an error on a problem step involving addition only (like 5+7). A 
sensible response of an intelligent tutor to this updated student model is to help the 
student get Add back up to mastery (a .95 threshold is used in Cognitive Tutors) by 
giving the student further practice (and as-needed instruction) on a problem involving 
Add (e.g., “6+3”). In fact, in this scenario, a student would have to get two problems 
involving Add right before getting back to mastery – see the 6+3 and 7+4 rows in Table 
I. The first raises the estimate to .938, still below a .95 mastery threshold, and the second 
to .990. If the student subsequently gets another problem with both KCs (e.g., “4*7+3”) 
wrong, the estimate for Add would again drop back below mastery. Another problem 
involving Add would then be selected. This would be wasting student time and energy if, 
in fact, they got the combined problem (“3*4+5”) wrong because of not knowing 
Multiply. In fact, the tutor and student might continue to thrash with the tutor repeatedly 
giving unneeded easy problems after the student errs on a harder problem.  

Gong, Beck, & Heffernan [Gong et al. 2010] mentioned limitations of the knowledge-
tracing algorithm when a problem or step is coded with multiple knowledge components. 
They were not addressing the issue, like we are, of on-line updates of the student model 
estimates of the probability a component has been learned. Others [Millán et al. 2001, 
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Junker and Sijtsma 2001] have presented relevant applicatoins of Bayesian inference to 
address conjunctive combinations of skills and we build on that work.  

3. CONJUNCTIVE KNOWLEDGE TRACING FOR FAIR BLAME ASSIGNMENT 
The algorithm we present modifies knowledge tracing by changing the equations that 
deal with updating the student model after a student error (see Eq 1). The equations for 
updating after correct student responses are kept the same.  

We present the case for two KCs first and generalize below to the case where multiple 
KCs are needed. Both the P(Error|Know-KC1) and P(Error) equations need to be 
modified. We use K1 and K2 to indicate the probabilities that KC1 and KC2 are known, S1 
and S2 for their slip parameters, and G1 and G2 for their guess parameters. We start with 
P(Error), because it is simpler. An observed error can result from an unobserved error 
either in the execution of KC1 or in the execution of KC2. An error in the execution of a 
KC occurs either when the KC is known but the student slips (e.g., K1*S1) or when the 
KC is unknown and the student does not guess correctly (e.g., (1-K1)*(1-G1)). This 
formulation is shown in Equation 2. 

 
(2) 

We can find P(Error|Know-KC1) by plugging K1=1 into the Equation 2 above and the 
result is shown in Equation 3. 

 
(3) 

An alternative formulation of Equation 2 that is easier to compute and easier to 
generalize to many KCs is shown in Equation 4.  

 
(4) 

Equation 4 computes the probability of error as one minus the probability of correct 
performance. To get a step correct requires that both KC1 and KC2 are executed correctly, 
which can be computed as the product of the probabilities of executing each KC correctly 
(this approach assumes KC execution is independent). Correct execution of a KC occurs 
either when the KC is known and the student does not slip (e.g., K1(1-S1)) or when the 
KC is unknown and the student guesses correctly (e.g., (1-K1)G1).  

The combined update formula (Equation 5) gets applied for each KC, as was done in 
the example above. Applying this approach to the example above, we get the values 
shown in the “Conjunctive KC” columns in Table I. After the student made an error on 
“3*4+5”, the estimate for Add (K1) was updated according to the formulas above to 0.94. 

 

(5) 

Applying the learning (or transition) probability (.94 + (1-.94)*.25) yields a new value for 
K1 = 0.955. The analogous steps yield a new value for the Multiply, K2 = 0.297. Unlike 
Standard Knowledge Tracing, the estimate for Add, at 0.955, stays above the mastery 
threshold of .95 and thus the tutor would not assign a potentially unnecessary addition 
problem. The potential is thus reduced for unproductive cycling back and forth or 
thrashing between hard and easy problems that may occur with standard knowledge 
tracing (as illustrated in Table I). 

The key insight for blame assignment with two KCs is that the probability of being 
incorrect given that KC1 is known is no longer just the probability of slipping on KC1. 
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There is also a chance that the student made an error in executing KC2. To generalize to 
multiple KCs, we need the P(Error|Know-KC1) formula to account for the possibility that 
an error can result from failure to execute on any of the other needed KCs. 

First, Equation 6 shows the general equation for P(Error) when we use the 1-
P(Correct) formulation (as anticipated in Equation 4) and compute P(Correct) as the 
product of executing all of the N KCs correctly: 

 
(6) 

Now, for the general equation of P(Error|Know-KCj) we need to a way to compute the 
disjunction (logical or) of executing incorrectly all of the required KCs besides KCj. 
Because conjunctions are simpler to compute than disjunctions, we use the 
transformation in Equation 7 to formulate Equation 8. 

 
(7) 

Equation 8 replaces the term in Equation 3 for incorrect execution of K2 with the 
disjunction of incorrect execution of all the required KCs but KCj. Thus, note the use of 
“excluding KCj” in Equation 8. And note, as per Equation 7, the use “1-” both outside 
and inside the product (∏). 

 
(8) 

Finally, Equation 9 is the Conjunctive Knowledge Tracing alternative to blame 
assignment in Standard Knowledge Tracing (Equation 1) and it completes the 
generalization from two KCs (Equation 5) to any number of KCs. 

 

(9) 

4. CONJUNCTIVE KNOWLEDGE TRACING ON REAL DATA 
In the introduction, we illustrated the possibility of a thrashing problem that can result 
from unfair blame assignment whereby a student is repeatedly assigned a hard problem 
(which they get wrong) and then unnecessary easy problems (which they tend to get 
right). We turn to a demonstration of this thrashing problem in real student use of a tutor. 
We then describe how use of Conjunctive Knowledge Tracing can alleviate this problem. 
The data come from 120 students working on a geometry area unit of the Bridge to 
Algebra Cognitive Tutor and, in particular, from an experiment to test a new KC model 
produced through a human-machine discovery method [Stamper and Koedinger 2011].  

This implementation of the tutor used standard knowledge tracing, but we did make a 
change to the problem selection algorithm designed to create a better learning experience. 
The original problem selection tries to find problems that have the most opportunities for 
the student to address their least-mastered KCs (along with other factors, like minimizing 
the number of mastered KCs and encouraging variety). In the usual situation where there 
is only one KC per problem step this has been a reasonable approach. However, when 
there are multiple KCs per step, this current "maximize unmastered" algorithm criteria for 
problem selection will prefer problems that involve more unmastered KCs per step 
(harder problems) over problems that have fewer unmastered KCs per step (easier 
problems). In order to create a gentle slope in the learning trajectory, we modified the 
original problem selection algorithm to select problems that have as few unmastered KCs 
(but at least 1) as possible. Thus, students are more likely to be given easier (but not 
mastered) problems first and then, once these appear to be mastered, more complex 
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problems are selected. If, in turn, evidence from poor performance on complex problems 
suggests weaknesses in specific component KCs, easier problems will be selected again 
to bolster student mastery before returning to hard problems. The intention, then, is to 
adjust difficulty (fading or reintroducing scaffolding) to optimally adapt to student needs. 
This change revealed the thrashing problem and a practical weakness of standard 
knowledge tracing when multiple KCs are required on a step. The goals of the change in 
problem selection were to adaptively fade and “unfade” (reintroduce) scaffolding based 
on student performance.  Fading occurs in transition from “scaffolded” problems, which 
tend to have 1 KCs per step, to “unscaffolded” problems, which tend to have key steps 
with multiple KCs. It is adaptive in that the transition occurs after students have 
demonstrated mastery of the KCs in the scaffolded problems. Scaffolding may be 
reintroduced based on evidence of too much failure on unscaffolded problems. 

4.1. Results: Problem selection thrashing from poor blame assignment 
Similar to the arithmetic example above, we modified a geometry area unit of the Bridge 
to Algebra Cognitive Tutor to include a mix of harder problem types in which some steps 
require many KCs (e.g., setting and executing subgoals to find a square area, circle area, 
and the difference) and easier problem types in which steps require just one or a few KCs 
(e.g., subtracting two areas).  Four types of problems culminated with the student finding 
the area of an irregular shape (e.g., the left-over area when a circle is cut from a square) 
from the regular shapes that make it up.  To aid understanding of the example of real 
student performance shown in Table II, we describe these problem types. The easiest 
problem type, called an “area scaffold problem” and displayed as Easy in Table II, gives 
the areas of the component shapes to focus students’ attention on how to combine them to 
find the irregular shape rather than on finding component areas themselves. The student 
need only recognize the need for area composition (the Comp KC in Table II) and 
perform the addition or subtraction (AddAreas and SubtrAreas KCs in Table II). The 
slightly less easy “table scaffold” problems (displayed as Easy’ in Table II) require the 
student to find the regular areas on their own, but explicitly prompt (or scaffold) the 
student to do so with a labeled column in a table interface widget where the areas are to 
be entered.  While these problems require area computations (see the Area KC in Table 
II), those computations are separate steps in the interface and so the Area KC is not 
involved in the “composition” step to compute the irregular area that is displayed in 
Table II. In the harder “no scaffold” problems, students are asked to enter only the final 
irregular area (requiring up to four KCs in a single step) without any interface support to 
first find the component areas. 

Turning to the student performance data, we found that the new problem selection 
algorithm described above worked well in that the easiest problem type (area scaffold) 
tended to be selected before the somewhat less easy problem type (table scaffold) and 
these before the hardest problem types (problem scaffold and no scaffold). However, we 
were surprised at how many of the easier problems students were given. On closer 
inspection we found the kind of cycling between easy and hard we illustrated above. 

Table II provides an example from one of the students. The results are displayed 
starting after the student has been successful on two Easy problems and failed on a Hard 
problem. Before describing this example in more detail, first note how the student keeps 
getting assigned many Easy problems (and succeeds at them). These problems were 
assigned based on standard knowledge tracing (SKT), but, if conjunctive knowledge 
tracing (CKT) had been used, the five problems in the bolded row numbers (5, 8, 10, 12, 
and 14) would not have been assigned.  In these rows, all of the CKT estimates are above 
0.95 whereas some of the SKT estimates are not (see the bolded numbers). SKT assigns 
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these Easy problems because when errors are made on Hard problems, it attributes too 
much blame to easy KCs (SubtrAreas & AddAreas) that should be primarily attributed to 
hard KCs (SubGoal).  
 

Table II. Problem selection thrashing from poor blame assignment in real student data. 

 

 
Going through Table II in more detail, row 1 shows the KC estimates for SKT and 

CKT just before this sequence begins. Row 2 shows that an Easy problem was selected 
next. The estimates of only the KCs that are required for the composition step in that 
problem are shown. Even though the required KCs are above the 0.95 mastery threshold 
(at 0.98 and 0.997 respectively), the selection of an Easy problem is appropriate because 
there are other Area steps (not shown) in this problem (indicated as Easy’, rather than just 
Easy) that are not above mastery (at 0.62). The student gets this composition step wrong 
(indicated by 0 in the Correct column). The updates for the relevant KCs can be seen in 
row 3 for both SKT (now 0.89 and 0.98) and CKT (now 0.94 and 0.99). Another Easy 
problem is selected (row 3), which is appropriate according to both models as the 
Compose KC is below .95 in both (.89 and .94). The student gets it right.  

Now two easy problems are selected (rows 4 and 5) where area addition (AddAreas) 
is needed instead of area subtraction (SubtrAreas). The SKT estimate of AddAreas is 
below mastery for both problems, but goes above mastery before the second problem for 
the CKT estimate (see the bolded .97 vs. .91 in row 5). If problem selection had been 
driven by CKT, this problem would not have been selected and, arguably, the students’ 
time would not have been wasted practicing mastered skills. (Note that the difference in 
the AddAreas estimates in Row 1 is caused by the difference in blame attribution on the 
one Hard problem the student saw before the data shown in Table II.) Rows 6-8 more 
clearly illustrate this difference in blame attribution. The student gets two consecutive 
Hard problems wrong and the SKT estimate of SubtrAreas drops to 0.87. However, it is 
likely that the student’s difficulty is not with SubtrAreas, but with the SubGoal KC 
(knowing to find the areas of an irregular shape by finding the areas of the regular shapes 
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that make it up). Indeed, the CKT model puts most of the blame for these errors on 
SubGoal and little blame on SubtrAreas (which does drop slightly from .998 to .997). 

4.2. Results: Fair blame assignment saves instructional time 
To demonstrate that the example above is not idiosyncratic to the one student, we 
repeated the analysis illustrated above for all 120 students. We focused on the data from 
the first curriculum section where some steps are coded with multiple KCs (this is section 
3 in Geometry Area unit).  We used CKT to produce new KC estimates on each problem 
solved by each student as illustrated in Table II. We then identified the problems where 
all KCs involved were above the 0.95 mastery level according to the CKT estimates – 
like the 5 bolded problems in Table II.  Of the 1370 problems, 441 or about 1/3 involved 
only mastered KCs according to CKT!  If the problem selection had been driven by CKT, 
these problems would not have been given to students. These problems are likely to be 
unnecessary and are taking student time away from learning more difficult skills. (While 
the problem selection algorithm is designed to avoid giving mastered problems, 15 of the 
1370 problems selected using SKT were mastered – still far below 441.) 

Some of the 120 students, those with more prior knowledge, finished this section in as 
few as four problems (by getting all steps correct). Many others struggled and, like the 
student shown in Table II, got stuck in this thrashing between too many easier problems 
they tended to be able to solve and too few harder problems that exercised the 
composition (or subgoaling) skills they needed to acquire. The student in Table II is 
typical of these struggling students and, according to conjunctive knowledge tracing, five 
of the sixteen problems this student was given were unnecessary. For 33 of the struggling 
students, the tutor ran out of relevant problems and moved them on to the next section 
even though some KCs had not been mastered.  

Current cognitive tutors have many steps coded with multiple KCs, for instance, in the 
algebra tutor some steps are coded with broad arithmetic skill categories (e.g., large vs. 
small numbers, rationals vs. whole numbers) in addition to the target algebraic skill. 
However, multiple KC coding occurs less often than it should. Doing so has often been 
avoided through the use of highly scaffolded interfaces, which have the downside of not 
assessing students in the unscaffolded context. Further, many steps that are currently 
coded with a single KC may be better modeled with mutiple KCs [cf. Yudelson, Pavlik, 
and Koedinger, 2011].  

5. DISCUSSION & CONCLUSIONS 
We have presented an illustration of the problem of assigning blame when multiple 
knowledge components are required for an action and the student performs it incorrectly. 
A simple approach, currently used in practice, is to blame all components equally even 
though it may be just one (or some subset) that the student has not yet mastered. Until 
now, there has appeared to be little consequence to this simple approach. However, when 
we modified the problem selection algorithm to facilitate fading and unfading of 
problems with scaffolding, we found a negative consequence in the form of  thrashing in 
problem selection.  In the data from the Geometry Cognitive Tutor we found that real 
students were being assigned too many easy problems and not enough hard ones. Based 
on prior Bayesian student modeling work [Junker and Sijtsma 2001; Reye 1998; 
VanLehn et al. 1998], we adapted the standard knowledge tracing algorithm to create  
Conjunctive Knowledge Tracing (CKT), which provides a practical solution to fair blame 
assignment. CKT has the potential to make much better use of students’ time in curricula 
that provide students with an adaptive learning trajectory from simple problems isolating 
key components of knowledge to difficult problems where multiple skills or concepts are 
required to produce a single response. 
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Alternative solutions to the blame assignment problem have been proposed [Conati, 
Gertner and Vanlehn 2002; Pardos and Heffernan to appear; Reye 1998; VanLehn, Niu, 
Siler and Gertner 1998]. One simpler approach is to only blame the “hardest” KC, that is, 
the one with the lowest current probability. There are two potential limitations of this 
approach.  First, if KCs are truly conjunctive and independent, such an approach will 
overly penalize the hardest KC and under penalize the others. We can see the difference 
in penalty in the KC values displayed in Row 1 of Table II (these values results from a 
failure on a hard problem just before this excerpt begins).  Blaming only the hardest KC, 
which is SubGoal in this case, would yield a value of 0.49 (same as SKT would produce 
for this KC) whereas CKT yields a value of 0.70 (shown under Subgoal in the 
Conjunctive KT section). Thus, this blame-the-hardest approach could result in 
inappropriately requiring students to practice too many (harder) problems requiring the 
over-penalized KC and too few (easier) problems requiring the under-penalized KCs.  A 
second limitation of the blame-the-hardest approach is that it does not facilitate the 
possibility of “unfading”, that is, of returning to scaffolded problems in the case that 
repeated failure on unscaffolded problems suggests (even with the softer penalty that 
CKT produces) the need to revisit easier problems. 

Another simpler approach is to concatenate multiple KCs into a single combined KC. 
This approach has the downside that the student model has no information about 
knowledge overlap in related tasks and thus cannot be used in problem selection for the 
kind of gradual fading of scaffolding (going to harder problems when the student is 
ready) or reintroduction of scaffolding (going back to easy problems if needed) that is 
possible with CKT. 

A more complex approach to the multiple-KC problem is to use a complete Bayesian 
network for the student model [e.g., Conati et al. 2002]. One immediate point of contrast 
with CKT is in the high effort required to engineer a student model as a Bayesian 
network. CKT can be relatively simply added to an existing model-tracing or constraint-
based tutor as a plug-in, replacing the existing Knowledge Tracer if present. On the other 
hand, a full Bayesian network can represent dependencies between KCS and is not 
restricted to modeling KC learning only in terms of students direct experiences with those 
KCs. A Bayes net gives a modeler more freedom to hypothesize more complex 
interrelationships, like the learning of one KC enhancing another.  Such freedom, 
however, may come at the loss of parsimony relative to the more constrained CKT 
approach whereby a set of KCs and a few direct computations on the KC parameter 
estimates may well represent all task difficulty and learning transfer relationships. 

CKT is one solution within the broader space of Bayesian networks and Markov 
models for student modeling. As already mentioned, past work [Junker and Sijtsma 2001; 
Millán, Agosta and Pérez de la Cruz 2001] has articulated the multiplicative combination 
of noisy components. We have adapted this approach into the standard knowledge tracing 
by maintaining the Markov transition probability, but replacing the blame assignment 
with this multiplicative combination.  Others have also incorporated the independence 
assumption and thus the multiplicative combination of components, but have put the 
noise (guess and/or slip parameters) at the level of the conjunction (sometimes called a 
“noisy-AND”) rather than at the level of the components [Conati et al. 2002]. In the 
psychometrics literature [Junker and Sijtsma 2001], the difference in whether the noise 
parameters are at the component level or the conjunction level is characterized by the 
contrast between the DINA (deterministic inputs noisy AND) and NIDA (noisy inputs 
deterministic AND) models. CKT is an extension of NIDA (adding the transition 
probability), with a slip and guess parameter for each conjunct in the AND. While the 
CKT and NIDA models have more parameters per AND relation than DINA, they can 
have fewer parameters in an overall student model in the case that there more AND 
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relations than components. For instance, there are four (2n-n-1) possible AND 
relationships of three (n) components. Whether or not these theoretical differences make 
any practical difference will require future empirical comparison. 

Whether and when CKT provides a more or less effective user model than more 
complex formulations such as Bayes nets will have to await future research. 
Nevertheless, an important contribution of this paper is the empirical evidence that 
comparing such alternatives is worth it. The problem selection thrashing we observed 
indicates that fair blame assignment can be a real problem and better solutions may have 
significant impact on student users of tutoring systems. The need for such a solution 
comes about in situations where we want a tutoring system to make dynamic and 
adaptive decisions about the fading of scaffolding or the “unfading” or reintroduction of 
scaffolding. Such capability would seem to be an important feature of a truly adaptive 
tutoring system and one that can be driven by educational data mining.   
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Electronic traces of activity have the potential to be an invaluable source to understand the strategies followed 
by groups of learners working collaboratively around a tabletop. However, in tabletop and other co-located 
learning settings, high amounts of unconstrained actions can be performed by different students simultaneously. 
This paper introduces a data mining approach that exploits the log traces of a problem-solving tabletop 
application to extract patterns of activity in order to shed light on the strategies followed by groups of learners. 
The objective of the data mining task is to discover which frequent sequences of actions differentiate high 
achieving from low achieving groups. An important challenge is to interpret the raw log traces, taking the user 
identification into account, and pre-process this data to make it suitable for mining and discovering meaningful 
patterns of interaction. We explore two methods for mining sequential patterns. We compare these two methods 
by evaluating the information that they each discover about the strategies followed by the high and low 
achieving groups. Our key contributions include the design of an approach to find frequent sequential patterns 
from multiuser co-located settings, the evaluation of the two methods, and the analysis of the results obtained 
from the sequential pattern mining.  

Keywords and Phrases: Collaborative Learning, Sequence Mining, Hierarchical Clustering, Interactive 
Tabletops

________________________________________________________________________ 

1. INTRODUCTION  
Recently, the need to explore, share and manipulate tangible data, in situ, has brought 
forth the development of new user interfaces offering large display areas and multiple 
input capabilities. These groupware interfaces are becoming available for educational 
purposes in the form of whiteboards, multi-display settings and horizontal tabletops. 
Interactive tabletops offer the potential for new ways to support collaborative learning 
activities by enabling face to face interactions between students and, at the same time, 
providing a great opportunity to investigate groups’ learning processes by capturing their 

physical actions. This paper reports our work in the context of Digital Mysteries 
[Kharrufa et al. 2010], a tabletop collaborative learning tool for the development of 
students’ problem-solving skills. When using this tool, students have to examine the 
information they are provided with and formulate an answer to a posed question (the 
mystery). The students’ cognitive processes become evident through their physical 
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manipulation of the information on the tabletop to solve the mystery and thus observable 
for researchers [Leat and Nichols 2000]. However, when a class of typical size (20 to 30 
students) is divided into several small groups working in parallel, it is very difficult for 
facilitators to keep track of the learning processes followed by all the groups and they 
usually end up just looking at the final results. This is a problem as it means that the 
higher level strategies followed by groups are lost. The work described in this paper 
addresses this problem by mining and analysing frequent sequences of activity and 
highlighting key differences between high and low achieving groups. 

The use of Data Mining techniques in collaborative learning environments has proven 
successful in getting insights on the interactions within groups that lead to high-quality 
results in terms of collaboration [Anaya and Boticario 2011; D'Mello et. al. 2011], 
conflict resolution [Prata et al. 2009], teamwork [Perera et. al. 2009)] and correctness of 
the task [Talavera and Gaudioso 2004]. However, most of these efforts have focused on 
studying collaboration supported by online learning systems (e.g. chat, forums, wikis, 
networked ITS’s) rather than tackling the context of supporting small groups 
collaborating around shared devices, for which there is much less research [Jeong and 
Hmelo-Silver 2010]. In this paper we focus on the latter. We report our work on the 
analysis of groups’ interactions with the resources at the tabletop and the exploration of 
two different approaches to consider the raw physical touch actions. We detail these on a 
technical level and then discuss the patterns resulting from each of them.  

This paper is organised as follows. Next section describes other studies that have 
applied machine learning techniques to analyse groups’ interactions. Section 3 introduces 
the tabletop system and dataset. Section 4 explains the data mining methods. We 
conclude with reflections and future work in sections 5 and 6. 

2. RELATED WORK 
A number of research projects have studied the collaborative learning processes applying 
artificial intelligence techniques; however, they have focused mostly on assisting groups 
in online learning activities. Talavera and Gaudioso [2004] applied clustering in e-
learning data to build student profiles based on the interactions with the user interface 
performed by the students. Anaya and Boticario [2011] acutely described a method to 
classify learners according to their level of collaboration using clustering and decision 
trees. Prata et.al. [2009] presented an automated detector of the nature of the utterances 
written at a math online system in terms of collaboration focusing on the identification of 
conflict between peers. 

Additionally, several researchers have specifically addressed the analysis of 
collaboration using sequential pattern extraction. Perera et. al. [2009] modelled key 
aspects of teamwork on groups working with an online project management system. They 
clustered groups and learners according to quantitative indicators of activity and also 
proposed the use of alphabets to represent sequential patterns of interactions that can 
distinguish strong from weak groups. Other techniques have also been used to mine 
sequential patterns from collaborative data including Hidden Markov Models [Soller and 
Lesgold 2007], Social Network Analysis [Casillas and Daradoumis 2009] and Process 
Mining [Reimann et al. 2009].  

In terms of co-located collaboration, Martinez et. al. [2011a] proposed a method to 
discern the extent of collaboration in groups of learners solving an optimisation problem 
in a multi-display face-to-face setting.  The authors also applied a set of techniques to 
derive a user model of collaboration from a co-located multi-display setting. This also 
proved give information about the extent of communication and collaboration of students 
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at the tabletop [Martinez et. al. 2011b]. The work reported in this paper is the first effort 
we are aware of that has made use of data mining techniques to analyse and discover 
patterns of interaction from data generated by a multi-user tabletop educational 
application.  

3. THE TABLETOP TASK: DIGITAL MYSTERIES 
Digital Mysteries is a collaborative learning tool for the development and assessment of 
students’ higher level thinking skills [Kharrufa et al. 2010]. The task provided to the 
students is to solve a mystery with an open question in any subject such as mathematics, 
history, or physics. Students are given the question and a number of data slips which may 
hold direct clues for solving the mystery, background information, or even red-herrings. 
They are asked to analyse these to formulate their answer to the question. Among the 
main design concepts behind the original paper-based mysteries tool [Leat and Nichols 
2000] is that the students’ cognitive processes become evident through their physical 

manipulation of these data slips to solve the mystery.   
Digital Mysteries divides the task of solving a mystery into three stages and provides 

a set of externalisation tools at each of these. i) For the first “information gathering” 

stage, users are provided with 20-26 data slips. Initially, these slips are displayed in a 
minimised pictorial form to save space at the tabletop. Consequently, users have to 
expand them to read the contained clues (see Figure 1, right). ii) For the second 
“grouping” stage, students are provided with a tool for creating “named” groups of slips 
and they are asked to categorise the slips into meaningful groups. Students usually create 
groups in support of or against a particular claim, or groups containing information 
related to a particular person, topic, or event. Students move to the next stage after 
putting all the slips into a minimum of four named groups. iii) For the third and last 
“sequencing and webbing” stage, students are asked to use a sticky tape tool to build a 
branched structure that reflects cause-and-effect relations and time sequences embodying 
the students’ answer to the question. After completing this stage, students are asked to 
write down their answer.  

      
Fig. 1. Left: Three children solving a Digital Mystery. Right: Participants reading a clue   

Digital Mysteries was implemented using a prototype of the multi-pen horizontal 
Promethean Activboard1. Using a pen-based tabletop makes it possible to identify the 
author of each action.  In this way, Digital Mysteries captures a rich set of interaction 
data throughout the mystery solution process that includes user identification or 
authorship as we will refer to in the rest of this paper.  

1 Promethean Interactive Whiteboards: http://www.prometheanworld.com/ 
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Participants and data collection. Every action on the tabletop was logged and all 
sessions were video recorded. The study involved 18 participants, forming 6 groups of 3 
participants each (see Figure 1, left). Some of the groups solved more than one mystery, 
generating a total of 12 logged sessions. Participants were elementary school students 
aged between 11 and 14 years. Each group was asked to find the answer to a mystery. 
They had to read and understand the clues, cluster them into meaningful groups, discuss 
which clues were related with each other and formalise a response to the mystery. Triads 
performed between 970 and 2017 actions per session, for a total of 17130 logged actions.  

Data exploration. The raw data was coded as a series of Events, where Event= {Time, 
Author, Action, Object}. The possible actions that can be performed on the data slips are: 
moving (M), enlarging to maximum size (E), resizing to medium size (N), shrinking (S), 
Rotating (M), making unions with other data slips (U), add data slip to a group (G) and 
remove a data slip from a group (R). Out of the 12 sessions, 5 were coded as low 
achieving groups of students, 5 as high achieving groups and 2 as average groups. The 
level of achievement was coded considering: the quality of the discussions, the degree of 
logic thinking and the soundness of the justification for the solution of the mystery. A full 
report of this analysis can be found in [Kharrufa 2010]. We focus from now on the 10 
groups that clearly showed evidence of low orhigh achievement. 

4. MINING AND CLUSTERING SEQUENTIAL PATTERNS  
From a Data Mining perspective, the dataset collected from our co-located setting poses 
challenges to general data mining techniques. A first challenge is that there is a diversity 
of spontaneous actions that can be performed when using a tabletop as opposed to online 
systems, such as wikis or forums, in which learners have more time to think their actions. 
As a result, our data might contain more non-relevant human-computer interaction 
events. The second challenge is the especial importance of the authorship of the low level 
events performed on Digital Mysteries. To address these issues we have set out to attend 
two research questions: i) what are the key insights that can be gained from raw and 
compact logged actions? (e.g. consider N similar actions as a group of actions rather than 
N individual actions), and ii) what information can be obtained by including authorship 
information in the post-processing stage of data mining?  

The data mining task we set out to solve is to discover sequences of interactions 
between group members and the data slips at the tabletop that were more frequent in 
high-achieving groups than in low-achieving ones, and vice-versa. Two important 
attributes of our data are the sequential order and, as mentioned above, the authorship. 
One technique that provides insights on the timing of the events is sequential pattern 
mining. A sequential pattern is a consecutive or non-consecutive ordered sub-set of a 
sequence of events [Jiang and Hamilton 2003]. However, as noted by Perera et.al. [2009], 
a frequent pattern of two actions X-Y might not be meaningful if many other events or 
large gaps of inactivity occur between such actions. We focused on the consecutive

ordered sub-set of events that can potentially form a pattern. We will refer to these as 
frequent sub-sequence sequential patterns. Our algorithm seeks consecutive and also 
repeated patterns within the dataset of sequences. A generic flow diagram of our system 
is shown in Figure 2 (left).  

Raw dataset.  Our original raw data consists of the events performed at the tabletop, 
along with the authorship information of each of these events. We present a sample 
excerpt from a group session log in Figure 2 (right). In Digital Mysteries each resource 
(data slip) provided to solve the mystery is present at the tabletop from the beginning to 
the end of the session. We took advantage of this to explore how learners interact with 
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the resources at the tabletop. We first broke down each group’s long and unique sequence 

of events into sub-sequences of actions per data-slip. Then, to preserve meaningfulness in 
the patterns, we broke down these data slips’ sub-sequences when a gap of inactivity 
longer to 120 seconds was detected.  

We describe the above with a short scenario: the group decide to read a data-slip D 
and performs actions to enlarge it (move and enlarge actions), they read the data slip, 
close it and re-arrange it (more moves and shrink actions); if after this sequence there is a 
“group action” for the same data slip, but 5 minutes later, we can assume that the “group 

action” is not directly related with the previous actions. We chose a gap of 120 seconds 
as a maximum threshold beyond which the set of actions are considered as unrelated. 
This time frame was chosen based on the observations made on the videos of the sessions 
and the log files. In summary, the raw dataset we started with as input of step 1 is a 
dataset of 1618 sequences generated by breaking down the actions of each session in this 
order: by stage, resource (data slip) and long inactivity gap. The length of each sequence 
obtained was between 4 and 40 elements. In this dataset of sequences, each sequence is 
related with the session, stage and resource it comes from. Each element within each 
sequence contains information on timing, authorship and action type.  

Fig. 2. Left: Steps of our data mining approach. Right: Excerpt from the application logs of activity. 

Step 1. We explored two pre-processing approaches: the first method consists in 
going straight into the sequential mining (hence a void step 1). The second method 
consists in compact similar contiguous actions before applying the sequence mining. 
Both  methods are described in detail in the next section.  The output of the first step for 
both cases is a pre-processed dataset of sequences.

Step 2. The sequence mining step is generic for both approaches. As mentioned 
before, our aim is to look for frequent ordered patterns within the action sequences. With 
the purpose of exploiting not just the frequency but also the redundancy of the patterns 
we are searching for, we chose an algorithm to extract the frequent sub-sequences from 
sequences using n-grams [Masataki and Sgisaka 1996]. An n-gram is a subsequence 
of n items from a given sequence. We set the minimum support threshold to consider a 
pattern as frequent if this was present in at least one quarter of the total number of data 
slips. We also set the maximum error in 1 to allow the matching of patterns with sub-
sequences if there was an edit distance of 0 (perfect match) or 1 (one different action in 
the sub-sequence) between them. The output of this step is a list of frequent sequential 
patterns that meet the minimum given support. 

Step 3. The purpose of step 3 is to cluster the patterns found in step 2. Indeed, 
without further treatment, patterns obtained from step 2 offer limited information to 
differentiate groups of learners. There can also be many similar patterns. As a result, it is 
tedious to analyse each pattern distribution across the groups. The patterns were clustered 
based on their edit distance. The edit distance between two patterns was defined as the 

Time Author Action  Object 

00:10 Mario M DataSlip01 
00:12 Mario E DataSlip01 
00:46 Mario S DataSlip01 
00:47 Alice M DataSlip02 
00:50 Alice M DataSlip01 
00:51 Bob E DataSlip02 
00:53 Mario M DataSlip02 

1-Pre-
processing 

Clusters of patterns 

Events 

Raw 
dataset 

Analysis 4-Post-
processing 

2-Pattern 
mining 

3-Clustering 
patterns 
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minimum number of changes needed to convert one pattern of actions into the other, with 
the allowed operations: insertion, deletion, or substitution of a single action. We used a 
hierarchical agglomerative clustering technique [Witten and Frank 1999] whose input is a 
matrix that contains all the edit distances between each pair of patterns. We chose this 
technique as it has proven successful in mining human-computer interaction data [Fern et 
al. 2010]. The end result can be visually represented by a dendrogram, showing different 
levels in which patterns are clustered. These visual representations served to supervise 
the cluster formation and decide which level of clustering was considered as acceptable.  

Step 4. Post-processing and analysis. In the post-processing stage we included the 
authorship information, by considering the number of students who were involved with 
the patterns. We also examined the benefits of each method employed at step 1, i.e. the 
use of raw versus compacted data.    

We now describe in detail the specifications of each approach and the results of the 
data mining outcomes in collaborative learning terms. 

4.1. Method 1: Authorship in the post processing 
The first method consists in exploring the information that can be obtained by mining the 
Human-Computer Interaction logs of physical actions without reducing the events. 

Pre-processing and sequence mining for method 1. The input data for the sequence 
mining consisted of a list of sequential raw sequences of events (e.g.{M-E-M-M-S-M-N-
G-S-M-R} where M=move, E=enlarge to maximum size, N=resize to normal size, G=add 
to group, S= shrink and R=remove from group). The output was a list of frequent 
patterns. Only sequences of at least 4 actions were considered. The final result included 
259 frequent patterns found of length varying from 4 to 10 actions.  

Post-processing and clustering for method 1. Based on direct observations made on 
the video recorded sessions and the sequential patterns found, we obtained that many 
patterns had a similar meaning, although the order or quantity of actions they contained 
were somewhat different. For example, the sequential patterns S1={M-E-M-M-S} and 
S2={M-M-M-E-S-M-M} (where M=move, E=enlarge, S=shrink) are both related with 
the same strategy: read a data-slip, close it and re-arrange it immediately afterwards 
(presumably to keep the interface organised and tidy). These observations led us to use 
clustering to group similar patterns. In this part of the process, the input for the 
hierarchical clustering algorithm was a similarity matrix of 259 x 259 that contained the 
edit distances of all pairs of sequences. The algorithm produced a dendogram of 4 
hierarchies as output. The clusters obtained were supervised to inspect the extent in 
which the groups were similar.  After analysing the dendogram, the second highest level 
was selected to form eight meaningful clusters. This is the only part of the approach in 
which the results were manually supervised.  

Results of method 1. We examined the results of the clustering by looking at the 
trends observed between patterns and groups of learners that presented a prominent level 
of achievement. We found that some sessions (high or low achievers) showed behaviour 
associated with certain clustered patters. Therefore, we used unpaired student tests (p <= 

0.05) to statistically analyse whether there were significant differences between such 
sessions. Table I summarises the clusters found using this approach and the results of 
such analysis. 

The first two clusters are related with the strategies that learners followed to gather 
information from the data slips. Cluster 1 contained sequences related with the strategy of 
reading the slips by enlarging the object and then, after a reasonable time, closing them to 
keep the interface tidy. Some of these groups positioned the slips in a certain region of 
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the table to indicate they had already read them. On the other hand, Cluster 2 contained 
sequences of actions in which groups maximised the data slips without closing them. The 
observations on the videos indicated that some of the groups which followed this 
behaviour skipped the reading of some slips. We found that high achievers favoured the 
strategy of reading, minimising and arranging immediately (cluster 1 mean = 124.75, 

cluster 2 mean = 61.25). On the contrary, low achievers used both strategies for the 
information gathering, performing more actions contained in Cluster 2 in which they did 
not close the slips immediately after reading (cluster 1 mean = 104.40, cluster 2 mean = 

114.80). This simple change in the strategy for collecting information suggests that 
reading without re-arranging increases clutter, making the task more difficult to be 
controlled by the group. Indeed, cluster 3, which contains patterns related with making 
space actions (moving and shrinking), showed a strong link with low achieving groups 
(t=2.47, p= 0.039). As a result, low achievers spent much more time than the high 
achievers arranging the elements at the table. 

Clusters 6, 7 and 8 contain “union” actions in which learners established links 

between the data slips they considered to be tightly related. Cluster 6 includes sensible 
amount of union actions (at most two unions) performed along with arrangement actions. 
Cluster 7 presented a moderate amount of union actions and cluster 8 presented patterns 
with an enormous amount of union actions. Low achieving groups favoured clusters 7 
and 8 (t=2.97, p=0.018 and t=3.98, p=0.0041 respectively). Based on this trend, low 
achievers created too many unions related to a specific data slip in short periods of time. 
On the contrary, high achieving groups favoured patterns with modest quantity of unions 
(t=2.81, p=0.023). Clusters 4 and 5 included patterns related with ungroup and group 
actions. In this case we obtained some differences among sessions. Low achievers made 
more “corrections” on categorising data slips than high achievers.  

Table I. Results for clusters of patterns found by mining the raw events.  
Cluster Example sequence Favoured Groups Participants 

1- Read and arrange {M-M-E-M-S-M} Slightly more in high achievers Both groups 1-2 authors 
2- Read slip {M-E-M-M} Slightly more in low achievers Both groups 1-2 authors 
3- Arrangement {M-M-S-M-M} Substantially more in low achievers Low achievers 2-3 authors 
4- Ungroup {M-R-M-G} Slightly more in low achievers Both groups 1-2 authors 
5- Group {M-N-M-G-M-S} Both groups Both groups 1-2 authors 
6- Few unions {M-M-U-M-M} Substantially more in high achievers Low achievers 2-3 authors 
7- Moderate unions  {M-U-M-U-M-U} Substantially more in low achievers Low achievers 2-3 authors 
8- Too many unions {U-U-U-M-U-U-U} Substantially more in low achievers Low achievers 2-3 authors 

In regards to authorship, we analysed the way in which participants collectively 
interacted with the resources in terms of number of authors involved with the data slip in 
each pattern. For clusters 3, 6, 7 and 8 we obtained a strong statistical difference in the 
number of participants working together with the same data slip. Low achieving groups 
presented more sequences in which the three authors performed actions sequentially 
compared with high achieving groups (p<0.05 in all cases). For the rest of the clusters 
there were no significant differences in the number of authors involved with the patterns. 
For the clusters related with the strategies for gathering information (clusters 1 and 2) and 
grouping data-slips (clusters 4 and 5) the sequences were performed mostly by one 
author, and in some cases, by two authors in both high and low achieving groups (see 
Table I, column Participants). 

What we learnt from these findings is that having many hands on the same object at 
the same time does not imply improved work. In fact, the sequences in which the low 
achievers have the three participants involved are mostly focused on non-cognitively 
demanding tasks, such as arranging the elements on the tabletop (cluster 3). In the case of 
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the “union actions” clusters (7 and 8) even when the activity is a cognitively demanding 

task, we learnt from the analysis described above and from observing the videos that 
lower achieving groups created a larger number of unions on particular slips that were not 
necessarily meaningful. Grounding on these results and the video analysis we obtained 
that the high level groups worked more collaboratively and participants were keener to 
interact on one data slip at a time, even if they worked in parallel with different objects.  

We also explored the possible significant differences between the patterns and the 
stages in which they appear. As expected, clusters related to gathering information 
(clusters 1 and 2) are mainly related with stage 1, cluster 3 (re-arrangement) with all the 
stages, Clusters 4 and 5 with stage 2 (grouping and ungrouping actions) and the clusters 
related with union actions are evidently related with the third stage (sequencing and 
webbing). Thus, no further special consideration was put on the staging information. 

4.2. Method 2: Authorship in the post processing and generalisation in the pre-
processing  

The second approach consists of generalising (compacting). Then, we looked at the 
similarities of this method outcomes with method 1 results.  

Pre-processing and sequence mining for method 2. The dataset of sequences was 
compressed. The aim of the compression was to see how much information will be lost or 
gained if we generalised the user interface actions that can be attributed to user slips. A 
simple alphabet was applied which follows a single rule: the sequential actions of the 
same type (such as the action M in {M-M-M-E-M} or S in {S-U-U-U}) were compacted 
adding the quantifier for regular expressions + ({M+-E-M} and {S-U+}). The minimum 
length of the patterns was set to 3 actions, or 2 actions if at least one of the actions 
contained the quantifier +. In this case the minimum support was also set to one quarter 
of the data slips. The final result included 261 frequent patterns found of size between 3 
and 5 actions each.  

Post-processing for method 2. The 261 patterns were clustered following the same 
process used in method 1. We obtained a dendogram with 5 levels. The first issue found 
in this method was that patterns were more difficult to cluster accurately as they 
contained less contextual information (fewer items). The solution was to choose a lower 
clustering level and manually merge the smaller clusters which contained similar actions. 
Seven meaningful clusters resulted from the clustering supervision and also 2 extra very 
small clusters that could not be considered into any other cluster. 

Results of method 2. Even though some details in the sequences were lost, we found 
similar observable tendencies in the presence of patterns of high and low achieving 
sessions (see table II). This approach provided a deeper difference between the ways the 
higher and lower achieving groups gather information to solve the problem. For example 
we found a stronger difference in the strategy of reading without minimising the data 
slips performed mostly by the low achieving groups (Cluster 2, t = 2.69, p=0.0272). We 
also found a significant difference with respect to the strategy “read – close and arrange 
data slips” favouring the high achieving groups (Cluster 1, t=3.05, p=0.0158). Results 
also confirmed that low achieving groups performed a huge amount of unions between 
data slips in short periods of time (Cluster 7, t = 3.05, p=0.0158). 

For the authoring information, the results from method 1 were also confirmed. The 
cluster that contains sequences with high amounts of union actions performed by 2 and 3 
users at the same time were present mostly in the low achieving groups (t=2.714, 
p=0.0265). Some information is lost though; there were no significant differences 
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between groups in any other aspect. In general, this approach confirmed the insights 
obtained applying method 1 but the quality of the results decreased in some cases.   

Table II. Results for clusters of patterns found mining compacted events.  
Cluster Example sequence Favoured Groups Participants 

1- Read and arrange {M+-N-S-M+} Substantially more in high achievers Both groups 1-2 authors 
2- Read slip {M-E-M+} Substantially more in low achievers Both groups 1-2 authors 
3- Arrangement {M+-S-M+} Slightly more in low achievers Both groups 1-2 authors 
4- Ungroup {M-R-M+} Both groups Both groups 1-2 authors 
5- Group {M+-G-S} Both groups Low achievers 2-3 authors 
6- Few unions {M+-U-M-U} Slightly more in high achievers Low achievers 2-3 authors 
7- Many unions  {M-U+-M-U+-M} Substantially more in low achievers Low achievers 2-3 authors 

5. DISCUSSION 
The design of our approach was motivated by the goal of exploiting the large amounts of 
data generated from learners’ interactions with the interactive tabletop. Our approach 
shows promise to follow up research on supporting collaborative learning through the use 
of tabletops and machine learning techniques. Our data mining approach consisted of 
mining both the raw human computer interactions and the compact logged actions, 
clustering similar frequent patterns based on edit distance and analyse the proportion of 
these clusters among group sessions. Both methods we explored produced similar results 
therefore the compacting method provides very interesting insights even when some 
details are lost. However, this loss of information impacted negatively on the clustering 
step, thus this method is unsuitable for being used for automatic support.  

Method 1 also requires some human supervision to code the level of achievement of 
groups. Further research needs to be done on the ways to automatically extract indicators 
of collaboration. In regards to the educational value of the results, the video analyses 
confirmed the presence of serial patterns of interaction in the trials. Group members of 
high achieving groups tried to interact and externalise their thinking. They tended to read 
all the slips to get clues about the mystery and parallel interactions were clearly observed 
along with engagement in conversations. The results of our approach do not tell the 
whole story but are good indicators of desired and undesired patterns of behaviour related 
with strategies that are followed by groups.  

The goal of this line of research is to offer adapted support to groups in the form of 
direct feedback to students or to their facilitator. The insights obtained in the work 
reported in this paper are the first steps towards such adapted support that machine 
learning techniques can offer to the use of tabletop devices. We addressed two questions 
posed at the beginning of this paper, regarding (i) the key insights that can be acquired 
from mining raw or compact logged actions and (ii) the information offered by the 
authorship element of the data logs.  

We observed that the results obtained with both methods reflected similar patterns 
of behaviour, such as the strategies followed by the groups to gather information, arrange 
resources and the creation of links between data slips. Some elements of the interactions 
came up by compacting the redundant actions in method 2 (gathering information 
strategies), but in other elements some information was lost. The most important issue 
with the compacting method is that more empirical interpretation was needed after the 
clustering step whilst method 1 offered better clusters. In general, the raw HCI actions 
offer an adequate degree of detail to obtain meaningful results when studying the 
interactions by resource. In regards to the question related with authorship, results 
indicated that low achieving groups tended to work sequentially with the same objects. 
We confirmed from the video analysis that high achieving groups tended to discuss their 
thoughts and work in parallel with different objects.  
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6. CONCLUSION AND FUTURE DIRECTIONS 
This paper presented an outline of distinctive techniques to extract elements of 
collaborative interaction at the tabletop. These techniques reveal the importance of the 
design of specific data mining methods for exploiting traces of collaboration from co-
located situations. Our work grounds upon educational data mining research on online 
collaborative learning and we have proposed a methodology that can be used as a starting 
point to guide future research on the identification of patterns from educational tabletop 
settings. An important goal of our work is to mirror useful information about groups to 
help facilitators and the students themselves to reflect on and improve their learning 
activity. There are still a number of open questions that we want to address. The next step 
in this line of research will be the exploration of other ways to analyse sequential actions 
considering parallel work, looking at the high level problem-solving processes, designing 
alphabets to include authorship in earlier stages of the data mining. 
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The evolution from static to dynamic electronic learning environments has stimulated the research on adaptive item sequencing. A prerequisite for 

adaptive item sequencing, in which the difficulty of the item is constantly matched to the knowledge level of the learner is to have items with a 
known difficulty level. The difficulty level can be estimated by means of the item response theory (IRT), as often done prior to computerized 

adaptive testing. However, the requirement of this calibration method is not easily met in many practical learning situations, for instance, due to the 

cost of prior calibration and due to continuous generation of new learning items. The aim of this paper is to search for alternative estimation 
methods and to review the accuracy of these methods as compared to IRT-based calibration. Using real data, six estimation methods are compared 

with IRT-based calibration: proportion correct, learner feedback, expert rating, paired comparison (learner), paired comparison (expert) and the Elo 

rating system. Results indicate that proportion correct has the strongest relation with IRT-based difficulty estimates, followed by learner feedback, 
the Elo rating system, expert rating and finally paired comparison. 
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1. INTRODUCTION 

Most e-learning environments are static, in the sense that they provide for each learner the same information in the 

same structure using the same interface. One of the recent tendencies is that they become dynamic or adaptive. An 

adaptive learning environment creates a personalized learning opportunity by incorporating one or more adaptation 

techniques to meet the learners’ needs and preferences (Brusilovsky 1999). One of those adaptation techniques is 

adaptive curriculum/item sequencing, in which the sequencing of the learning material is adapted to learner-, item-, 

and/or context characteristics (Wauters, Desmet & Van den Noortgate 2010). Hence, adaptive item sequencing can be 

established by matching the difficulty of the item to the proficiency level of the learner. Recently, the interest in 

adaptive item sequencing has grown, as it is found that excessively difficult items can frustrate learners, while 

excessively easy items can cause learners to lack any sense of challenge (e.g. Pérez-Marín, Alfonseca & Rodriguez 

2006, Leung & Li 2007). Learners prefer learning environments where the item selection procedure is adapted to their 

proficiency, a feature which is already present to a certain extent in computerized adaptive tests (CATS; Wainer 

2000). 

A prerequisite for adaptive item sequencing is to have items with a known difficulty level. Therefore, an initial 

development of an item bank with items of which the difficulty level is known is needed. This item bank should be 

large enough to include at any time an item with a difficulty level within the optimal range that has not yet been 

presented to the learner. In CAT, the item response theory (IRT; Van der Linden & Hambleton 1997) is often used to 
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generate such a calibrated item bank. IRT is a psychometric approach that emphasizes the fact that the probability of a 

discrete outcome, such as the correctness of a response to an item, is function of qualities of the item and qualities of 

the person. Various IRT models exist, differing in degree of complexity, with the simplest IRT model stating that a 

person’s response to an item depends on the person’s proficiency level and the item’s difficulty level. More complex 

IRT models include additional parameters, such as an item discrimination parameter and a guessing parameter. 

Obtaining a calibrated item bank with reliable item difficulty estimates by means of IRT requires administering the 

items to a large sample of persons in a non-adaptive manner. The sample size recommended in the literature varies 

between 50 and 1000 persons (e.g. Kim 2006, Linacre 1994, Tsutakawa & Johnson 1990). Because IRT has been a 

prevalent CAT approach for decades, it seems logical to apply IRT for adaptive item sequencing in learning 

environments that consist of simple items. However, the difference in data gathering procedure of learning and testing 

environments has implications for IRT application in learning environments. In many learning environments, the 

learners are free to select the item they want to make. This combined with the possibly vast amount of items provided 

within the learning environment leads to the finding that many exercises are only made by few learners (Wauters et al. 

2010). Even though IRT can deal with structural incomplete datasets (Eggen 1993), the structure and huge amount of 

missing values found in the tracking and logging data of learning environments can easily lead to non-converging 

estimations of the IRT model parameters. In addition to this, the maximum likelihood estimation procedure 

implemented in IRT has the disadvantage of being computationally demanding. 

Due to these impediments that go together with IRT based calibration, we are compelled to search for alternative 

estimation methods to estimate the difficulty level of items. Some researchers have brought up alternative estimation 

methods. However, the accuracy of some solutions were not compared to IRT based calibration and the various 

methods were not compared in a single setting. The purpose of this study is to review the accuracy of some alternative 

estimation methods as compared to IRT-based calibration in a single setting. 

2. EXPERIMENT 

2.1 Related Work 

2.1.1 Item Response Theory. To estimate the item difficulty, the IRT model with a single item parameter 

proposed by Rasch (Van der Linden & Hambleton 1997) is used. The Rasch model models the probability of 

answering an item correctly as a logistic function of the difference between the person’s proficiency level (θ) and the 

item difficulty level (β), called the item characteristic function:  

 

The IRT-based estimation of the difficulty level will be estimated on the basis of the learners’ data obtained in this 

study. In addition to that, IRT-based calibration conducted on preliminary examinee data by Selor, the selection 

agency of the Belgian government, serves as true difficulty parameter values. 

2.1.2 Proportion Correct. A simple approach to estimate the difficulty level of items is to calculate the 

proportion of correct answers by dividing the number of learners who have answered the item correctly by the number 

of learners who have answered the item. To obtain the item difficulty parameter, the proportion correct scores has to 

be converted as follows: 

 

where βi denotes the item difficulty level of item i, ni represents the number of learners who have answered item i 

correctly, and Ni represents the number of learners who have answered item i. 

The advantage of this approach is that the item difficulty can be calculated online due to the easy formula which 

does not require many computational resources. Furthermore, the item difficulty can be updated after each 

administration. The lower the proportion of students who have answered the item correctly, the more difficult the item 

is. Johns, Mahadevan and Woolf (2006) have compared the item difficulty level obtained by IRT estimation with the 

percentage of students who have answered the item incorrectly, and found a high correlation (r=0.68). 

2.1.3 Learner Feedback. Some researchers have applied learner’s feedback in order to provide adaptive 

sequencing of courseware in e-learning environments (e.g. Chen, Lee & Chen 2005, Chen, Liu & Chang 2006, Chen 

& Duh 2008). After a learner has studied a particular course material, he is asked to answer two simple questions: 

“Do you understand the content of the recommended course material?” and “How do you think about the difficulty of 

the course materials?”. After a learner has given feedback on a 5-point Likert scale, scores are aggregated with those 
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of other learners who previously answered this question by taking the average of the scores. The new difficulty level 

of the course material is based on a weighted linear combination of the course difficulty as defined by course experts 

and the course difficulty determined from collaborative feedback of the learners. The difficulty parameters slowly 

approach a steady value as the number of learners increases. 

In this study the procedure of Chen et al. (2005) for adjusting the difficulties of the items is slightly altered. The 

course difficulty as defined by course experts is not taken into account. Instead, the difficulty estimates are solely 

based on the collaborative feedback of the learners. After an item is presented, the learner is asked a feedback 

question “How difficult did you find the presented item?”. The learner answers on a 5-point Likert scale (Likert, 

1932), ranging from -2 (“very easy”) over -1 (“easy”), 0 (“moderate”), 1 (“difficult”) to 2 (“very difficult”). The item 

difficulty based on learner feedback is then given by the arithmetic mean of the scores. 

2.1.4 Paired Comparison. Another method, already used in CAT, to estimate the difficulty level of new items is 

paired comparison (Ozaki & Toyoda 2006, 2009). In order to prevent content leaking, experts are asked to assess the 

difficulty of items through one-to-one comparison or one-to-many comparison. In this method, items for which the 

difficulty parameter has to be estimated, are compared with multiple items, of which the item difficulty parameter is 

known. The underlying thought that prompts this item difficulty estimation approach is Thurstone’s paired 

comparison model. While Thurstone (1994) modelled the preference judgment for object i over object j, Ozaki and 

Toyoda (2006, 2009) modelled the difficulty judgment of item i over item j. 

In this study a similar procedure of the one employed by Ozaki and Toyoda (2009) is adopted to estimate the 

difficulty level by means of paired comparison. After an item is presented, the learner has to judge where the 

presented item should be located in a series of 11 items ordered by difficulty level from easy to difficult. This means 

that the raters have to make a one-to-many comparison with 11 items of which the item difficulty parameter is known. 

The probability that item i is more difficult than item 1, according to N raters is expressed as: 

 

Where βi is the difficulty of item i judged by the raters, b1 is the difficulty parameter of item 1 as estimated by the 

preliminary IRT analysis, conducted by Selor. 

In this study 11 items are presented simultaneously and the raters have to select one out of 12 categories: i<1, 

1<i<2,…, 10<i<11, 11<i. Because the 11 items are ordered according to their difficulty level from easy to difficult, 

the idea of the graded response model (Samejima, 1969) can be adopted to extract the boundary response function of 

each category as: 

 

 

… 

 

 

The final estimation of βi is obtained by maximizing the log likelihood, while fixing bjs, i.e. the difficulty parameters 

of item 1 to 11 as estimated by the preliminary IRT analysis.  

2.1.5 Expert Rating. Another approach to obtain item parameter estimates is allowing subject domain experts to 

estimate the value of the difficulty parameter (Yao 1991, Linacre 2000, Fernandez 2003, Lu, Li, Liu, Yang, Tan & He 

2007). There is some evidence in the measurement literature that test specialists are capable of estimating item 

difficulties with reasonable accuracy (e.g., Chalifour & Powers 1989), although other studies found contradictory 

results (Hambleton, Bastari & Xing 1998). As indicated by Impara and Plake (1998), a distinction has to be made 

between the ability of experts to rank order items accurately with reference to the difficulty level, and the ability of 

experts to estimate the proportion of persons who will answer the items correctly. Experts seem to be capable 

conducting the former task, but have difficulties conducting the latter where they have to be able to conceptualize the 

reference group and predict how well such persons will perform on each item.  

Hence, two methods for obtaining expert ratings were included in this study: a paired comparison method and an 

evaluation on a proportion correct metric. The formula’s to obtain the item difficulty parameter estimates based on 

these two methods are described in the subsections “Paired Comparison” and “Proportion Correct” respectively.  

2.1.6 Elo Rating. The Elo Rating approach (Brinkhuis & Maris 2010) for estimating the item difficulty level is 

an educational implementation of the Elo Rating system used for rating chess performances and sports (Elo 1978). In 

sport, for example, two players compete with each other, resulting in a win, a loss or a draw. These data are known as 

paired comparison data, for which the Elo rating system is developed. In the educational field, a person is seen as a 

player and an item is seen as its opponent. The Elo Rating formula expresses the new rating after an event as a 
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function of the pre-event rating, a weight given to the new observation and the difference between the actual score on 

the new observation and the expected score on the new observation. Brinkhuis and Maris (2010) estimated the 

expected score on the new observation by means of the Rasch model. The formula implies that when the difference 

between the expected score and the observed score is high, the change in both the person’s knowledge level and the 

item difficulty level will be high. Because the estimation of the difficulty level becomes more stable when more 

persons have answered an item, the weight given to new observations decreases when the rating of items is based on 

many observations. The same is true for the rating of the persons. When the rating of the person’s knowledge level is 

based on a large amount of answered items, the weight given to new observations decreases.  

In this study, the Elo Rating system implemented by Brinkhuis and Maris (2010) was used to estimate the item 

difficulty level. This Elo Rating system enables continuous measurement, since the rating is updated after every 

event. The formula for updating the item difficulty level, and on the same time the person’s knowledge level, is given 

by: 

, 

where βn is the new item difficulty rating after the item is answered by a person, β0 is the pre-event rating, W is the 

weight given to the new observation, Y is the actual observation (score 1 for incorrect, 0 for correct), and Ye is the 

expected observation which is estimated on the basis of the Rasch model. Hence, the formula for updating the item 

difficulty level after a correct response becomes: 

 

where θ0 is the estimated person’s knowledge level before that person has answered this specific item. In this study, 

the weight has been set to 0.4. Preliminary analysis have shown that a weight of 0.4 results in good estimates as it is 

not too large, resulting in too much fluctuation, and it is not too small, resulting in an nearly invariant difficulty 

estimate. 

 

Next to the comparison of the different alternative estimation methods with IRT-based calibration, we are 

interested whether the alternative estimation methods that are based on the binary response data of the learners, i.e. 1 

for a correct response and 0 for an incorrect response, are sample dependent. If the correlation between these methods 

and the true difficulty parameter values are lower than the correlation between these methods and the difficulty 

parameter values obtained on the basis of IRT-calibration with the data gathered in this study, then these alternative 

methods are somewhat sample dependent. Furthermore, on the basis of the study of Impara and Plake (1998) it is 

hypothesized that the correlation between the true difficulty parameter values and the ones obtained by means of 

expert rating will be lower than the correlation between the true difficulty parameter values and the ones obtained by 

means of paired comparison conducted by the experts.  

2.2 Method 

2.2.1 Participants. Students from ten educational programs in the Flemish part of Belgium (1
st
 and 2

nd
 Bachelor 

Linguistics and Literature – K.U.Leuven; 1
st
, 2

nd
 and 3th Bachelor Teacher-Training for primary education – Katho 

Tielt; 1
st
 and 2

nd
 Bachelor Teacher-Training for secondary education – Katho Reno; 1

st
 and 2

nd
 Bachelor of Applied 

Linguistics – HUB and Lessius; and 1
st
 Bachelor Educational Science – K.U.Leuven) were contacted to participate in 

the experiment. Three hundred eighteen students decided to participate. Sixteen teachers French from the above 

mentioned educational programs were contacted as experts. Thirteen experts decided to participate. 

2.2.1 Material and Procedure. The study took approximately half an hour. The learning material consisted of 

items on French verb conjugation, supposedly measuring one single skill. The instructions, consisting of information 

on the login procedure for the learning environment and on the proceedings of the experimental study were sent to the 

participants by email. Once logged into the learning environment, the procedure for students was different from the 

procedure for experts.  

Students were given an informed consent. Next, they completed the pretest used as an example. This pretest 

consisted of one item with three subquestions. First, the student had to fill in the correct French verb conjugation. 

Second, the student was asked: “How difficult did you find the previous item?” and the student has to answer on a 5 

point Likert scale, ranging from -2 (“Very easy”) to 2 (“Very difficult”). Finally, the student was asked to judge 

where the presented item should be located in the given series of 11 items ordered by difficulty level from easy to 

difficult. After the pretest sample, students completed the actual test, which consisted of 25 items each with three 

subquestions. 
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Experts completed the pretest used as an example. This pretest consisted of one item with three subquestions. 

First, the expert had to fill in the correct French verb conjugation. Second, the expert was asked: “What is, according 

to you, the percentage of students that will answer this item correctly after completing secondary education?”. Finally, 

the expert was asked to judge where the presented item should be located in the presented series of 11 items ordered 

by difficulty level from easy to difficult. After the pretest sample, experts completed the actual test, which consisted 

of 25 items each with three subquestions. 

2.3 Results 

The inter-rater agreement for the classification of the item difficulty was calculated by means of the intraclass 

correlation coefficient (ICC; Shrout & Fleiss 1979). Shrout and Fleiss (1979) report the magnitude for interpreting 

ICC values where ICC<0.40 = ”poor”, 0.40≤ICC≤0.59 = “fair”, 0.60≤ICC<0.74 = “good”, and ICC≥0.74 = 

“excellent”. The inter-rater agreement for the classification of the item difficulty by students was fair (ICC[3,1]=0.42 

for learner feedback; ICC[3,1]=0.43 for paired comparison). The inter-rater agreement for the classification of the 

item difficulty by experts was good (ICC[3,1]=0.68 for expert rating and for paired comparison). The inter-rater 

agreement for the classification of the item difficulty for paired comparison by experts and learners combined was fair 

(ICC[3,1]=0.44). The inter-rater agreement, when considering the mean of the paired comparison feedback given by 

learners and the mean of the paired comparison feedback given by experts, was excellent (ICC[3,1]=0.88). 

The criterion used to evaluate the efficacy of the item difficulty estimation methods was the Pearson correlation 

between the estimated item parameter and its corresponding true parameter. The true difficulty parameter value for 

each item was estimated in advance by Selor, using examinee data for conducting the IRT analysis. Additionally the 

Pearson correlation was measured between the estimated item parameter and its corresponding IRT difficulty 

parameter value based on calibration with the data gathered in this study. The Pearson correlation between the 

estimated item difficulty parameter and the true item difficulty parameter is a measure for the strength of their linear 

relationship. 

Detailed correlation results for the item difficulty estimates are shown in table I. 

 

Table I. Pearson correlation matrix of the item difficulty estimates for the different estimation methods.  

Item 

Difficulty 

Estimation 

Method 

Item Difficulty Estimation Method 

True β 
IRT-

Study 

Proportio

n Correct 

Learner 

Feedback 

Expert 

Rating 

Paired 

Comparis

on 

(Learner) 

Paired 

Comparis

on 

(Expert) 

Elo 

Rating 

True β 1.00        

IRT-Study .90 1.00       

Proportion 

Correct 
.90 1.00 1.00      

Learner 

Feedback 
0.88 0.88 0.88 1.00     

Expert 

Rating 
0.80 0.80 0.80 0.95 1.00    

Paired 

Comparison 

(learner) 

0.62 0.50 0.50 0.58 0.55 1.00   

Paired 

Comparison 

(Expert) 

0.56 0.44 0.44 0.53 0.51 0.98 1.00  

Elo Rating 0.85 0.92 0.92 0.81 0.73 0.45 0.39 1.00 
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The results of the Pearson correlation between the estimated item difficulty parameter and the true item difficulty 

parameter indicates that proportion correct has the strongest relation (r(23)=0.90, p<0.01), followed by learner 

feedback (r(23)=0.88, p<0.01), Elo rating (r(23)=0.85, p<0.01), expert rating (r(23)=0.80, p<0.01), paired comparison 

based on learners’ feedback (r(23)=0.62, p<0.01) and paired comparison based on expert data (r(23)=0.56, p<0.01). 

The Pearson correlation between the estimated item difficulty parameter and the difficulty parameter estimated by 

means of IRT with the data of the 318 students in this study shows similar results. The correlation with proportion 

correct is the highest (r(23)=1.00, p<0.01), followed by Elo rating (r(23)=0.922, p<0.01), learner feedback 

(r(23)=0.88, p<0.01), expert rating (r(23)=0.80, p<0.01), paired comparison based on learners’ feedback (r(23)=0.50, 

p<0.05) and finally paired comparison based on expert data (r(23)=0.44, p<0.05). 

The difference between the correlation coefficient of proportion correct with the true difficulty parameter value 

and the correlation coefficient of proportion correct with the difficulty parameter value estimated by means of IRT 

with the data of this study is significant (t(22)=-19.18, p<0.05). The difference between the correlation of the Elo 

rating system with the true difficulty parameter value and the correlation of the Elo rating system with the difficulty 

parameter value estimated by means of IRT with the data of this study is also significant (t(22)=-2.09, p<0.05). The 

correlation coefficient of proportion correct with the IRT calibration based on the study data differs significantly from 

the correlation coefficient of the Elo rating system with the IRT calibration based on the study data (t(22)=20.7485, 

p<0.05). The significance disappears when proportion correct and the Elo rating system are compared with the true 

difficulty parameter value (t(22)=1.46, p=0.16).  

There is no significant difference between the correlation of the true item difficulty parameter values with the ones 

obtained by means of expert rating, and the correlation of the true item difficulty parameter values with the ones 

obtained by means of paired comparison based on expert ratings (t(22)=1.89, p=0.07). The difference between the 

correlation coefficient of learner feedback with the true difficulty parameter value and the correlation coefficient of 

expert rating with the true difficulty parameter value is significant (t(22)=2.71, p<0.05). However, the difference 

between the correlation coefficient of paired comparison based on learner feedback with the true difficulty parameter 

value and the correlation coefficient of paired comparison based on expert rating with the true difficulty parameter 

value is not significant (t(22)=1.85, p=0.08). 

3. DISCUSSION 

As the tracking and logging data of many learning environments fail to contain the required amount and structure of 

data needed for IRT estimation, this article searches for appropriate alternative methods to estimate the difficulty level 

of items. Based on the response data and the judgment data of a sample of learners and experts, the difficulty level of 

twenty five items was estimated by means of six estimation methods: (1) IRT calibration based on the study data, (2) 

proportion correct, (3) learner feedback, (4) expert rating, (5) paired comparison (based on learners’ judgment and 

based on experts’ judgment), and (6) the Elo rating system. 

The findings indicate that proportion correct has the strongest relation with the true difficulty parameter values, 

followed by learner feedback, the Elo rating system, expert rating and paired comparison. Furthermore, proportion 

correct also has the strongest relation with the difficulty estimates obtained with IRT calibration on the study data, 

followed by the Elo rating system, learner feedback, expert rating and paired comparison. Considering the alternative 

estimation methods that are based on the binary response of the learners (correct vs. incorrect response to an item), it 

is shown that IRT calibration, proportion correct and the Elo rating system do not differ. The high correlation found 

between IRT calibration (both true difficulty parameter and IRT calibration on the study data) and proportion correct 

is not surprising as the total score is a sufficient statistic for the Rasch model. Furthermore, it is clear that proportion 

correct and the Elo rating system are sample dependent as they correlate higher with the IRT calibration on the study 

data than with the true difficulty parameter values. 

Results contradict the postulation of Impara and Plake (1998) that experts perform better in estimating the 

difficulty by rank ordering the items than by estimating the proportion of persons who will answer the items correctly. 

Furthermore, findings indicate that learners perform better on judging the difficulty of items than experts. However, 

this difference disappears when learners and experts need to rank order the items according to their difficulty level. It 

needs to be considered that the estimation by means of learner feedback is based on a larger sample than the 

estimation by means of expert rating, which could explain the difference between learner feedback accuracy and 

expert rating accuracy. The finding that the correlation of paired comparison with the true difficulty parameter is 

moderate could be due to the small sample size, resulting in some outlier estimations. The paired comparison data are 

analyzed by means of the graded response model, which is a more complex IRT model than the Rasch model, and 

hence may need a larger sample size to obtain reliable item difficulty estimates. 
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Even though this study indicates that the difficulty of items can be estimated on the basis of alternative estimation 

methods, it should be considered that the size of the item set that was used to compare the alternative estimation 

methods was rather small. We recognize that a total number of twenty five items is limited, but considering raters 

fatigue, we were compelled to keep the item set rather small. Furthermore, we made sure that the twenty five items 

covered a broad range of difficulty. 

Future research will focus on the sample size requirement for reliable difficulty estimates. The different alternative 

estimation methods will be compared for different sample sizes. If results would indicate that alternative estimation 

methods provide reasonable accurate difficulty level estimates, these estimation methods could be used to provide 

adaptive curriculum sequencing. Those alternative estimation methods could also be used to make IRT estimation 

more efficient by using the estimates as prior in a Bayesian estimation method. A limitation of this study, which 

should be tackled in future research, is the fact that even though some of the alternative item difficulty estimation 

methods seem to be a viable alternative for IRT-based calibration in this study, no generalization can yet be made to 

other domains and to items requiring more than one skill. 
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Learning Classifiers from a  
Relational Database of Tutor Logs 

JACK MOSTOW, JOSÉ GONZÁLEZ-BRENES, BAO HONG TAN 
Carnegie Mellon University, United States 
________________________________________________________________________
A bottleneck in mining tutor data is mapping heterogeneous event streams to feature vectors with which to train 
and test classifiers.  To bypass the labor-intensive process of feature engineering, AutoCord learns classifiers 
directly from a relational database of events logged by a tutor.  It searches through a space of classifiers 
represented as database queries, using a small set of heuristic operators.  We show how AutoCord learns a 
classifier to predict whether a child will finish reading a story in Project LISTEN’s Reading Tutor.  We 
compare it to a previously reported classifier that uses hand-engineered features.  AutoCord has the potential to 
learn classifiers with less effort and greater accuracy. 

________________________________________________________________________

1. INTRODUCTION  
Intelligent tutors’ interactions with students consist of streams of tutorial events.  Mining 

such data typically involves translating it into tables of feature vectors amenable to 
statistical analysis and classifier learning [Mostow and Beck, 2006].  The process of 
devising suitable features for this purpose is called feature engineering.  Designing good 
features can require considerable knowledge of the domain, familiarity with the tutor, and 
effort. For example, manual feature engineering for a previous classification task 
[González-Brenes and Mostow, 2010] took approximately two months. 

This paper presents AutoCord (Automatic Classifier Of Relational Data), an 
implemented system that bypasses the labor-intensive process of feature engineering by 
training classifiers directly on a relational database of events logged by a tutor.  We 
illustrate AutoCord on data logged by Project LISTEN’s Reading Tutor, which listens to 
children read stories aloud, responds with spoken and graphical feedback [Mostow and 
Aist, 1999], and helps them learn to read [see, e.g., Mostow et al., 2003].  To illustrate 
AutoCord, we train a classifier to perform a previously published task [González-Brenes 
and Mostow, 2010]:  predict whether a child who is reading a story will finish it. 

The rest of the paper is organized as follows. Section 2 describes how we represent 
event patterns.  Section 3 explains how AutoCord discovers classifiers.  Section 4 
evaluates AutoCord.   Section 5 relates AutoCord to prior work.  Section 6 concludes. 

2. REPRESENTATION OF EVENTS, CONTEXTS, AND PATTERNS 
We now summarize how we log, display, generalize, and constrain Reading Tutor events. 

2.1 The structure of data logged by the Reading Tutor 

The events logged by the Reading Tutor vary in grain size.  As Figure 1 illustrates, 
logged events range all the way from an entire run of the program, to a student session, to 
reading a story, to encountering a sentence, to producing an utterance, down to individual 
spoken words and mouse clicks.  Figure 1 shows a screenshot of the Session Browser 
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[Mostow et al., 2010], which displays logged Reading Tutor data in human-readable, 
interactively expandable form. 

Figure 1:  Session Browser’s partially expanded event tree (left); partial record for 

the highlighted story_encounter event (right). 

Figure 1 displays a story encounter in the temporal hierarchy of the session in which 
it occurred.  Each line summarizes the database record for an event.  The highlighted 
story encounter “…student picked Level D story…” is represented as a row in the 
story_encounter table, with the field names and values listed on the right side of Figure 1.  
For example, the Exit_through field is a label that shows how the story encounter ended, 
and its value user_reaches_end_of_activity indicates that the student finished the story, so 
the story encounter is a positive example of story completion.  All other values indicate 
different outcomes, such as clicking Back or Goodbye, timing out, or crashing. 

The fields User_ID, Machine_Name, Start_time, and Sms are common to all types of 
events, including story encounters and sentence encounters.  As their names suggest, they 
respectively identify the student and computer involved in the event, and when it started, 
with the milliseconds portion in its own field.  Events with non-zero durations also have 
corresponding End_time and Ems fields. 

Here the user has partially expanded the tree of events by clicking on some “+” icons.  
The structure of the tree indicates parental and fraternal temporal relations among events.  
A child event is defined as starting during its parent event; siblings share the same parent.  
The indentation level of each event reflects these relations. For instance, the highlighted 
story encounter is a child of the session summarized on the preceding line, and is 
therefore indented further.  The story encounter’s children are the sentence encounters 
shown below it, displayed at the same indentation level because they are siblings. 

2.2 Inferring a pattern from a set of related events

In Figure 1, the user has selected the highlighted events by clicking on them with the 
CTRL key down.  Given such a constellation of related events, the Session Browser’s 

AutoJoin operator [Mostow and Tan, 2010] generalizes it into a pattern of which it is an 
instance.  To infer a pattern from a single instance, AutoJoin heuristically assumes that 
repetition of a constant unlikely to recur by coincidence, such as a user ID, is a 
requirement of the pattern.  AutoJoin represents the inferred pattern as a MySQL query 
[MySQL, 2004] that can retrieve instances of the pattern. An example of such a query is: 

SELECT * FROM 

utterance u, 

story_encounter st, 

sentence_encounter se 

WHERE  

(st.Machine_Name = se.Machine_Name) AND 

(st.Start_Time = se.Story_Encounter_Start_Time) AND 

(st.User_ID = se.User_ID) AND 

(st.Start_Time = se.Start_Time) AND 

Identify sentence  
encounter as part of  
the story encounter. 

Ensure it is the first  
sentence encounter.
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(st.Machine_Name = u.Machine_Name) AND 

(st.User_ID = u.User_ID) AND 

(se.sms = u.Sentence_Encounter_sms) AND 

(st.Start_Time = u.Sentence_Encounter_Start_Time) AND 

(se.End_Time = u.End_Time)  

  

2.3 Operationality criteria for learned queries 

Given a target concept such as “stories the student will finish reading,” AutoCord 

searches for queries that maximize the number of positive instances retrieved and 
minimize the number of negative instances.  In addition, the query must satisfy 
operationality criteria [Mostow, 1983] that constrain the information used in the query.  
These constraints vary in form and purpose. 

One type of operationality constraint limits the query to information available at the 
point in time where the classifier will be used.  For instance, a story encounter’s 

End_Time field tells us when the encounter ends, but obviously the Reading Tutor can 
only log this information once the encounter actually ends, so the trained classifier cannot 
use it to help predict whether a child will finish a story. Similarly, we use the 
Exit_through field of a story encounter to label it as a positive or negative example of 
story completion, but the trained classifier cannot use it to make predictions, since that 
information is only available once the encounter ends.  As Yogi Berra famously said, 
“It’s hard to make predictions, especially about the future.”  More subtly, if we want to 

use the trained classifier a specified time interval after a story encounter starts, we should 
train and test it on data representative of what will be available then.  To simulate such 
data, we restrict the training and test sets to story encounters lasting at least this long, and 
we exclude events logged after this amount of time elapsed since the story encounter 
started.  We implement these constraints by adding the following two clauses to a query: 
… AND (UNIX_TIMESTAMP(st.End_Time) – UNIX_TIMESTAMP(st.Start_Time) >= [limit]) 

    AND (se.Start_Time <= DATE_ADD(st.Start_Time, INTERVAL [limit] SECOND)) 

Here, [limit] is the time limit in seconds, say 10. Then the training and test sets include 
only story encounters that lasted at least 10 seconds, and the training and test procedures 
can only consider events that occurred within these story encounters’ first 10 seconds.

Operationality criteria may also restrict what sort of classifier is useful to learn.  For 
instance, to apply to future data, we may not want the trained classifier to be specific to 
any particular student or computer.  We enforce this constraint by excluding user IDs and 
machine names from the query.  Similarly, if we want the classifier to predict story 
completion based solely on the student’s observed behavior rather than traits such as age 

or gender, we exclude those fields from the query. 
Finally, operationality criteria may pertain to the protocol for training and testing the 

classifier.  Even if we preclude the trained classifier from mentioning specific students, it 
may still implicitly exploit information about them, improving classification performance 
on the training set – and inflating performance on a test set that includes the same 
students.  To ensure that the training and test sets have no students in common, the 
queries that generate them include mutually exclusive constraints on the user_id, e.g.: 

 (st.User_ID <= 'mDS8-8-1998-09-22')  /* Use training set */ 

or  
 (st.User_ID > 'mDS8-8-1998-09-22')  /* Use test set */ 

Although these clauses mention a specific user_ID, despite the constraint against doing 
so, we do not consider them part of the learned classifier itself, just a way to split the data 

Identify utterance as  
part of the sentence 
encounter. 

Ensure it is the last  
utterance of the  
sentence encounter.
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into training and test sets.  We could use a more complex constraint to implement a more 
sophisticated split, e.g. to stratify by gender, encoded by the first letter of the user_ID. 

3. APPROACH 
We formulate AutoCord as a heuristic search through a space of classifiers represented as 
database queries. Section 3.1 outlines the overall search algorithm. Section 3.2 describes 
the search operators. 

3.1 Search Algorithm 

AutoCord searches through a space of classifiers by hill climbing on their accuracy.  In 
the pseudo-code below, step 1 starts with a query to retrieve the entire training or test set. 

Pseudo-code for AutoCord(initial query) 
1. Q  initial query 
2. S  empty set; Kbest  0 
3. R  table of results (examples) retrieved by executing query Q 
4. For each operator Op: 
5. Q’  Op(Q, R) 
6. R’ table of results retrieved by Q’

7. K Score(R’)

8. Add tuple (Q’, K) to S

End For 
9. Pick (Qhigh, Khigh) from S that maximizes Khigh

10. If Khigh < Kbest + epsilon, return Qhigh

11. Q  Qhigh; Kbest  Max(Kbest, Khigh)
12. Go to step 3. 

For the task of predicting story completion, we start with this initial query: 

SELECT * FROM story_encounter st

WHERE (st.User_ID <= 'mDS8-8-1998-09-22')  /* Use training set */ 

AND (UNIX_TIMESTAMP(st.End_Time) – UNIX_TIMESTAMP(st.Start_Time) >= [limit]) 

Other classification problems would require a different initial query. 
Steps 3 through 13 specify an iterative process. Step 3 retrieves a table of results R 

from the database by executing the current query Q. Next, the loop starting at step 4 
applies each of AutoCord’s operators. Based on the result set R, each operator adds one 
or more constraints to the input query Q to generate a new query Q’.  Step 6 executes the 
new query Q’ to get a new table of results R’.  Step 7 scores classification accuracy as the 
number of positive examples in R minus the number of negative examples. Step 8 records 
query Q’ and its score K. Step 9 chooses the highest-scoring query so far for the next 
iteration of the iterative step.  The higher this score, the larger the number of positive 
examples the query retrieves, and the smaller the number of negative examples.  Recall 
that the Exit_through field provides the label for a retrieved example. We score queries 
by the difference of these numbers rather than their ratio in order to reward recall as well 
as precision.  Unless the query enlarges this difference by more than epsilon (currently 2), 
step 10 stops and returns it.  Otherwise search continues from the best query found so far. 

The query can be applied as a classifier when a child is reading a story. Events that 
occurred up to the point in time the query is applied form a partial event tree which could 
be used to check against the constraints specified in the query. If all of the constraints are 
satisfied, then the label for the current story will be positive; otherwise, the label will be 
negative. To train a query representative of negative examples, we can re-interpret the 
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value of the Exit_through field of the story encounters in the training set. When we 
consider story completion as being positive, we interpret a value of 
user_reaches_end_of_activity as a positive label, and all other values as negative labels. 
If we now consider quitting as being positive instead, we could interpret the value 
user_reaches_end_of_activity as a negative label. In this way, we could train queries 
representative of quitting. It is possible for the same example to have multiple labels if it 
is checked against more than one classifier, each of which represents a different category. 
An evaluation metric for accuracy would need to penalize such cases appropriately. 

Next, we describe AutoCord’s operators.  To illustrate them, we do a walkthrough of 

the search algorithm, starting from the following initial query: 

SELECT * FROM story_encounter st     /* st is alias for story_encounter */ 

WHERE (st.User_ID <= 'mDS8-8-1998-09-22')  /* Use training set */ 

3.2 Contrast Operator 

The Contrast operator adds a single constraint that best distinguishes positive from 
negative examples. It generates this constraint based on a split in the distribution of 
values for a field. For example, if all positive examples have values below 5 for a 
particular field, and if all negative examples have values above 5 for that field, then the 
split value 5 perfectly separates positive from negative examples. To find the field that 
can provide the best split, AutoCord calculates the frequencies of values for each column 
of the results table retrieved by the initial query.  It computes two sets of frequencies –
one for positive examples and another for negative examples.  To illustrate, consider the 
following results table: 

Row # New_Word_Count Initiative Student_Level …

1 4 Student A
2 6 Student C
3 7 Student C

Figure 2: An example of a table of results retrieved 

All the fields come from the story_encounter table, and each row represents a story 
encounter. The rest of the fields are omitted for brevity. Assume the first two rows are 
positive examples, while the third is a negative example. The calculated frequencies are: 

New_Word_Count Initiative Student_Level ….

Positive  4: once, 6: once Student: twice A: once, C: once 
Negative  7: once Student: once C: once 

In this case, the Contrast operator finds that the best split occurs in the 
New_Word_Count field, with a split value of 6. Thus it adds the new constraint 
New_Word_Count <= ‘6’ since only the positive examples satisfy this constraint. 

However, in general, when it is not possible to find a perfect split, the operator will 
choose one that separates as many positive examples as possible from the negative 
examples.  The Contrast operator considers the mathematical relations =, !=, <, <=, >, 
and >=. 

3.3 Extend Operator 

The Extend operator essentially captures the relational structure of positive examples. To 
do so, it first picks a random positive example (which is a row) from the results table. 
Recall that a row in the results table represents a collection of events. Next it randomly 
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picks an event in the chosen row. For that event, it will then either pick a random child, 
sibling, or parent event. With the existing events in the input query and the newly picked 
event, the Extend operator then applies AutoJoin and adds the resulting constraints to the 
input query. 

We illustrate the Extend operator on the initial query shown at the end of Section 3.1. 
This query only represents story encounters, so it retrieves a table of results where each 
row represents a single story encounter. Suppose the Extend operator randomly picks one 
such story_encounter and then one of its children, namely a sentence_encounter. 
Applying AutoJoin to these two events might yield this query: 

SELECT * FROM story_encounter st, sentence_encounter se 

WHERE  

(st.User_ID <= 'mDS8-8-1998-09-22') /* Use training set */ 

AND  (st.Machine_Name = se.Machine_Name) /* Added by Extend operator */ 

AND  (st.User_ID = se.User_ID)  

AND  (st.Start_Time = se.Story_Encounter_Start_Time) 

AutoJoin adds the last three constraints because both events have the same values for the 
fields Machine_Name, User_ID, and Start_Time. 

3.4 Aggregate Operator 

The Aggregate operator generates additional pseudo-fields for the Contrast operator to 
work on. The pseudo-fields of an event refer to the aggregated fields of the event’s 

children. We shall illustrate the idea of pseudo-fields using the figure below. 

Figure 3: The highlighted sentence_encounter events of the story_encounter event.

Figure 3 highlights the three children of the story_encounter event “6 second(s) later, 5 
minute(s) long: tutor …”.  These children are sentence_encounter events. As its name 
suggests, the Aggregate operator aggregates the values of each sentence_encounter field 
over these children and adds them as pseudo-fields of the story_encounter event to 
provide additional information about it. For instance, the aggregated field 
AVG(se.Word_Count), where “se” refers to each sentence_encounter, represents the 
average word count of the sentences in a story_encounter, reflecting its reading level. 

For efficiency reasons, AutoCord precomputes the aggregated fields for all events in 
the training set before the search starts and stores them in a separate temporary table for 
each parent-child relation and specified time limit. The following example query 
calculates the table for the story_encounter/sentence_encounter relation:  

CREATE TEMPORARY TABLE `story_encounter-sentence_encounter_agg` AS 

SELECT st.*, AVG(se.Word_Count) AS _AVG_Word_Count,  

[other aggregated fields…]  

FROM  

story_encounter st,   

sentence_encounter se 

WHERE  st.Machine_Name = se.Machine_Name  
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AND st.User_ID = se.User_ID  

AND st.Start_Time = se.Story_Encounter_Start_Time  

AND se.Start_Time <= DATE_ADD(st.Start_Time, INTERVAL [limit] SECOND)  

AND UNIX_TIMESTAMP(st.End_Time) - UNIX_TIMESTAMP(st.Start_Time) >= [limit] 

GROUP BY st.Machine_Name, st.User_ID, st.Start_Time, st.sms 

Recall that the last two constraints impose the time limit operationality criterion. Also 
note that the GROUP BY clause is necessary for the aggregation to work correctly. 
Currently, AutoCord supports only the MIN, MAX, AVG, SUM, COUNT, and STDDEV 
aggregator functions, and only on numeric-valued fields, except for COUNT, which 
simply counts the number of rows it aggregates over.  It applies each aggregator function 
to every field of the child event, as indicated by [other aggregated fields…]. 

Using an aggregated field in a constraint requires a join to the temporary table, e.g.: 

… FROM  

story_encounter st, 

`story_encounter-sentence_encounter_agg` `st-sentence_encounter_agg` 

WHERE (st.User_ID <= 'mDS8-8-1998-09-22') /* Use training set */ 

AND (UNIX_TIMESTAMP (st.End_Time) – UNIX_TIMESTAMP(st.Start_Time) >= [limit])

AND (st.Machine_Name = `st-sentence_encounter_agg`.Machine_Name) 

AND (st.User_ID = `st-sentence_encounter_agg`.User_ID) 

AND (st.Start_Time = `st-sentence_encounter_agg`.Start_Time) 

AND (st.sms = `st-sentence_encounter_agg`.sms) 

AND (`st-sentence_encounter_agg`.`_STDDEV_Word_Count` >= '0.4') 

The last constraint, added by the Contrast operator, selects story encounters whose 
sentence lengths vary enough to have standard deviation of at least 0.4.  Such variation 
might make stories more interesting, or simply reflect harder stories read by better 
readers likelier to complete them. 

4. EVALUATION 
Section 2.3 discussed how to restrict the amount of information the search algorithm can 
look at for each story encounter in the labeled training set. In this way, the algorithm can 
only learn from events available from the start of the story encounter up to the specified 
time limit. In other words, the algorithm cannot “peek into the future” of a story 

encounter.  Imposing a time limit also provides a means to test the classifier’s ability to 

predict the outcome of a story encounter at various points in time before the story ends.  

 

We modified the search algorithm slightly to restricting the information available. 
More specifically, we modified the Extend operator so that whenever it adds a new event 
to the current query, the new event start time starts before the specified time limit.  We 
similarly constrained the Aggregate operator to include only such child events too. We 
ran the modified search algorithm for various time limits ranging from 10 to 590 seconds 
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in increments of 20 seconds, which corresponds roughly to the average duration of a 
sentence encounter. After each run, we got a query suitable for the specified time limit.  
The graph above shows the percentage of story encounters in the test set (shown on the y-
axis) that lasted at least a certain number of seconds (shown on the x-axis). 

We executed the queries generated by the algorithm, one by one, and for each one, 
calculated its accuracy and precision.  It is not meaningful to compare the values of these 
two metrics, but to save space we plot them both on the y-axis of the same graph below 
against the time limit in seconds on the x-axis.  We include majority class accuracy as a 
baseline for comparison. The majority classifier always outputs the label assigned to the 
majority of the story encounters in the training set, so its accuracy for a specified time 
limit is simply the percentage of story encounters with that label in the test set for that 
limit. We circle the points where the difference in classification accuracy between the 
trained query and majority class is statistically significant at p < .05.  To account 
conservatively for statistical dependencies among data points from the same student, we 
test whether this difference exceeds zero by more than a 95% confidence interval defined 
as twice the weighted standard error of the per-student difference, weighting by the 
number of data points per student. 

For comparison, we trained two types of queries, one with completed stories as 
positive examples and the other with uncompleted stories as positive examples.  The 
graph below shows the corresponding accuracy and precision when uncompleted stories 
are treated as positive examples.  Accuracy is similar, but precision is less consistent. 

González-Brenes and Mostow [2010] applied 1-regularized logistic regression to the 
same classification task, but their results are not directly comparable because they framed 
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it differently.  They expressed their time limit as a number of sentence encounters before 
a story encounter ended, rather than as a number of seconds after it started. 

5. RELATION TO PRIOR WORK 
Mining relational data sits at the intersection of Machine Learning with classical 
Artificial Intelligence methods that rely on formal logic, an area called Inductive Logic 
Programming (ILP).  Notable examples of ILP algorithms that learn from data expressed 
as relations using formal logic representations include FOIL [Quinlan, 1990] and Progol 
[Muggleton, 1995].  Like FOIL, AutoCord inputs positive and negative examples in 
relational format, and hill-climbs to distinguish between classes. FOIL uses negation and 
conjunction operators and outputs Horn clauses, whereas AutoCord uses the logical 
conjunction AND to combine all constraints.  It uses negation only to negate the equality 
relation in the Contrast operator, not for an entire constraint. Also, AutoCord assumes 
that relations describe events, works on SQL queries directly, and outputs SQL queries. 

ILP methods can sometimes achieve high classification accuracy [Cohen, 1995], but 
are sensitive to noise [Brunk and Pazzani, 1991], and fail to scale to real-life database 
systems with many relations [Yin et al., 2006].  In contrast, AutoCord’s direct use of 
SQL queries enables it to operate directly on large event databases thanks to efficient 
retrieval from suitably indexed tables of events. 

Provost and Kolluri [1999] reviewed literature on how to scale ILP approaches.  They 
suggested that integrating data mining with relational databases might take advantage of 
the storage efficiencies of relational representations and indices.  We believe AutoCord is 
the first ILP system to learn a classifier from databases by operating directly in SQL. 

Other approaches to scale relational learning include CrossMine [Yin et al., 2006], 
which reduces the number of relations by using a “virtual join” in which the tuple IDs of 
the target relation are attached to the tuples of a non-target relation. CrossMine employs  
selective sampling to achieve high efficiency on databases with complex schemas. In 
contrast, AutoCord operates on all training data available to eliminate sampling bias. 

A more recent perspective on ILP, Relational Mining, focuses on modeling relational 
dependencies. For example, it has been used to classify and cluster hypertexts, taking 
advantage of their relational links between instances [Slattery and Craven, 1998]. 
AutoCord’s Extend operator also exploits relational links between events.  

Modeling the database without an explicit feature vector contrasts with work that uses 
feature induction.  For example, a feature vector can be expanded using conjunction 
operators to improve accuracy [McCallum, 2003]. Alternatively, Popescul and Ungar 
[Popescul, 2004] proposed modifying SQL queries systematically, which is similar to 
what AutoCord does, but their method involved generating cluster IDs that can be used as 
features in logistic regression. 

6. CONCLUSION 
This paper proposes, implements, and tests an automated process for training classifiers 
on relational data logged by an intelligent tutor. Unlike many machine learning 
techniques, it does not require defining a feature vector first.  Future work includes: 

Evaluating on more tasks:  So far we have applied AutoCord only to predicting story 
completion.  We need to evaluate it on other classification tasks, such as characterizing 
children’s behavior according to whether they or the Reading Tutor picked the story 

[González-Brenes and Mostow, 2010], or what events tend to precede a software crash.   
Adding more operators:  For example, event duration is useful for predicting story 

completion [González-Brenes and Mostow, 2010], but is not an explicit database field.  
To address this limitation, a Derive operator would compute simple combinations of 
existing fields, e.g., end_time – start_time, to use as additional fields. 
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Combining queries:  Due to the Extend operator’s nondeterministic nature, different 
runs of AutoCord can generate different queries, varying in the information they use and 
the classification accuracy they achieve.  Picking the best one or combining them into an 
ensemble of classifiers could improve accuracy. 

Operationality criteria:  AutoCord enforces specific operationality criteria ad hoc by 
adding clauses to the query or by excluding particular fields or constants from it.  Future 
work might invent a general way to express operationality criteria in machine-
understandable form and translate them into enforcement mechanisms automatically. 

Generalizing to other tutors:  AutoCord relies on the schema of the Reading Tutor 
database for reasons of efficiency and expedience rather than due to intrinsic limitations.  
Moreover, although its implementation uses MySQL, its method should apply to any 
relational database system.  Generalizing AutoCord to apply to similarly structured data 
from other tutors would multiply its potential impact. 
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As novel forms of educational software continue to be created, it is often difficult to understand a priori which 
ensemble of interaction behaviours is conducive to learning. In this paper, we describe a user modeling 
framework that relies on interaction logs to identify different types of learners, as well as their characteristic 
interaction behaviours and how these behaviours relate to learning. This information is then used to classify 
new learners, with the long term goal of providing adaptive interaction support when behaviours detrimental to 
learning are detected. In previous research, we described a proof-of-concept version of this user modeling 
approach, based on unsupervised clustering and class association rules. In this paper, we describe and evaluate 
an improved version, implemented in a comprehensive user-modeling framework that streamlines the 
application of the various phases of the modeling process. 

Key Words and Phrases: Student Modeling, Clustering, Associative Rule Mining 

_____________________________________________________________________ 

1. INTRODUCTION  
Advances in HCI continuously aid the creation of novel interfaces to support education 
and training. Because of the novelty of these interfaces, it can be difficult to judge a priori 
which ensemble of user interaction behaviours are conducive to learning. Our long-term 
goal is to devise automatic techniques to analyze logs of the interactions with a novel 
application and identify classes of user types, their identifying behaviours and how these 
behaviours relate to learning. In addition, we want to use this information to create a user 
model, i.e., to automatically identify the behaviours of new users, and enable the 
application to provide adaptive support during interaction if the behaviours are associated 
with suboptimal task performance. 

In previous work, we described a proof-of-concept user modeling approach that uses 
unsupervised clustering and class association rules to identify relevant user 
types/behaviours from an existing dataset, and relies on these to classify new users. In 
this paper, we refine that proof-of-concept into a comprehensive user-modeling 
framework that streamlines the phases necessary to generate a user classifier from an 
initial dataset of raw interaction logs. In [  1] the initial approach was evaluated on an 
environment to support learning of AI algorithms via the exploration of interactive 
simulations. Here, we evaluate the new user modeling framework on the same 
environment but on a larger dataset (65 students vs. 24), thus providing more convincing 
evidence on the approach effectiveness. 

After discussing related work, we illustrate the general user modeling approach, 
including improvements from previous versions. Next, we discuss an empirical 
evaluation of the framework and conclude with a discussion of future work. 

2. RELATED WORK 
Association rules have been widely used for off-line analysis of learners’ interaction 
patterns with educational software. e.g., to discover (i) error patterns that can help 
improve the teaching of SQL [ 14]; (ii) similarities among exercises for algebra problem 
solving in terms of solution difficulty [ 6]; (iii) usage patterns relevant for revising a web 
based educational system spanning a complete university course [ 7].
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Most work on using association rules for on-line adaptation has been done within 
research on recommender systems. In [ 4], for instance, association rule mining is used to 
match the user type with appropriate products. The main difference with our work is that 
in [ 4] there is no on-line classification. Users are “labelled” based on clusters built off-
line and the labels are used to guide recommendations when these users utilize the 
system. In contrast, we perform online classification of new users, with the goal of 
eventually providing real-time adaptation. Similarly, associative classification is used in 
[ 20] to classify user requirements and generate personalized item recommendation in an 
e-commerce application. The main difference with our work is that the approach in [ 20] 
needs labelled data, while ours can work with unlabelled datasets.  

The work by Romero et al ([ 16]) is the most similar to the research described here, in 
that the authors aim to use clustering and sequential pattern mining to recognize how 
students navigate through a web-based learning environment, classify them and use some 
teacher tuned rules for recommending further navigation links accordingly. The 
evaluation of this work focused on analyzing the quality of the rules generated by 
different algorithms, but no results have yet been presented on the classification accuracy 
of the proposed approach. 

3. GENERAL USER MODELING FRAMEWORK  

 
Figure 1: general User Modeling Approach. 

Our user modeling approach consists of major phases: Behaviour Discovery (Figure 1A) 
and User Classification (Figure 1B). In Behaviour Discovery, raw unlabeled data from 
interaction logs is preprocessed into feature vectors representing individual users in terms 
of their interface usage. These vectors are the input to an unsupervised clustering 
algorithm that groups them according to their similarity. The resulting clusters represent 
users who interact similarly with the interface. These clusters are then analyzed to (i)
identify if/how they relate to learning and then (ii) isolate in each cluster those behaviours 
that are responsible for this performance. In [ 3] we introduced the use of Class 
Association Rules [ 18] to identify the interaction behaviour characteristics of each 
cluster. 

Understanding the effectiveness of a user’s interaction behaviours is useful in itself for 
revealing to developers how the application can be improved e.g. [ 10]. However, we also 
want to use these behaviours to guide automated adaptive support during interaction. 
Thus, the clusters and behaviours identified in the Behaviour Discovery phase are used to 
build an on-line classifier user model. In the User Classification phase (Figure 1B), this 
classifier is used to assess the performance of a new user based on her interaction 
behaviours. This assessment will eventually guide adaptive interventions that encourage 
effective interaction behaviours and prevent detrimental ones. 

160 Samad Kardan and Cristina Conati



To test this approach, we generated a proof-of-concept version based on off-the shelf 
components and simplistic parameter settings. Following the encouraging results we 
obtained with this initial version [ 1], we have refined all framework components and 
implemented them in a Python-based unifying framework that streamlines the application 
of the various phases of the user modeling process. In the next few sections, we describe 
the most salient improvements we have made to the framework. 

3.1 DATA EXTRACTION 
The first step in behaviour discovery phase is to create a set of data-points from user 
interaction logs. Currently, our data-points are vectors of features consisting of statistical 
measures that summarize the user’s actions in the interfaces (e.g. action frequencies; time 
interval between actions). Another approach is to create data-points from sequence 
mining. This approach is useful when actions order is important to identify relevant 
behaviours, and has been successfully applied when there are few high-level types of 
actions (e.g. a successful attempt on the first step of a problem, asking for hints, etc.) e.g. 
in [  12, 17]. These conditions do not apply to the test-bed educational environments we 
have used so far (described later), i.e. interactive simulations with many fine-grained 
interface actions that can be done in any order, which makes looking for recurring 
sequences in user actions computationally expensive without much added value. 

3.2 USER CLUSTERING 
In the initial version of our user-modeling approach, for clustering we used a standard 
implementation of the k-means algorithm [ 5] available in the Weka data mining package 
[ 9]. To refine the clustering step, we first experimented with other clustering algorithms 
available in Weka, including Hierarchical Clustering and Expectation Maximization [ 5]. 
None of these alternatives, however, substantially outperformed k-means. We thus 
decided to retain k-means as the clustering algorithm for our approach, but devised a 
method to ensure faster convergence to a good set of clusters.  

One of the issues when using the k-
means is setting good initial centroids, 
so that the algorithm can quickly 
converge to a stable set of clusters with 
small inter-cluster error. The 
implementation available in Weka 
tended to converge slowly on the dataset 
we used as a test-bed for this research 
(described in a later section). We thus 
experimented with Genetic Algorithms 

(GA) to initialize the centroids in k-
means, based on an approach suggested 

in [ 11]. This approach relies on using “chromosomes” to mold initial cluster centroids as 

needed. These chromosomes represent different initial values for each feature and of the 
initial centroids. Through mutation and crossover, in each iteration, new initial centroids 
are generated and the ones with lower corresponding inter-cluster error for the resultant 
clusters are retained for next iteration.  

In our user modeling tasks, we have 21 continuous features, so the method proposed in 
[ 11] is inefficient because it requires chromosomes with too many extra bits to discretize 
the features without major loss of information. We thus changed the approach in [ 11] as 
follows. We generate a random population of 100 initial chromosomes, each used to 
generate a set of centroids that initialize a different run of k-means. We then select the 
half of the chromosomes that led to clusters with the lowest inter-cluster error and use 

Figure 2 - Convergence of GA K-means compared 
to Random Seeding (K=2) 

A Framework for Capturing Distinguishing User Interaction Behaviors in Novel Interfaces 161



 

these to generate the next generation using crossover (i.e. selecting two chromosomes and 
choosing the upper half bits of one chromosome and the lower half of the other 
chromosome to form a new one) and mutation (i.e. selecting a chromosome and 
randomly changing one of its bits). We repeat the process until there is no improvement 
for a certain number of generations or we reach the maximum number of iteration limit.  
Our experimental results show that, although this approach does not guarantee finding the 
global minimum for the inter-cluster error, it converges faster than the standard random 
seeding method. Figure 2 for instance, compares the performances of GA k-means and 
the k-means from Weka on the dataset that is the test-bed for this research (averaged over 
30 different runs). GA k-means converges after 100 iterations, while the standard seeding 
method does not reach that same error level even after 1500 iterations (here, iterations are 
the number of times that basic k-means is used for both cases). 

3.3 ASSOCIATION RULE MINING TO DESCRIBE USER BEHAVIOURS 
In our user modeling framework, association rule mining is used to identify the 
interaction behaviours that characterize each of the clusters found in the clustering phase. 
We use the Hotspot algorithm [ 9] to perform association rule mining on our clusters. 
Hotspot inspects the training data and generates the association rules corresponding to a 
class label (a specific cluster, in our case) in the form of a tree. For instance, two sample 
generic rules derived from the same tree branching could be as follows: 

If Action A frequency = High  Cluster X If Action A frequency = High and

Action B frequency = Low  Cluster X 

The algorithm has three parameters that influence the type and number of rules 
generated: the minimum level of support requested for a rule to be considered relevant 
(where support for rule X  Y is defined as the percentage of data points satisfying both 
X and Y in the dataset); the tree branching factor, influencing how many new rules can 
be generated from an existing one by adding a new condition; the minimum improvement 
in confidence needed for creating a new tree branch (where confidence for rule X  Y is 
the probability that Y occurs when X does). Essentially, the goal is to find a few rules 
that characterize as many elements in the cluster as possible and provide an easily 
understandable explanation of users’ behaviours for each cluster.  

Improvements on Rule Mining: rule generation. In the original version of the 
approach [ 1], we kept the Hotspot’s default values for minimum improvement (0.01) and 
branching factor (2), and experimented with level of support within each cluster as a 
criterion to filter out rules [ 13]. In the new framework, we added a functionality to 
experiment with a variety of parameter settings. We also modified the criterion for 
filtering out rules so that, when there is a set of rules derived from the same tree 
branching, rules closer to the root and with low confidence are discarded. The rationale 
behind this choice is that rules with low confidence include interaction behaviours that 
are not representative of a specific cluster (i.e., these behaviours are observed in more 
than one cluster), and thus they tend to weaken the classification ability of the rule set as 
a whole (more detail on this point is provided in the section on user classification). 

Improvements on Rule Mining: features discretization: Class association rules mining 
algorithms generally work with both discrete and continuous values. The attributes that 
describe the user interaction behaviours in our user modeling tasks are continuous, but 
they need to be discretized, otherwise they would produce a large number of very fine-
grained rules, unsuitable for classification. Choosing the appropriate number of bins for 
feature discretization involves a trade-off between information loss (having too few bins) 
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and generating overly specific rules too detailed to capture meaningful patterns (having 
too many bins). While in [ 3] we chose a simple binary discretization, here we 
experimented with higher number of bins and empirically set the maximum number of 
bins to 7. In online user classification, as explained in the next section, the number of 
user actions observed is limited and it is possible that the feature values calculated for a 
user fall in different adjacent bins overtime, higher number of bins makes the classifier 
more tolerant to these fluctuations (i.e. a minor change in a feature value does not trigger 
a changing the label assigned to the user). 

3.4 USER CLASSIFICATION 
In the user classification phase, as new users interact with the system they are classified 
in real-time into one of the clusters generated by the behaviour discovery phase, based on 
which association rules match their behaviours. The use of association rules to construct a 
classifier is called Associative Classification Mining or Associative Classification [ 18]. 
Algorithms for Associative Classification usually, generate a complete set of class 
association rules (CARs) from training data, and then prune this initial set to obtain a 
subset of rules that constitute the classifier. When a new unknown object (a user in our 
case) is presented to the classifier, it is compared to a number of CARs and its class is 
predicted based on a measure that summarizes how well the user matches the CARs for 
each class. In the first version of our approach, the classification measure was simply the 
number of CARs satisfied for each cluster. This means that all rules were considered 
equally important for classification, failing to account for the fact that some rules with 
limited class support (i.e., applicable to fewer members of the class compared to others) 
should be considered with caution when deciding the class label of a user. In the current 
version, we improved the classification measure based on an approach that assigns a 
value to each rule, and calculates class membership scores based on the values of the 
satisfied rules that apply to a class (e.g. [ 19]). We used a variant of this approach where, 
instead of calculating membership scores based only on the satisfied rules, all of the 
CARs that represent a cluster are used. The rationale behind this choice is that, in our 
user modeling task the rules that do not apply to the new instance are also important for 
determining the final label. For instance, it is important to penalize the score of a class c
when a major rule (which applies to most of the c’s members) is not satisfied by a new 

instance, even if a less distinctive rule for c applies to it. Accordingly, the membership 
function we adopted returns a score SA for a given class A as follows: 

Where ri’s are the m rules selected as representative for class A, is the corresponding 
rule weight (based on a measure explained below), and  is the function that tests 
the applicability of a rule to a given instance. We tried different measures from the 
literature to define  [ 8] (including confidence, support, conviction and leverage) and 
found confidence to be the measure that generates the best classification accuracy. 

4. FRAMEWORK IMPLEMENTATION  
We implemented the user modeling framework as a toolset of modules that automate 
most of the process of going from interaction logs to generating the rule-based classifier 
and the adaptation rules. Most modules are implemented in Python, with some external 
calls to Weka through a command line interface (please note that the used functionalities 
from Weka are standard algorithms such as association rule mining, and can be replaced 
by any other standard tool or implemented internally and are transparent to the final user 
of the framework).  
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First, the preprocessing module reads the time stamped action logs and calculates the 
feature vectors. Next, the GA k-means clustering module generates the clusters and 
assigns labels to each user. The discretization module finds the optimal number of bins 
and discretizes the feature vectors (this module uses Weka to run the rule-based 
classifiers for finding the best number of bins). The discretized dataset is passed, along 
with the generated clusters, to the rule generation module for association rule mining 
and rule pruning. This module uses the Hotspot algorithm from Weka and, for each 
cluster, looks for the optimal settings from a set of predefined values for each of the three 
Hotspot parameters (i.e. minimum support, confidence improvement threshold and 
branching factor). The last module (classifier) parses the generated rules and builds a 
classifier that gets a new feature vector and returns the computed label. We implemented 
a classifier evaluation module that uses LOOCV and all the aforementioned modules to 
evaluate the classifier on available datasets, as follows. 

For each fold of the LOOCV, a sub-module of classifier evaluation feeds the test 
user’s data into the classifier trained on the reduced dataset, by incrementally updating 

the feature vector representing the interaction behaviours of this user. Predictions are then 
made for the incoming vector as described earlier. A second sub-module computes the 
accuracy of the classifier by checking (after each action in the user’s log) whether the test 
user is correctly classified into its original cluster.  

5. EVALUATION  
We validated the current user-modeling framework on the AIspace CSP applet, the same 
interactive system we used to test previous versions. However, a larger dataset was 
generated for testing, which is described after illustrating the CSP applet. 

5.1 THE AISPACE CSP APPLET 
The Constraint Satisfaction Problem (CSP) Applet is part of a collection of interactive 
visualizations for learning common Artificial Intelligence algorithms, called AIspace [ 2]. 
Algorithm dynamics are demonstrated on graphs by using color and highlighting, and 
state changes are reinforced through textual messages (see Figure 3 for an example). 

Figure 3 - CSP applet with example CSP problem 

A CSP consists of a set of variables, their domains and a set of constraints on legal 
variable-value assignments. The goal is to find an assignment that satisfies all constraints. 
The CSP applet illustrates the Arc Consistency 3 (AC-3) algorithm for solving CSPs 
represented as networks of variable nodes and constraint arcs. AC-3 iteratively makes 
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individual arcs consistent by removing domain values inconsistent with a given constraint 
until all arcs have been considered and the network is consistent. Then, if there is still a 
variable with more than one value, a procedure called domain splitting is applied to that 
variable to split the CSP into disjoint cases so that AC-3 can recursively solve each case. 
The CSP applet provides mechanisms for interactive execution of the AC-3 algorithm, 
accessible through the toolbar shown at the top of Figure 3 or through direct manipulation 
of graph elements. Here we provide a brief description of these mechanisms necessary to 
understand the results of applying our student modeling approach to this environment: 

Fine Stepping. Cycles through three detailed algorithm steps: selecting an arc, testing it 
for consistency, and removing variable domain values when necessary. 

Direct Arc Clicking. Allows the user to decide which arc to test, and then performs 
three Fine Steps on that arc to make it consistent. 

Auto Arc Consistency (Auto AC). Automatically Fine Steps through the network. 
Stop. Stops Auto AC. 

Domain Splitting (DS). Allows the user to select a variable domain to split, and specify 
a sub-network for further application of AC-3. 

Backtracking. Recovers the alternative sub-network set aside by DS.
Resetting. Resets the CSP network to its initial state. 
In the following sections, we describe the performance of our user-modeling framework 

to create a classifier user model for the CSP applet. This model will eventually be used to 
provide adaptive interventions for students who do not learn well while using this 
environment. We evaluated our framework along several dimensions. 

5.2 DATA COLLECTION 
Data for our evaluation was collected via user studies based on the experimental protocol 
for the CSP applet described in [ 1]. University students, who were familiar with basic 
graph theory but had not taken an AI course, were introduced to the AC3 algorithm and 
then took a pretest on the topic. Next, each participant used the applet on two CSP 
problems and wrote a posttest. The resulting dataset includes action logs for 65 users 
(compared to 24 users in [ 3]), totalling 13,078 actions over 62,752 seconds of interaction. 
From these logs, we calculated: (i) usage frequency of each interface action (ii) mean and 
standard deviation of latency between actions. Average latency is an indicator of the time 
spent reflecting after an action and planning for the next one, while standard deviation of 
latency tells if the user was consistent or selective in amount of pausing after each action. 
Since we have 7 interface actions the calculated feature vectors are 21-dimentional. 

5.3 RESULTS: RELATION OF CLUSTERS TO LEARNING  
First, we want to see if/how the discovered clusters relate to user learning. From the study 
test scores we computed the proportional learning gains for each student (in percentage), 
and then analyzed the clusters detected for K=2 (we used C-index as described in [ 15] to 
determine the optimal number of clusters for the data), to see if there is any significant 
difference with regard to learning gains. An independent samples t-test revealed a 
significant difference in the learning gain between the two clusters (p = .03 < .05), with a 
medium effect size (Cohen d = .47). We refer to these clusters as High (n = 18, M = 61.32, 
SD = 27.38) and Low (n = 47, M = 39.28, SD = 62.06) Learners (HL and LL). There is no 
significant difference between the average pretest scores of LL and HL (p = .19),
indicating that behaviour patterns of the HL group have an impact on their learning. 

5.4 RESULTS: USEFULNESS OF ASSOCIATION RULES FOR ADAPTATION  
We also want to verify whether the rules generated by the framework can be used to 
define adaptive interventions. Table I shows a subset of the representative rules for the 
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HL and LL clusters in our experiment, where we report the preconditions for each rule 
but leave out the consequence. The table also shows, for each rule, its level of confidence 
(conf), and support within its cluster (class cov). These rules were generated by 
discretizing the feature vectors in our dataset into seven mutually exclusive ranges (bins), 
as explained earlier. 

Direct Arc Click frequency appears in Rule1 for the HL cluster, with value in the 
highest bin, while it appears in Rule 3 for LL with the lowest value, indicating that LL 
members use Direct Arc Click much less than HL members. The high class coverage of 
Rule1 for HL (100%) indicates that high frequency of Arc Click pertains to all high 
learners, and thus it would be beneficial to trigger this behaviour for students who 
otherwise would not engage in it. Low values of Direct Arc Click Pause average and 
standard deviation in Rule1 and Rule2 for LL suggest that, even when they do select arcs 
proactively, LL students consistently spend little time thinking about this action’s 

outcome. Finally, the high level of confidence of Rule1 for HL (100 %) indicates that, 
this rule will have high impact in classifying new users as per equation (1).  

The above observations suggest, for instance, the following adaptation rules for the 
CSP applet. “IF user is classified as a LL and is using Direct Arc 
Click very infrequently Then give a hint to prompt this action”; 

“IF user is classified as a LL and pauses very briefly after a 

Direct Arc Click Then intervene to slow down the student”

Table I. The representative rules for HL and LL clusters
Rules for HL cluster*:
Rule1: Direct Arc Click frequency = Highest (Conf =100%, Class Cov = 100%) 

Rule5: Domain Split frequency = Highest and Auto AC frequency = Lowest and Fine Step         
Pause Avg = Highest (Conf = 50%, Class Cov = 50%) 

 Rule8: Domain Split frequency = Highest and   Auto AC frequency = Lowest and Fine Step 
Pause Avg = Highest and Reset frequency = Lowest (Conf = 65%, Class Cov = 76.47%) 

Rules for LL cluster*:

Rule1: Direct Arc Click Pause Avg = Lowest (Conf =100%, Class Cov = 100%) 
Rule2:   Direct Arc Click Pause STD =Lowest (Conf = 95.83%, Class Cov = 95.8%) 
Rule3:   Direct Arc Click frequency = Lowest (Conf = 93.48%, Class Cov=93.5%)  

 Rule4:   Direct Arc Click frequency = Lowest and   Direct Arc Click Pause Avg = Lowest 
(Conf =100%, Class Cov=100%) 

* Conf= Confidence;  Avg= Average;  Class Cov= Class Coverage, STD = Standard Deviation

As another example, consider Rule8 for the HL cluster. This rule indicates that HL 
members (i) use Auto AC action sparsely. Recall that this action quickly runs AC3 to 
completion, and thus is not very useful for learning how the algorithm works; (ii) perform 
Domain Split ( the most advanced step in the algorithm) frequently (iii) spend the highest 
average time thinking about each Fine Step they take. This is an ensemble of effective 
behaviours that should be encouraged in an adaptive version of the CSP applet. Taken 
individually, these behaviours don’t show a statistically significant difference between 
LL and HL and thus would not be identified as relevant by a pair wise analysis of 
features (as performed, for instance, in [ 1]).  

In summary, this section illustrates that the rules generated by our framework are 
informative and can be used for generating real-time adaptive interventions. These 
interventions, however, are appropriate only if the classifier user model can recognize 
which users need them. Thus, the next section discusses classifier’s performance.

5.5 RESULTS: PERFORMANCE ON USER CLASSIFICATION 
We used LOOCV, as explained earlier, to evaluate the accuracy of our rule-based 
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classifier and compare it against: (i) a baseline that always predicts the most likely label 
(LL in our dataset); (ii) the best achieving classifier among various complex classifiers 
available in Weka, i.e., the Random Subspace meta-classifier using C4.5 as the base 
classifier; (iii) the classifier obtained with the earlier version of the framework [ 1] (old 
rule-based classifier in Figure 4). Note that all these four classifiers use the categories 
learned via the unsupervised process described in sections 3.1 though 3.4. We also want 
to compare our approach against a fully supervised approach that starts from categories 
defined based on the available learning gains. For this, we calculated the median of the 
learning gains and labelled the students above the median as high learners and others as 
low learners. We then trained and tested a C4.5 classifier with these new labels.  

Figure 4 shows the overtime average accuracy of these five classifiers, both in terms of 
percentage of correct classifications for the individual clusters (LL and HL), and overall. 
The new rule-based classifier has the highest overall accuracy, and the differences with 
the other classifiers are statistically significant (p < .001), with a large effect size (d > 3). 
For each cluster, the accuracy of new classifier is comparable with the best competitor, 
but no other classifier achieves the same accuracy in both clusters. 

Figure 4 - The overtime average accuracy of different classifiers compared to the new rule-based classifier 

Figure 5, shows accuracy of the new classifier as a function of the percentage of observed 
actions, both overall and for the individual clusters.  

Figure 5 – Accuracy of the new rule-based classifier as a function of the percentage of observed actions

For comparison, we include the overall accuracy of the baseline, which is the best 
performing classifier after ours. The new rule based classifier reaches a relatively high 
accuracy in early stages of the interaction which is very important when the goal is to 
provide adaptive interventions to improve the user experience with the educational 
software. The overall accuracy of the new classifier becomes consistently higher than all 
the other classifiers before observing 20% of user actions, and accuracy on each cluster 
goes above 80% after seeing about 50% of the actions, while the baseline consistently 
misclassifies high learners throughout. 
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6. CONCLUSION AND FUTURE WORK 
In this paper, we describe a user modeling framework that uses unsupervised clustering 
and Class Associating Mining to discover and recognizes relevant interaction patterns 
during student interaction with educational software. The framework improves a previous 
proof-of-concept approach by adding functionalities for more efficient clustering and 
more principled selection of some of the required parameters. An empirical evaluation of 
the framework provides evidence that it can both cluster users into meaningful groups, as 
well as classifying new users accurately. More importantly, the framework generates 
rules that provide a fine grained description of common behaviours for users in different 
clusters. These rules appear to be suitable to guide adaptive interventions targeted at 
improving interaction effectiveness. The next step of this work will be to add these 
adaptive interventions to the educational software we have been using as a test-bed for 
this research, an interactive simulation to help students understand an algorithm for 
constraint satisfaction. We also plan to use the framework for generating classifier user 
models for other educational software developed in our lab, including interactive 
simulations for other AI algorithms and an educational game for mathematical skills.  
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How to Classify Tutorial Dialogue? 
Comparing Feature Vectors vs. Sequences 
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Language Technologies Institute, Carnegie Mellon University, USA 
________________________________________________________________________ 

A key issue in using machine learning to classify tutorial dialogues is how to represent time-varying data.  
Standard classifiers take as input a feature vector and output its predicted label.  It is possible to formulate 
tutorial dialogue classification problems in this way. However, a feature vector representation requires mapping 
a dialogue onto a fixed number of features, and does not innately exploit its sequential nature.  In contrast, this 
paper explores a recent method that classifies sequences, using a technique new to the Educational Data Mining 
community – Hidden Conditional Random Fields [Quattoni et al., 2007].  We illustrate its application to a data 
set from Project LISTEN's Reading Tutor, and compare it to three baselines using the same data, cross-
validation splits, and feature set.  Our technique produces state-of-the-art classification accuracy in predicting 
reading task completion. We consider the contributions of this paper to be (i) introducing HCRFs to the EDM 
community, (ii) formulating tutorial dialogue classification as a sequence classification problem, and (iii) 
evaluating and comparing dialogue classification. 

Key Words and Phrases: Project LISTEN, Feature Vectors, Sequence Classification, Reading Task Completion 

_________________________________________________________________________________________ 

1. INTRODUCTION  

Researchers in education have long distinguished a student trait, a characteristic that is 
relatively constant, from a student state, a characteristic that changes thorough time 
[Reigeluth, 1983].  In this paper, we discuss how to train a classifier to represent time-
varying characteristics of student states.  

We illustrate our discussion with an example. Suppose we are classifying computer-
student dialogues using the single feature “turn duration”.  Figure 1 shows the duration of 
each of the turns in a dialogue (9s, 8s, 5s, 7s, and 6s respectively).  Conventional 
classifiers, like logistic regression or decision trees, rely on a fixed-size feature vector as 
an input; hence, we have to decide a priori how many features we are going to include. 
But, how to map into a fixed-size feature vector a dialogue that may vary in number of 
turns? One approach is to extract features from a window, either from the beginning or 
the end of the dialogue  [González-Brenes and Mostow, 2011]. There are (at least) two 
alternative approaches: (i) averaging the value of the features in the window – in our 
example, it would be a single feature with value 6.0; or (ii) having a feature for every turn 
– in our example, three features with values 5, 7 and 6.  Once we transform dialogues into 
feature vectors, we can train conventional classifiers on them.  

Mapping dialogues into feature vectors does not innately capture or exploit the 
sequential nature of dialogue.  Furthermore, it is not clear how appropriate the window 
strategy is, since short windows may exclude important information, whereas long 
windows may have too many missing values. In this paper, we consider the alternative 
approach of classifying over the entire dialogue using sequences, by applying Hidden 
Markov Models, and we introduce a recent technique, Hidden Conditional Random Field 
(HCRF) [Quattoni et al., 2007]. 

Figure 1: Dialogue described by a single feature 
window 
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The rest of this paper is organized as follows. Section 2 discusses relation to prior work. 
Section 3 describes the different feature vector and sequence classifiers we consider to 
classify dialogues. Section 4 presents empirical results on a classification task to predict 
whether a student will complete a reading task. Section 5 concludes. 

2. RELATION TO PRIOR WORK 

Previous work on representations of data in language technologies has relied on feature 
vectors using bag of word representations, n-grams, or their projections into latent space 
[Wallach, 2006].  Alternatively, kernels have allowed richer representations.  For 
example, for text classification, the String Kernel [Lodhi et al., 2002], represents 
documents in a feature space of all of the substrings of length k.  A similar feature vector 
representation would involve a prohibitive amount of computation, since the size of the 
feature vector space grows exponentially with k. Sequence Kernels have been used for 
speaker verification to map the audio signal sequence into a single feature vector using 
polynomial expansions [Louradour et al., 2006]. We are unaware of alternative 
classification approaches for dialogue other than using feature vectors. 

 Classification of sequences can be categorized in three different ways [Xing et al., 
2010]:  feature vector based classification, model based classification, and distance based 
classification.  In the rest of this section, we discuss previous approaches to dialogue 
classification in these categories. 

2.1 Feature Vector Based Dialogue Classification 

As discussed earlier, sequences can be mapped into fixed-size feature vectors.  As far as 
we know, all of the previous approaches in classification of tutorial dialogue have 
ignored the sequential nature of dialogue, constraining dialogue into a fixed-size 
representation.  For example, predicting dialogue completion has been studied 
extensively in the literature, relying on a feature vector representation [González-Brenes 
et al., 2009; González-Brenes and Mostow, 2010; González-Brenes and Mostow, 2011; 
Hajdinjak and Mihelic, 2006; Möller et al., 2008; Möller et al., 2007; Walker et al., 2001]. 

2.2 Model Based Dialogue Classification 

Model based classification models sequences directly, for example using Hidden Markov 
Models (HMMs).  In this paper, we advocate for model based approaches over using 
feature vectors.  

HMMs have been used extensively in language technologies, for example in topic 
segmentation [Eisenstein et al., 2008]. In the dialogue community, to our knowledge, 
HMMs have been used only to segment dialogue [Stolcke et al., 2000], but not to classify 
it as we do here.   A growing body of work has investigated how to use policy learning to 
improve tutorial effectiveness [Ai et al., 2007; Beck, 2004; Beck and Woolf, 2000; Boyer 
et al., 2010; Chi et al., 2008; Chi et al., 2010]. Policy learning often relies on Markov 
Decision Processes (MPDs) [Singh et al., 1999] to learn a strategy that maximizes the 
expected value of a specified reward function.   MDPs are very similar to HMMs in that 
the input is a sequence.  However, learning a strategy for what to do at each point in a 
dialogue is a different problem than learning a classifier. Although speech is traditionally 
modeled as a sequence of phonemes [Gunawardana et al., 2005], we believe we are the 
first to model  dialogues without using feature vectors. We do not know of any previous 
use of HCRFs in the Educational Data Mining community. 

2.3 Distance Based Classification 

Distance-based methods for sequence analysis rely on a distance function to measure the 
similarity between two sequences.  Dialogue System Difference Finder [González-Brenes 
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et al., 2009] defines a distance function between dialogues described by feature vectors. 
We are unaware of distance functions between dialogues that model dialogues as 
sequences.   

3. DIALOGUE CLASSIFICATION 

In this section, we discuss the classification algorithms we considered to model tutorial 
dialogue behavior using either feature vectors or sequences. For feature vector 
classification we considered Maximum Entropy Classification [Berger et al., 1996] and 
Random Forest [Breiman, 2004]. We used Maximum Entropy Classification, often called 
Logistic Regression, as a baseline because of its recent success in classifying tutorial 
dialogue [González-Brenes and Mostow, 2011].  Random Forest, often called Ensemble 
of Decision Trees, has provided good empirical results in the EDM community, having 
being used in the winning submission of the Educational Data Mining Challenge at 
SIGKDD 2010.  

Alternatively, for classifying sequences, we use the popular Hidden Markov Model 
(HMM) approach [Rabiner, 1989]. We also introduce to the EDM community a recent 
technique called Hidden Conditional Random Fields (HCRFs), which have been applied 
to other domains [Gunawardana et al., 2005; Sy Bor, 2006]; for details of their 
implementation, see [Quattoni et al., 2007]. 

Maximum Entropy, and HCRF can be formulated under an approach called risk 
minimization [Obozinski et al., 2007], where the parameters are estimated by maximizing 
the fit to the training data while penalizing model complexity (number of features).  
Better fit to the training data favors classification accuracy in the training set, but risks 
over-fitting the model to the data.  Conversely, low model complexity sacrifices 
classification accuracy on the training set in hopes of generalizing better to unseen data. 
Both Maximum Entropy and HCRF are log-linear and discriminative – they model the 
differences between class labels without inferring generative models of the training data. 
However, they differ in the way they calculate the fit to the training data: HCRFs use a 
latent variable (a hidden state) to model input sequences, while logistic regression uses 
feature vectors.  To penalize complexity, they both rely on regularization penalties.  The 
two most popular regularization penalties are the L1 norm and the L2 norm of the feature 
vector [Ng, 2004].  The L1 norm selects fewer features than the L2 norm, and hence it is 
used when interpretability of the model is desired, or when the number of features 
exceeds the number of data points. Conversely, when the number of features is small 
compared to the training data, the L2 norm offers better predictive power [Zou and Hastie, 
2005]. The trade-off between fit to the training data and model complexity is controlled 
by a so-called regularization hyper-parameter, often optimized during cross-validation 
using a held-out set of development data. 

Random Forest is an ensemble of decision trees. To avoid over-fitting, each tree is 
grown using only a random subset of the features and a random subset of the training data. 
The training procedure grows each tree greedily, selecting the best decision split at each 
node, and stopping when each leaf has five data points, with no pruning.  During testing, 
Random Forest returns the class predicted by the largest number of decision trees. 
Random Forest does not assume that the data belongs to any particular distribution, and 
hence it is considered a non-parametric approach. 

An HMM is a generative classifier.  Thus to distinguish between two classes, it requires 
two models:  one for the positive class, and one for the negative class. Like an HCRF, an 
HMM models its input as a sequence, and uses a latent variable to model hidden state.  
Using hidden variables in HCRFs and HMMs converts the learning problem into non-
convex optimization.  Consequently, the parameters used to initialize the model in the 
training procedure affect its final performance. 
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In Table II, we show a summary of the differences between the classifiers we described. 
The plate diagrams of Maximum Entropy, HCRFs, and HMMs follow the convention of 
coloring the circles of the variables that are observable during training.  The outcome 
variable y is the class label we want to learn. For example, we may label dialogues with 
y=+1 if they were completed successfully, and y=-1 otherwise. For feature vector 
classification, x is a feature vector describing an entire dialogue. In contrast, for sequence 
classification, xt is the value of the features at time t. For example, x can represent the 
duration of each turn in the dialogue.  The hidden discrete variable st is not directly 
observed. Figure 2 expands the plate notation of Table II for HCRFs. The undirected 
graphical model notation indicates that a variable is independent of all the other variables 
given its neighbors.  For example, the hidden state sT is independent of all other variables 
given y, xT, and sT-1. Instead of drawing each repeated variable, a plate is used to group 
repeated variables. The class label y depends only on the hidden states.  The directed 
graph notation to represent HMMs uses a conventional Bayesian Network representation. 
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Figure 2: Graphical representation of a Hidden Conditional Random Field

Table II: Bird’s-eye View of the Classifiers Considered 
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Input  Feature vector Feature vector Sequences  Sequences 

Classifier

type

Non-parametric Parametric / 
discriminative 

Parametric / 
discriminative 

Parametric / 
generative 

Convex? No explicit 
objective function 

Yes No No 

Random? Subset of training 
and features

No Initialization Initialization 

Distribution Non-linear Log-linear  Log-Linear (in 
latent space)  

Gaussian  

Overfitting

protection 

Randomization  Regularization 
penalty

Regularization 
penalty

Prior on emission 
distribution 

4. EXPERIMENTAL EVALUATION 

We compared the methods on data logged by Project LISTEN’s Reading Tutor, which 
listens to a child read aloud, and takes turns picking stories to read [Mostow and Aist, 
2001]. The Reading Tutor adapts the Sphinx-II speech recognizer [Huang et al., 1993] to 
analyze the students’ oral reading, and intervenes when it notices the reader makes a 
mistake, get stuck, click for help, or encounter difficulty. Figure 3 shows a screenshot of 
the 2005 Reading Tutor. The current sentence is in boldface, and the tutor is giving help 
on the highlighted word teach.  The Reading Tutor is an atypical dialogue system, in the 
sense that it is not designed to answer questions by a user.  However, it addresses such 
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dialogue phenomena as turn-taking, backchanneling, mixed initiative, and multimodal 
interactions (speech and mouse). 

Figure 3: Project LISTEN’s Reading Tutor screenshot 

We demonstrate our approach using a previously studied prediction problem 
[González-Brenes and Mostow, 2010; González-Brenes and Mostow, 2011]. We count 
the interaction of a student reading a story with the tutor as one dialogue. We consider 
dialogues to be composed of one or more sentence encounters in which the Reading 
Tutor displays a sentence for the student to read. We want to classify each dialogue at 
runtime, based on the sentence encounters so far, according to whether the student will 
finish reading the story or is about to stop reading. 

We calculate all features using only information available at prediction time. Thus for 
positive training examples, we truncate each finished story to a random number of 
sentence encounters before calculating features. For negative training examples, we use 
unfinished stories, but we do not truncate them. Table II summarizes the sorts of dialogue 
features used.  We extract features only from the student’s sentence encounters, not from 
the tutor’s utterances, because we want to base our predictions on the student’s behavior.

Table II: Features considered 

Prosodic Features: Various duration, pitch and intensity features, as 
described in [Duong and Mostow, 2010]. 
Sentence Features: Properties of a sentence to be read, such as percentage 
of story read so far, number of word types and tokens, number of clicks for 
help, and statistics on word length and frequency

4.1 Dataset 

The data set we used was logged by Project LISTEN’s Reading Tutor while used 
regularly at elementary schools during the 2005 2006 school year.  To obtain a balanced 
data set of 2,112 dialogues with 162 children, we randomly selected half of them from 
dialogues where the students completed the reading, and the other half where they did not. 
We only included dialogues with at least four sentence encounters, to provide some basis 
for prediction. The selected dialogues average 18 sentences encounters. 

Training and testing on the same students can risk relying on peculiarities of individual 
students.  Hence, we separated the data such that the development and testing sets had no 
students from the training set. We report all results using 10 fold cross validation across 
students. Because the folds can vary in size, we report an average weighted by the 
number of data points in each individual fold. We take this variation into consideration 
when we report significance in our statistical tests, weighting each fold accordingly, as 
described previously [Bland and Kerry, 1998]. We split each fold into four non-
overlapping sets:  training set (70% of the students), two development sets (each with 10% 
of the students), and test set (with 10% of the students). 
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4.2 Data preparation 

When using HMMs with continuous feature values, the initialization of the parameters is 
very important. One of the parameters of a continuous HMM, the covariance matrix of 
the emission probability, cannot be initialized with just any random numbers. In fact, at 
every point of training, it should adhere to some rules:  it must be non-singular (invertible) 
and positive semi-definite.  On preliminary experiments with HMMs, the large size of the 
feature set relative to the amount of training data resulted in non-singular covariance 
matrices that assign infinite likelihood to sequences. 

To avoid such problems in training HMMs, we reduced the feature space by eliminating 
features that are “usually the same value.” For this purpose we used a statistical property 
of distributions called kurtosis, also referred as the fourth standardized moment. Gaussian 
distributions have zero kurtosis, “peakier” distributions than the Gaussian have positive 
kurtosis, and conversely, flatter distributions have negative kurtosis. To make our results 
comparable across classifiers, we want all classifiers to have access to exactly the same 
set of features. Hence, we use the training data in each cross-validation fold to remove 
features that have kurtosis greater or equal than 100, so all other classifiers are on a level 
playing field with HMMs.  We also perform the standard transformation of centering the 
feature values as z-scores with mean zero and standard deviation one.  

The value of our features changes thorough time. But what’s the minimum unit of time?

Our methods depend on discrete time-steps, and so we considered the following 
alternatives:  one second, a word uttered by the student, or a sentence encountered. For 
simplicity we decided to use a sentence encounter as the minimum time unit, since it was 
the easiest to map from the format of the tutor logs. Hence, to map dialogues into feature 
vectors, we extract features from a window of w sentences from the end of the dialogue. 
In the case of predicting task completion, the last dialogue turns are the most informative 
[González-Brenes and Mostow, 2011].  Sequences are computed by calculating the 
values of the features for each sentence encounter. 

4.3 Describing Dialogues as Feature Vectors 

In this subsection we explore the shortcomings of using feature vectors to describe 
tutorial dialogue.  For this purpose, we compared the following feature vector classifiers: 

Random Forest, as implemented by the Statistics Toolbox of Matlab. We used 
300 decision trees in each forest. 
Maximum Entropy classifier with L1 and with L2 regularization. We used  
PMTK for Matlab [Murphy, 2012, in preparation], February 28th,  2011 
release1.

We now analyze the effect of the window size on classification accuracy. Figure 4 
shows the average cross-validation accuracy of the classifiers tested on the Development 
Set 2. The classifiers were trained using the Training Set portion of each fold. For 
Maximum Entropy, we tuned the regularization hyper-parameters using the Development 
Set 1 within each fold independently.  The left panel of the figure shows the accuracy of 
classifiers averaging the values of the features across different window sizes, and the 
right panel shows the accuracy of classifiers using a different feature at each time step 
(for example, the “duration” would be represented with different features if it is 

computed over the last sentence, or the second to last sentence, and so on). All of the 
classifiers significantly outperform the expected value of a classifier that randomly picks 
class labels (the “guess” line), as determined by a one-sample t-test at the 5% 
significance level.  

1 http://code.google.com/p/pmtk3/ 
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Figure 4: Classification accuracy of different dialogue to feature vector strategies

The strategy of aggregating features achieves approximately 67% classification 
accuracy across all different window sizes regardless of the classifier used – the 
differences between classifiers are not significant at p < .05. On the other hand, in the 
right panel of Figure 4, when features are not aggregated within time steps, there is a 
trend of increasing classification accuracy with larger windows. The best classifiers use 
the largest window size:  Random Forest achieves 69.2% classification accuracy, 
followed by L1-regularized Maximum Entropy with 68.3% accuracy and L2-regularized 
Maximum Entropy with 67.0% accuracy.   

We observe that when modeling individual features for each time step individually, 
longer windows have better classification accuracy.  This finding supports the hypothesis 
that a representation that includes the whole dialogue is desirable. Because the size of a 
dialogue is unbounded, it is impossible to define a feature vector that could describe each 
of the time steps of any dialogue without aggregation. Furthermore, feature vector 
classifiers do not know that some features represent a value that is changing through time, 
and hence do not exploit any temporal relation.  In the next subsection, we explore a 
more natural way to model tutorial dialogue as sequences. 

4.4 Describing Dialogues as Sequences 

We study modeling tutorial dialogue as sequences directly. For this purpose we compared 
the following sequence classifiers: 

Hidden Markov Models, using the PMTK toolkit mentioned earlier. 
Hidden Conditional Random Fields, using the HCRF Library,2 version 2.0b. 
We chose the option of using L-BFGS as the optimizer. 

The classifiers were trained using the training set portion of each fold.  For HMMs, we 
used five random restarts, picking the best initialization using Development Set 1. To 
initialize the parameters, we chose the library’s default initialization, which uses a prior 
to favor a diagonal covariance matrix for the emission probability.  We used the 
conventional Expectation Maximization (EM) algorithm to estimate the transition and 
emission probabilities.  We did not perform random restarts for the HCRFs due to time 
constraints. 

Since sequential models rely on hidden states, we want to understand the effect of the 
number of hidden states on classification accuracy. Figure 5 shows the average cross-
validation accuracy of the classifiers tested on the Development Set 2. For HCRFs, the 
regularization hyper-parameters tuned were tuned with the Development Set 1 within 
each fold independently. All of the classifiers significantly outperform the expected value 
of a classifier that randomly picks class labels (the “guess” line), as determined by a one-
sample t-test at the 5% significance level.   We observe that using L1 regularization does 

2 http://sourceforge.net/projects/hcrf/ 

How to Classify Tutorial Dialogue? Comparing Feature Vectors vs. Sequences 175



 

not affect the classification accuracy across the number of hidden states, as it stays 
relatively constant around 69%.   L2 regularization is more prone to overfitting, and hence 
the addition of extra hidden states reduces classification accuracy, from 69% with two 
hidden states, to 65% with three. HMMs are the worst performing models, with a 
classification accuracy of 61% with two hidden states, which gets a small gain with three 
hidden states to 62%, and then decreases again to 61% with four hidden states. 

Figure 5: Classification accuracy across different number of hidden states 

4.5 Feature Vectors versus Sequences 

We now investigate whether classifying over entire sequences offers better classification 
accuracy than using feature vectors.  For this comparison, we select the best classifiers 
from the two previous subsections, and test them on the unseen test set of each fold.  That 
is, we compare HCRF with L1 regularization, Random Forest, Maximum Entropy (using 
individual features for time steps) with L1 regularization, and HMM. 

Table 1 shows the classification accuracy of the best classifiers described earlier with 
their 95% confidence intervals.  We observe that HCRFs using L1 regularization 
outperforms all other classifiers, with a classification accuracy of 69.32%.  Although the 
confidence intervals overlap, a t-test at the 5% level reveals that HCRFs are significantly 
better than Maximum Entropy (accuracy = 66.57%) and HMMs (accuracy = 62.50%).   

Table 1 Classifier Comparison 

Accuracy Precision Recall 
HCRF (L1) .6932 ± .03 .6909 .6890 
Random Forest .6799 ± .03 .6709 .7172 
Maximum Entropy (L1) .6657 ± .03 .6669 .6704 
HMM .6250 ± .03 .5932 .8000 
Random Baseline .5000 ± .03 .5000 1

 Random Forest is a strong contender, because unlike the other methods we compared, 
it does not assume any particular distribution of the data. However, a t-test reveals that its 
classification accuracy is not significantly different  (p>0.05) from the Maximum Entropy 
baseline used in previous work [González-Brenes and Mostow, 2011]. The t-test does not 
reject the null hypothesis that HCRFs and Random Forest (accuracy = 67.99%) have the 
same classification accuracy.  This finding may suggest that the HCRF model allows 
more consistent results, but further experimentation is required to understand when and 
why each method works better than the other one. HCRF and Random Forests took a few 
hours to train, without making use of the parallelization options available. 

5. CONCLUSION 

We consider the contributions of this paper to be (i) introducing HCRFs to the EDM 
community, (ii) formulating tutorial dialogue classification as a sequence classification 
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problem, and (iii) evaluating and comparing dialogue classification algorithms to predict 
completion of a reading task by children using Project LISTEN’s Reading Tutor.  A 
limitation of our approach is that we did not perform explicit feature selection before 
learning a classifier.  This omission may had a negative impact on the classification 
accuracy of models more prone to over-fitting, particularly HMMs. 

Although HMMs can also classify tutorial dialogue using sequences, they do not 
achieve good classification accuracy, presumably because they do not scale well to large 
feature sets. HCRF allows state-of-the-art results for predicting reading task completion. 
Moreover, HCRF allows modeling tutorial dialogues as sequences, which is a more 
natural representation than feature vectors. 

Future work should study how the hidden states of HCRF segment the dialogues.  We 
hypothesize that the hidden states of the model are related to the motivational states of 
the students. Additionally, we believe that further improvement in classification accuracy 
could be gained with a model that combines the strength of using a sequence 
representation with a non-parametric approach such as Random Forest.  
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We present an automated detector that can predict a student’s later performance on a paper test of 

preparation for future learning, a post-test involving learning new material to solve problems involving 

skills that are related but different than the skills studied in the tutoring system. This automated 

detector operates on features of student learning and behavior within a Cognitive Tutor for College 

Genetics. We show that this detector predicts preparation for future learning better than Bayesian 

Knowledge Tracing, a widely-used measure of student learning in Cognitive Tutors. We also find that 

this detector only needs limited amounts of student data (the first 20% of a student’s data from a tutor 

lesson) in order to achieve a substantial proportion of its asymptotic predictive power.  

Categories and Subject Descriptors: I 2.7 [Artificial Intelligence]

General Terms: Preparation for Future Learning, Cognitive Tutor, Educational Data Mining 

Additional Key Words and Phrases:  

________________________________________________________________________ 

1. INTRODUCTION 
Over the previous two decades, knowledge engineering and educational data mining 

(EDM) methods (cf. Baker & Yacef, 2009; Romero et al., 2010) have led to increasingly 

precise models of students’ knowledge as they use intelligent tutoring systems and other 

types of interactive learning environments. Modeling student knowledge has been a key 

theme in research in intelligent tutoring systems from its earliest days. Models of student 

knowledge have become successful at inferring the probability that a student knows a 

specific skill at a specific time, from the student’s pattern of correct responses and non-

correct responses (e.g. errors and hint requests) up until that time (cf. Corbett & 

Anderson, 1995; Martin & VanLehn, 1995; Pavlik et al., 2009). In recent years, the 

debate about how to best model student knowledge has continued, with attempts to 

explicitly compare the success of different models at predicting students’ future 

correctness within the tutoring software (cf. Pavlik et al., 2009; Gong et al., 2010; Baker, 

Pardos, et al., in press). 

However, the ultimate goal of tutoring systems is not to improve future performance 

within the system itself but to improve unassisted performance outside the system. 

Ideally, interactive learning environments should promote “robust” learning (Koedinger 

et al., under review) that is retained (better remembered) over time (Pavlik & Anderson, 

2008), transfers to new situations (Singley & Anderson, 1989), and prepares students for 

future learning (termed “PFL”) (Bransford & Schwartz, 1999). The difference between 

transfer and PFL is whether a student has the ability to use their existing knowledge in  
_________________________________________________________________________________________ 
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new situations or new fashions (transfer), or whether a student acquires new knowledge 

more quickly or effectively, using their existing knowledge (PFL).  

Historically, student modeling research has paid limited attention to modeling the 

robustness of student learning. To the extent that there has been attention to modeling the 

robustness of learning, it has focused on retention and transfer. For example, Pavlik and 

Anderson (2008) predict how long knowledge will be retained after learning within an 

ILE teaching foreign language vocabulary. Martin and VanLehn (1995) and Desmarais et 

al. (2006) predict whether student knowledge of one skill will transfer to another skill. 

Baker, Gowda, and Corbett (in press) predict student performance on a paper post-test of 

transfer.  However, it can be argued that the most important form of robust learning is the 

ability to apply learned skills and concepts to support future learning outside of the 

context where those skills and concepts were learned (Bransford & Schwartz, 1999). 

Though studies have demonstrated that learning from some types of interactive learning 

environments can prepare students for future learning (Tan & Biswas, 2006; Chin et al., 

2010) student models have not yet explicitly modeled PFL. 

Within this paper, we present a model designed to predict student performance on a 

paper post-test of PFL, a post-test where the student reads instructional text to learn new 

problem-solving skills related but different to those in the tutor, and then applies those 

skills in problem-solving. Such a model could be used both to understand the conditions 

of robust learning, and to drive interventions designed to increase the robustness of 

learning for students who are learning the skills in the tutor, but in a shallow fashion. 

This model is generated using a combination of feature engineering and linear 

regression, and is cross-validated at the student level (e.g. trained on one group of 

students and tested on other students). We compare this model to Bayesian Knowledge 

Tracing – a student model shown to predict post-test performance – and to a model 

trained to detect transfer, in order to see how well each model can predict preparation for 

future learning. As a student model predicting PFL will be most useful if it can be used to 

drive interventions fairly early during tutor usage, we also analyze how much student 

data is needed for the model to be accurate.  

2. DATA SET 
The data set used in the analyses presented here came from the Genetics Cognitive Tutor 

(Corbett et al., 2010). This tutor consists of 19 modules that support problem solving 

across a wide range of topics in genetics. Various subsets of the 19 modules have been 

piloted at 15 universities in North America. This study focuses on a tutor module that 

employs a gene mapping technique called three-factor cross, in which students infer the 

order of three genes on a chromosome based on offspring phenotypes, as described in 

(Baker, Corbett, et al 2010).  In this laboratory study, 71 undergraduates enrolled in 

genetics or in introductory biology courses at Carnegie Mellon University used the three-

factor cross module. The students engaged in Cognitive Tutor-supported activities for one 

hour in each of two sessions. All students completed standard three-factor cross problems 

in both sessions. During the first session, some students were assigned to complete other 

cognitive-tutor activities designed to support deeper understanding; however, no 

differences were found between conditions for any robust learning measure, so in this 

analysis we collapse across the conditions and focus solely on student behavior and 

learning within the standard problem-solving activities. The 71 students completed a total 

of 22,885 problem solving attempts across 10,966 problem steps in the tutor.  

Post-tests, given by paper-and-pencil, consisted of four activities (cf. Baker, Corbett, 

et al., 2010). Three tests were given immediately after tutor usage: a straightforward 

problem-solving post-test, a transfer test, and a test of preparation for future learning. The 

fourth test was a delayed retention test. Within this paper we focus on predicting 
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performance on the test of preparation for future learning, requiring the student to learn 

new skills after using the tutor. The PFL test consisted of 2½ pages of instruction on the 

reasoning needed for an analogous, but more complex, four-factor cross gene mapping 

task, followed by a single four-factor cross problem for students to solve. 

Students demonstrated successful learning in this tutor, with an average pre-test 

performance of 0.31 (SD=0.18), an average post-test performance of 0.81 (SD=0.18), and 

an average PFL performance of 0.89 (SD=0.15). The correlation between the problem-

solving post-test and the PFL test was 0.41, suggesting that, although problem-solving 

skill and preparation for future learning were related, PFL may be predicted by more than 

just simply skill at problem-solving within this domain.  

3. ANALYSIS OF MODEL USING CROSS VALIDATION 
In this paper, we introduce a model that predicts each student’s performance on a test of 

preparation for future learning (PFL), using a hybrid of data mining and knowledge 

engineering methods. Within this approach, a small set of features is selected based on 

past literature. Each feature is defined as the proportion of times a specific student 

behavior occurs in the log files. Within feature selection, the goodness criterion is the 

cross-validated correlation between an individual feature and each student’s performance 

on the PFL test.  Cross-validated correlation is computed between the predictions from 

each of the test folds and the actual PFL test scores; positive cross-validated correlation 

indicates the relationship is consistent between the training and test folds (but has no 

implication about the relationship’s direction). By contrast, negative cross-validated 

correlation indicates that the models obtained from the training folds fail to predict the 

actual scores in the test folds. . Finally a model is trained on these features to predict each 

student’s performance on the PFL test, using cross-validation.  

We then compare this model to a baseline prediction of PFL, Bayesian Knowledge 

Tracing (BKT) (Corbett & Anderson, 1995) fit using brute force. Bayesian Knowledge-

Tracing fit in this fashion has been previously shown to predict student post-test problem-

solving performance reasonably well within the Genetics Tutor (Baker et al., 2010). As 

BKT accurately predicts problem-solving post-tests, and the PFL test was reasonably 

correlated to the problem-solving post-test in this study, BKT should correlate reasonably 

well to PFL. But the goal of a robust learning test such as PFL is to measure depth of 

understanding that may not be reflected solely in basic problem-solving skill, which is 

tracked by BKT.  Hence, it may be possible to develop a detector based on other 

performance features that predicts PFL better than BKT, under cross-validation.  

3.1 FEATURE ENGINEERING 

The first step of our process was to engineer a set of features based on a combination of 

theory and prior work detecting related behaviors. Since we were predicting post-test 

performance, we focused on proportions of behavior across the period of use of the 

tutoring system (e.g. what proportion of time a student engaged in behavior N). Many of 

the features below depend on a continuous variable, such as pause duration (2, 3, 4) or 

probability of knowing a skill (1,6). For each such feature, we used a cut-off value to 

indicate the presence or absence of a behavior, in order to identify the incidence of 

specific behaviors hypothesized to be associated with robust learning. That is, we 

empirically determined (see section 3.2) a cut-off value that indicates the student 

behavior occurred (e.g. a long pause or low probability), rather than averaging the actual 

values (pause durations or probabilities). We tested the following features: 

1. Help avoidance (Aleven et al, 2006), not requesting help on poorly known skills, 

and its converse, feature 1', requesting help on relatively poorly known skills 
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2. Long pauses after receiving bug messages (error messages given when the 

student’s behavior indicates a known misconception) which may indicate self-

explanation (cf. Chi et al., 1989) of the bug message, and its converse, 2', short 

pauses after receiving bug messages (indicating a failure to self-explain) 

3. Long pauses after reading on-demand hint messages (potentially indicating 

deeper knowledge or self-explanation), and a related feature, 3', short pauses 

after reading the on-demand hint message  

4. Long pauses after reading an on-demand hint message and getting the current 

action right (cf. Shih, Koedinger, & Scheines, 2008), and a related feature, 4', 

short pauses after reading an on-demand hint message and getting the current 

action right. Features 4 and 4' can be seen as sub-sets of features 3 and 3'. 

5. Off-task behavior (Baker, 2007), and a related feature, 5', long pauses that are 

not off-task (may indicate self-explanation, or asking teacher for help – cf. 

Schofield, 1995) 

6. Long pauses on skills assessed as known (may indicate continuing to self-

explain even after proceduralization), and a related feature, 6', short pauses on 

skills assessed as known 

7. Gaming the system (Baker et al., 2008), and a related feature, 7', fast actions that 

do not involve gaming 

8. Contextual slip/carelessness (known to predict post-test problem-solving 

performance – Baker et al, 2010) 

9. The presence of spikes during learning using the moment-by-moment learning 

model, which estimates the probability that the student learned a relevant skill at 

each step in problem solving (spikes in this model have been found to predict 

final knowledge in the tutor – cf. Baker, Goldstein, Heffernan, in press).  

Five of these features showed positive cross-validated correlations between the individual 

feature and the students’ performance on the PFL test: 1 (failing to request help on 

poorly-known skills), 3 (long pauses after reading hint messages), 6' (short pauses on 

skills assessed as known), 7' (fast actions that do not involve gaming), and 9 (spikiness in 

the moment-by-moment learning model). The exact definition of these features was: 

1: Proportion of actions where the student has a probability under N of knowing the skill, 

according to Bayesian Knowledge Tracing (Corbett & Anderson, 1995), does not ask for 

help, and makes an error on their first attempt. Initial cut-off value of N = 60% 

probability.

3: Proportion of actions where the student asks for hint, and then makes their next action 

in over N seconds. Initial value of N = 5 seconds.  

6': Proportion of actions where the student has a probability over 0.95 of knowing the 

skill, according to Bayesian Knowledge Tracing (Corbett & Anderson, 1995), and applies 

the skill in under N seconds. Initial value of N = 5 seconds. 

7': Proportion of actions where the student enters an answer or requests a hint in under N 

seconds, but the action is not labeled as gaming, using a gaming detector previously 

trained on data from a high school algebra course (cf. Baker & de Carvalho, 2008 – 

where a single detector was trained on all lessons to maximize detector generalizability – 

cf. Baker et al., 2008). This detector has previously been shown to achieve a correlation 

over 0.3 to the post-test within another dataset from the same lesson in the Genetics 

Tutor. Initial value of N = 5 second. 

9: Highest value of moment-by-moment learning model estimate (cf. Baker, Goldstein, & 

Heffernan, in press) for each skill, divided by the average moment-by-moment learning 

estimate for that skill, averaged across skills, for the student. This model infers student 
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learning at each problem step, and is initially trained using data from future student 

correctness within the tutor, but the model itself uses only data from the past.  

As can be seen, four of these features depend on a threshold parameter, N; adjusting this 

parameter can result in very different behavior. In all three cases, we started with an 

initial plausible value of N, as given above. The following section discusses how these 

features were optimized later in the modeling process.  

3.2 FEATURE OPTIMIZATION 

We used brute-force grid search to find an optimal cut-off level for four of the above 

mentioned features (in grid search, values are tried for every step at the same interval – 

for instance 0.5 seconds, 1 second, 1.5 seconds, 2 seconds, etc.). Variables involving 

probabilities were searched at a grid size of 0.05; variables involving time were searched 

at a grid size of 0.5 seconds with the exception of feature 6', which was searched at a grid 

size of 5 seconds. After the generation of the features at different grids, we built one-

parameter linear regression models predicting PFL from each feature using leave-out-

one-cross-validation, in RapidMiner 4.6 (Mierswa et al., 2006). Cross-validated 

correlation was used as the goodness measure. Single-feature regression models fit on the 

whole data set and their associated cross-validated correlations are shown in Table I. 

Many of the features, subsequent to optimization, changed meaning. For instance, 

feature 1, initially conceptualized as Help Avoidance, achieved optimal performance 

when help avoidance occurred on skills for which the probability the student knew the 

skill was <=1 – that is to say, on all help. So feature 1 can be re-conceptualized as the 

help/error ratio, and specifically as MoreErrorsLessHelp. Similarly, feature 6' was 

initially conceptualized as short pauses on mastered skills, but the optimal performance 

was achieved when the cut-off for shortness was set to 55 seconds. Hence, feature 6' can 

be re-conceptualized as pauses which are not long, on mastered skills.  

The feature most strongly associated with PFL was making errors rather than 

requesting help, which was negatively associated with PFL (cross-validated r=0.356). 

This feature may have multiple interpretations; for instance, it may be that these students 

learned less by avoiding help (cf. Aleven et al., 2006), perhaps learning less at a 

conceptual level as the tutor hints are fairly conceptual in nature. This may in turn have 

made these students less prepared for future learning in the same domain. Alternatively, it 

may be that these students are less successful at  learning from text (or less motivated to 

learn from text), causing them both to avoid hints in the tutor, and to perform less well as 

reading the text needed to succeed on the future learning test. Distinguishing these two 

hypotheses is challenging, but may be a productive avenue for future research. 

A second feature individually associated with PFL is spending less than a minute on 

skills assessed as known, which achieved a cross-validated r of 0.340. This feature 

suggests that relatively quick performance on known skills is indicative of robust 

learning. Similarly, non-gaming actions taking less than 4 seconds were positively 

correlated with PFL (cross-validated r=0.166). 

Additionally, the spikiness of the moment-by-moment learning model, is positively 

associated with PFL, achieving a cross-validated r of 0.286. This finding suggests that if 

a student’s learning more frequently occurs in relatively sudden “aha” moments, as 

compared to occurring more gradually, deeper learning is occurring.  

Finally, spending more than 5.5 seconds to answer after receiving a hint was 

negatively correlated with PFL (cross-validated r=0.230). This result is unexpected, as 

pauses after reading hints have previously been shown to be positively correlated with 

post-test performance (e.g. Shih, Koedinger, & Scheines, 2008). One possible 

explanation is that pausing after reading help is generally beneficial, but that the students 
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Table I. Linear regression model predicting the PFL test using single optimized features. 
Feature PFL= Cross-

validated r

1. MoreErrorsLessHelp -0.980 * MoreErrorsLessHelp + 1.01 0.356 

3. Long pauses After Hint with Time > 5.5 -2.445 * LongPausesAfterHint + 0.912 0.230 

6'. Non-Long Mastered Skill with Time < 55 + 0.768 * Non-LongMasteredSkill + 0.296 0.340 

7'. Fast Not Gaming with Time < 4 +0.340 * FastNotGaming + 0.739 0.166 

9. Spikiness +0.0083 * spikiness + 0.7773 0.286 

who do so with high frequency are the students who are struggling. Hence, it may be an 

interesting question for future research to examine whether there is a non-linear 

relationship between lengthy pauses after reading hints and PFL (and learning in 

general). 

3.3 DETECTOR DEVELOPMENT 

Given the set of optimal features, we developed linear regression models in RapidMiner 

4.6 (Mierswa et al., 2006) using Forward Selection (Ramsey & Schafer, 1997), conducted 

by hand. In Forward Selection, the best single-parameter model is chosen, and then the 

parameter that most improves correlation (cross-validated in this case) is repeatedly 

added until no more parameters can be added which improve the correlation.  

Within RapidMiner, feature selection was turned off, and each potential model was 

tested in a separate run – while this creates some risk of over-fitting (even given the use 

of cross-validation), it enables us to determine how well a specific set of features predicts 

PFL. Keeping feature selection on would result in some features being filtered out for 

some sub-sets of the data, making it harder to infer how well a specific set of features 

predicts PFL. As before, Leave-One-Out Cross-Validation (LOOCV) was used to reduce 

the risk of over-fitting, and the goodness metric used was the Pearson correlation between 

the predictions and each student’s performance on the PFL test. In addition, as an 

additional control on over-fitting, we did a first pass where we eliminated all features 

that, taken individually, had cross-validated correlation below zero. We give differences 

in cross-validated correlation rather than statistical significance tests, as a measure of 

generalizability; differences in non-cross-validated correlations of non-nested models 

have low statistical power – (Cohen, 1988) – and comparing cross-validated correlations 

is a redundant test – (cf. Efron & Gong, 1983). 

The best model, using the optimal feature cut-offs, and fit to all data (not cross-

validated; cross-validation produces one model per each of the 71 training sets) was as 

follows:

PFL = -0.7837 * MoreErrorsLessHelp(1) -1.3042 * LongPausesAfterHints(3) + 0.9936 

3.4 DETECTOR GOODNESS 

The overall correlation of this model to the PFL test was 0.360, only very slightly 

better than feature 1 alone (0.356). By comparison, fitting a baseline model consisting of 

Bayesian Knowledge Tracing post-test predictions (using brute force – cf. Baker et al., 

2010) to the PFL test results, under LOOCV, achieved a correlation of 0.285 to the PFL 

test. This is a reasonable baseline, as Bayesian Knowledge-Tracing has previously been 

shown to predict the post-test well in this tutor (Baker et al., 2010) as well as in general 

(e.g. Corbett & Anderson, 1995; Corbett & Bhatnagar, 1997), and performance on the 

PFL test was correlated reasonably well to performance on the post-test in this data set 

(non-cross-validated r=0.41). Hence, the optimal feature model appears to perform 
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substantially better at predicting PFL than this reasonable baseline, although there is still 

likely to be substantial room for improvement.  

Interestingly, if the post-test and the PFL detector are used together in linear 

regression to predict the PFL test, the cross-validated correlation is 0.391. However, if 

the Bayesian Knowledge Tracing estimates and the PFL detector are used together in this 

way to predict the PFL test, the cross-validated correlation drops to 0.309. This result 

suggests that, despite the PFL detector’s reasonable effectiveness at detecting PFL, the 

paper post-test still captures a small amount of variance in students’ preparation for 

future learning which is not yet detectable from student behavior in the tutor software. 

Furthermore, this additional predictive power is separate from the assessment of student 

knowledge made by Bayesian Knowledge Tracing (since combining BKT with the PFL 

detector does not lead to better prediction).  

As another test of the PFL detector’s unique predictive power, we can compare it to 

another model of robust learning. In past work, we have developed a model that predicts 

transfer (i.e., the application of problem-solving knowledge to novel but related problems 

without additional instruction), using the same overall method that was used to develop 

the PFL detector (Baker et al., in press). That model is: 

Transfer = –1.20 * HelpAvoidance(1) – 14.764 * FastAfterBugs(2') + 0.234 * 

FastNotGaming(7') + 0.832 

Though there is considerable correlation (0.520) between the transfer test and the 

PFL test, the transfer detector did not do as well as the PFL detector at predicting PFL. 

With no re-fitting, the transfer detector achieved a cross-validated correlation of 0.273 to 

the PFL-test, comparable to BKT’s performance at predicting PFL, and lower than the 

PFL detector’s cross-validated performance of 0.360.  This result suggests that PFL, to at 

least a moderate extent, is associated with different student behavior in the tutor than 

transfer is. These results, though somewhat small in absolute terms, are fairly large in 

relative terms (0.360 is 32% higher than 0.273), suggesting that it is unlikely this 

difference is solely due to noise in the two test measures. 

Fig.1 Predicting PFL with first N percent of the data. 
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4. ANALYSIS OF MODEL FOR USE IN RUNNING TUTOR 

One potential criticism of models developed using proportions of behavior across 

entire episodes of tutor use is that the models, in their initial form, may not be usable in a 

running tutor. Bayesian Knowledge Tracing makes a prediction after each problem-

solving step, which can be used to drive Cognitive Mastery Learning (Corbett & 

Anderson, 1992). If an entire tutor lesson worth of data is required for accurate inference, 

the detector may have low usefulness for intervention.  

However, it is possible to make a version of the model that can be used in a running 

tutor. Similar to the way that Bayesian Knowledge Tracing makes a prediction after each 

problem-solving step, it is possible to take the data up to a specific problem step and 

attempt to make an overall inference about the probability of PFL, using only the data 

collected up until that point. In other words, the features used in the model can be 

computed at any time, using the data collected so far. In this section, we investigate how 

much data is needed for the model to make accurate predictions within this data set, 

comparing our model’s predictive power to Bayesian Knowledge-Tracing, when both are 

given limited data. 

Our first step in this process is to construct subsets of data containing the first N 

percent of each student’s interactions within the tutor. We use every increment of 5% -- 

e.g. a subset with the first 5% of each student’s data (not taking skills into account – e.g. 

data from some skills may not be present in the first 5%), a subset with the first 10% of 

each student’s data, a subset with the first 15% of each student’s data, up to 100%. This 

gives us 20 data sets. We then compute the optimal features discussed in section 3 for 

each subset of data. Next, we apply the PFL prediction model generated using the full 

data set (e.g. we do not refit the models for the new data sets). We also apply Bayesian 

Knowledge Tracing on the limited data sets without re-fitting the BKT parameter 

estimates. After obtaining the predictions we compute the correlation between each of the 

predictions and each student’s performance on the PFL test. Cross-validation is not used, 

as the model is not being re-fit in either case. 

Figure 1 shows the graph with x-axis as percent of data and y-axis as the correlation 

to the PFL test. The graph depicts the predictive performance of the PFL prediction 

model and BKT based on having the first N percent of the data.  From the graph we can 

see that the PFL prediction model performs substantially better than BKT for small 

amounts of data. For instance, with only the first 20% of the data, the PFL prediction 

model achieves a solid correlation of 0.368 to the PFL test, while the BKT model 

achieves a weaker correlation of 0.278. These findings suggest that it may be possible to 

use the PFL prediction model to drive interventions, from very early in tutor usage.  

5. DISCUSSION AND CONCLUSIONS 

Within this paper, we have presented a model which can predict with reasonable 

accuracy how well a student will perform on a post-test measuring how well the student 

is prepared for future learning (PFL), within a Cognitive Tutor for College Genetics. We 

find that this model achieves decent cross-validated prediction of this PFL post-test, and 

achieves better cross-validation prediction than Bayesian Knowledge Tracing, a measure 

of skill learning within the tutor software, or a detector trained to detect transfer. 

Furthermore, we find that the PFL detector achieves a large proportion of its predictive 

power by the time the student has completed 20% of the tutor software, suggesting that 

the PFL detector can be used to drive intervention early enough to influence overall 

learning. Overall, we view this detector as a potential step towards educational software 

that can predict and respond automatically to differences in the robustness of student 

learning, an important complement to ongoing research on designing educational 
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software that promotes preparation for future learning (Tan & Biswas, 2006; Chin et al., 

2010).  

This model is based on the proportion of time the student engages in long pauses 

after requesting help (cf. Shih et al., 2008), and the ratio of help requests to errors, with 

more help use associated with better preparation for future learning, but lengthy pauses 

after help requests associated with poorer preparation for future learning. Both of these 

features indicate that the use of help is particularly essential for preparing students for 

future learning. Past studies have found mixed relationships between help and domain 

learning (cf. Aleven et al., 2003, 2006; Beck et al., 2008); this analayis, however, 

suggests that help use may under certain conditions lead to robust forms of learning that 

are not captured by typical metrics of in-tutor performance (e.g. Beck et al., 2008) and 

problem-solving post-tests (e.g. Aleven et al., 2006). We recommend that future research 

on help-seeking and learning consider measures of preparation for future learning of new 

skills and concepts to a greater degree.  
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Ensembling Predictions of Student Post-Test 
Scores for an Intelligent Tutoring System
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Over the last few decades, there have been a rich variety of approaches towards modeling student knowledge 
and skill within interactive learning environments. There have recently been several empirical comparisons as 

to which types of student models are better at predicting future performance, both within and outside of the 

interactive learning environment. A recent paper (Baker et al., in press) considers whether ensembling can 

produce better prediction than individual models, when ensembling is performed at the level of predictions of 

performance within the tutor. However, better performance was not achieved for predicting the post-test. In this 

paper, we investigate ensembling at the post-test level, to see if this approach can produce better prediction of 
post-test scores within the context of a Cognitive Tutor for Genetics. We find no improvement for ensembling 

over the best individual models and we consider possible explanations for this finding, including the limited 

size of the data set. 

Categories and Subject descriptors: I 2.7 [Artificial Intelligence]

General Terms: Student modeling, ensemble methods, Bayesian Knowledge-Tracing, Performance Factors 
Analysis, Cognitive Tutor 

Additional Key Words and Phrases:  

________________________________________________________________________ 

1. INTRODUCTION 
In recent years, there has been a vigorous debate as to which approach for assessing 

student knowledge and skill within interactive learning environments achieves the most 

precise assessment of students! latent knowledge and skills. This debate has been 

particularly vigorous for the relatively simple case of intelligent tutoring systems where 

each item is related to a single skill, and for which the item-skill mapping has been well-

developed (the issue of how to develop these item-skill mappings is of course a key issue 

in its own right " cf. Barnes, Bitzer, & Vouk, 2005). For this problem, recent 

comparisons have studied the difference between variants of Bayesian Knowledge 

Tracing (Baker, Corbett, & Aleven 2008), the differences between variants of Bayesian 

Knowledge Tracing and Performance Factors Analysis (Pavlik, Cen, & Koedinger; 2009; 

Gong, Beck, & Heffernan, 2010), and the differences between these algorithms and 

baseline approaches such as average performance and lookups based on the correctness 

of the previous three actions (Baker et al., in press). However, these comparisons have 

often had contradictory results, likely due to differences between the tutoring systems, 

populations studied, and exact methods used to make comparisons. 

Based on the contradictory results of these comparisons, Baker et al. (in press) 

proposed that it might be more productive to ensemble the available algorithms (cf. 

Dietterich, 2000) rather than attempting to determine which algorithm is best. Within 

ensemble methods, multiple models are integrated into a single predictor. Ensemble 
_________________________________________________________________________________________ 
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methods often achieve better performance than single algorithms, since they are able to 

leverage each algorithm!s strengths in different contexts (Dietterich, 2000; Niculescu-

Mizil et al., 2009). In their attempt to do this, Baker and colleagues selected nine 

algorithms predicting student performance and latent knowledge within intelligent 

tutoring systems, and evaluated the success of simple linear and logistic ensembling 

methods in data from a Cognitive Tutor for Genetics. This paper conduced ensembling at 

the level of individual student actions within the tutor (e.g. each model!s prediction of 

latent student knowledge at a given time within the tutor was ensembled into a single 

prediction of latent student knowledge). The results were mixed; depending on what 

assumptions were used, ensemble models were either slightly more successful or slightly 

less successful than the best single model. In addition, multiple individual models were 

more successful at predicting post-test scores than ensembling conducted in this fashion. 

However, it is known that tutor performance often does not perfectly match post-test 

performance, and that models trained to predict performance within the tutor software 

often over-predict post-test performance (Corbett & Anderson, 1995). Predicting post-test 

scores is important, as it provides a test not just of what students can do within the tutor, 

but also what knowledge they transfer outside of the tutor software. Recent analyses have 

also suggested that combining assessment of student knowledge with assessments of 

student slipping/carelessness can lead to more accurate prediction of post-test 

performance (Baker et al., 2010). Hence, it may be possible to use ensemble methods to 

better predict post-test performance by ensembling predictions of post-test scores, 

including predictions of post-test related constructs such as slipping, instead of 

ensembling predictions of within-tutor performance. To this end, within this paper, we 

compare the predictive power of ensemble models and single models for predicting post-

test performance among students learning from a Cognitive Tutor. 

2. STUDENT MODELS USED 

2.1 Bayesian Knowledge-Tracing
Corbett & Anderson!s (1995) Bayesian Knowledge Tracing model is one of the most 

popular methods for estimating students! knowledge. It underlies the Cognitive Mastery 

Learning algorithm used in Cognitive Tutors for Algebra, Geometry, Genetics, and other 

domains (Koedinger & Corbett, 2006).  

The canonical Bayesian Knowledge Tracing (BKT) model assumes a two-state 

learning model: for each skill/knowledge component the student is either in the learned 

state or the unlearned state. At each opportunity to apply that skill, regardless of their 

performance, the student may make the transition from the unlearned to the learned state 

with learning probability . The probability of a student going from the learned state 

to the unlearned state (i.e. forgetting a skill) is fixed at zero. A student who knows a skill 

can either give a correct performance, or slip and give an incorrect answer with 

probability . Similarly, a student who does not know the skill may guess the correct 

response with probability . The model has another parameter, , which is the 

probability of a student knowing the skill from the start. After each opportunity to apply 

the rule, the system updates its estimate of student!s knowledge state, , using the 

evidence from the current action!s correctness and the probability of learning:
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The four parameters of BKT, (  and , are learned from 

existing data, historically using curve-fitting (e.g. Corbett & Anderson, 1995), but more 

recently using expectation maximization (BKT-EM) (Chang et al., 2006) or brute 

force/grid search (BKT-BF) (cf. Baker et al., 2010; Pardos & Heffernan, 2010). Within 

this paper we use BKT-EM and BKT-BF as two different models in this study. Within 

BKT-BF, for each of the 4 parameters all potential values at a grain-size of 0.01 are tried 

across all the students (for e.g.: 0.01 0.01 0.01 0.01, 0.01 0.01 0.01 0.02, 0.01 0.01 0.01 

0.03## 0.99 0.99 0.3 0.1). The sum of squared residuals (SSR) is minimized. For BKT-

BF, the values for Guess and Slip are bounded in order to avoid the $model degeneracy% 

problems that arise when performance parameter estimates rise above 0.5 (Baker, 

Corbett, & Aleven, 2008). For BKT-EM the parameters were unbounded and initial 

parameters were set to a  of 0.14, of 0.09, of 0.50, and of 0.14, a 

set of parameters previously found to be the average parameter values across all skills in 

modeling work conducted within a different tutoring system. 

In addition, we include three other variants on BKT. The first variant changes the 

data set used during fitting. BKT parameters are typically fit to all available students! 

performance data for a skill. It has been argued that if fitting is conducted using only the 

most recent student performance data, more accurate future performance prediction can 

be achieved than when fitting the model with all of the data (Pardos & Heffernan, in 

press). In this study, we included a BKT model trained only on a maximum of the 15 

most recent student responses on the current skill, BKT-Less Data (Nooraei B et al., in 

press). 

The second variant, the BKT-CGS (Contextual Guess and Slip) model, is an 

extension of BKT (Baker, Corbett, & Aleven, 2008). In this approach, Guess and Slip 

probabilities are no longer estimated for each skill; instead, they are computed each time 

a student attempts to answer a new problem step, based on machine-learned models of 

guess and slip response properties in context (for instance, longer responses and help 

requests are less likely to be slips). The same approach as in (Baker, Corbett, & Aleven, 

2008) is used to create the model, where 1) a four-parameter BKT model is obtained (in 

this case BKT-BF), 2) the four-parameter model is used to generate labels of the 

probability of slipping and guessing for each action within the data set, 3) machine 

learning is used to fit models predicting these labels, 4) the machine-learned models of 

guess and slip are substituted into Bayesian Knowledge Tracing in lieu of skill-by-skill 

labels for guess and slip, and finally 5) parameters for P(T) and  are fit.  

Recent research has suggested that the average Contextual Slip values from this 

model, combined in linear regression with standard BKT, improves prediction of post-

test performance compared to BKT alone (Baker et al., 2010). Hence, we include average 

Contextual Slip so far as an additional potential model.  

The third BKT variant, the BKT-PPS (Prior Per Student) model, breaks from the 

standard BKT assumption that each student has the same incoming knowledge, 

.This individualization is accomplished by modifying the prior parameter for each 

student with the addition of a single node and arc to the standard BKT model (Pardos & 
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Heffernan, 2010). The model can be simplified to only model two different student 

knowledge priors, a high and a low prior. No pre-test needs to be administered to 

determine which prior the student belongs to; instead their first response can be used. If a 

student answers their first question of the skill incorrectly they are assumed to be in the 

low prior group. If they answer correctly, they assumed to be in the high prior group. The 

prior of each group can be learned or it can be set ad-hoc. The intuition behind the ad-hoc

high prior, conditioned upon first response, is that it should be roughly 1 minus the 

probability of guess. Similarly, the low prior should be equivalent to the probability of 

slip. Using PPS with a low prior value of 0.10 and a high value of 0.85 has been shown to 

lead to improved accuracy at predicting student performance (Pardos & Heffernan, 

2010).  

2.2 Tabling
A very simple baseline approach to predicting a student!s performance, given his or her 

past performance data, is to check what percentage of students with that same pattern of 

performance gave correct answer to the next question. That is the key idea behind the 

student performance prediction model called Tabling.

In the training phase, a table is constructed for each skill: each row in that table 

represents a possible pattern of student performance in  most recent data points. For 

 (which is the table size used in this study), we have 8 rows: 000, 001, 010, 011, 

100, 101, 110, 111. (0 and 1 represent incorrect and correct responses respectively.) For 

each of those patterns we calculate the percentage of correct responses immediately 

following the pattern. For example, if we have 47 students that answered 4 questions in a 

row correctly (111 1), and 3 students that after answering 3 correct responses, failed on 

the 4th one, the value calculated for row 111 is going to be 0.94 (47/(47+3)). When 

predicting a student!s performance, this method simply looks up the row corresponding 

to the 3 preceding performance data, and uses the percent correct value as its prediction. 

2.3 Performance Factor Analysis
Performance Factors Analysis (PFA) (Pavlik, Cen, & Koedinger, 2009) is a logistic 

model, an elaboration of the Rasch item response model, which predicts student 

performance based on the student!s number of prior failures f and successes s for that 

skill, with skill-specific weightings  and  for failures and successes. PFA also includes 

an overall difficulty parameter  for each skill or item, depending on the formulation. 

Within this paper, we fit  at the skill level. The PFA equation is: 

2.4 CFAR
CFAR, which stands for $Correct First Attempt Rate%, is an extremely simple algorithm 

for predicting student knowledge and future performance, utilized by the winners of the 

educational data KDD Cup in 2010 (Yu et al., 2010). The prediction of student 

performance on a specific knowledge component (KC) is the student!s average 

correctness on that KC, up until the current point.  

3. GENETICS DATA SET 
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Fig.1 The Three-Factor Cross lesson of the Genetics Cognitive Tutor 

The dataset contains the results of in-tutor performance data of 76 students on 9 different 

skills, with data from a total of 23,706 student actions (entering an answer or requesting 

help). This data was taken from a Cognitive Tutor for Genetics (Corbett et al., 2010). 

This tutor consists of 19 modules that support problem solving across a wide range of 

topics in genetics (Mendelian transmission, pedigree analysis, gene mapping, gene 

regulation and population genetics). Various subsets of the 19 modules have been piloted  

at 15 universities in North America.  

This data set is drawn from a Cognitive Tutor lesson on three-factor cross, shown in 

Figure 1. In three factor-cross problems, two organisms are bred together, and then the 

patterns of phenotypes and genotypes on a chromosome are studied. In particular, the 

interactions between three genes on the same chromosome are studied. During meiosis, 

segments of the chromosome can $cross over,% going from one paired chromosome to the 

other, resulting in a different phenotype in the offspring than if the crossover did not 

occur. Within this tutor lesson, the student identifies, within the interface, the order and 

distance between the genes on the chromosome by looking at the relative frequency of 

each pattern of phenotypes in the offspring. The student also categorizes each phenotype 

in terms of whether it represents the same genotype as the parents (e.g. no crossovers 

during meiosis), whether it represents a single crossover during meiosis, or whether it 

represents two crossovers during meiosis.  

In this study, 76 undergraduates enrolled in a genetics course at Carnegie Mellon 

University used the three-factor cross module as a homework assignment. The 76 

students completed a total of 23,706 problem solving attempts across 11,582 problem 

steps in the tutor. On average, each student completed 152 problem steps (SD=50). In the 

first session, students were split into four groups with a 2x2 design; half of students spent 

half their time in the first session self-explaining worked examples; half of students spent 

half their time in a forward modeling activity. Within this paper, we focus solely on 

behavior logged within the problem-solving activities, and we collapse across the original 

four conditions.  
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The post-test, given on paper-and-pencil, consisted of four activities: a 

straightforward problem-solving post-test, a transfer test, a test of preparation for future 

learning, and a delayed retention test. Each of the two problems on the problem-solving 

test (administered at pre-test and post-test) consisted of 11 steps involving 7 of the 9 

skills in the Three-Factor Cross tutor lesson, with two skills applied twice in each 

problem and one skill applied three times. The average performance on the pre-test was 

0.33, with a standard deviation of 0.2. The average performance on the post-test was 

0.83, with a standard deviation of 0.19. This provides evidence for substantial learning 

within the tutor, with an average pre-post gain of 0.50. 

4. ENSEMBLE METHODS 
The premise behind ensembling is to combine the prediction of different models such that 

the combination results in a more accurate prediction than any single model could 

produce. We evaluated six methods of combining post-test predictions to investigate the 

utility of ensembling with our dataset. The six methods evaluated were: Uniform 

averaging, linear regression, stepwise regression, stepwise model selection with uniform 

averaging, logistic regression and Random Forests (Brieman, 2001). More detail on the 

trade-offs between different methods for ensembling can be found in (Dietterich, 

2000;Brown, Wyatt, & Tino, 2005). A description of each method is as follows: 

Uniform averaging: Uses the mean of the 9 model predictions. While this is the most 

simple approach, it is also the only approach that is not susceptible to overfitting (since it 

does not use any form of training). 

Linear regression: Fits coefficients to each model!s prediction. This approach assumes 

that there is a linear weighting of models that can lead to better prediction. Predictions 

lower than zero are changed to zero and predictions higher than one are changed to one. 

Stepwise regression: The same as linear regression except that this approach removes 

models that are not significantly contributing to a decrease in training set error. 

Stepwise model selection with uniform averaging: Uses stepwise regression to remove 

bad models and then averages the prediction of the remaining models. This approach 

assumes that model selection could be useful but that fitting coefficients might overfit. 

Logistic regression: Similar to linear regression except that coefficients are fit based on a 

logistic curve. The logistic function outputs probabilistic values (between 0 and 1). 

Random Forests: Trains many decision trees, each based on a random sampling of 

models and random resampling of the data, and then averages each decision tree!s 

prediction. This is the only ensemble technique we evaluate which combines model 

predictions non-linearly. Default MATLAB parameters were used with 20 trees. 

Each ensembling method was evaluated with 5-fold cross validation, where four folds 

were used to train and one to test (note that cross-validating uniform averaging has no 

impact on goodness of fit, since no training occurs). The same fold assignments were 

used for this cross-validation as for training and testing the 9 individual models. 

simplicity we decided not to use ensemble methods which have parameters that need to 

be tuned such as Neural Networks and Support Vector Machines. This would have added 

yet another level of cross-validation within the training set. The effectiveness of those 

methods is a topic for future exploration. 

4.1 Using Ensemble Methods in the Real World
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It is worth noting that, in evaluating these methods, different forms of cross-validation 

are required for ensembles versus for the individual models. The individual models are 

cross-validated at the action level, when the models are trained. They are not fit to the 

post-test performance, and thus are not cross-validated at this level. However, in 

ensembling, it is necessary to cross-validate, because fitting occurs at this level. 

This form of cross-validation fits to how ensemble methods would typically be used 

for this problem in the real world. Typically, intelligent tutors use knowledge-tracing (or 

other assessment) model parameters trained based on data from a previous cohort of 

students. The tutor software then traces the current year!s student responses and makes 

predictions about their knowledge on the post-test. In predicting post-test scores, an 

individual model!s predictions can be used (and currently, this is the approach commonly 

used). If a researcher wanted to integrate multiple models in predicting the post-test, 

uniform averaging could be used post-hoc but with no fitting, in a direct fashion. Neither 

of these approaches risk over-fitting, as neither use the post-test data to make predictions.  

However, if the researcher wanted to use ensembling methods as discussed above, one 

way to do so without risk of over-fitting would be to conduct ensembling using a 

previous cohort!s post-test data, and then to apply the ensembled model to the current 

cohort!s data. The success of the ensembling approach relies on whether the weights 

learned from last year!s data generalize to this year!s data. If the ensemble selection is 

generalizable, it should perform better than uniform averaging and also better than the 

single model predictions, for the new population. In our analysis, the previous cohort!s 

data is analogous to the four training folds of the 5-fold cross validation whereas the fifth 

fold, the test fold, represents the current cohort of students. 

5. RESULTS 
In predicting the post-test using individual model we calculate the n+1 predictions for 

each skill and student, by applying the rule, where time n equals the last student action in 

the tutor, and time n+1 equals the student!s action after the last action in the tutor (e.g. 

their action on the post-test): 

P(correctn+1) = P(Ln) * (1 " P(S)) + (1 " P(Ln)) * P(G) 

After applying the above rule, we account for the number of times each skill is used in 

the post-test. Of the eight skills in the tutor lesson, one is not exercised on the test, and is 

eliminated from the individual models predicting the post-test. Of the remaining seven 

skills, one is exercised three times, two are exercised twice and four skills are exercised 

once, in each of the post-test problems. In order to predict the post-test with maximal 

accuracy, we weight the tutor!s prediction of student knowledge of each skill in line with 

the number of times it appears in the post-test. As each of the individual models can 

already predict performance on the n+1 step, the opportunity to practice after tutor usage, 

we do not fit any function to post-test using the individual models; hence the cross-

validation gives the same results as not using cross-validation. We use RMSE (root mean 

squared error) and the Pearson correlation between the model predictions and post-test 

score, as the model estimates and the post-test scores are both numeric.  

As seen in table I, the individual model with the best value of RMSE for predicting 

the post-test is CFAR, achieving an RMSE of 0.1636 and a correlation of 0.533 to the 

post-test. However, although BKT-LessData, BKT-EM, and BKT-BF perform slightly 

worse in terms of RMSE, achieving RMSEs between 0.1754 and 0.1834, each of them 
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achieves better correlation to the post-test than CFAR. The model with the best 

correlation to the post-test is BKT-LessData, achieving a correlation of 0.565.  

Table I. RMSEs and Correlations between the individual models and the post-test, sorted on RMSE 

Model RMSE Correlation  

AvgCFAR 0.1636 0.5326 

Avg-BKT-LessData 0.1754 0.5646 

Avg-BKT-EM 0.1781 0.5518 

Avg-BKT-BF 0.1834 0.5476 

Avg-BKT-PPS 0.1840 0.4988 

AvgPFA 0.1895 0.3243 

AvgTabling 0.1901 0.2719 

Avg-BKT-CGS 0.2812 -0.2367 

AverageSlip 0.4279 0.0571 

Table II. RMSE and correlations between the ensemble models and the post-test. 

Ensemble Model RMSE Correlation 

Stepwise 0.1652 0.5151 

StepwiseWithAveraging 0.1773 0.5477 

RandomForest 0.1787 0.3960 

UniformAveraging 0.1806 0.5177 

LinearRegression 0.2009 0.2671 

LogisticRegression 0.2074 0.2645 

As discussed above, 5-fold cross-validation is used when evaluating the predictive power 

of the ensemble models, as data from the post-test is used in creating these models. By 

cross-validating we can have a greater confidence that the ensemble models generalize to 

new groups of students.  

The cross-validated RMSE and cross-validated correlations (between each of the 

ensemble models and the post-test) is summarized in table II. The stepwise ensemble 

model achieves the best RMSE among the ensemble models, achieving an RMSE of 

0.1652 and a correlation of 0.515. However, stepwise ensembling achieves a poorer 

RMSE than the individual model with the highest RMSE, AvgCFAR. The ensemble 

model with the best correlation was stepwise-with-averaging, which achieved an RMSE 

of 0.1773 and a correlation of 0.548. However, this was a lower correlation than the top 

three individual models for this metric, BKT-LessData, BKT-EM, and BKT-BF.  

6. CONCLUSIONS 
Within this paper, we have considered the effectiveness of ensemble methods to improve 

prediction of post-test scores for students using a Cognitive Tutor for Genetics. Nine 

algorithms for predicting latent student knowledge in the post-test were used. Unlike in 

previous research (e.g. Baker et al., in press), we conducted ensembling at the level of the 

post-test rather than at the level of performance within the tutor software. It was 

hypothesized that doing so would lead to superior prediction of the post-test, based on 

past successes of combined algorithms at predicting the post-test (e.g. Baker et al., 2010), 

but in fact, the best individual models predict the post-test better than any ensemble 
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method. Using Root Mean Squared Error (RMSE) as the goodness metric, the CFAR 

model achieves the best post-test prediction (0.1636), followed closely by stepwise 

ensembling (0.1652), the best ensemble method. Using correlation as the goodness 

metric, the BKT-LessData model achieves the best post-test prediction, with stepwise 

with averaging ensembling (the best ensemble method) tied for the third best correlation 

with post-test. 

Given the past success of ensembling methods in education (Pardos & Heffernan, in 

press) and other domains (Niculescu-Mizil et al., 2009), this lack of success is highly 

surprising. There are a few possible reasons for this. First of all, the data set used in this 

study was relatively small, with only 76 students. Ensembling methods can be expected 

to be more effective for larger data sets, as more complex models can only achieve 

optimal performance for large data sets. This is a general problem for analyses of post-

test prediction. While large data sets are increasingly available for educational data 

(Koedinger et al., 2010), it is rare to have post-tests tailored to specific tutor lessons 

administered to large numbers of students. That said, tutor data sets are increasingly 

aligned to standardized tests such as the MCAS (Feng, Heffernan & Koedinger, 2009). It 

is possible to distill post-test-equivalent measures of specific skills from these 

standardized tests, potentially making it possible to study ensembling of knowledge 

transferred outside the tutor software at a larger scale, where the benefits of ensembling 

may be more salient. That said, it is important to be able to improve student models with 

relatively limited amounts of data (by the time large amounts of data have been collected, 

many students will have used a version of the tutoring software which is not optimized). 

One potential option is to optimize a generally successful model (e.g. any of the more 

successful models in this study) as a first pass on model improvement, and then try 

ensemble selection on a larger data set, when that data set becomes available. 

Another reason why ensemble selection may have been less effective was high inter-

correlation between the models! predictions. The predictions made by the nine models 

were highly correlated (except for the average slip model and BKT-CGS model), with an 

average inter-correlation of 0.692 (excluding those two models), and the variants on BKT 

were even more correlated, with an average inter-correlation of 0.927 (excluding BKT-

CGS). This high degree of correlation reduces the potential gain from using models in 

tandem, and may suggest that ensembling may be more effective if methods for post-test 

prediction which leverage different information are used. 

Hence, the final conclusion of this paper is negative, but the possibility remains that 

alternate takes on ensemble selection may be found to be a valuable part of the repertoire 

of methods for modeling student knowledge in intelligent tutoring systems. 
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1. INTRODUCTION
Bayesian knowledge tracing (BKT) is a well-established approach for modeling student 

knowledge during interactions with an intelligent tutoring system. First deployed by 

Corbett and Anderson [1995] in the ACT Programming Tutor, BKT has since been 

applied successfully across a range of academic subjects and student populations, 

including elementary reading [Beck and Chang 2007], middle school mathematics 

[Koedinger 2002], and college-level genetics [Corbett et al. 2010].  In the approach, a 

two-node dynamic Bayesian network (DBN) is associated with each skill, and it is used 

to monitor student knowledge and problem-solving actions associated with that skill. The 

relationship between skills and steps during problem-solving is typically defined by a 

running cognitive model, although other forms of skill-item mappings can also be used. 

The probability values in BKT are defined using four parameters: p(T) is the Transition 

parameter, which is the probability of learning a skill immediately after an opportunity to 

apply it; p(L0) is the Initial Learning parameter, which is the probability of knowing a 

skill prior to the first opportunity to apply it; p(G) is the guess parameter, which is the 

probability of providing a correct response despite not knowing an associated skill; and 

p(S) is the Slip parameter, which is the probability of providing an incorrect response 

despite knowing an associated skill.  This concept of guess and slip is also seen in DINA 

IRT models [De La Torre, 2004]. The parameter values are typically machine-learned 

from data collected during prior students’ tutorial interactions. 

Several attempts have been made to extend BKT in order to relax some of its 

assumptions about learning and performance, and improve predictive power. Corbett and 

Anderson [1995] proposed a technique that uses individualized weights to adjust the 

model’s four parameters for each student. A key limitation of this method is that it cannot 

be used at run-time, as optimization is conducted after all data is obtained. Recent work 

by Pardos and Heffernan introduced the Prior Per Student individualization technique, 

which slightly modifies the standard two-node DBN structure [Pardos and Heffernan 

2010].  In the technique, an individualization node is added with states for each student, 

and it is connected to nodes in the model to be individualized. Unlike Corbett and 

Anderson’s technique, this approach uses data from the first action to individualize 

student priors, and can thus be used in a running tutor. An empirical evaluation found the 

Prior Per Student extension to be significantly more accurate in predicting student 

responses during tutoring sessions with the ASSISTment system. While both of these 

approaches improved upon the predictive accuracy of standard BKT, neither approach 

addressed the assumption that knowledge-tracing parameters are fixed over the course of 

a tutoring session. 

An alternate extension to BKT is Contextual Guess and Slip, which focuses on 

relaxing the assumption that guess and slip probabilities are fixed [Baker, Corbett and 

Aleven 2008]. Contextual models of guessing and slipping leverage information about 

the current tutorial state in order to dynamically adjust the guess and slip parameters 

associated with each opportunity to apply a skill. Baker and colleagues [2008a] have 

demonstrated that contextual models of guessing and slipping improve the fit of 

knowledge tracing models to existing tutoring data, although later results contradict that 

finding [Baker et al. 2010]. However, Baker and colleagues [2010] have found that 

estimates of contextual slip, used in conjunction with standard Bayesian Knowledge-

Tracing estimates of student knowledge, can be used to improve predictions of students’ 

post-test performance outside of a tutor. A similar approach involving Bayesian analysis 

and supervised machine learning has been devised to detect how much learning occurs in 

each problem step (termed moment-by-moment learning) [Baker, Goldstein and 

Heffernan in press]. Accurately detecting the amount of learning, moment-by-moment, 
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may enable intelligent tutoring systems to tailor practice opportunities more precisely, as 

well as shed light on the differences in learning rates between skills [e.g. Baker, 

Goldstein and Heffernan in press]. 

 An integral step in constructing contextual models of guessing and slipping, as well 

as moment-by-moment learning detectors, is selecting appropriate predictor features for 

supervised machine learning. Baker and colleagues originally used a set of twenty three 

features to train linear regression models to predict guess and slip probabilities [Baker et 

al. 2008a], drawn in turn from earlier work detecting gaming the system [Baker et al. 

2008b]. One important class of features that was not included in the original work is 

metrics of skill difficulty. This class of features is an important component in alternative 

student modeling techniques, such as Item Response Theory (IRT). In Item Response 

Theory, each test question is associated with an item characteristic curve, which estimates 

the probability that a student with a given ability will answer the question correctly 

[Baker 2001; Hambleton, Swaminathan and Rogers 1991]. A key parameter of IRT is 

question difficulty, which quantifies the level of ability necessary to answer the question 

correctly. Leveraging features that quantify skill and item difficulty is a promising 

direction for enhancing the performance of contextual models of guessing and slipping, 

as well as moment-by-moment learning detectors. For example, in the 2010 KDD Cup, 

an annual Data Mining and Knowledge Discovery competition where data mining teams 

across the world compete to solve a practical data mining problem, the goal was to 

predict student performance within a Cognitive Tutor. Several of the top performers in 

the 2010 KDD Cup leveraged skill difficulty features in their solutions [Pardos and 

Heffernan 2010b; Shen et al 2010; Yu et al. 2010]. Skill difficulty is also a component of 

Performance Factors Analysis, a competing approach to assessing student proficiency in 

intelligent tutors [Pavlik et al. 2009]. 

Within this paper, we investigate the addition of several skill-difficulty features for 

training models of guessing and slipping, as well as detecting moment-by-moment 

learning. We describe seven features that quantify different aspects of skill difficulty, and 

report findings about their impacts on the goodness of the resultant machine-learned 

models. Models that incorporate the new skill-difficulty features are compared to models 

that use only the original set of predictor features. We investigate whether the new 

models lead to improved predictions of students’ guesses and slips, moment-by-moment 

learning, and post-test performance. 

 This paper is organized as follows.  Additional background on contextual models of 

guessing and slipping is provided and details about detecting moment-by-moment 

learning are discussed. Afterwards, the data and method used in the current investigation 

are described. Results are presented about improvements in contextual models of 

guessing and slipping, moment-by-moment learning detectors, and predictions of post-

test performance. The paper concludes with a discussion of implications for practice and 

future directions. 

1.1 Contextual Models of Slipping and Guessing 
The Contextual Guess and Slip (CGS) model of student knowledge is an extension of 

Corbett and Anderson’s [1995] BKT model, proposed by Baker, Corbett and Aleven 

[2008]. Unlike Corbett and Anderson’s approach, the CGS model estimates whether each 

individual student response is a guess, denoted P(G), or a slip, denoted P(S), based on 

contextual information. This is in contrast to approaches that utilize fixed guess and slip 

probability estimates throughout tutoring [e.g. Corbett & Anderson 1995].  

In the BKT-CGS model, each skill has a separate parameter for Initial Knowledge and 

Transition, as in standard BKT. However, unlike in standard BKT, guess and slip 

probabilities are not estimated for each skill. Instead, they are computed each time a 
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student attempts to answer a new problem step in the tutor, and they are based on 

machine-learned models of guessing and slipping behaviors within the current tutorial 

context (for example, longer responses and help requests are less likely to be slips). The 

Contextual Guess and Slip procedure involves five stages, and it proceeds as follows. 

First, a four-parameter model is obtained using the brute force variant of Bayesian 

knowledge tracing [Baker et al 2010]. Second, the four-parameter model is used to assign 

slip and guess probability labels to each action in the data set. Third, supervised machine 

learning is used to obtain models that predict the slip and guess labels. Fourth, the 

machine-learned models of guessing and slipping are incorporated into the BKT models 

in lieu of skill-by-skill labels for guessing and slipping. Last, parameters for Initial 

Knowledge, denoted P(L0), and Transition, denoted P(T), are fit. Additional details about 

this approach are available in [Baker et al. 2008a]. Baker et al. [2010] have found that 

two aggregations of contextual slip are significant predictors of post-test performance. 

While average contextual slip is a good predictor of post-test performance, the “certainty 

of slip” – the average contextual slip among actions thought to be slips (e.g. contextual 

slip > 0.5) – is an even stronger predictor of post-test performance.    

1.2 Detecting Moment-by-Moment learning 
Baker, Goldstein and Heffernan [in press] presents a model that predicts the probability 

that a student has learned a specific knowledge component at a specific problem step, 

termed P(J). The underlying architecture of this model is similar to the Contextual Guess 

and Slip model. First, training labels to detect moment-by-moment learning are generated 

for each problem step in a tutor data set. The labels are generated by applying Bayes’ 

Rule to a combination of knowledge estimates from a traditional BKT model, as well as 

information about the correctness of two future problem-solving actions. Next, a set of 

predictor features is generated using past tutor data to form a training data set. Finally, 

these predictor features are used during supervised machine learning to train a model that 

predicts the moment-by-moment learning labels. The machine-learned model computes a 

learning probability for each problem-solving step using no data from the future. A recent 

investigation observed that a distillation of the variance in this model, termed “spikiness”, 

is a good predictor of students’ eventual learning within the tutor, as assessed by BKT. 

Additionally, spikiness aids in understanding the differences between gradual learning 

and learning via “eureka” moments, where a KC is understood suddenly [Baker, 

Goldstein, and Heffernan in press].

2. METHOD 
The current work investigates whether contextual models of slipping, guessing, and 

moment-by-moment learning can be improved by incorporating skill-difficulty features 

in the machine-learned models.  Data from two Intelligent Tutoring Systems, The Middle 

School Mathematics Cognitive Tutor [Koedinger 2002] and the Genetics Cognitive Tutor 

[Corbett et al. 2010], are considered. The Middle School Cognitive tutor, a precursor to 

the current curriculum Bridge to Algebra, covers a wide span of Mathematics topics in 

middle school mathematics. Topics covered by the Middle School Cognitive Tutor 

include fraction concepts, areas and perimeters with decimals, and simple histograms. 

The Middle School data set consists of an entire year’s use of an intelligent tutor in 

suburban schools in the Northeastern USA. Within the data set, actions that were not 

labeled with skills were excluded, because skill information is necessary for the 

application of Bayesian knowledge tracing techniques.  

The Genetics data set comes from the Genetics Cognitive Tutor [Corbett et al. 2010], 

which consists of 19 modules that support problem solving across a wide range of topics 

in genetics (Mendelian transmission, pedigree analysis, gene mapping, gene regulation 
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and population genetics). Various subsets of the 19 modules have been piloted at 15 

universities in North America. In the study that generated the current data set, 70 

undergraduate students enrolled in a genetics course at Carnegie Mellon University used 

the three-factor cross module as a homework assignment. Students completed a paper-

and-pencil problem-solving pre-test and post-test consisting of two problems. There were 

two test forms, and students were randomly selected to receive one version at pre-test and 

the other version at post-test in order to counterbalance test difficulty. Each problem on 

the tests consisted of 11 steps involving 7 of the 8 skills in the Three-Factor Cross tutor 

lesson, with two skills applied twice in each problem and one skill applied three times. 

Note that this data set is the same one used in [Baker et al. 2010]. The size of each data 

set is shown in Table 1.  

Table 1. The size of each data set (after exclusion of actions not labeled with skills) 

Data set Actions Problem Steps Skills Students 

Middle school 581,785 171,987 253 232 

Genetics 19,150 9,259 8 71 

In the original work on contextual models of guessing and slipping [Baker, Corbett, 

and Aleven, 2008] and detecting moment-by-moment learning [Baker, Goldstein, and 

Heffernan 2010], four primary categories of predictor features were used during the 

supervised machine learning stages of the procedures. The original features date back to 

the development “gaming the system” detectors for Cognitive Tutors [Baker et al. 

2008b]. The four categories include: 

Action Correctness. This category includes features that characterize whether a 

problem-solving action is correct, incorrect, constitutes a known misconception, or 

a help request. 

Step Interface Type. This category includes features that are based on the type of 

interface widget involved in the problem-solving action. For example, a particular 

problem step may involve typing a string or specifying a number. 

Response Times. This category includes features that are derived from the 

amount of time taken to complete problem-solving steps. Example features 

include the amount of time (seconds) taken on a particular step, time-taken 

expressed as standard deviations from the mean, and total time spent during the 

last three problem-solving actions. 

Problem-Solving History. This category includes features that characterize the 

student’s problem-solving history in the tutor. Examples include: the number of 

past five actions that were involved in the current step, and the number of times 

that the student asked for help in the past eight problem-solving actions. 

Within this paper, we add seven new predictor features that quantify key aspects of 

the skill associated with each problem-solving step. As discussed in the introduction, the 

new features are inspired by Item Response Theory concepts of skill difficulty, which 

were prominent in many of the successful entries in the KDD cup. The features are 

calculated by determining average metric values using other students’ problem-solving 

histories; this procedure is cross-validated at the student level during evaluation of this 

approach (see below for details). The newly engineered features include the following: 

Features based on item difficulty: 

In Cognitive Tutors, a student’s action is represented using four predefined 

categories:

Right – when the user inputs correct answer 
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Help - when the user requests help 

Bug - when the tutor gives a bug message, indicating a misconception 

Wrong - when the user inputs incorrect answer 

We assessed average performance among all students for each of these 

categories: “Average-right”, “Average-bug” and “Average-help”. These features 

were calculated by computing the proportion of each of category across all the 

students for a given skill. 

Features based on user input: 

In the data distillation, a user’s input type is categorized as either a number or a 

string. Based on user input information we derived two features “Average-

number” and “Average-string” by computing the proportion of "inputs which are 

a number" and "inputs which are a string" respectively across all the students for 

a given skill. Students will have a greater proportion of actions of one type, 

relative to other students completing the same curriculum, when they have more 

difficulty with that type of action. Consequently, this feature indirectly measures 

the relative difficulty of skill groups.  

Feature based on time: 

The Cognitive tutor records the time taken by the user to answer a step. Using 

this time we derived the feature “Average-time” by calculating the average time 

taken to answer problem steps across all students for a given skill. Students who 

take longer can, in the aggregate, are assumed to be having greater difficulty. 

Feature based on number of opportunities to practice a skill:  

This feature is a distillation of the feature “optoprac” from [Baker et al. 2008b], 

which computes the number of times that the same skill has been seen by the 

student prior to this action. Using optoprac, the feature “Average-optoprac” was 

calculated by aggregating across actions and students for each skill. 

The new set of predictor features provides several aggregate assessments of the skills 

involved in the problem-solving process. These new features are considered for machine 

learning contextual models of guessing and slipping behaviors, as well as models for 

detecting moment-by-moment learning. The next section describes the supervised 

machine learning analysis that has been conducted to investigate the impact of including 

these features, and the results in terms of model goodness.  

3. RESULTS 
In discussing the results, we will first present the linear regression analyses we conducted 

to develop each type of model, and then discuss improvements in the overall model from 

incorporating the new features. We will discuss model improvements in terms of fit to 

training labels, as well as external measures such as predicting post-test performance.  

We use linear regression for consistency with the original analyses [Baker, Corbett, and 

Aleven 2008; Baker, Goldstein, and Heffernan, in press], where linear regression was 

found to lead to acceptable cross-validated performance.  

3.1 Model Development 
Using both the original features and new features, we used RapidMiner [Mierswa, et. al. 

2006] to develop linear regression models, using default settings (e.g. M5-prime feature 

selection). Leave-one-out cross-validation (LOOCV) was conducted, at the student level, 

to evaluate the models. By cross-validating at the student level rather than the action 

level, we can have greater confidence that the resultant models will generalize to new 

groups of students. The LOOCV procedure is as follows: Before the generation of folds, 

labels were generated for contextual slip and guess and for moment-by-moment learning 
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using the same labeling process as in [Baker et al. 2008a; Baker, Goldstein and Heffernan 

in press]. Special care needed to be taken to ensure that skill-level features did not violate 

independence during cross-validation. Values for all of the skill-level features were 

calculated using only data from the training set. After calculating the skill-level feature 

values for each fold, the features were added to both the training set and the test set (e.g. 

features generated on training set data were used within the test set). This corresponds to 

what would occur in real-world applications of this approach, where skill-level features 

might be generated on data from one cohort and applied to students in a later cohort.   

For each training set, three linear regression models were machine-learned: one for 

guessing, one for slipping, and one for detecting learning moment-by-moment. By 

applying these models to the corresponding test set, model predictions for guess, slip and 

P(J) were obtained. Correlations were next calculated between the labels and guess, slip, 

and P(J) model predictions for each student and then averaged across the students.  

After obtaining correlation values for the new models, the same cross-validation 

procedure was applied to obtain training and test sets that included only the original 

predictor features. These models did not include any of the new skill-difficulty features, 

and were intended to serve as a comparison group. The statistical significance of the 

difference between the new feature model and the old feature model was computed by 

computing the correlation coefficient for each fold (student), converting the correlation 

coefficients to Z values, and then aggregating across folds (students) using Stouffer’s Z.  

The cross-validated correlation of each model to the training labels is shown in Table 

2. As can be seen, all models involving the new features achieve statistically significantly 

better fit to the training labels in the test folds, at the p < 0.001 level, than the models that 

use only the original feature set. These significant differences are observed for all three 

types of models—guessing, slipping, and detecting moment-by-moment learning—and 

they are observed in both the Middle School and Genetics data sets.  

In the Middle School data set, the slip model using the new features achieves a 32% 

improvement over the model with the original features, the guess model achieves a 46% 

improvement, and the P(J) model achieves a 17% improvement. In the Genetics data set, 

the slip model with the new features achieves a 22% improvement over the original 

model. The P(J) model with the new features achieves a 3% improvement over the model 

with the original features. The guess model with the new features achieves a very large 

improvement in correlation, from 0.029 to 0.422. Of the seven newly engineered features, 

five are found in all three regression models in both data sets: Average-right, average-

help, average-string, average-time and average-optoprac. Of the three types of models, 

the strong performance for the slip models in both data sets is of particular interest, 

because slipping within a Cognitive Tutor has been shown to be a significant predictor of 

post-test performance [Baker et al. 2010], even after controlling for student knowledge. 

Table 2: Correlation coefficients between labels and predictions 

Data-Set Model OldFeatures-r NewFeatures-r Z P

Middle

School

Slip 0.322 0.424 23.91 < 0.001 

Guess 0.112 0.163 5.42 < 0.001 

P(J) 0.476 0.558 84.16 < 0.001 

Genetics

Slip 0.456 0.582 6.73 < 0.001 

Guess 0.029 0.422 33.92 < 0.001 

P(J) 0.764 0.790 21.09 < 0.001 

3.2 Post-test Prediction Using Final Knowledge and Contextual Slip Estimates 
Baker, et al. [2010] showed that a linear combination of average contextual slip over 0.5 

(termed “certainty of slip”) and BKT estimates of post-test performance predicts 
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students’ post-tests statistically significantly better than BKT estimates alone. We 

replicate this analysis using the same Genetics data set and the new models with skill-

difficulty features. We also analyze regression models combining average slip (average 

of Contextual slip for each student across all the actions) and BKT. The analysis is not 

replicated for the Middle School data, because that data set lacks post-test scores. Unlike 

Baker et al. [2010], we use cross-validated values of contextual slip in this analysis. By 

using the cross-validated contextual slip values, we can have greater confidence that slip 

models can be generalized for new data sets. 

Several models were compared in terms of correlations with students’ post-test 

performance after interacting with the Genetics Tutor. The four-parameter brute force 

variant of Bayesian Knowledge Tracing (BKT-BF) model achieves a cross-validated 

correlation of r = 0.426 to students’ post-tests, which is statistically significantly better 

than chance, F(1,69) = 15.27, p < 0.001. For the model generated using the original 

features, we find that a combination of cross-validated certainty of slip (average of slip 

above 0.5) and BKT-BF estimates achieves a cross-validated correlation of 0.437. The 

certainty of slip term in this model is not statistically significant, when added to a model 

containing BKT-BF, t(68) = 0.92, p = 0.36, for a two-tailed test. When the same model is 

generated using the new feature set, the model achieves a cross-validated correlation of 

0.448. Again, the certainty of slip term in the combined model is not statistically 

significant,  t(68) = 1.29, p=0.20.  

However, when average slip is taken rather than certainty of slip, a different pattern 

emerges. The original feature version of average slip, when combined with BKT-BF, 

achieves a cross-validated correlation of 0.479. In this model, the average slip term is 

statistically significant, t(68)=2.06, p=0.04, signifying that the model containing average 

slip is significantly better than the model containing BKT-BF alone. The new feature 

version of average slip, when combined with BKT-BF, achieves a cross-validated 

correlation of 0.485. In this model, the average slip term is also statistically significant, 

t(68)=2.19, p=0.03.  

The difference between the four models combining variants on contextual slip can be 

compared using BiC', the Bayesian Information Criterion for Linear Regression Models 

(Raftery, 1995). Within these four models, the model containing the new feature version 

of average slip achieves the best BiC', but does not perform significantly better than any 

of the other three models (differences of 6 between model values for BiC' are considered 

equivalent to statistical significance at the p<0.05 level).  

Hence, the new features significantly improve cross-validated fit to the test-fold 

training labels for each of these models, but do not appear to significantly improve post-

test prediction, although there is some trend in that direction. Nonetheless, as these model 

fits are cross-validated, there is evidence for improvement (as conducting significance 

tests or computing BiC' on cross-validated data is doubly-stringent).  

Table 3. Cross-validated correlations between post-test and t-test scores of 2nd parameter using 

regression analysis and BiC' values

Model Correlation 

t-test of 2nd 

Param 

P-value of 

2nd Param 
BiC'

BKT-BF-Predictions Only 0.426   -9.763 

BKT-BF-Preds + 

Old_Certainty_Slip 0.437 t(68)= -0.920 0.361 -6.333 

BKT-BF-Preds  + 

New_Certainty_Slip 0.448 t(68)= -1.285 0.203 -7.180 

BKT-BF-Preds  + Old_Avg_Slip 0.479 t(68)= -2.059 0.043 -9.742 

BKT-BF-Preds  + New_Avg_Slip 0.485 t(68)= -2.186 0.032 -10.269 
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4. CONCLUSION 
In this paper, we present a new set of features related to metrics of skill difficulty, which 

when combined with original features [Baker et al 2008a], have been shown to 

statistically significantly improve the predictive capabilities of guessing, slipping and 

moment-by-moment learning models. The newly engineered features are inspired by Item 

Response Theory concepts of item difficulty, and they aggregate empirical estimates of 

skill performance, types of user input, problem-solving action time, and average practice 

opportunities for each skill. We find that guess, slip, and moment-by-moment learning 

models that use the new skill-difficulty features outperform the original-feature models 

under cross validation for two Cognitive Tutor data sets. Therefore, the findings suggest 

that the new features can be computed using previous years’ class data, and they can then 

be directly incorporated into models for new students.  

Of the three models that were investigated, the slip model is of particular interest 

because certainty of slip has been shown to be a significant predictor of post-test 

performance [Baker et al. 2010]. In this paper, we replicated the tests in that paper, using 

cross-validation. We found that a model predicting the post-test using both average 

contextual slip and Bayesian Knowledge Tracing had significantly better goodness than a 

model using Bayesian Knowledge Tracing alone, even when cross-validating the data. 

However, the evidence for improvement stemming from the new features appeared to be 

weak. While the new-feature models achieved slightly better cross-validated performance 

than the original-feature models, the difference in BiC' values was small. One possible 

explanation for the small improvements in post-test prediction could be imprecision in 

the guess and slip labels. The new models with skill-difficulty features are performing 

more effectively at predicting the existing guess and slip labels, but any inaccuracies or 

lack of precision in these original labels could degrade post-test prediction performance. 

Another possible explanation could be that the contextual slip estimates may have 

reached a ceiling in their capacity to predict the post-test. In this case, additional features 

would be necessary to account for the remaining differences between post-test responses 

and model predictions. 

There are several promising future directions for this work. First, continued 

exploration of new predictor features may yield further improvements in the accuracies of 

guess, slip, and moment-by-moment learning models. Second, further investigation is 

necessary to determine whether imprecision in guess and slip labels are responsible for 

the relatively modest gains observed in post-test prediction performance. This requires 

further analysis of students’ guessing and slipping behaviors in order to assess the quality 

of guess, slip, and P(J) labels generated by Bayesian analysis procedures. Finally, 

additional work should be conducted to determine how enhanced guess, slip, and 

moment-by-moment learning models can be most effectively incorporated back into run-

time Bayesian knowledge tracing models in order to improve the effectiveness of 

intelligent tutoring systems. 
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A Method for Finding Prerequisites Within a Curriculum

Annalies Vuong, Tristan Nixon, and Brendon Towle1, Carnegie Learning

Creating an educational curriculum is a difficult task involving many variables and constraints [Wang 2005].
In any curriculum, the order of the instructional units is partly based on which units teach prerequisite
knowledge for later units. Historically, psychologists and cognitive scientists have studied the dependency
structure of information in various domains [Bergan and Jeska 1980; Griffiths and Grant 1985; Chi and
Koeske 1983]; however, many of these studies have been hampered by statistical issues such as the difficulty
of removing instructional effects when using small samples [Horne 1983]. We hypothesize that large-scale
assessment data can be analyzed to determine the dependency relationships between units in a curriculum.
This structure could then be used in generating and evaluating alternate unit sequences to test whether
omitting or re-ordering units would undermine necessary foundational knowledge building. Our method
incorporates all possible pair-wise dependency relationships in a curriculum and, for each such candidate
dependency, compares performance of students who used the potential prerequisite unit to performance of
students who did not. We implemented the method on a random sample of schools from across the U.S. that
use Carnegie Learning’s Cognitive Tutor software and its associated curricula; a sample that far exceeds
those used in previous studies both in size and in scope. The resulting structure is compared to a pre-existing
list of prerequisites created by Carnegie Learning based on student skill models. We discuss extensions of
this method, issues in interpreting the results, and possible applications. We hope that this work serves as
a step toward developing a data-driven model of curriculum design.

Additional Key Words and Phrases: data mining, curriculum, intelligent tutor

1. INTRODUCTION
Curriculum is a fundamental part of education at every scale, from a one-day class to
a four-year degree. Designing a curriculum involves balancing many competing con-
straints, not least of which is prerequisite knowledge. The method we present applies
to any scale of curricula, though our data comes from mathematics curricula spanning
one school year.

Prerequisite knowledge is here defined as the skills and information necessary to
succeed in a given instructional unit within a curriculum. This knowledge can be ac-
quired inside or outside the curriculum, giving rise to three important questions. What
prerequisite knowledge is required to successfully learn each topic in the curriculum?
Which units in the curriculum teach this knowledge? Finally, have students already
acquired this knowledge outside of the curriculum? The third question will have an
answer unique to each instructional situation. However, the first and second ques-
tions depend only on the content of the curriculum, and we believe that they can be
answered empirically.

In fact, we believe they can be combined into one question. Given an instructional
unit – call it Unit B – which prior units significantly influence students’ success in this
unit? It seems reasonable to conclude that these prior units cover some prerequisite
knowledge. This paper lays out a method, given sufficient user data, for finding the
prerequisite units for each instructional unit in a curriculum.

Creating a curriculum always involves defining prerequisites implicitly or explic-
itly. However, these definitions are usually based on expert opinion or on a theoretical
model [Bergan and Jeska 1980; Griffiths and Grant 1985; Chi and Koeske 1983] and
are rarely tested empirically. Even algorithms for designing optimal curricula may
take prerequisite relations as a given [Wang 2005]. This lack of empirical testing is
understandable, as it can be difficult to assess causal relationships or remove instruc-

1Authors’ addresses: A. Vuong, T. Nixon, and B. Towle, Carnegie Learning, Inc., 437 Grant St., Pittsburgh,
PA 15219. Correspondence can be sent to avuong@carnegielearning.com.
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tional effects, especially in small observational studies [Horne 1983]. Using a small
sample also runs the risk of only answering the third question: do these students al-
ready have sufficient prior knowledge. A further difficulty in determining dependency
structure is that a curriculum of multiple units will have a significant number of pos-
sible prerequisites to test.

Many of these problems relate to having small sample sizes. Our data are collected
from students using Carnegie Learning’s Cognitive Tutor, by far the most widely used
intelligent tutoring system in the United States: it is currently used by over five hun-
dred thousand students in more than twenty-five hundred schools. For high school
mathematics, Carnegie Learning offers four Cognitive Tutor curricula. Each of the
curricula consists of a sequence of units; each unit consists of a sequence of sections.
Units cover distinct mathematical topics; sections cover distinct sets of problems on
that topic, with a distinct student skill model for each section. Teachers and school
administrators can create customized variations of the standard curricula by omit-
ting units, reordering units, or adding units from another curriculum, though they
cannot customize the skill models or problem sets within each unit. In school year
2008-2009, 85% of teachers used a customized curriculum. The great variety of curric-
ula variations thus created provided us with a natural opportunity to compare student
performance as they progressed through subtly different unit sequences.

That all students used the same software was very helpful in avoiding issues raised
in previous studies: it reduced instructional effects in the data, reduced the chance of
content-based false positives via the coverage of a large number of topics, and provided
sufficiently uniform data to test almost all possible prerequisites.

2. METHOD
2.1. Data
Our data is taken from a random one-fifth sample of all schools using Cognitive Tutor
in the 2008-2009 school year from whom were collected detailed logs of students’ ac-
tivity in the software. This sample comprises 20,577 students from 888 schools across
the United States.

The standard Carnegie Learning high school curricula – Bridge to Algebra, Alge-
bra I, Geometry, and Algebra II – contain 175 total units, including cross-listed units.
Every unit prior to a given unit within each curriculum was considered a possible pre-
requisite; “true” prerequisites of a unit are defined to be those which have a significant
effect on the success of students in completing the target unit. The list of all possible
prerequisite relationships can be represented as a list of pairs of the form (Unit A, Unit
B), where A is prior to B in one of the four curricula. For each pair of units, Sample
A comprised all students in the data set whose curricula included both Unit A and
Unit B and who attempted at least one problem in both units. Sample B contained all
students whose curricula included Unit B but omitted Unit A and who attempted at
least one problem in Unit B. We tested all such pairs for which there was at least one
student in each sample, resulting in 3,832 tested pairs. Lacking enough information to
compare a pair of units was rare: only 30 pairs were not tested. The average Sample A
size was 325.5 students, with average Sample B size at 506.8 students.

2.2. Testing
For any given Unit B, student performance in the first section of the unit is more
likely to be affected by prior knowledge from other units than performance in the later
sections, since later sections would likely rely strongly on knowledge from earlier in
the unit. To avoid this confound, we decided to evaluate success in Unit B by looking
at student performance on the first section of the unit. Our hypothesis was that if
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Unit A truly provides prerequisite knowledge for Unit B, we should see an increased
graduation rate on the first section of Unit B for students who have had some exposure
to the material in Unite A. We therefore calculated the overall graduation rate from
the first section of Unit B in each of the two samples.

In the Cognitive Tutor, a student graduates from a section only if they master all
of the section’s skills over the course of a reasonable number of problems. The system
will automatically promote them to the next section if they hit the problem limit with-
out mastering all skills. Additionally, a student may simply stop working on a section
and never return, for reasons such as leaving the class. Finally, a teacher may move
a student forward out of a section if they are not keeping pace with the rest of class.
Given the ways in which a student may leave a section without graduating, it is rea-
sonable to assume that in general the performance of students who graduated from
the first section of Unit B was better than the performance of those who did not and
thus reasonable to use graduation rate as a performance metric.

To compare graduation rates for each pair of units in our list of possible prerequi-
sites, we used a binomial test with α = 0.01. The binomial test for each pair looked for
a significant difference in the average graduation rate for Sample A as compared to
the rate for Sample B. If a significant difference was found, Unit A was deemed a true
prerequisite for Unit B.

3. RESULTS
The average number of true prerequisites for each unit was approximately 9.6 out
of an average of 21.2 possible prerequisites. Overall, a little over 43% of all possible
prerequisites were found to be true prerequisites.

As part of our analysis, we compared the data-driven prerequisites to the list of
prerequisite relationships which is already included in the Cognitive Tutor, a list gen-
erated primarily from shared skills in the cognitive models for different units. Figure 1
shows all possible (Unit A, Unit B) pairs across the four curricula as elements in a 175
by 175 matrix, with Unit A as the row and Unit B as the column. The order of the units
within each curriculum and the order of curricula (Bridge to Algebra, Algebra I, Geom-
etry, Algebra II) was preserved in each axis of the table, hence the triangular regions
indicate the standard curricula. In Figure 1, red indicates a non-significant relation-
ship between Units A and B, with green indicating a significant relationship. Colored
blocks outside the triangular regions display the results of cross-listed units, and white
blocks indicate inter-curricular pairs not on our list of possible prerequisites.2 Yellow
blocks mark the small number of cases where there was insufficient data.

Figure 2 shows the difference between the set of empirically-derived prerequisite
relationships and the set of prerequisite relationships given by the Cognitive Tutor
for the same list of possible prerequisites. Dark green indicates a true prerequisite
relationship found in both sets; light green a relationship deemed not prerequisite by
both. Orange indicates a prerequisite relationship listed by the Cognitive Tutor that
was not found in the data. Yellow shows a relationship found in the data but not in
the Cognitive Tutor set. Overall, there was 56% agreement between the two methods
(percentage of green blocks) and 14% agreement on true prerequisites (percentage of
dark green blocks). The next section gives possible reasons for these differences.

4. DISCUSSION
Our goal was to devise a method which would empirically determine the prerequisite
relationships in a given curriculum. It is important to note that this method is dis-

2Units were compared only within each curriculum. A study allowing for cross-curricular prerequisites could
yield further pertinent results.

ACM Journal Name, Vol. V, No. N, Article A, Publication date: January YYYY.

A Method for Finding Prerequisites Within a Curriculum 213

eknutov
Rectangle

eknutov
Rectangle

eknutov
Rectangle



A:4 A. Vuong, T. Nixon, and B. Towle

Fig. 1. Heatmap of data-based prerequisite relationships. Red indicates a non-significant relationship be-
tween Units A and B; green, a significant relationship; yellow, insufficient data to compare; and white, a
pair not on our list of possible prerequisites.

Fig. 2. Heatmap comparing data-based and cognitive model-based prerequisite relationships. Dark green
indicates a true prerequisite relationship found in both sets; light green, a relationship deemed not prereq-
uisite by both; orange, a prerequisite relationship listed by the Cognitive Tutor that was not found in the
data; and yellow, a relationship found in the data but not in the Cognitive Tutor.

tinctly different from methods to derive student skill models from data (e.g. [Cen et al.
2006; Barnes et al. 2005]). We feel that our method is complimentary to such work.
Our analysis takes place at a larger grain-size, comparing the relationships between
units of instruction that consist of distinct skill models. The similarity or difference be-
tween these skill models may play an important role in the prerequisite relationship
between the units.

It is interesting to note how the empirically derived prerequisite structure deviates
from that determined by domain experts. Where the empirical evidence shows a pre-
requisite not identified by a domain expert, we can imagine mathematical skills prac-
ticed in both units but not part of the focus for the units, and thus easily overlooked
in the expert analysis. Expert judgment is more suspect when it has identified a pre-
requisite that is not borne out by the data (marked in orange). However, as we see
from Figure 2, this type of disagreement between expert and empirical data was con-
fined mainly to the earlier units in each standard curriculum. It may be that a large
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number of students were already sufficiently proficient on this preliminary material,
to the point where any practice on prerequisite material would make no appreciable
improvement to their performance. In this case, these could be true prerequisites but
for our population it would make more sense to treat them as false prerequisites.

These results do raise many new questions, especially where this analysis disagrees
with expert assessment, and further investigation of such units is warranted. There
are many possible hypotheses for any given pre-requisite relationship. It could be that
the skills practiced in unit A are truly foundational for those in B. Conversely, it could
also be the case that the units share some subset of skills in common, and that it is sim-
ply the previous practice with these skills which provides the improved performance
on unit B. In such a case, the curriculum structure is effectively loading the learning
of those common skills onto whichever unit occurs first. It is also possible that another
metric of student performance might reveal a difference not revealed by graduation
rates. Although our method does not answer such questions, it does provide a useful
framework for focusing attention to those unit pairs which deserve more investigation.

Since there is not already an agreed-upon way to objectively determine prerequi-
sites, it is difficult to assess the validity of our method. A possible assessment method
would be to see if different measurements of student performance yield the same pre-
requisite relationships. One such measure of performance is the number of problems
done by students before graduating. Preliminary data exploration suggests that the
result with this metric will be similar.

The dependency structure of a curriculum can be a powerful piece of information.
For instance, [Ohland et al. 2004] found that removing a gateway course for their
engineering major improved graduation rates for the major as a whole, suggesting that
the course was not a true prerequisite. Every curriculum is subject to time constraints,
and knowing which units can be safely omitted if necessary is important. Given this
information, we could help teachers to customize their curricula without removing
necessary prerequisite units.

Overall we feel that data-driven course design is a fruitful topic for research, which
could yield relevant and useful information in many different areas of education.
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Estimating Prerequisite Structure From Noisy Data

EMMA BRUNSKILL, University of California, Berkeley

There has been a long-standing interest in how to estimate the prerequisite structure among a set of skills. This prerequisite

structure is important for intelligent tutoring systems and the educational data mining community, because it has important

implications for student modeling, and for automatically constructing teaching policies. Here we present preliminary work

towards inferring skill prerequisite structure given a set of noisy observations of student knowledge. We compare models using

likelihood calculations and provide experimental results on a set of Algebra skills.

1. INTRODUCTION

At least since the work of Robert Gagné and his colleagues [1974], there has been interest in estimating the
prerequisite structure among items to be learned. In this paper we will use prerequisite structure to refer to
relationships among skills that provide strict constraints on the order in which these skills can be acquired.

There are two primary reasons why inferring the prerequisite structure amongst skills is important for
the intelligent tutoring systems and educational data mining community. First, such structure is relevant for
student modeling. In this paper we follow the popular Bayesian approach (see e.g. Corbett and Anderson
[1995] and Conati et al. [2002]) to modeling student learning. Though there are a number of differences
between the specific models and approaches used, broadly Bayesian models of learning involve considering
the student’s knowledge as a hidden state that changes stochastically as pedagogical activities are provided.
Information about this hidden state may also be gleaned from the student responses to the provided activities,
such as correct or incorrect quiz answers. If there is prerequisite structure among the set of skills a student
is trying to learn, that provides direct constraints on the dynamics of learning, since a student will not be
able to learn a new skill if its prerequisite is not yet mastered. In addition, if the student correctly answers a
question involving a particular skill j, that not only provides positive evidence that the student has mastered
skill j, but also positive evidence that the student has mastered all of skill j’s prerequisite skills.

Second, the skill prerequisite structure affects what constitutes a good sequence of teaching activities.
Providing a student with exercises and activities on solving a linear equation will be superfluous if the
student has not yet understood fractions, or other key prerequisite skills needed in order to master solving
linear equations. In addition to affecting the quality of different conditional teaching strategies, recent work
by Brunskill and Russell [2010] has demonstrated that prerequisite structure can be leveraged to significantly
reduce the computational burden of calculating good teaching strategies in simulated teaching domains.

However, despite the importance of prerequisite structure, there are a number of challenges to estimating
this structure within the context of a particular curriculum. In particular, in this paper we focus on the
challenge of estimating this structure given access only to noisy observations of students’ hidden knowledge.
This is the most natural setting for a number of common scenarios, such as inferring the prerequisite structure
among a set of skills on an exam. Equally importantly, we suggest that such data is likely to be more easily
obtainable, and therefore a candidate for automatic mining and structure extraction, compared to more
intensive data collection methods such as talk aloud methods, which may be able to get a better estimate of
a student’s true knowledge state.
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As a preliminary step towards determining prerequisite structure from noisy observations of student data,
in this paper we estimate the probability of the observations under alternate possible prerequisite structures.
In the rest of this short paper we will briefly discuss related work, our method, and some preliminary results,
before finishing with a discussion of future work.

2. RELATED WORK

Interest in inferring prerequisite structure amongst knowledge items has been present in the education
community for decades. Gagné coined the term “learning hierarchy” to describe the prerequisite relationship
among skills, and developed methods for extracting learning hierarchies from student data. Following this
work, there were a number of studies in the education literature on estimating prerequisite structure in
mathematics curriculums, including work by Miller and Phillips [1974], Uprichard and Phillips [1977], and
Close and Murtagh [1986].

More recently there has been interest from the user modeling and educational data mining community.
Desmarais, Maluf and Liu [1996] introduced a method for calculating partially ordered knowledge structures
(POKS), and Pavlik, Cen, Wu and Koedinger [2008] have recently provided a hierarchical agglomerative
clustering method for student tutoring data which computes and leverages POKS as an input to this clus-
tering.

However, to our knowledge, none of these studies explicitly modeled the observation generation process
that might distort measurements of student knowledge and affect the inferred prerequisite structure.

3. METHOD

We now discuss our preliminary data analysis towards inferring prerequisite structure (if any) among a set
of N skills. The data is assumed to be a set of binary observations that indicate if a particular student got
each skill correct or incorrect, collected over a set of students. For N skills there are an enormous number
of potential prerequisite structures. Therefore, to start we focus on considering each pair of skills separately,
and evaluate the evidence as to whether a prerequisite relation exists among the skill pair. In this initial
analysis we assume all data comes from a single evaluation setting, such as a test, and focus on comparing the
likelihood of the observed data under different precondition structures. We will consider alternative methods
in the discussion section.

More precisely, we are interested in whether there exists a precondition relationship among each pair of
skills si and sj . We will consider two simple models: in the precondition model si must be mastered before
sj can be mastered, and in the flat model the two skills are independent. We will compare the two models
by evaluating how well they model the observed student data, under the best fit of each model’s parameters.
The observed data will be denoted as zik = (0, 1) to represent whether student k got skill i incorrect or
correct: zjk denotes the observation for skill j.

We will shortly describe the different parameters employed in the two models, but first recall that we
presume that a student’s mastery of a skill is not directly observed. Rather, following the knowledge tracing
work of Corbett and Anderson [1995], we use a ps slip parameter to model the probability of a student
answering a question about a skill incorrectly given the student has mastered the skill, and a pg guess
parameter to model the probability of a student answering correctly even when the student has not mastered
the skill in question.

In the flat model, there are two independent parameters, p(si = 1) and p(sj = 1) which represent the
probability of a student having mastered skill i and skill j respectively. These are unknown parameters. We
also do not know whether or not each individual student k mastered or did not master skill i or skill j. Since
our interest is in coming the likelihood of the observations zik and zjk forallk, our aim is to compute the
expected marginal likelihood of the observed data zikzjk for all students k, under the best possible fit of the
hidden parameters p(si = 1) and p(sj = 1), by summing over whether each student mastered or did not
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master each skill. We estimate this using Expectation Maximization. This involves first estimating of the
probability of whether or not each student mastered or did not master skill i, given whether or not they got
skill i correct. For example,

p(sik = 1|zik = 1) =
p(zik = 1|sik = 1)p(si = 1)

p(zik = 1|sik = 1)p(si = 1) + p(zik = 1|sik = 0)(1 − p(si = 1)

=
(1 − ps)p(si = 1)

(1 − ps)p(si = 1) + pg(1 − p(si = 1))
, (1)

and similar expressions exist for p(sik = 1|zik = 0),p(sik = 0|zik = 1) and p(sik = 0|zik = 0). Note that these
probabilities can be evaluated independently for skills i and j. These probabilities allow us to compute the
expected value of the log likelihood. We then calculate the values of the two model parameters p(si = 1) and
p(sj = 1) that maximize this expected log likelihood and repeat.

In the precondition model we assume skill i must be mastered before skill j. Here only 3 possible student
states are allowed:

—sisj = 00: both skills are not mastered

—sisj = 10: skill i is mastered but skill j is not mastered

—sisj = 11: both skills are mastered.

As the probability of these states must sum to 1, this model also only has two free parameters. We again
wish to evaluate how well this model explains the observed data. Now the two skills are dependent so we
must consider both when estimating a student’s hidden skill mastery. For example, we can compute the
probability that a student mastered both skills, given he got both skills correct, as

p(siksjk = 11|zikzjk = 11) =
p(zikzjk = 11|sisj = 11)p(sisj = 11)

p(zikzjk = 11|sisj = 11) + p(zikzjk = 11|sisj = 10) + p(zikzjk = 11|sisj = 00)

=
(1 − ps)

2p(sisj = 11)

(1 − ps)2p(sisj = 11) + (1 − ps)pgp(sisj = 10) + p2
gp(sisj = 00)

. (2)

We again estimated the model parameters (here, p(sisj = 00) and p(sisj = 10)) using Expectation Maxi-
mization.

Our primary interest is to establish whether one model significantly better explains the observed data. We
computed the expected value of the log likelihood of each model with respect to the conditional distribution
of the hidden student mastery values given the estimated model parameters. As both models have the same
number of parameters, we identified skill pairs i, j where the precondition model had a higher log likelihood
than the flat model in one direction only (aka only for i, j or j, i but not both).

4. EXPERIMENT & RESULTS

As part of a larger study, we collected test data from 113 ninth grade students over a set of 23 linear inequality
skills. Test questions were designed to include particular skills so there existed a specific mapping between
each test item and skill. Each instance of each test skill was graded as correct or incorrect. As our primary
interest was in estimating prerequisite structure, and not on estimating the domain parameters, we fixed
ps = 0.3 and pg = 0.2 for all skills, and both model structures, therefore removing the issue of observation
modeling. 1.

Figure 1 shows the resulting prerequisite structure induced for this particular domain. Several skills did
not appear in the precondition structure. This structure should be interpreted with caution, as this analysis

1Those particular parameter values were chosen based on expert consultation.
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Fig. 1. Precondition structure inferred for linear inequalities curriculum. An arrow from skill i to skill j implies that i is a
precondition of j.

is only preliminary and we will discuss limitations and further extensions shortly. However, some of the
inferred preconditions were intuitively plausible, such as the skill of being able to write a simple inequality
in a verbal problem being a precondition to the skill of writing a compound inequality in a verbal problem.

5. DISCUSSION AND FUTURE WORK

We have just described preliminary work towards inferring the prerequisite structure from noisy observations
of student knowledge. In this paper we evaluated the likelihood of the observed student performance on a set
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of test items given different model structures. While test data is abundant, and may be possible to obtain in
settings where temporal data on student learning is not available, test data has the significant limitation that
it may distort the inferred precondition structure. Ultimately we are primarily interested in the dynamics of
instruction. Precondition structure could help improve automated instruction by informing whether it will be
possible to successfully teach skill j if skill i has never been taught. To infer such instructional precondition
structure will require analyzing temporal data of student learning. Extracting precondition structure solely
from static test data can be misleading, since it both may mask a precondition between skill i and skill j (if
both skills have been successfully taught, student performance on both will be very good) as well as create
false preconditions (if skill i has been taught extensively, but skill j has only been recently taught, it may
appear that skill i is a prerequisite for skill j, even if the two skills are independent or could have been taught
in reverse order). Going forward we intend to develop approaches to computing precondition structure based
on temporal data.

There are a number of other interesting issues we would like to consider. In our described approach, we
assumed the observation parameters ps and pg were provided, and were tied to be the same across all skills.
These parameters could be learned and allowed to vary amongst skill, or even problem type: for example, the
probability of guessing on a multiple choice question is different than a write in answer. Another interesting
issue is whether prior information about each student could be used to influence the parameters specifying the
probability of a student having mastered or not mastered each skill. There exist intelligent tutoring systems
that maintain a Bayesian estimate over the student knowledge state that could be used to provide such a
prior. However, one limitation of leveraging such estimates would be that the Bayesian models employed by
such systems make their own assumptions about the prerequisite structure, and so it might not be possible to
estimate all the parameters desired. It would also be useful to compute full structures, rather than pairwise
models. We are also interested in comparing to other previous approaches to inferring structure. In doing so
we would need to identify an appropriate metric for comparison, which could include evaluating how well
the models explain the data, or perhaps how well the models predict student performance.

Ultimately it may be impossible to infer a single correct structure. In the longer term, it is interesting
to think about how one could compute teaching policies that could take as input a distribution of possible
precondition structures, and select policies that were robust to uncertainty over this set of structures.
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What can closed sets of students and their marks say?

Dmitry Ignatov and Serafima Mamedova and Nikita Romashkin and Ivan Shamshurin, University – Higher
School of Economics, Russia

This paper presents an application of formal concept analysis to the study of student assessment data. Formal concept analysis

(FCA) is an algebraic framework for data analysis and knowledge representation that has been proven useful in a wide range of
application areas such as life sciences, psychology, sociology, linguistics, information technology and computer science. We use

the FCA approach to represent the structure of an educational domain under consideration as a concept lattice. In this paper,

we aim at building lattice-based taxonomies to represent the structure of the assessment data to identify the most stable student
groups w.r.t the students achievements (and dually for courses marks) at certain periods of time and to track the changes in

their state over time.

1. INTRODUCTION

Formal Concept Analysis (FCA) [Wille 1982; Ganter and Wille 1999] is an algebraic data analysis technique
for building categories (formal concepts) defined as object sets sharing some attributes, irrespectively of a
particular domain of application (for example, [Ignatov and Kuznetsov 2009]). FCA provides an analyst with
a convenient and algebraic definition of a formal concept as a unit of human thinking. This definition is closely
related to the philosophical notion of the ”concept” characterized extensionally by the set of entities it covers
and intensionally by the set of properties they have in common. In our study the set of objects (entities)
comprises students and the set of attributes (properties) contains students’ marks on different courses. The
concepts form a taxonomy called a concept lattice w.r.t. specialization (generalization) relation on formal
concepts. This taxonomy allows an analyst to study relationships between different groups of objects (dually,
attributes) and find some interesting and potentially useful implications between their attributes. In contrast
to conventional clustering techniques, FCA provides us with a kind of cluster, called formal concept, that
captures similarity of objects in it by the set of shared attributes, and dually for attributes. In conventional
clustering techniques we commonly have only the value of objects’ similarity which comprises the cluster.
The aim of this paper is to reveal some homogeneous groups of students w.r.t. their marks in term assessment
data and to trace evolution of such groups in different terms of study by means of FCA. We have to add
that all FCA and data mining tools such as concept stability, iceberg lattices, intensionally and extensionally
related concepts were successfully used for building taxonomies of epistemic communities [Roth et al. 2006;
Kuznetsov et al. 2007] and web users [Kuznetsov and Ignatov 2009]. Therefore, the main point of the paper
is to show how this powerful inventory can be useful for the Educational Data Mining domain.

2. BASIC NOTIONS

Before we describe our main analyses, we briefly introduce the FCA terminology. A triple K = (G,M, I) is
called a formal context, where G is a set of objects, M is a set of attributes, and the binary relation I ⊆ G×M
shows which objects have which attributes. The derivation operators (·)′ are defined for A ⊆ G and B ⊆M
as follows:
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A′ = {m ∈M |gIm for all g ∈ A};
B′ = {g ∈ G|gIm for all m ∈ B}.

In that way, A′ is the set of attributes common to all objects of A and B′ is the set of objects sharing all
attributes of B.

The double prime operator (·)′ forms a closure operator, i.e., (·)′′ satisfies the properties – extensity,
monotony, and idempotency. So, sets A′′ and B′′ are said to be closed.

A (formal) concept of the context K = (G,M, I) is a pair (A,B), where A ⊆ G, B ⊆ M , A = B′, and
B′ = A. One can see that A′′ = A and B = B′′ in this case. The set A is called the extent and B is called
the intent of the concept (A,B).

A concept (A,B) is called a superconcept of (C,D) if C ⊆ A (which is equivalent to B ⊆ D). In this case,
(C,D) is a subconcept of (A,B), and we write (C,D) ≤ (A,B). The set of all concepts ordered by ≤ forms
a lattice and called the concept lattice B(K) of the context K.

2.1 Iceberg Lattices and Stability Indices

The main drawback of concept lattice taxonomies is their huge size even for relatively small contexts. For
example, for a context K = (G,M, I), such that |G| = |M | = 10 in the worst case we have as a result
210 = 1024 concepts. However, real data are often sparse and the number of concepts is rather moderate
to visualize their taxonomy. The purpose of an analyst is to reveal some interesting groups of individuals
defined as concept extents. There are some remedies to cope with the huge size of concept lattices and to
help find relevant concepts.

One of such well-known approaches in Data Mining is to find all frequent concepts, so called ”iceberg
lattices” [Stumme et al. 2002]. The iceberg lattice of a concept lattice B(K) is a set {(A,B)||A|/|G| ≥ θ},
where (A,B) ∈ B(K) and θ is a given threshold such that 0 ≤ θ ≤ 1. An iceberg lattice is just an upper part
of the concept lattice or its order filter. However, one should be careful not to overlook small but interesting
groups, for example, groups not yet represented by a large number of objects, or, groups that contain
”emergent” objects which are not among members of any other group. There is an additional problem: the
presence of noise in data may result in many similar concepts in the concept lattice. Considering the upper
part of the lattice does not solve the problem, since this part may contain a lot of such similar nodes.

To solve the problem of selecting ”sound” concepts (or their intents), many FCA practitioners use the
notion of concept stability[Kuznetsov 2007; Kuznetsov and Ignatov 2009]. Let K = (G,M, I) be a formal
context and (A,B) be a formal concept of K. The stability index, σ, of (A,B) is defined as follows:

σ(A,B) =
{C ⊆ A|C ′ = B}

2|A| .

It is obvious that 0 ≤ σ ≤ 1. Stability indicates how much the concept intent depends on particular
objects of the concept extent. Thus, a stable intent is less sensitive to noise in object descriptions. In other
words, stability measures how much the group of students depends on some of its individual members. In this
respect, contexts where students are objects and students’ marks on courses which they study are attributes
are particularly adequate: here, formal concepts represent student’s communities as groups of marks’ on
courses along with corresponding students. Removing a few students from the context should not change
drastically the well-studied (or worse-studied) courses of a student community – ”real” student communities
ought to be stable in spite of noisy data. In a dual manner, we can define an extensional stability index,
which indicates how a concept extent depends on particular attributes. In our domain it helps to answer the
question: would the students of a given concept still belong to the same category if they stop sharing the
same level of achievements on some courses?
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By these means we are able to reveal stable groups of high achievers and well-studied courses as well as
poor students and worse-studied subjects.

2.2 Scaling

In this paper we have dealt with student marks, so, our contexts did not contain binary attributes. Such
contexts are called many-valued contexts. There is a technique to transform a many-valued formal context
into a conventional single-valued context. This technique is called conceptual scaling. The main idea of
conceptual scaling is to represent one many-valued attribute of the initial many-valued context by some
binary attributes. There are some different kinds of scaling; we prefer nominal scaling, where the attribute
values are not comparable, and ordinal scaling, where attribute values are comparable to each other.

2.3 Dynamic Mappings

Let K1 = (G,M, I) and K2 = (H,N, J) be two contexts describing the same class of students in two different
time periods (or points). How has the situation changed between these time periods? In particular, if (A,B)
is a concept of K1, what has happened to it in K2? Let’s consider a concept (C,D) ∈ B(K2); if the closure
of B∩D is equal to B ∈ K1 and D ∈ K2, we say that (A,B) and (C,D) are intensionally related [Kuznetsov
et al. 2007]. In the case of student assessment data, concepts intensionally related to (A,B) represent the
evolution of the student’s achievements in the disciplines B between two periods. Dually we can define the
notion of extensionally related concepts. Two concepts (A,B) ∈ B(K1) and (C,D) ∈ B(K2) are said to be
extensionally related if (A∩C)II = A and (A∩C)JJ = C, where (.)II and (.)JJ are closure operators of the
contexts K1 and K2 respectively.

Sometimes, in addition to main definition requirements for intensionally (dually extensionally) related
concepts (A,B) and (C,D), it is useful to use such constraints as follows: |B ∩D| ≥ n% · |B| and |B ∩D| ≥
n% · |D|. This helps us to reduce the number of related concepts.

3. EXPERIMENTS AND RESULTS

3.1 Data

In our study we consider two assessment datasets describing students who entered the university in 2006
and 2007 respectively. By means of intensional (extensional) relatedness we are trying to find main trends
in students achievements and to understand which disciplines were the most complicated.

We analyse term marks of students who were studying at the department of ”Applied Mathematics and
Information Science” in two different academic years 2006/2007 and 2007/2008. It’s worth to mention that our
university maintains 10-grades system of assessment; more precisely, marks from 1 to 3 mean unsatisfactory
results, 4 and 5 show satisfactory results, marks 6 and 7 indicate good results, and marks greater or equal 8
certify excellent achievements.

We compose several different contexts and conduct experiments (see subsection 3.3)

3.2 Preprocessing

We have to transform our multi-valued contexts to single-valued. To this end we introduce the following rules:
for each course we consider 3 single-valued attributes, namely [course name]≤3 (a student has failed the final
exam), [course name]≤5 (an exam is satisfactory passed or failed), [course name]≥8 (an exam is perfectly
passed). Thereby, derived contexts have exactly 3|M | attributes. Scaling is a matter of interpretation, but
in our case, by doing so, we are able to divide successful students and those who have some difficulties in
studying. Cutting off students with good marks helps us to better sort out high achievers and mediocre
students.
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Fig. 1. Line diagrams of 13 most stable concepts for the first term (left) and the second term (right) of 2006/2007 academic

year

3.3 Experiments

For each experiment we build a taxonomy of N most stable concepts of a certain context and then compare
the taxonomies’ diagrams.

3.3.1 Entrants of 2006: comparison in terms of extensional relatedness between the first part of 2006/2007
and the second one. Let us compare two diagrams on figure 1. They have a similar structure; at the right
top of each diagram there are three incomparable nodes with 3 disciplines that are likely to be easily
passed. In the first term they are Russian Language, Sociology, and English Language, in the second term –
English Language, Discreet Mathematics, and History. Our approach shows us that the concept X of those
who successfully passed Discreet Mathematic, Russian Language and Sociology extensionally related to the
concept Y of those students who have 8 or higher mark in Discreet Mathematics, English Language, and
History. At the same time one can see that some people have moved along humanities and there are students
who became more successful in mathematical disciplines. Just the thing what we need to trace dynamics
is related concepts by the closure of student sets intersection. Also the students from the extent of X are
related to students with best results in Discreet Mathematics, English Language, and Calculus.

In the left part of the diagram there are those disciplines that cause the most difficulty. We can also
derive that not all of those students who passed programming with the mark 5 or below on the second term
have had any trouble with this discipline previously. Besides programming, the courses that caused the most
difficulty were Analysis in the first term (let us denote corresponding concept as Z1) and Linear Algebra in
the second term (concept Z2). A legitimate question arising from the similarity of the two diagrams would
be whether or not Z1 and Z2 are extensionally related (connected). In fact, they are, and thus the intent of
these formal concepts is comprised of mostly the same students.

3.3.2 Entrants of 2006 and 2007: comparison in terms of intensional relatedness between the first part
of 2006/2007 and 2007/2008. The other diagrams are omitted due to a lack of space. On the whole, in the
first semester of 2006 student marks were higher than in first semester of 2007. The requirements in Discrete
Mathematics were made stricter: if in the former time period only two students received mark 7 or lower (7.7
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percent), in the latter time period the fraction of such students rose to 94 percent. In the 2006 set we see
a rather large block of ”humanities oriented students”(the ones who successfully passed English, Russian,
Sociology, and Discrete Mathematics (because 94 percent of ”humanities oriented students” did pass Discrete
Mathematics with marks 8 or higher)) that consists of 9 students. It is intensionally related with the set
of students in the year 2007 who successfully passed English and Russian (17 students), humanities, Linear
Algebra, Analysis, and Discrete Mathematics (3 students). Taking into account that the 2007 set contains
twice as many students, it has become more challenging to pass the humanities (17 students passed English
and Russian with excellent marks), and it seems more likely that there will be no ”humanities oriented
students” (everyone who passed the humanities are also strong math students). However there are also some
positive trends. It turns out that in order to be good at programming, one does not necessarily have to be
good at math or humanities, therefore, more students received excellent marks for programming.

3.3.3 Entrants of 2006 and 2007: comparison in terms of intensional relatedness between the second part
of 2006/2007 and 2007/2008. The formal concept ”poor students of the second semester second year enrolled
in 2006” contains 5 students in its intent, of which 4 students subsequently dropped out, so the students
enrolled in 2007 that comprise an intensionally related concept, become the most likely drop out candidates.
We also note that in the 2007 there formed a group of students who had difficulty with philosophy (40% of the
class), which were at the same time successful in Linear Algebra (8 %), Analysis, and English. Among those
40% none were good at History, which makes sense. It is also interesting to note some success dependencies
for Linear Algebra: whereas 2006 students had to receive an excellent grade in Linear Algebra in order to
receive mark 8 or above for Analysis, students enrolled in 2007, would not receive 8 for Linear Algebra unless
they had successfully passed the Analysis course.

3.3.4 Entrants of 2007: comparison in intensional terms between two student subgroups in the first part
of 2007/2008. Using a concept of intensional relatedness and diagram analysis we can make the following
conclusions: in general the 272 group is more successful in studying English (52% who passed with excellent
marks as opposed to 38%), which is hardly surprising – it is likely that groups were formed according to the
students different level of command of the English language. Comparative analysis lead us to the idea that
people who were proficient in English could afford to lose a couple of points on the math entrance exam. For
that reason, Linear Algebra and Analysis grades are lower in group 271. We are not going to see a stable
concept ”those who passed Discrete Mathematics with mark 8 or higher” on the first diagram. Also, in 272
group we don’t see students that are only good at languages (and of those there are 6). These students also
have good results in Linear Algebra. The corresponding formal concepts are intensionally related. A common
rule for both groups holds true: those who are good at Russian have no difficulty with Sociology. The reason
being that the final Sociology exam is given in a form of an essay, which is standard practice in Russian
classes. If we look on the very top level, then we note there are 5 formal concepts in both cases: ”Russian≥8”,
”Linear Algebra≥8”, ”English≥8”, ”Programming≤5”, ”Analysis≤5”. So the student performance structure
is very similar, which is what to be expected considering that we are comparing the same class (just different
groups), that have common subjects, and common teaching staff. Some internal differences are of quantitative
nature. According to our hypothesis, group 272 has a more solid math background and is better organized.

3.3.5 Entrants of 2007: comparison in intensional terms between two student subgroups in the second
part of 2007/2008. Let’s start top down. In general, we observe some quantitative differences. Core formal
concepts (first level formal concepts): common concepts – ”Analysis≥8”, differences – group 272 does not
have a stable concept ”philosophy≤5”, on the other hand, in group 271, there are no failing History students.
In group 272 there are no clear failing Linear Algebra students. It is very noticeable that the second diagram
contains two formal concepts the intents of which contain both mathematics and humanities. This indicates
that either success or failure in one field correlates with success or failure in the other. So students are
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either well organized and therefore are successful overall, or fail everything. In 272 diagram, there is one
concept that stands out – ”Linear Algebra≤5” It strongly correlates with formal concepts that deal with
academic failure, and does not have anything to do with with English proficiency. So those students who
did not get on well with programming, Culture, and Discrete Mathematics could not pass Linear Algebra.
”English≥8” correlates with other disciplines≥8, whereas in the first diagram ”English≥8” correlates with
”programming≤5”, ”Culture≤5” and ”Analysis≤5”. So there is a negative correlation. It is not surprising
considering that English does not present any major difficulty for 271. In general, there are no other important
differences, besides the ones mentioned above.

4. CONCLUSION

In this paper we proposed to use closed sets of students and their marks to reveal some interesting patterns
and implications in student assessment data, especially to trace dynamics. We restricted ourself only to
a few useful techniques from FCA, but there are a lot of tools which can help an analyst to explore the
assessment data. For example, to better represent and mine multi-valued numerical context we can use so
called interval pattern structures [Ganter and Kuznetsov 2001]. Also, there are some alternative approaches
to dynamics mappings, for example, the theory of multicontexts [Wille 1996]. We suppose that existing
FCA-based techniques can be potentially useful in the other fields of EDM domain.
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How university entrants are choosing their department? Mining of
university admission process with FCA taxonomies.

NIKITA ROMASHKIN, DMITRY IGNATOV and ELENA KOLOTOVA, National Research University –
Higher School of Economics, Moscow, Russia

The aim of this paper is to present a case study in the analysis of university applications to the Higher School of Economics

(U-HSE), Moscow. Our approach uses lattice-based taxonomies of entrants’ decisions about undergraduate programmes. These

taxonomies were built by means of Formal Concept Analysis (FCA). FCA is a well-known algebraic technique for object-
attribute data analysis. Admission data as well as formalised survey data were used to reveal possibly significant factors of

entrants’ decisions. In this paper we argued that institutional characteristics of the admission process are highly correlated with

entrants’ choice. The obtained results are helpful to the university to correct the structure and positioning of its undergraduate
programmes.

Key Words and Phrases: University admissions, formal concept analysis

1. INTRODUCTION

The aim of this paper is to present a case study in the analysis of university applications to the Higher
School of Economics (U-HSE), Moscow.

Decision-making process of potential students is a popular topic among researchers of higher education,
because of it value for understanding university positioning. Nevertheless, not many works cover speciality
choice issue - much more of papers study factors influencing university choice. Many papers on speciality
choice try to investigate factors influencing prospective students decision on particular faculty selection
(e.g., [Chang et al. 2006]). Some investigations are focused on speciality choice during last courses of study
(e.g., [O’Herrin et al. 2003]). We found paper [Akbulut and Looney 2007] most relevant to our study - it
tests a model aimed at identifying and explaining the mechanisms that shape student choice of computer
science.

To analyse the data we mainly use a well-known algebraic technique called Formal Concept Analysis
(FCA) [Ganter and Wille 1999]. There are applications of FCA in such fields as linguistics [Priss 2005],
social networks analysis [Freeman and White 1993; Roth et al. 2006; Kuznetsov and Ignatov 2009], machine
learning [Kuznetsov 2004], data mining [Poelmans et al. 2011] and software engineering [Tilley et al. 2005].

A common usage of FCA implies building of so-called concept lattices based on corresponding formal
contexts. From a graph-theoretic point of view, a formal context is a bipartite graph where one part is a set
of objects and the other part is a set of attributes. An edge between an object and an attribute means that
an object has an attribute. Thus in most cases we represent a context as a biadjacency matrix or in terms
of FCA a cross table. In terms of bipartite graphs a formal concept is a maximal biclique of a context. In
a cross table a formal concept is a maximal rectangle filled with crosses with respect to any permutation
of rows and columns. A formal concept consists of an extent and an intent. An extent is the set of objects
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which have all attributes from an intent. Similarly, an intent is the set of attributes common for all objects
from an extent. A set of all concepts are ordered by a generalization relation ≤ defined as follows. If A ⊆ C
(equivalently, D ⊆ B) stands for a concept extent A and another concept extent C then (A, B) ≤ (C, D),
that is the concept (C, D) is more general than (A, B). A set of all concepts and a relation ≤ forms a concept
lattice. A concept lattice can be viewed as an overlapping taxonomy for underlying categories (concepts).

The rest of the paper is organized as follows. In the next section, we present our case study, describe the
admission process to U-HSE and our data, explain the data preprocessing step, and discuss the results of
our analysis in the end. Section 3 concludes the paper.

2. CASE STUDY: ADMISSION PROCESS TO U-HSE

2.1 Background

Assuming probable confusion of the Russian educational system, we must say a few words about the Higher
School of Economics1 (U-HSE) and its admission process.

Nowadays U-HSE is acknowledged as a leading university in the field of economics, management, sociology,
business informatics, public policy and political sciences among Russian universities. Recently a number of
bachelor programmes offered by U-HSE has been increased. Currently U-HSE offers 20 bachelor programmes.
We consider only bachelor programmes in our investigation. In order to graduate from school and enter a
university or a college every Russian student must pass a Unified State Exam (Russian transcription: EGE),
similar to US SAT–ACT or UK A-Level tests. During 2010 admission to U-HSE, entrants were able to send
their applications to up to three programmes simultaneously. Some school leavers (major entrants of U-HSE
bachelor programmes) chose only one programme, some – two, and some – three. Then entrants had to
choose only one programme to study among successful applications.

2.2 Data

2.2.1 General Information. We used data representing admission to U-HSE in 2010. It consists of infor-
mation about 7516 entrants. We used mainly information about programmes (up to three) to which entrants
apply2. Exactly 3308 entrants successfully applied at least to one programme, but just 1504 become students.
Along with this data we also used the data of entrants’ survey (76% of entire assembly).

Further in the paper we mostly used data for the Applied Mathematics and Informatics programme to
demonstrate some results. The total number of applications to the Applied Mathematics and Informatics
programme was 843, of which 398 were successful but only 72 of them were actually accepted into the
program. It might seem confusing only 72 out of 398 eligible prospective students decided to enroll, but since
the admission process was set up in two stages, and at each stage only 72 entrants were eligible to attend
the program, some of them decided to go for a different programme or university. As a result, the number of
entrants whose applications were successful in any way came down to 398. Such situation is typical for all
the bachelor programmes at U-HSE.

2.2.2 Preprocessing. FCA requires object-attribute data. In our case objects are entrants and programmes
they apply to are attributes. Together they are treated as a context. A series of contexts were constructed.
Namely, we built a context for every programme where objects were entrants applying to that programme
and attributes were other programmes they applied to. We built a separate context for every programme
because it is meaningless to consider all programmes at once as programmes are very different in size and
the resulting lattice would represent only the largest of them.

1http://www.hse.ru/en/
2U-HSE is a state university, thus most of student places are financed by government. In this paper we consider only such

places.
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Likewise, we built a context for every programme where objects were entrants and attributes were pro-
grammes to which entrants successfully applied as well as the programmes that the entrants decided to enroll
into, including those at other universities.

These contexts were then used to build concept lattices. Since the resulting lattices had too complicated
a structure to interpret, we filtered concepts by their extent size (extent size is the number of objects, in our
case it is the number of entrants), thus remaining concepts express only some of the more common patterns
in entrants decisions.

2.3 Results

2.3.1 Entrants’ choice of programmes to apply. To which programmes entrants often apply simultane-
ously? Trying to answer this question for every programme, we built diagrams3 similar to figure 1. Such
diagrams help us to reveal common patterns in entrants choices. Let us explain what the diagram in figure 1
represents. This diagram (also known as a Hasse diagram or a line diagram) is a diagram of the partial order
on formal concepts. Typical applications of FCA imply building formal concept lattices discussed earlier,
but here we filter concepts by extent size to avoid complexity caused by noise in the data; this reduction
technique is well-known to the data mining community as so called ”iceberg lattices” [Stumme et al. 2002].
Thus the order on remaining concepts is no longer a lattice, it is a partial order. Meaning of the labels on
the diagram is obvious. A label above a node is a programme, a label below a node is a percent of entrants
to Applied Mathematics and Informatics programme who also applied to programmes connected to a node
from above. For example, the most left and bottom node on the diagram means that five percent of applied
math’s entrants also apply to Mathematics and Software Engineering. Then if we look at the nodes above
the current node we may notice that ten percent Applied Mathematics and Informatics applicants also apply
to Mathematics programme, and 70 percent also applied to Software Engineering.

Now let us try to interpret some knowledge unfolded by the diagram in figure 1. 70 percent of entrants
who applied to Applied Mathematics and Informatics also apply to Software Engineering. The same diagram
for Software Engineering states that 80 percent of Software Engineering applicants also apply to Applied
Mathematics and Informatics. How this fact can be explained? Firstly it can easily be explained by the fact
that these two programmes require to pass the same exams. Therefore there were not any additional obstacles
to apply to both programmes simultaneously. Another possible explanation is that it is uneasy for entrants
to distinguish these two programmes and successful application to any of them would be satisfactory result.

Analysing diagrams of other programmes’ applications we found that equivalence of required exams is
probably the most significant reason to apply to more than one programme.

2.3.2 Entrants’ ”Efficient” choice. If an entrant successfully applied to more than one bachelor pro-
gramme he or she must select a programme to study. Unlike the previous case, entrants have to select
exactly one programme which gives us more precise information about entrants preferences. For that reason
we define this situation as an efficient choice, efficient in the sense of more expressive about true entrants
preferences. Figure 2 presents the efficient choice of entrants to Applied Mathematics and Informatics pro-
gramme. The meaning of diagram labels is almost the same as in figure 1. Programmes without plus sign
(+) are successful applications, programmes with preceding plus sign are programmes chosen to study by
entrants. Label ”- Other -” means that the entrant canceled his application preferring another university or
not to study this year altogether.

Together with diagram in figure 1 this diagram provides us with more precise knowledge about preferences
of entrants to the Applied Mathematics and Informatics programme. More than two thirds of entrants

3As any other data mining technique FCA implies an intensive use of software. All diagrams mentioned in this paper have been

produced with meud (https://github.com/jupp/meud-wx). Meud is mainly developed by Nikita Romashkin and currently is in

far pre-released state.
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Applied Mathematics and Informatics

100

Software Engineering

70 Business Informatics

30

19

Mathematics

10

5

Economics

4

Logistics

4

Management

2

World Economy

2

21

Public Administration

1

1

Statistics

1

Sociology

1

1

Fig. 1. Other programmes which entrants of Applied Mathematics and Informatics programme also apply.

Applied Mathematics and Informatics

100

- Other -

69

Software Engineering

46

33

Business Informatics

32

22

+ Applied Mathematics and Informatics

18

17

12

Mathematics

8

7

Logistics

6

+ Business Informatics

5

+ Software Engineering

5

5

4

Economics

3

3

3

Management

3

3

3

2

2

Fig. 2. ”Efficient” choice of entrants to Applied Mathematics and Informatics programme.

who successfully apply to the Applied Math programme nevertheless prefer to study at another university.
Whereas just 18 percent of successful applicants then become students on the Applied Mathematics and
Informatics programme. Exactly 5 percent prefer to study Software Engineering and 5 percent of entrants
who choose Applied Mathematics and Informatics also successfully applied to Software Engineering. It can
be interpreted as equality of entrants preferences concerning these two programmes. Additionally, 5 percent
prefer Business Informatics and only two percent of entrants who prefer Applied Mathematics and Informatics
also successfully apply to Business Informatics, therefore in the pair Business Informatics and Applied
Mathematics and Informatics the latter one is less preferable by entrants.

Here we should note that the sum of nodes percents with labels containing plus sign and node ”- Other
-” must equal to 100%, however here it does not because we excluded some nodes during filtering.
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We built diagrams of ”efficient” choice for every programme. Analysis of these diagrams helps us to recog-
nise some relations between programmes in terms of entrants preferences. For example, some programmes
in most cases is rather backup than actual entrants preference. Some programmes are close to each other
by subject of study, these relations are also expressed by diagrams. With help of formalised survey data we
found some possible factors of entrants’ choice among some particular programmes. These knowledge can
help our university to understand entrants’ attitude to its undergraduate programmes and thus correct the
structure and positioning of them.

3. CONCLUSION

We demonstrate a possible usage of FCA taxonomies in the field of educational data mining. After presenting
some basic notions of FCA, we provide a case study of university admission process mining by means of
FCA.

We present examples of diagrams obtained with help of FCA and provide a possible interpretation in two
slightly different cases. Our main statement is that FCA taxonomies are a useful tool for representing object-
attribute data which helps to reveal some frequent patterns and to present dependencies in data entirely at
a certain level of details. Some interesting patterns then can be analysed separately and more carefully with
help of other supportive data, for example, formalised survey data.
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Assessing student learning across a variety of environments and tasks continues to be a crucial educational 

concern. This task is of particular difficulty in non-traditional learning environments where students endeavor to 

design their own projects and engage in a hands-on educational experience. In order to improve our ability to 
recognize learning in these constructionist environments, this paper reports on an exploratory analysis of 

learning through multiple modalities: speech, sentiment and drawing. A rich set of features is automatically 

extracted from the data and used to identify emergent markers of expertise. Some of the most prominent 
markers of expertise include: user certainty, the ability to describe things efficiently and a disinclination to use 

unnecessary descriptors or qualifiers. Experts also displayed better organization and used less detail in their 

drawings. While many of these are things one would expect of an expert, there were areas in which experts 
looked very similar to novices. To explain this we report on learning theories that can reconcile these seemingly 

odd findings, and expound on how these domain-independent markers can be useful for identifying student 
learning over a series of activities. 

Key Words and Phrases: Learning Analytics, Multi-modal, Assessment, Speech 

________________________________________________________________________ 

1. INTRODUCTION 
The call to improve assessment of student learning is being raised from various fronts. 

National education policy mandates that schools demonstrate student advancement on a 

regular basis. At the same time, corporations and public institutions call for students to 

learn 21st century skills: creativity, collaboration and innovation. Educators, who 

scramble to satisfy these competing demands, find themselves at an irreconcilable crux.  

One solution may lie in the development of automatic natural assessment tools. Such 

tools can provide the automaticity needed to allow testing to be more open-ended and 

also offer innovative teachers new ways for assessing how their students are learning 

during hands-on, student-designed learning. With this in mind, our primary research 

question is: How can we use informal student speech and drawings to decipher 

meaningful “markers of expertise” (Blikstein 2011) in an automated and natural fashion? 

2. PRIOR WORK 
This research builds on a growing tradition in artificial intelligence in education that uses 

various techniques to uncover correlations between student artifacts and efficacious 

learning. Previous work includes a variety of examples from intelligent tutoring systems 

that leverage: discourse analysis (Litman et al 2009, Forbes-Riley et al 2009), content 

word extraction (Chi et al 2010, Litman et al 2009), uncertainty detection (Liscombe et al 

2005), sentiment analysis (Craig et al 2008, D’Mello et al 2008, Conati 2009), linguistic 
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analysis, prosodic and spectral analysis, and multi-modal analysis (Litman et al 2009, 

Forbes-Riley and Litman 2010). Other examples from the education context include 

automatic essay grading (Chen et al 2010, Rus et al 2009) and educational robots. The 

present study also extends our previous work (Blikstein and Worsley 2011) and explores 

the salience of the aforementioned analysis techniques in characterizing open-ended 

learning. 

3. DATA 
The data for this study comes from interviews with 15 students from a tier-1 research 

university. Of the 15 students, 8 were women, 7 were men; 7 were from technical majors, 

3 were undergraduates, and 12 graduate students. There were 3 novices, 9 intermediates, 

and 3 experts and each interview took approximately 30 minutes. Participants were asked 

to draw and think aloud about how to build various electronic and mechanical devices. 

The questions were posed in a semi-structured clinical interview format. Question 1, the 

control question, asked the student to construct a temperature control system, while 

question 2 challenged the student to design a device to automatically separate, glass, 

paper, plastic and metal. Student speech was transcribed by graduate and undergraduate 

students. Prior to the interviews, the subjects were labeled as being experts, intermediates 

or novices in engineering and robotics. This classification was based on previous formal 

technical training either through a degree program or through a lab course on physical 

computing. This classification is in accordance with theory that suggests that experts are 

those that have had extended time practicing their skill. The data consisted of audio files, 

transcriptions of the interviews, and digitized drawings that the students produced during 

the interview.  

4. DATA ANALYSIS 
In accordance with previous literature, this study utilized the following techniques for 

feature extraction: crowd-sourcing using Mechanical Turk to determine human ratings of 

each transcript; prosodic analysis - pitch, intensity and duration – and spectral analysis – 

the first three formants - using the Praat software (Boersma and Weenick, 2010); 

linguistic analysis - pauses, filled pauses, restarts – using the Python Natural Language 

Toolkit; sentiment analysis using the Linguistic Inquiry and Word Count (LIWC) and the 

Harvard Inquirer; content word analysis, using web-mined lexicons from chemistry, 

mathematics, computer science, material science and general science; dependency 

parsing using the Stanford Parser (Klein and Manning, 2003); n-gram analysis; and 

human coded drawing analysis based on the work of Song and Agogino 2004, Shah et al. 

2003 and Anderson 2000. 

The data was analyzed using expectation maximization (EM) with an intra-cluster 

Euclidean distance objective function. Before running EM, each feature value was 

modified to have unit variance and zero mean. Additionally, t-tests were performed to 

check statistical significance. 

5. RESULTS 
The complete analysis involved nearly 200 features, excluding n-grams. For the sake of 

brevity, we will only report on a subset of features. From the drawing analysis data in 

Table 1, we see little variation across the classes. Moreover, the only statistically 

significant class differences exist between novices and non-novices. These differences 

are observed for ‘space used’ and dimensions. 

236 Marcelo Worsley and Paulo Blikstein



Table 1 - A comparison of the average drawing features scores across expertise types. 

Text Annotation ranges from 0 to 1, while, Space Used, Is 3-D and dimensions range 

from 1 to 3. Finally, the remaining scores were rated on a 10 point scale. 

Class

Text 

Annotation

Space 

Used Abstraction Is 3-D Detail Organization Dimensions

Novice 1.00 2.47 5.97 1.64 5.83 5.94 2.11

Intermediate 0.78 1.85 4.60 1.63 4.31 5.46 2.05

Expert 1.00 1.92 6.27 1.10 4.85 8.25 1.55

Similar class-based statistics are reported for significant linguistic, prosodic and 

sentiment features. Table 2 presents the linguistic and prosodic results, while Table 3 

presents the sentiment analysis results. 

Table 2 – The normalized average duration, pitch, intensity and number of disfluencies,

among the different classes.  

Expertise Duration Pitch Disfluencies Intensity

Novice 1.16 0.7 1.06 -0.39

Intermediate -0.2 -0.09 -0.52 0.02

Expert -0.56 -0.42 0.5 0.32

To provide additional clarification about the linguistic and prosodic data trends, consider 

that the average duration of a novice answer was nearly twice as long as that of an expert. 

Table 3 – Average normalized word count for various sentiment words from LIWC and 

the Harvard Inquirer 

Class Positive Strong Weak Understate Quality Quantity Certainty

Novice 0.063 0.058 0.032 0.053 0.020 0.065 0.014

Intermediate 0.041 0.068 0.033 0.039 0.028 0.068 0.022

Expert 0.039 0.077 0.024 0.036 0.012 0.079 0.022

Finally, we present the centroids that were obtained from doing clustering analysis with 

both sentiment and speech features. 

Table 4 - EM cluster centroid values for the features included in a combined sentiment 

and speech analysis. Values have been normalized to unit variance and zero mean. 

Duration is in seconds, while the other values are in words per transcript. 

  Novice Intermediate Expert 

Duration (s) 0.97 -0.30 -1.23 

Filled Pauses -0.13 -0.51 1.78 

LIWC Neg 0.32 -0.52 1.3 

SureLw -0.68 0.26 0.65 

Quality -0.55 0.62 -1.1 
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6. DISCUSSION 
Of particular interest to this study is the presence of several features that accurately 

predict expertise based on certainty. Though not presented at length, preliminary analysis 

of this data involved extracting n-grams from each transcript and looking for patterns 

across the different classes. Not surprisingly, n-grams that indicated uncertainty, eg. 

“don’t know”, “well, you know” were more common among novices than among non-

novices. These initial results confirm a theory previously presented by Beck, in Bruer 

(1993) which indicates that increasing expertise tends to increase student self-confidence. 

These results were further corroborated in our later analysis through the certainty 

(SureLw) and understatement (Undrst) features. Certainty was much more common 

among experts, while understatements were more frequently employed by novices. 

Furthermore, we saw subtle leanings towards certainty through the “strong” and “weak” 

features, which were more prevalent among experts and novice, respectively.  

The observed results concerning the decrease in duration for intermediate and expert 

participants, as compared to novices, also suggests that more advanced users are more 

certain in their approach. However, the decrease in duration is also in accord with work 

by Anderson and Schunn’s ACT-R theory, which describes how experts have greater 

facility in accessing the necessary declarative and procedural skills needed to solve 

complex problems, simply due to their increased exposure to them. More specifically, 

Anderson and Schunn (2000) completed a similar study in which they observed a 

substantial decrease in time needed to complete geometry proofs as students spent more 

time working on them. 

Somewhat unexpected was the lack of meaningful results from the drawing analysis 

and content word analysis. The initial hypothesis for the drawing analysis assumed that 

more expert individuals would be capable of providing superior drawings of the system 

because of an improved mental representation of the required components (Anderson 

2000). Instead we found little to no correlation between our features and expertise. Even 

in the case of our organization metric which showed a statistically significant difference 

between classes, the correlation coefficient was 0.13. We attribute some of this ambiguity 

to the drawings having a different audience for different research participants. Certain 

participants viewed the drawings as artifacts that they were making for the researchers, 

whereas others viewed the drawing space as a place for them to take notes, and simply 

get their thoughts on paper. 

Similarly, the content word analysis failed to provide meaningful features for 

distinguishing experts from novices. While this may suggest that the task was not 

sufficiently difficult, a more likely explanation may be related to the informal nature of 

the interaction. According to Brown and Spang (2008) the language of science and 

mathematics are decidedly different from the language of everyday conversation. 

Because of this, it is unlikely that students will employ noticeably different levels of 

science and mathematics terminology in informal settings. Additionally, the nature of this 

open-ended design space is that people will bring previous knowledge from a variety of 

backgrounds and use that to solve problems. As such, it could be perfectly conceivable 

for a computer scientist, chemical engineer and mechanical engineer to all come up with 

expert solutions to a problem using completely different nomenclature.  

Taken together, these results provide additional validation for the need to develop 

novel assessment techniques that leverage natural student artifacts: speech and drawings. 

7. CONCLUSION 
This study has explored a set of domain-independent markers of expertise that can 

allow educators and researchers to recognize student learning through analyzing student 
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speech, and, to a lesser extent, drawings. Using speech as a form of assessment certainly 

presents some challenges, but has the potential to introduce innovative ways for 

understanding and predicting learning in open-ended learning environments. This ability 

to assess non-traditional learning should help open the door to more widespread adoption 

of experiential learning practices, and an associated increase in 21st century 

competencies. Thus far our work has been exploratory. We performed in-depth analysis 

on a small sample size in order to better inform the types of features that we need to be 

looking for in future work.  This initial work points to user uncertainty, as perceived 

through various modalities, as an influential indicator of student development. In future 

work we plan to further validate our findings through larger scale, longitudinal studies in 

constructionist learning environments. 
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A challenge in estimating students’ changing knowledge from sequential observations of their performance 
arises when each observed step involves multiple subskills.  To overcome this mismatch in grain size between 

modelled skills and observed actions, we use logistic regression over each step’s subskills in a dynamic Bayes 

net (LR-DBN) to model transition probabilities for the overall knowledge required by the step. Unlike previous 

methods, LR-DBN can trace knowledge of the individual subskills without assuming they are independent.  We 

evaluate how well it fits children’s oral reading fluency data logged by Project LISTEN’s Reading Tutor, 

compared to other methods.   

Key terms: dynamic Bayes net, logistic regression, knowledge tracing, multiple subskills, oral reading fluency 

________________________________________________________________________ 

1.  INTRODUCTION  
Dynamic Bayes nets are often used to model skill acquisition, e.g., in Knowledge Tracing 

(KT) [Corbett and Anderson, 1995].  They model a skill as a hidden state of knowledge, 

and estimate the changing probability of this state by observing successive attempts to 

use the skill.  However, KT does not model multiple subskills used in such an attempt. 

Previous research has explored various approaches to this problem.  One approach is 

to use a conjunctive model [Cen et al., 2008; Gong et al., 2010], which assumes that a 

student must master all of the subskills in order to perform the step correctly.  If the 

subskills are independent, the probability of knowing them all can be estimated by 

multiplying the estimated probabilities of knowing the individual subskills.  However, 

this product typically underestimates the probability of knowing all the subskills.  The 

minimum of their estimated probability provides a less pessimistic estimate based on the 

assumption that the likelihood of a correct answer is dominated by the student’s weakest 

subskill [Gong et al., 2010].  Alternatively, Koedinger et al. [2011] use techniques from 

Bayesian nets to avoid blaming each subskill equally in conjunctive models.  By pre-

specifying the relationship between a step and its subskills, all of these approaches make 

strong assumptions about independence of subskills.  Performance Factors Analysis 

[Pavlik Jr. et al., 2009b] and Learning Factors Analysis [Cen et al., 2006; Pavlik Jr. et al., 

2009a] use non-linear regression to estimate multiple subskills without making such 

assumptions, but statically:  that is, they do not trace subskills over time. 

This paper presents LR-DBN, a method that uses logistic regression to trace multiple 

subskills in a dynamic Bayes net student model without assuming they are independent.  

Section 2 explains how LR-DBN works, Section 3 evaluates it, and Section 4 concludes. 

2.  LOGISTIC REGRESSION IN A DYNAMIC BAYES NET 
In a KT model, and in other dynamic Bayes net models for student modelling [Chang et 

al., 2006], we estimate the probability of a student knowing, learning, or forgetting the 

skill(s) required to perform each observed step.  So, we use a latent variable to model a 

hidden knowledge state that changes over time, and infer it from sequential observations 

of the student’s performance.  If we know (or assume) which set of subskills a step 
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requires, it makes sense to estimate overall knowledge of the step as some function of the 

estimated knowledge of each individual subskill it requires. 

Accordingly, we propose to model the probabilities of transitions between successive 

knowledge states using logistic regression over all of the subskills.  We later prove that 

this approach is equivalent to modeling the knowledge probabilities themselves using 

logistic regression, but it provides a more convenient way to trace the individual subskills. 

 
 

Fig.  1.  A dynamic Bayes Architecture with Logistic Regression 

Fig. 1 shows a dynamic Bayes architecture of KT framework model with binary variables: 

 Sj
(n)

:  known indicator variable; 1 if step n requires subskill j, 0 otherwise. 

 K
(n)

:  hidden; true iff the student has the knowledge step n  requires. 

 P
(n)

: observed; true iff the student performs step n correctly. 

Besides, we denote already know at initial state as             . Then we use 

logistic regression to model the (1 – already know) and transition probabilities from the 

knowledge state K
(n-1)

 at step n-1 to the knowledge state K
(n)

 at step n over m subskills:  

                                            
         

   
   
    

    

          
 
   

  
 
    

    
                 (1) 

                                                    
            

    
    

              
    

    
                    (2) 

                                                    
            

    
    

              
    

    
                     (3) 

Here   
   

 is the coefficient fit for skill j at the initial state, where   
   

  , and    and     

represent skill j’s respective contributions (when involved) to the transition probabilities 

in (2) and (3) from        to     .  We assume that    and    do not vary over time.  

These equations imply that the more subskills a step requires, or the harder they are to 

learn, the lower the probability of knowing or learning the step.  We now show how the 

model can trace individual subskills, first in a simple case and then in the general case. 

Tracing subskills in a simple case:  Consider a simple scenario in which a student 

repeatedly practices a single step that involves multiple subskills. The transition 

probabilities in equations (1), (2), and (3) correspond to (1 – already know), (1 – learn), 

and forget in KT.  For now we assume forget is 0, a standard assumption in KT.  Thus: 

242 Yanbo Xu and Jack Mostow



  
 

                                            
 

          
 
   

   
 
    

     (4) 

                                                                   

   
 

              
 
    

                                                                                             (5) 

                                                                                              (6) 

 

Note that the variables Sj’s that indicate which subskills are used in a step do not have 

superscripts of n because their assignments are determined by the step, so they remain 

constant for repeated practice of the same step.  Now we compute P(K
(1)

 = true ):  
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            (By eq. 6, 4, and 5) 
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       We can always find 

some    
   

’s such that  
 

   
          

      
 
    , e.g., by choosing    

   
’s to be equal, 

based on the assumption that the subskills change equally. Then: 
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Here we define    
           

   
.  More generally, at step n we have: 

              
 

           
   

     
   

       
   

   
 
    

                                                   (9) 

Therefore, we can use the proposed model to trace subskill j to step n by using 

   
   

, …,    
   

.  Meanwhile, we also showed that the probability of having all the 

knowledge for step n is a logistic regression over coefficients   
        

          
   

 

for each subskill          . 

Tracing subskills in the general case:  What if steps require different sets of subskills? 

                                                    

                                                                             (By Bayes rule) 

                              
 

             
    

    
 

 

          
   

   
    

    
          (By eq.1, 2 and 3) 
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(Note that forget is no longer 0 in the general case.) 

    Using the same trick as for (8), let                
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          We then rewrite (10) as: 
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Here    
               

   
 and    

                
   

.  More generally, at step n: 
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Thus we can trace subskill j at step n by using    
   

 if   
              

     , 

    
   

 if    
              

       and        if    
              

     . To save 

space, we only showed here how to update subskill knowledge independent of observed 

performance on the step. To condition on performance, we can further derive        

            , and therefore derive                            in (9) and (12). 

3.  EXPERIMENTS 
We implemented LR-DBN in the Bayes Net Toolbox for Matlab [Murphy, 2006].  

Specifically, we defined the knowledge K given m subskills Sj as a “softmax” node in the 

toolbox.  We used LR-DBN to model the growth of children’s oral reading fluency, 

where performance P denotes whether the student read a word fluently.  Our data was 

recorded by Project LISTEN’s Reading Tutor [Mostow and Aist, 2001] during the 2005-

2006 school year.  We scored each word as fluent if read without help or hesitation and 

accepted by the automated speech recognizer. 

We assume that whether a student read a word fluently depended on whether the 

student knew the grapheme-to-phoneme mappings in the word.  So in our experiment, the 

subskills required in a student’s reading word step are the word’s grapheme-to-phoneme 

mappings.  We modeled 27 children who read a total of 5,078 distinct word types with 

332 unique grapheme-phoneme mappings.  To evaluate our models, we fit them 

separately for each student on the first half of all of that student’s data, tested on the 

second half, and averaged the test results across students.  The test set contains a total of 

32,122 read words, out of which 23,222 were fluent.  For comparison, we also applied the 

original KT model and estimated the probability of knowing a word as the minimum 

probability of knowing all of its grapheme-to-phoneme mappings, based on assuming that 

the student’s weakest subskill determined whether he read the word fluently. 

Table I shows the results.  The values in parentheses show 95% confidence intervals 

based on standard error calculated from the unbiased weighted sample variance of 

individual students’ accuracies.  Since the data is unbalanced (72.3% of the words were 

fluent), we also report within-class accuracies.  Table I shows that LR-DBN significantly 

outperformed the weakest-subskill KT model, especially on non-fluent words.  High 

within-class accuracy on unbalanced data is often hard for KT [Zhang et al., 2008]. 
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Table I.  LR-DBN vs. KT Models of Children’s Reading Fluency Growth 

 Accuracy  Accuracy on 

fluent words  

Accuracy on non-

fluent words  

LR-DBN 88.8% (±1.7%) 92.0% (±2.7%) 80.5% (±9.5%) 

KT of weakest skill 72.6% (±3.6%) 94.5% (±5.8%) 19.3% (±8.4%) 

4.  CONCLUSION 
This paper describes and evaluates LR-DBN, a novel student modeling method to trace 

hidden subskills by using logistic regression within a dynamic Bayes net.  We used oral 

reading data from 27 children to compare LR-DBN to conventional knowledge tracing of 

weakest subskills.  LR-DBN performed significantly better overall, thanks to similar 

accuracy (92.0% ± 2.7% vs. 94.5% ± 5.8%) on fluent words combined with 4-fold higher 

accuracy on disfluent words (80.5% ± 9.5% vs. 19.3% ± 8.4%).  We later [Xu and 

Mostow, 2011] tested both models on a published data set [Koedinger et al., 2010] from 

123 students working on a geometry area unit of the Bridge to Algebra Cognitive Tutor
®
. 

LR-DBN fit this data significantly better too, with only half as many prediction errors on 

unseen data.  Future tests should use data from more students and tasks, and compare LR-

DBN to other baselines, such as conjunctive modeling [Koedinger et al., 2011]. 
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Adaptive item sequencing is a well-established adaptation technique for personalizing learning environments and can be achieved through an 

intense reciprocity between the item difficulty level and the learner’s proficiency. Consequently, the need to monitor learners’ proficiency level is 
of great importance. On that account, researchers have brought forward the Elo rating system. While the Elo rating system has its origin in chess, it 

has proven its value during its short history in the educational setting. Elo’s algorithm implies that the rating after an event is function of the pre-

event rating, the weight given to the new observation and the difference between the new observed score and the expected score. It seems 
reasonable to adapt the weight of Elo’s algorithm as function of the number of observations: the more previous observations we have, the more 

certain we are about the learner’s proficiency estimate, and the less this estimate should be affected by a new observation. The aim of this paper is 

to search for weights as a function of the number of previous observations that results in optimally accurate proficiency estimates, making use of a 
real data set. Results indicate that the Elo algorithm with a logistic weight function better approximates the parameter estimates obtained with the 

item response theory than the Elo algorithm with a fixed weight. 

 

Key Words and Phrases: IRT, proficiency and Elo rating 

1. INTRODUCTION 

The research on e-learning environments has long been focused on delivering information online without taking into 

account the characteristics of the particular learner, course material and/or the context. It is only recently that research 

attention is drawn to dynamic or adaptive e-learning environments. An adaptive learning environment creates a 

personalized learning opportunity by incorporating one or more adaptation techniques to meet the learners’ needs and 

preferences (Brusilovsky 1999). One of those adaptation techniques is adaptive item sequencing, in which the 

sequencing of the learning material is adapted to learner-, item-, and/or context characteristics (Wauters, Desmet & 

Van den Noortgate 2010). Hence, adaptive item sequencing can be established by matching the difficulty of the item 

to the proficiency level of the learner. Recently, the interest in adaptive item sequencing has grown, as it is found that 

excessively difficult items can frustrate learners, while excessively easy items can cause learners to lack any sense of 

challenge (e.g. Pérez-Marín, Alfonseca & Rodriguez 2006, Leung & Li 2007). Learners prefer learning environments 

where the item selection procedure is adapted to their proficiency. This is already accomplished to a certain extent in 

computerized adaptive tests (CATs; Wainer 2000). 

A prerequisite for efficient adaptive item sequencing is to be able to estimate the learner’s proficiency level at an 

early stage of the learning process and follow the learning curve adequately. Hence, the problem of the proficiency 

estimation is twofold (Wauters et al. 2010). On the one hand, we need to estimate the learner’s proficiency level when 

little information is provided, which is referred to as the cold start problem (Masthoff 2004). On the other hand, we 

                                                      
Authors’ addresses: K. Wauters, ITEC/IBBT, Faculty of Psychology and Educational Sciences, Katholieke Universiteit Leuven, Kortrijk, 
Belgium. E-mail: kelly.wauters@kuleuven-kortrijk.be; P. Desmet, ITEC/IBBT, Faculty of Arts, Katholieke Universiteit Leuven, Kortrijk, 
Belgium. E-mail: pietdesmet@kuleuven-kortrijk.be; W. Van den Noortgate, ITEC/IBBT, Faculty of Psychology and Educational 
Sciences, Katholieke Universiteit Leuven, Kortrijk, Belgium. E-mail: wim.vandennoortgate@kuleuven-kortrijk.be.  



need to be able to follow the progression of the learner as learners are presumed to learn while they are working in the 

learning environment. As most learning environments are created to learn more than one skill, Bayesian networks are 

the dominant method of student modeling (Corbett & Anderson 1995). However, when no relationship exists between 

the skills to be learned, other methods can be applied. One method to model the learner’s proficiency progress is by 

assessing while working in the learning environment, which can be done by means of progress testing. In progress 

testing, tests are frequently administered to allow for a quick intervention when atypical growth patterns are observed. 

In order to estimate the proficiency level of the learner more precisely, these tests can be made adaptive (Wainer 

2000). Such CATs often make use of the item response theory (IRT; Van der Linden & Hambleton 1997) to estimate 

the proficiency level of the person, based of the results of prior calibration in which the item difficulty parameters are 

estimated. Hence, progress testing on the basis of CAT and IRT has the advantage that it makes more precise 

estimation of the person’s proficiency level possible, but it requires costly prior calibration and it is computationally 

demanding. Furthermore, in order to be able to recover the atypical growth pattern, the proficiency assessment not 

only needs to be long enough to be accurate, but should also occur on a regular basis. Hence, progress testing is less 

appropriate for learning environments as it interrupts the learning process. Another approach, one that is well suited 

for learning environments, is the tracking of the learner’s proficiency level. This can be achieved by updating the 

proficiency level of the learner after each item administration. One method that allows the tracking of the learner’s 

proficiency level is the Elo rating system (Elo 1978). The Elo rating system was originally developed for rating chess 

performances and is recently implemented in the educational field (Brinkhuis & Maris 2010). When applied in chess, 

a chess player competes with his opponent, which results in a win, a loss or a draw. This data is known as paired 

comparison data, for which the Elo rating system was developed. In the educational field, we have a similar kind of 

paired comparison, where the learner is seen as a player and the item is seen as its opponent. In the formula of 

Brinkhuis and Maris (2010), the new proficiency rating after an item administration is function of the pre-

administration rating, a weight given to the new observation and the difference between the actual score on the new 

observation and the expected score on the new observation. This expected score is calculated by means of the Rasch 

model. This formula implies that when the difference between the expected score and the observed score is high, the 

change in the estimate of the proficiency level is high. This algorithm enables continuous measurement, since the 

rating is updated after every event. This implies that the Elo rating system is order-sensitive. The formula for updating 

the proficiency level (the item difficulty is updated at the same time and in a similar way), is given by: 

              

where  n is the new learner’s proficiency level rating after the learner has answered an item,  0 is the pre-event rating, 

W is the weight given to the new observation, X is the actual observation (score 1 for correct, 0 for incorrect), and Xe 

is the expected observation which is estimated based on the Rasch model. Hence, the formula for updating the 

learner’s proficiency level after a response (X=0 or1) becomes: 

          
           

             
   

where β0 is the estimated item difficulty level before that item is answered by this specific person. Because the 

estimation of the proficiency level becomes more stable when more items are answered by this person, the weight 

given to the new observation should decrease when the rating of the learner’s proficiency level is based on more 

observations. In this study we will focus on this weight adaptation by searching for a function that can describe the 

decrease in weight. More specifically, the aim of this paper is to compare the proficiency levels obtained by means of 

IRT estimation with those estimated on the basis of the Elo rating system with various weight functions. The focus is 

not on tracking the learner’s proficiency level, but on promptly estimating the learner’s proficiency level. In future 

research, the focus will go to monitoring the learner’s proficiency level.  

2. EXPERIMENT 

2.1 Learners’ proficiency Estimation Methods 

2.1.1 Item Response Theory. To estimate the learners’ proficiency level, the IRT model with a single item 

parameter proposed by Rasch (Van der Linden & Hambleton 1997) is used. The Rasch model models the probability 

of answering an item correctly as a logistic function of the difference between the person’s proficiency level (θ) and 

the item difficulty level (β): 
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In this study, the proficiency level of the learners is estimated with known item difficulty levels. The difficulty 

level of the items was estimated in advance by Selor, the selection agency of the Belgian government. Selor used 

examinee data to estimate the item difficulty parameters by means of IRT. 

2.1.2 Elo Rating. In this study, the Elo rating systems implemented by Brinkhuis and Maris (2010) was used to 

estimate learners’ proficiency level.  

          
           

             
  

The weight function should have two crucial characteristics: (1) it should slowly decrease when the number of items 

answered by that learner increases; (2) it should never become zero or negative. A function that satisfies these 

requirements is the logistic function. Hence, we propose a weight function of the logistic family in which three 

parameters will be varied.  

  
  

               
  

where Nip is the number of items answered by learner p before answering item i. The three parameters that will be 

varied in this equation are W0, which is the starting weight, a, and b. The a parameter influences the slope of the 

logistic curve (figure1a), the b-parameter influences at what point the weight is reduced from W0 to W0/2 (figure 1b). 

A b-parameter set to 50 indicates that the weight given to the new observation is halved by the time the fiftieth item is 

presented. 

 

a.  b.  

Fig. 1. Logistic weight function with W0=1, b=150 (i.e. the weight is halved by the time the 150
th
 item is presented) and several a-

values (1a); Logistic weight function with W0=1, a=.01 and several b-values (1b). 

 

We hypothesize that the Elo rating formula will be more efficient when the starting weight is high, because when little 

information is known about the learner’s proficiency level all the information needs to be extracted from the new 

observations. Furthermore, we hypothesize that the weight should decrease as the number of prior observations 

increases. When the estimation of the learner’s proficiency level is based on many observations, the estimate is fairly 

reliable and the new observation should not give much weight to the updating of the proficiency level.  

2.2 Method 

2.2.1 Participants. Students from ten educational programs in the Flemish part of Belgium (1
st
 and 2

nd
 Bachelor 

Linguistics and Literature – K.U.Leuven; 1
st
, 2

nd
 and 3th Bachelor Teacher-Training for primary education – Katho 

Tielt; 1
st
 and 2

nd
 Bachelor Teacher-Training for secondary education – Katho Reno; 1

st
 and 2

nd
 Bachelor of Applied 

Linguistics – HUB and Lessius; and 1
st
 Bachelor Educational Science – K.U.Leuven) were contacted to participate in 

the experiment. Two hundred thirty two students completed the whole experiment. 

2.2.1 Material and Procedure. The study consisted of two sessions, each taking approximately half an hour. 

The learning material consisted of items on French verb conjugation, supposedly measuring one single skill. The 

instructions, comprising information on the login procedure for the learning environment and on the proceedings of 

the experimental study were sent to the participants by email. When students were logged on, they were given an 

informed consent. Subsequently, they completed 25 items. After two weeks, students completed the next 25 items. 

The difficulty of both tests of 25 items can be considered equal as the composing items are of equal difficulty level. 

IRT estimation and the Elo rating system both combine the answers of the learner on the two tests, resulting in 50 

items. 
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2.3 Results 

Learners score significantly higher on the posttest (M=66.64, SD=17.66) compared to the pretest (M=63.86, 

SD=18.15), t(231)=-3.09, p<.001. For each of the two tests, a logistic regression analysis with the raw score as 

dependent variable and the item order and item difficulty parameter as independent variables is performed to assess 

the within-test gains. Difficulty significantly predicted the odds of a correct response (β=-0.78, t(1)=705.29, p<.001 

for the pretest, and β=-0.67, t(1)=541.57, p<.001 for the posttest). However, no significant effect was found of item 

order, indicating no within-test learning gains. 

The Pearson correlation between the estimated learners’ proficiency level on the basis of IRT and the estimated 

learners’ proficiency level on the basis of the Elo rating system was the criterion used to evaluate the efficacy of the 

logistic weight function. Detailed correlation results for the learners’ proficiency level estimates are shown in table I. 

 

Table I. Pearson correlation matrix of the learners’ proficiency level estimates for the different parameter values of the 

logistic weight function included in the Elo rating system.  

  W0 

a b 1 0.8 0.6 0.4 0.2 

0 0 .79  .82  .85  .88  .92  

0.01 50 .85  .87  .89  .91  .94  

0.01 100 .80  .83  .86  .89  .92  

0.01 150 .80  .82  .85  .89  . 92  

0.01 200 .80  .82  .85  .88  .92  

0.01 250 .79  .82  .85  .88  .92  

0.01 300 .79  .82  .85  .88  .92  

0.05 50 .86  .88  .90  .92  . 94  

0.05 100 . 81  . 84  . 87  .90  .93  

0.05 150 .81  .83  .86  .89  .93  

0.05 200 .80  .83  .86  .89  .92  

0.05 250 .80  .83  .86  .89  .92  

0.05 300 .80  . 83  . 85  . 89  .92  

0.10 50 .86  .88  .90  .92  .94  

0.10 100 .82  .85  .87  .90  .93  

0.10 150 .81  .84  .87  .90  .93  

0.10 200 .81  .84  .86  .89  . 93  

0.10 250 . 81  . 83  .86  .89  .93  

0.10 300 .81  .83  .86  .89  .93  

0.15 50 .86  .88  .90  .92  .94  

0.15 100 .83  .85  .88  .90  .93  

0.15 150 . 82  . 84  . 87  .90  .93  

0.15 200 .82  .84  .87  .90  .93  

0.15 250 .82  .84  .87  .90  .93  

0.15 300 .81  .84  .86  .89  .93  
            Note: all correlations are statistically significant at the .001 significance level. 

 

The Pearson correlation coefficient between IRT-based proficiency estimates and the proficiency estimates 

obtained by means of the Elo rating system shows that the Elo rating system with an initial weight of 0.2 (last 

column) outperformed the Elo rating system with an initial weight of 0.4 (t(229)=-10.93, p<.001) or higher. The 

results further indicate that the correlation between IRT-based proficiency estimates and the proficiency estimates 

obtained by means of the Elo rating system with a logistic weight function (a>0) is higher than the correlation 

between IRT-based proficiency estimates and the proficiency parameter estimates obtained through the Elo rating 

system with a fixed weight (a=0; for example, the difference between the correlation coefficients in case W0=0.2 and 

a=0, and the correlation coefficient in case W0=0.2, a=0.01 and the b-parameter is set so the weight is halved by the 

time the fiftieth item is presented to the learner, i.e. b=50 in table I is significant, t(229)=-6.90, p<.001). Furthermore, 

results indicate that the Pearson correlation coefficient is the highest when the a-parameter has a value above 0.01 and 

the b-parameter is set so the weight is halved by the time the fiftieth item is presented to the learner, i.e. b=50 in table 

I. 
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3. DISCUSSION 

Monitoring the learner’s progress is an important component in the creation of an adaptive learning environment by 

means of adaptive item sequencing. Because IRT is computationally demanding  and the requirement of prior item 

difficulty estimation is costly, the Elo rating system has been put forward as an alternative by Brinkhuis and Maris 

(2010). The Elo rating system allows for dynamic parameter evaluation without prior item difficulty estimation. As it 

is already shown that the Elo rating system has its value in the educational field for tracking the learner’s proficiency 

level, this article further builds on the Elo rating system and extends the formula of Brinkhuis and Maris (2010)  by 

including a logistic weight function that describes the decrease in weight as the number of observations increases. 

Based on the response data of two hundred thirty two learners on fifty items, the proficiency level was estimated by 

means of IRT, the Elo rating system with a fixed weight value, and the Elo rating system with a logistic weight 

function in which three parameters were varied: (1) the initial weight, (2) the a-parameter, and (3) the b-parameter. 

The findings indicate that, at least for data as the ones collected, the weight given to the new observation should 

be small at the beginning. This means that, even though the estimation of the learner’s proficiency level is based on a 

small amount of observations and therefore unreliable, the outcome of a new observation only gives small weight to 

the update of the proficiency level. This result is inconsistent with our hypothesis and could be due to the 

simultaneous estimation of the item difficulty parameter and the learner’s proficiency parameter in the Elo rating 

system. In this study, both the item difficulty level and the learner’s proficiency level were estimated. Therefore, not 

only the estimation of the learner’s proficiency level was unreliable at the beginning, but also the estimation of the 

item difficulty level and hence, of the expected outcome of the new observation. In such a situation, the small weight 

given to a new observation could be advocated. 

Results also indicate that the weight should decrease as the number of observations increases. This finding can be 

deduced from the lower correlation of IRT with the Elo rating estimates obtained with a fixed weight compared to the 

correlation of IRT with the Elo rating estimates with a decreasing weight. This result is in line with our hypotheses 

arguing that as the estimation of the learner’s proficiency level is based on more observations, the estimation becomes 

more stable and reliable. Furthermore, the results indicate that this decrease in weight should be steep as the best 

correlation with IRT-based estimation is found when the weight is halved by the time the fiftieth item is presented to 

the learner. This could also be explained by the simultaneous estimation of the item difficulty parameter and the 

learner’s proficiency parameter in the Elo rating system. As the expected score on a new observation is unreliable due 

to the unreliable item difficulty estimate, the information provided by this new observation is small and little weight 

should be given to this new observation. 

Even though this study gives an indication of the parameter values resulting in a good estimation of the learner’s 

proficiency level, it should be considered that these results depend on this particular data set. We recognize that 

results might depend on the learning rate of the student, the skill difficulty level, the variance in item difficulty, etc.  

Future research will review the learner’s proficiency parameter estimates obtained on the basis of the Elo rating 

system with starting item difficulty parameter values estimated by means of prior IRT-based calibration. This should 

allow us to evaluate the logistic weight function within the Elo rating system for estimating the learner’s proficiency 

level when items difficulty parameters, and hence the expected score on a new observation are more reliable. Another 

research question will address the relationship of the weight function with other variables, such as time between two 

learning sessions and hint usage.       
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In this study, it is aimed to predict users’ perceived disorientation by using a data mining technique: Random 
Forest Regression (RFR). Two RFR models are designed to predict users’ disorientation scores. The models 
were generalized with 10-fold Cross Validation (CV). In the first model, log based metrics were used as 
explanatory variables. In the second, log based metrics, eye metrics and self-report metrics were included in the 
model. According to findings, our RFR models predict perceived disorientation score with high accuracy. First 
model’s R2 is 57.8 %, second model’s R2 is 63.5 %. These results showed that adding eye metrics and self-
report metrics to the model increased the predictive performance. 

Key Words and Phrases: Disorientation, random forest, data mining, navigation log, eye tracking. 

________________________________________________________________________ 

1. INTRODUCTION
In a hypermedia environment, information is presented nonlinearly and connectively 
unlike from written text. While this flexible structure provides learners with great 
browsing freedom, still there is a risk for some learners to become “lost in hyperspace” 
(Botafogo, Rivlin, & Shneiderman, 1992). Getting disoriented is one of the major 
difficulties that users experience while navigating (Conklin, 1987). 

1.1 Disorientation 

Conklin (1987) defined disorientation as the tendency to lose one's sense of location and 
direction in a non-linear document. Disorientation, or the tendency to lose one's sense of 
location in a Web site, can cause users to become frustrated, lose interest, and experience 
a measurable decline in efficiency (McDonald & Stevenson, 1998). While disoriented 
users feel more cognitive load, their learning performance is also affected negatively 
(Madrida, Oostendorpb, & Melguizob, 2009). For those reasons, much hypermedia 
research has been devoted to this matter (Otter & Johnson, 2000). There are two major 
approaches to measure user disorientation levels: objective or subjective measurements 
(Gwizdka & Spence , 2007). Disorientation in objective measurements is usually 
addressed with the term “lostness”. 

Smith (1996) proposed an objective measure of lostness based on the ratios of visited 
and optimal node counts. Otter and Johnson (2000) added a link’s weight to Smith’s 
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formula, proposing a weighted lostness formula. They also proposed another measure 
which is concerned with the accuracy of users' mental models of websites. Dias and 
Sousa (1997) introduced the orientation ratio which measures the degree of disorientation 
as the indicator of the accuracy of information retrieval. 

On the other hand, Ahuja and Webster (2001) claimed that a better way to assess 
users’ disorientation is asking users directly how they feel after navigating in a website. 
For this purpose, the authors validated a questionnaire on self-perceived disorientation 
and found that their questionnaire predicted performance on web information retrieval 
tasks better than user actions.

Although disorientation is a common problem for the internet users, it is difficult to 
measure it (Herder E. , 2003). In this study, we combined different kinds of metrics 
including eye movement data to determine the most important predictors of disorientation 
with the help of a data mining technique: Random Forest Regression (RFR). 

1.2 Random Forest Regression 

RFR is an effective nonparametric statistical technique for high-dimensional analysis. 
Random Forests are a combination of tree predictors such that each tree depends on the 
values of a random vector sampled independently and with the same distribution for all 
trees in the forest (Cosgun, Limdi, & W. Duarte1, 2011).  The tree methods exhaustively 
break down cases into a branched, tree-like form until the splitting of the data is 
statistically meaningful, with unnecessary branches pruned using other test cases to avoid 
over-fitting (Choi & Lee, 2010). The generalization error for forests converges to a limit 
as the number of trees in the forest becomes large, and depends on the strength of the 
individual trees in the forest and the correlation between them (Breiman, 2001). Each tree 
in the forest is grown with following steps:  

1. Draw a bootstrap sample from the data.  Call those not in the bootstrap sample 
the "out-of-bag" data. 

2. Grow a "random" tree, where at each node, the best split is chosen among 
randomly selected variables (m).  The tree is grown to maximum size and not 
pruned back. 

3. Use the tree to predict out-of-bag data. 
4. Use the predictions on out-of-bag data to form majority votes. 
5. Repeat, N times and collected an ensemble of N trees. Prediction of test data is 

done by majority votes from predictions from the ensemble of trees (Emir & 
Cabrera, 2009).  

1.2.1 Variable importance 

RFR determines the relative importance of each variable, through various methods, such 
as the calculation of the Gini Index, which assesses the importance of the variable and 
carries out accurate variable selection (Torri, Beretta, Ranghetti, Granucci, Ricciardi-
Castagnoli, 2010). In every tree grown in the forest, put down the out-of-bag (oob) cases 
and count the number of votes cast for the correct class. After that randomly permute the 
values of variable m in the oob cases and put these cases down the tree. Subtract the 
number of votes for the correct class in the variable-m-permuted oob data from the 
number of votes for the correct class in the untouched oob data. The average of this 
number over all trees in the forest is the raw importance score for variable m (Breiman & 
Cutler, 2004). 

260 Gökhan Akçapinar, Erdal Cosgun and Arif Altun



2. METHOD 
Thirty prospective high school computer teachers from Computer Education and 
Instructional Technologies Department of Hacettepe University (8 females and 22 males) 
participated in this study. 

Data was collected on a web site that was designed by one of the researchers with the 
purpose of learning a given task. The content of the task included the basic SQL queries 
(Select, Update, Delete, Insert) and their use within the PHP language. The web site was 
exploratory in nature and hyperlinked across concepts. This topic was selected because it 
was new information for the participating students. They have already learned basic PHP 
language. A networked structure was used to present information consisting of 22 web 
pages (about 1000 words) and 57 cross-reference links between pages.  

Table 1 shows the descriptions of metrics. Students’ perceived disorientation was 
measured using the Turkish version of the Ahuja and Webster’s (2001) self-report 
instrument. This instrument adapted to Turkish by Cangöz and Altun (2010). There were 
10 statements and subjects were asked to indicate whether they agreed or disagreed with 
the statements on a 5-point Likert scale. Disorientation scores were calculated by the sum 
of user ratings of these statements. Log metrics were gathered through log data, which 
were collected from ASP (Active server page) coded learning environment. Time spent 
on a web site (duration), revisited page counts (revisited), unvisited page counts 
(unvisited) and unique page counts (unique) were extracted from these log files. Eye 
movement data were collected by Tobii T120 eye tracker. Fixation count and fixation 
duration metrics were selected for the study. Students’ exam scores related to PHP 
language are taken as the prior knowledge score. 

Table I. Description of metrics
Description 

Eye metrics 

FDonTitle Total fixation duration on titles 
FConTitle Total fixation count on titles 
FDonContent Total fixation duration on contents 
FConContent Total fixation count on contents 
FDonSample Total fixation duration on code samples 
FConSample Total fixation count on code samples 
FDonLink Total fixation duration on links 
FConLink Total fixation count on links 
Log metrics 

Duration Total time spent while performing learning task 
UniqueNav Total number of unique web pages 
Revisited Total number of revisited web pages 
Unvisited Total number of unvisited web pages 
Self-report metric 

PK Learners’ prior knowledge tests score 

2.1 Design and Procedure 

All of the learners performed a learning task in network structured hypermedia. While 
they were performing the task, their navigation data were logged and their eye 
movements were recorded by the eye tracker device. They were given a maximum 10 
minutes to study the material. After they completed the task, they were requested to 
complete the perceived disorientation scale. 
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Random Forest Regression (RFR), were implemented using R-2.11.0 which is an 
open source software.  We have used the Random Forest package for RFR, the 
ModelMap package for data manipulation. 

3. RESULTS 
Two different RFR regression models were developed to predict users’ perceived 
disorientation. The first model included users’ navigation log data. For the second model, 
users’ eye metrics and prior knowledge scores were added to the model. Users’ perceived 
disorientation was the dependent variable in both of the models. 

According to findings related to Model 1, time spent on a web site, revisited page 
count and unvisited page count were the most important predictor of perceived 
disorientation (Table II). First model’s R2 is 57.8 %.  

According to findings related to Model 2, fixation duration on samples, fixation count 
on contents, time spent on a web site, fixation count on samples, prior knowledge, unique 
navigation and fixation duration on links were more important predictors of perceived 
disorientation among others (Table II). Second model’s R2 is 63.5 %.  

Table II. Predictor importance for Model 1 and Model 2
Importance 

Model 1 

 Duration 1.00*

 Revisited 0.50*

 Unvisited 0.49*

 UniqueNav 0.40 
Model 2 

 FDonSample 1.00*

 FConContent 0.93*

 Duration 0.93*

 FConSample 0.76*

 PK 0.68*

 UniqueNav 0.63*

 FDonLink 0.52*

 FDonContent 0.48 
 FConTitle 0.48 
 Revisited 0.40 
 FConLink 0.38 
 FDonTitle 0.38 
 Unvisited 0.35 

                          Important variables marked with asterisks (*) 

4. CONCLUSION 
In this study, two different RFR models were proposed, and these models found to be 

a predictor of perceived disorientation with high accuracy. In eye movement research, 
when users produce more fixations on certain fields on the screen, their attention is 
thought to be on that field rather than the other areas on screen (Poole, Ball, & Phillips, 
2004). This could indicate that the viewer is either having difficulty in extracting 
information or the object is more engaging in some way (Just & Carpenter, 1976). When 
eye metrics were included in the model, predictive performance was increased, indicating 
that eye metrics are important predictors for perceived disorientation. If researchers who 
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study disorientation have a chance to collect data with eye tracker, they must use it; 
otherwise, log based metrics can also be applied with reported accuracy. 

Unvisited and revisited page counts were found to be good predictors in a log based 
model. When other metrics (prior knowledge and eye metrics) were included in the 
model, their (unvisited and revisited page counts) importance decreased. Herder (2003) 
also reported that no correlation was found between users’ perceived disorientation and 
percentage of revisits. This finding can be interpreted as users may use revisits as a 
navigation strategy. 

Time spent on a specific web page is an important predictor of disorientation in both 
models. Amadieu, Gog, Paas, Tricot, and Mariné (2009) found that low prior knowledge 
learners experienced higher disorientation than their higher counterparts during learning 
with a network structured concept map. In both models, prior knowledge was found to be 
an important predictor of user perceived disorientation. 

We have a limitation on sample sizes. Because, in nature of these kind of educational 
data, number of users are limited. But data mining methods are very useful for determine 
the best solutions.  In this study we have tried to implement Random Forest Regression 
algorithm for finding best model on “disorientation data”. For discard the disadvantages 
of sample size, our entire process was contained within a 10-fold cross validation 
structure. This approach is helpful for generalized our findings. In future studies we are 
going to use this “base model” and try to increase our prediction performance. 
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This paper proposes to apply data mining techniques to predict school failure. We have used real data about  
670 middle-school students from Zacatecas, México. Several experiments have been carried out in an attempt to 

improve accuracy in the prediction of final student performance and, specifically, of which students might fail. 

In the first experiment the best 15 attributes has been selected. Then two different approaches have been applied 
in order to resolve the problem of classifying unbalanced data by rebalancing data and using cost sensitive 

classification. The outcomes of each one of these approaches using the 10 classification algorithms and 10 fold-

cross validation are shown and compared in order to select the best approach to our problem. 

Key Words and Phrases: School failure, Educational Data Mining, Prediction, Classification. 

_________________________________________________________________________________________ 

1. INTRODUCTION 
Recent years have shown a growing interest and concern in many countries about the 

problem of school failure and the determination of its main contributing factors. This 

problem is known as the “the one hundred factors problem” and a great deal of research 

has been done on identifying the factors that affect the low performance of students 

(school failure and dropout) at different educational levels (primary, secondary and 

higher) (Araque et al., 2009). A very promising solution to resolve this problem is the use 

of Data Mining (DM) that is called Educational Data Mining (EDM) when applied to an 

educational context (Romero and Ventura, 2010). There are examples about how to apply 

EDM techniques for predicting drop out and school failure (Kotsiantis, 2009). These 

works have shown promising results with respect to those sociological, economic or 

educational characteristics that may be more relevant in the prediction of low academic 

performance. It is also important to notice that most of this research on EDM applied to 

resolve this problems have been applied primarily to the specific case of higher education 

(Kotsiantis, 2009) and more specifically to online or distance education (Lykourentzou et 

al., 2009). However, very little information has been found in specific research on 

elementary and secondary education, and what has been found only uses statistical 

methods, not DM techniques (Parker, 1999).  

2. DESCRIPTION OF THE DATA USED 
This paper uses data from students (of about 15 years of age) admitted to the Academic 

Program 2 of UAPUAZ. It must be pointed out that a very important task in this work 

was information gathering and data pre-processing due to the quality and reliability of 

available information which directly affects the results obtained. All the information used 

in this study has been gathered from three different sources during the period from 

August to December 2010: 
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a) A specific survey was designed and administered to all students in the middle of the 

course. Its purpose was to obtain personal and family information to identify some 

important factors that could affect school performance.  

b) A general survey from the National Evaluation Center (CENEVAL) for admission to 

many institutions of secondary and higher education. When students register for the 

admission exam (EXANI I), this Center also carries out a socioeconomic study to 

obtain this information. 

c) The final scores obtained by students in different subjects in the course provided by 

the Department School Services of the UAPUAZ at the end of the semester. 

Finally, the output variable/attribute or class to be predicted in our problem is the 

academic status or final student performance that has two possible values: PASS (student 

who pass the course) or FAIL (student who has to repeat the course). This attribute has 

been provided by the Academic Program of UAPUAZ at the end of the course. 

Starting from all this information we have created a dataset (split in 10 folds) with 77 

attributes/variables about 670 students of whom 610 passed and 60 failed the course.  

3. EXPERIMENTATION AND RESULTS 
To do all the experiments, ten classification algorithms have been used that are available 

in the well-known Weka DM software (Witten et al., 2011): five rule induction 

algorithms such as JRip, NNge, OneR, Prism and Ridor; and five decision tree algorithms 

such as J48, SimpleCart, ADTree, RandomTree  and REPTree. These algorithms have 

been selected because they are considered as “white box” classification model, that is, 

they provide an explanation for the classification result and can be used directly for 

decision making.  

In the first experiment, the 10 classification algorithms have been executed 

using 10 fold-cross validation and all the available information, that is, the original data 

file with 77 attributes of 670 students. The results with the test files (an average of 10 

executions) of classification algorithms are shown in Table I (A). This table shows the 

overall accuracy rate (Accuracy), the rates or percentages of correct classification for 

each of the two classes: Pass (TP rate) and Fail (TN rate) and the Geometric Mean (GM) 

that is a measure of the central tendency used with unbalanced datasets. It can be seen in 

Table II (A) that the values generally obtained are high in accuracy (greater than 91.5%) 

and in the TP rate (greater than 95.7%), but not so high in the TN rate (greater than 25%) 

and the Geometric mean (greater than 49.9%). The best algorithm in the TP rate and 

Accuracy was ADTree (99.7% and 97.6% respectively), in the TN rate and Geometric 

mean was Jrip (78.3% and 87,5% respectively). 

After this first experiment using all available attributes, we have notice that in 

all the obtained model only few of the large number of attributes used (77) appear. So, we 

decided to do carry out a study of feature selection in order to try to identify which of 

them has the greatest effect on our output variable (academic status). The objective is to 

reduce the number of attributes without losing reliability in classification. Weka provides 

several feature selection algorithms from which we have selected the following ten 

(Witten et al., 2011): CfsSubsetEval, ChiSquaredAttributeEval, ConsistencySubsetEval, 

FilteredAttributeEval, OneRAttributeEval, FilteredSubsetEval, GainRatioAttributeEval, 

InfoGainAttributeEval, ReliefFAttributeEval, SymmetricalUncertAttributeEval. The 

results obtained have been ranked by these ten algorithms to select the best attributes 

using our 77 available attributes. In order to find the ranking of the attributes, we have 

counted the number of times each attribute was selected by one of the algorithms (see 
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Table I) and only those with a frequency greater than 2 have been selected as the best 

attributes. 
TABLE I. MOST INFLUENTIAL ATTRIBUTES RANKED BY FREQUENCY OF APPEARANCE

Attribute Frequency 

Scores in Humanities 1, and in English 1 
Scores in Social Science 1, Math 1, Reading and Writing 1, Physics 1, and Computer 1 

Level of motivation 

Grade Point Average in secondary 
Age, number of brothers/sisters, classroom/group, smoking habits, and average score in EXANI I 

Studying in group, marital status, time spent doing exercises, and score in History 

10 
9

5

3
2

1

The selection of the attributes with a frequency greater than 2 has reduced the 

dimensionality of our dataset from the original 77 attributes to only the best 15 attributes. 

Starting from these 15 attributes a second experiment has been carried. Table I (B) shows 

the results with the test files (the average of 10 executions) using only the best 15 

attributes. When comparing the results obtained versus the previous one using all the 

attributes, that is, Table II (A) versus (B), we can see in general that all the algorithms 

have improved in some measures (TN Rate and Geometric mean). And about the other 

measures (TP rate and Accuracy) there are some algorithms that obtain a bit worse or a 

bit better values, but very similar in general to the previous ones. In fact, the maximum 

values obtained now are better than the previous ones obtained using all attributes in two 

evaluation measures (TN rate and Geometric mean). The algorithm that obtains these 

maximum values is Jrip (81.7% TN rate and 89% Geometric Mean). However, although 

these results are better than the previous one; they are still very lower than the obtained 

by TP rate (greater than 95.6% and a maximum value of 99.2%) and Accuracy (greater 

than 93.1% and a maximum value of 97.3%).  This is because our data are imbalanced.  

TABLE I. COMPARISON OF RESULTS: (A) USING ALL ATTRIBUTES, (B) USING THE BEST ATTRIBUTES.

The problem of imbalanced data classification occurs when the number of 

instances in one class is much smaller than the number of instances in another class or 

other classes (Gu et al., 2008). Traditional classification algorithms have been developed 

to maximize the overall accuracy rate, which is independent of class distribution; this 

causes majority class classifiers in the training stage, which leads to low sensitivity 

classification of minority class elements at the test stage. One way to solve this problem 

is to act during the pre-processing of data by making a sampling of or a balance of class 

distribution. There are several data balancing or rebalancing algorithms and one that is 

widely used and available in Weka as a supervised data filter is SMOTE (Synthetic 

Minority Over-sampling Technique). In general, SMOTE (Nitesh et al., 2002) introduces 

minority class elements synthetically, considering the nearest neighbor elements of the 

same class. In our case, only the 10 training files (with the best 15 attributes) have been 
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rebalanced using the SMOTE algorithm, obtaining 50% Pass students and 50% Failed 

students and not rebalancing the test files. The results obtained after re-executing the 10 

classification algorithms using 10 fold-cross validation are summarized in Table III (A). 

If we analyze and compare this Table versus the previous Table II, we can observe that 

slightly over half of the algorithms have increased the values obtained in all the 

evaluation measures, and some of them also obtain the new best maximum values in 

almost all measures except accuracy: Prism (99.8% TR rate), OneR (88.3% TN rate) and 

ADTree (97.2% Accuracy and 92.1% Geometric Mean). 

TABLE III. COMPARISON OF RESULTS: (A) USING DATA-BALANCING, (B) USING COST-SENSITIVE

Algorithm TP           

rate

TN           

rate

Accuracy Geometric 

Mean

TP           

rate

TN           

rate

Accuracy Geometric 

Mean

Jrip 97.7 65 94.8 78.8 96.2 93.3 96 94.6

Nnge 98.7 78.3 96.9 87.1 98.2 71.7 95.8 83

OneR 88.8 88.3 88.8 88.3 96.1 70 93.7 80.5

Prism 99.8 37.1 94.7 59 99.5 39.7 94.4 54

Ridor 97.9 70 95.4 81.4 96.9 58.3 93.4 74

ADTree 98.2 86.7 97.2 92.1 98.1 81.7 96.6 89

J48 96.7 75 94.8 84.8 95.7 80 94.3 87.1

RandomTree 96.1 68.3 93.6 79.6 96.6 68.3 94 80.4

REPTree 96.5 75 94.6 84.6 95.4 65 92.7 78.1

SimpleCart 96.4 76.7 94.6 85.5 97.2 90.5 96.6 93.6

A B

 A different approach to solving the problem of imbalanced data classification is 

to apply cost-sensitive classification (Elkan, 2001). Optimizing the classification rate 

without taking into consideration the cost of errors can often lead to suboptimal results 

because high costs can result from the misclassification of a minority instance. In fact, in 

our particular problem, we are much more interested in the classification of Fail students 

(the minority class) than Pass students (the majority class). These costs can be 

incorporated into the algorithm and considered during classification. In the case of 2 

classes, costs can be put into a 2x2 matrix in which diagonal elements represent the two 

types of correct classification and the off-diagonal elements represent the two types of 

errors. Weka allows any classification algorithm to be made cost sensitive by using the 

meta-classification algorithm CostSensitiveClassifier and setting its base classifier as the 

desired algorithm. In fact, the CostSensitiveClassifier and our 10 classification algorithms 

have been applied as base classifiers using the original test and training files with the best 

15 attributes. We have also selected (0, 1; 4, 0) as the cost matrix because it obtained the 

bests results. This matrix indicates that performing the classification takes into 

consideration that it is 4 times more important to correctly classify Fail students than Pass 

students. Table III (B) shows the results with test files obtained after applying 10 fold-

cross validation. On analyzinge and comparing Table III (B) versus Table III (A), some 

algorithms can be seen to obtain better values in some evaluation measures while  other 

algorithms obtain worse values. So, there is no clear general improvement. However, one 

algorithm (Jrip) does obtain the current best maximum values on the TN rate (93.3%) and 

Geometric mean (94.6), which is very important in our problem. 

  4. DISCUSSION AND FUTURE WORK 
Regarding the different used approaches and the classification results obtained, the main 

conclusions are:  
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- We have shown the utility of feature selection techniques when we have a great 

number of attributes. In our case, we have reduced the number of attributes used 

from the 77 to 15 attributes, without losing classification performance.  

- We have shown two ways to address the problem of imbalanced data classification 

by rebalancing the data and considering different classification costs. These 

approaches have been able to improve the classification results obtained in one or 

several evaluation measures.  

- We can select cost-sensitive classification as the best approach because it obtains not 

only very good classification results in the minority class (Fail students), but also in 

the majority class (Pass students).  

Regarding the specific knowledge extracted from the classification models obtained, the 

main conclusions are:  

- White box classification algorithms obtain models that can explain their predictions 

at a higher level of abstraction by IF-THEN rules. These types of rules are easily 

understood and interpreted by non-expert DM users. In this way a non-expert user of 

DM such as a teacher or instructor can directly use the output obtained by these 

algorithms to detect students with problems (classified as fail) and to make decisions 

about how to help them and prevent their possible school failure. 

- There are some factors/attributes and specific values that appear more in the models 

when predicting the students who will fail in the classification models obtained. For 

example, the scores/grades that most appear in the obtained classification rules are 

the values of “Deficient” or “Not Presented” in the subjects of Physics, Humanities, 

Math and English. Other factors frequently associated with failing are: to be over 15 

years of age, to have more than one brother/sister, to be attending an evening 

classroom/group, and to have a low level of motivation to study.   

Finally, as the next step in our research, we want to develop our own classification 

algorithm using grammar-based genetic programming and cost sensitive classification for 

comparison versus other classification algorithms. 
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A Dynamical System Model of Microgenetic 
Changes in Performance, Efficacy, Strategy Use 
and Value during Vocabulary Learning 

P. PAVLIK JR. AND S. WU 

Carnegie Mellon University, United States
_______________________________________________________________________ 

This paper describes the development of a dynamical systems model of self-regulated learning, which explains 

the practically and theoretically important dynamic relationships among three student-engagement constructs 

and performance during learning. This work mined data from computerized adaptive flashcard learning to 

create this dynamical systems model. This flashcard practice included pop-up survey questions on the student’s 

experience of recent easiness, strategy use, and usefulness, in addition to the correctness performance data for 

the practice. Using this dynamical systems model, we were then able to simulate various user profiles to predict 

how they would experience the flashcard system. These simulations show how strategy use in this task is crucial 

because of the ways it influences performance, particularly over time. In the model, this result is shown by a 

bifurcation into two different regions for higher and lower strategy use, where the higher strategy-use 

equilibrium state is accompanied by performance predictions suggesting learning that is more efficient. 

Key Words and Phrases: Dynamical system model, language learning, motivation, metacognition, efficacy, and 

utility

________________________________________________________________________ 

1. INTRODUCTION
Many sources agree that motivation is a dynamic construct that changes from moment to 

moment with the stream of events students experience [e.g. Witherspoon et al. 2007]. Of 

course, while each period marks changes in student attitudes, perceptions and actions, 

there is also continuity across time as attitude states shift not randomly, but as a function 

of prior attitudes, perceptions and actions. If these different variables cause change in 

each other, in addition to this continuity, we have described a dynamical system. This 

perspective on dynamic motivation is similar to Csikszentmihalyi’s definition of the state 

of flow that occurs for people during activities that balance skills and challenges 

[Csikszentmihalyi 1991]. This paper attempts to add richness to the discussion, by 

introducing a flow-like mathematical model that supposes there is more than just skill 

and challenge feeding into the changing experience of motivation in a student. 

This work resonates well with the general project of dynamical systems research in 

the social and cognitive sciences [Vallacher and Nowak 2007; Ward 2002], by providing 

a tangible example of a dynamical system. However, unlike prior work, it appears to be 

more focused on a generalizable model with educational implications. In the one instance 

we were able to find of an educationally relevant dynamical model that was fit to data 

[Guastello et al. 1999], the authors chose to fit the system to each user, a procedure that 

produces a distribution of dynamical systems. While this procedure produces interesting 

results, it is more difficult to use for making general predictions.  

In this paper, we data mine for our general dynamical system in a dataset from a 

Chinese vocabulary tutoring system. This task is superficially straightforward, because 

students see an “optimal” schedule of drill practice (test with a review if incorrect) and 

have to respond to each drill practice by typing the matching Chinese pinyin phonetic 

representation or English meaning. Additionally, because we were pursuing the 

hypothesis that strategies and motivation might influence this practice, we asked three 
__________________________________________________________________________________________ 
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questions, which cycled for each user (using individual random orders for each subject, 

i.e. Q1, Q2, Q3 or Q2, Q1, Q3, etc.…). One of these questions popped up every 2 

minutes during the flashcards, and required only a single key response to minimize 

student inconvenience. These questions were as follows: 

“How easy was the recent practice?”, with Likert like items ranging from 

“too hard” to “too easy”, on a 5 point scale. 

“How useful for learning was the recent practice?”, with Likert like items 

ranging from “not useful” to “very useful”, on a 5-point scale. 

“Were you able to use any learning strategies during the recent practice?” 

with Likert like items ranging from “mostly used repetition” to “mostly used 

strategies”, on a 5 point scale. 

These questions were meant to be unthreatening to the student, since they are only 

admissions about recent practice, and so should not carry strong social norms for 

responding one way or another. These questions attempt to measure 3 crucial theoretical 

determinants of performance and motivation that have been suggested over the last 50 

years in the literature on behavior, motivation, and metacognition.  

2. DATA COLLECTION 
The data was collected in the Elementary Chinese II course at Carnegie Mellon 

University (CMU). All data used to create the model have been archived in the Pittsburgh 

Science of Learning Center (PSLC) DataShop web application, and a copy of the model 

and data are available to registered users (free). The R code posted at this location 

functions by downloading the data using DataShop web services (requires a quick set-up) 

before finding the model using R functions as described below. 

The data itself comes from Lessons 15-18 in Elementary Chinese II at Carnegie 

Mellon University, which correspond to chapters 15-18 in the Chinese Link (Zhongwen 

Tiandi) textbook [Wu et al. 2006]. The intervention was a computerized adaptive practice 

drill system with several different types of Chinese vocabulary flashcards including 

practice of the pinyin phonetic system, English meaning, radical character components of 

Chinese, and flashcards where the student filled in a missing vocabulary word in a 

sentence (Cloze fill in the blank) [Pavlik Jr. et al. 2008]. We had 65 unique subjects (of 

which only 61 produced complete practice data) and 198 unique lesson runs. Average 

lesson-run length was about 20 minutes (averaging 9.34 blocks of 2 minutes of practice 

per lesson started). Students were allowed to take breaks (by hitting a pause button) at 

any time, the dynamical systems model ignores any breaks students took and treats each 

lesson as continuous. Since students were asked to practice for only 20 minutes, many 

students completed the work without any break. While there was a between-subject 

manipulation of initial practice difficulty (either wider or narrower distribution of initial 

practice), this did not appear to cause detectable effects, though it may have produced 

more varying data, thus providing more variability for the model to capture, improving 

the detection of patterns by encouraging the occurrence of these patterns in the data. 

3. DYNAMICAL SYSTEM MODEL 
After doing some preliminary correlations of the t and t-1 data values (using only one 

predictor and one predicted variable) to make sure there were significant relationships 

between the variables, the data was organized into a set of data points for each user for 

each lesson. There were 4 data vectors per student per lesson, including vectors for 

easiness, usefulness, strategy use, and performance. Since each of the 3 survey items was 

measured sparsely, about 2/3 of the data values in each survey vector were left empty. 

Probability correct for the previous 2 minutes (previous epoch) however, was always 
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calculable, so these vectors were not sparse. Further, since probability (performance) is a 

0 to 1 value (tending to be greater than 50% in the data), whereas our readings from the 

other measures varied from 1-5, we scaled probability by using the logit of probability as 

data (constrained so that logit<-5 =-5 and logit>5 =5). For this reason, the model predicts 

logit values for performance, and the simulator code converts these to probabilities for 

the simulation graph plotting. Because the model is undefined unless it has a full set of 4 

prior values to begin computations, we used the neutral values of 3 easiness, 3 usefulness 

and 3 strategy use to initialize the model for each lesson for each user.  

A dynamical systems model assumes some current state of nature and then describes 

an evolution rule about how each state is transformed to the future state. Assuming the 

evolution rule is correct; by iteration, we can predict the future states of nature given 

some start state. Our evolution rule was 

et+1 = x1et + x2e
2
t + x3ut + x4u

2
t + x5st + x6s

2
t + x7pt + x8p

2
t +

x9etut + x10etst + x11etpt + x12utst + x13utpt + x14stpt + x15

ut+1 = x16et + x17e
2
t + x18ut + x19u

2
t + x20st + x21s

2
t + x22pt + x23p

2
t +

x24etut + x25etst + x26etpt + x27utst + x28utpt + x29stpt + x30

st+1 = x31et + x32e
2
t + x33ut + x34u

2
t + x35st + x36s

2
t + x37pt + x38p

2
t +

x39etut + x40etst + x41etpt + x42utst + x43utpt + x44stpt + x45

pt+1 = x46et + x47e
2
t + x48ut + x49u

2
t + x50st + x51s

2
t + x52pt + x53p

2
t +

x54etut + x55etst + x56etpt + x57utst + x58utpt + x59stpt + x60

where t – Indexes the observation time epoch (t+1 values are predicted values) 

 e – Likert-like self-report on recent easiness  

 u – Likert-like self-report on recent usefulness 

 s – Likert-like self-report on recent strategy use 

 p – logit of probability correct since previous self-report (max 5 min -5) 

This rule was applied for each of the 4 state space variables to compute the next epoch 

prediction. The rule for each variable required 15 parameters to capture the 4 first order 

(linear) effects, 10 second order (quadratic) effects, and the single fixed (intercept) effect. 

This meant we had 60 parameters for the non-linear deterministic model.  
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Fig. 1. Boxplots of correlations between model and data for each individual student,  

for the overall model and by construct (N=61 students). 

The model parameters were found by fitting the model to the data by minimizing the 

sum of squared error. To fit the model we used the BFGS optimizer implementation in 

the R “optim” command. Because there was not sufficient time to complete some sort of 

model validation, these results should be considered preliminary. However, to provide 

some support for validity, Figure 1 shows boxplots of the correlations of the model and 

data for each individual student, for each of the 4 variables. These correlations show the 

model fit is not achieved by fitting individual student magnitudes, but rather the model is 

capturing a general overall model of the dynamical system within the bulk of students. In 
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particular, it is encouraging that only 2 students negatively correlated with the overall 

model. It is also clear the model is not succeeding by just fitting one or some of the 

constructs while neglecting others. In fact, we see the overall pattern is better modeled 

than any individual construct.  

5. SIMULATIONS 
We wanted to use the model as a simulation tool to show us how to understand the 

student experiences in the tutor and how these experiences are reflected in the constructs 

we tracked.  
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Fig. 2. Pinned simulations of an average student, a rote learner, and a strategic learner. 

To begin, Figure 2 top shows a pinned (initialized at a certain value) simulation starting 

from values very close to average (we used 3,3,3 for simplicity and because these were 

clearly the medians of each distribution). For this example, the model was initialized with 

3 easiness, 3 usefulness, 3 strategy-use, and a starting performance of 73% (equivalent to 

a logit of 1, which was almost exactly the true average). Figure 2 top demonstrates this 
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“average” model reaches a performance level of 88.0% after 20 minutes (10 epochs) of 

practice, and suggests visually this level of performance has reached a stable plateau.  

Figure 2 middle for a rote learner contrasts with Figure 2 bottom, for a strategic 

learner, each pinned to begin at the minimum and maximum strategy values. This 

strategic simulated student has a much different experience and we can see after 10 

epochs, it is already becoming clear they have arrived at a different steady state with 

strategy use and usefulness ratings stabilizing at about 4. Interestingly, easiness is not 

improved, in large part because (according to our parameter analysis, not shown) high 

strategy use and high usefulness combined are predicted to reduce easiness. This makes 

sense if we suppose producing strategies in a useful fashion might be difficult for the 

student, even if effective. This effectiveness is highlighted by the reduced error rate in 

this steady state high strategy model. Comparing the error rates (1-.938=.062) for pinned 

high and pinned low (1-.834=.166) reveals pinning to the low strategy for the first epoch 

leads to the prediction of .166/.062=2.7 times more errors during the epoch 16 minutes 

later. Because errors greatly reduce practice efficiency in flashcard type learning [Pavlik 

Jr. and Anderson 2008], such an effect shows how strategy use may be an important 

component of optimal practice. 

6. CONCLUSIONS 
The main contribution of this work is to provide a general model to help us understand 

the dynamic motivational system of students. The dynamical systems model we produced 

is valuable because of what it implies for optimal use of the flashcard system and optimal 

learning in general. As we showed in the simulations, the model provides evidence of the 

mutually supportive feedback between usefulness, strategy use, and performance. By 

observing the simulations we see how high strategy use has a powerful effect on students’ 

perception of usefulness, but this is contrasted by the different behaviour of easiness 

ratings, which are depressed when strategies and usefulness are high. This seems to be a 

natural result of people finding it less easy to use strategies despite the acknowledgment 

of their usefulness for learning. 
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Desperately Seeking Subscripts: 
Towards Automated Model Parameterization 

J. MOSTOW 

Y. XU 

M. MUNNA 

Carnegie Mellon University, USA 
________________________________________________________________________ 
 

This paper addresses the laborious task of specifying parameters within a given model of student learning.  For 

example, should the model treat the probability of forgetting a skill as a theory-determined constant?  As a 
single empirical parameter to fit to data? As a separate parameter for each student, or for each skill?  We 

propose a generic framework to represent and mechanize this decision process as a heuristic search through a 

space of alternative parameterizations.  Even partial automation of this search could ease researchers’ burden of 
developing models by hand.  To test the framework’s generality, we apply it to two modeling formalisms – a 

dynamic Bayes net and learning decomposition – and compare how well they model the growth of children’s 

oral reading fluency.   

Key Words and Phrases:  model parameters, heuristic search, knowledge tracing, learning decomposition, 
children’s reading fluency growth 

________________________________________________________________________ 

1. INTRODUCTION  

This paper addresses the problem of defining parameters, more precisely how specific to 

make them. For example, the parameters in a knowledge tracing model are the 

probabilities of already knowing a skill, learning it from a practice opportunity, guessing 

an answer without knowing the skill, or answering incorrectly despite knowing the skill.  

But how specifically should these parameters be defined?  Should we use a different 

parameter for every skill?  For every student?  For every <student, skill> pair?  The last 

option would generate too many parameters to fit from the available data.  Corbett et al. 

[Corbett and Anderson, 1995] decided to make the knowledge parameters (probabilities 

of knowing already or learning) skill-specific, and the performance parameters 

(probabilities of guessing or slipping) student-specific.  They judged that the knowledge 

probabilities vary more by skill than by student, whereas the performance probabilities 

vary more by student than by skill. 

Such decisions – how specific to make a given parameter in order to predict unseen 

data – are the focus of this paper. This subtle but crucial modeling decision is typically 

made by hand, often by trial and error. The researcher explores various alternatives, 

trading off theoretical plausibility, computational tractability, model fit, statistical 

reliability, interpretability, and informativeness with respect to the research questions of 

interest. This problem falls in the domain of model selection but differs from prior work 

on selecting structure [e.g., Madigan and Raftery, 1994] or variables [e.g., Negrin et al., 

2010] in that we focus on selecting a specific parameterization of the given variables.  

 We propose a generic framework to represent and mechanize this process.  To test its 

generality, we apply it to two types of student learning models (dynamic Bayes nets and 

learning decomposition), which we train and test on children’s oral reading fluency data. 
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2. A HEURISTIC SEARCH SPACE OF MODEL PARAMETERIZATIONS 

The title of this paper refers to model development as a search for subscripts because 

subscripts indicate the specificity of the parameters they index.  To formalize this search 

space, we represent each state in the space as a vector with an element for each parameter 

in the model.  For example, consider a dynamic Bayes net model of Knowledge Tracing 

(KT), with probabilities for guess, slip, forget, learn, and already know.  We represent a 

parameterization of this model as a vector of 5 elements, each of which specifies how the 

corresponding parameter is subscripted.  For readability, we write the value of each 

element as a phrase describing how the parameter is indexed, e.g. ‘by student’, ‘by skill’, 

‘by student level’. 

Formally, we define a parameterization of a model with m parameters p1, p2, …, pm 

as a vector of m split functions (F1, F2,…, Fm), each of which specifies how to index the 

corresponding parameter over a set of size N, which we call the size of the split.  For 

example, to fit the guess, slip, and learn parameters of a KT model separately for each 

student, we use the ‘by student’ function to split them into separate parameters guessj, 

slipj, and learnj for each student j, so its size is the number of students.  Likewise, to fit 

the already know parameter separately to the data for each skill, we use the ‘by skill’ 

function to split it into separate already knowi parameters for each skill i, so its size is the 

number of skills. 

To set a parameter to a single value for all of the data, we use a function named “by 

NULL” to leave the parameter as is, with no subscripts or splits.  We may estimate its 

empirical value by fitting the data, or supply a theoretical constant.  For example, for a 

KT model, we apply the “by NULL” function to the forget parameter, and set its value to 

zero based on the theoretical assumption of no forgetting. 

We define the size of a parameterization as the summed sizes of its split functions.  

Intuitively, this quantity is simply the total number of subscripted parameters.  The 

example parameterization above indexes three parameters by student and one by skill, so 

its size is 3 * # students + 1 * # skills. 

Given m parameters p1, p2, …, pm and a set F of split functions, the cross product F
m
 

generates a search space of |F|
m

 possible model parameterizations to consider.  One 

simple but inefficient search strategy is brute force, searching for the best model over all 

expressible splits.  Alternatively, one heuristic strategy is to search the space of 

parameterizations in order of increasing size, fitting the resulting parameterized model to 

the data, computing some measure of its (complexity penalized) model fit, and halting 

when we reach a local maximum.  Note that the size of the parameterization is a crude 

measure of model complexity. 

3. TWO DIFFERENT MODEL FORMALISMS  

Dynamic Bayes nets (DBNs) provide a powerful way to infer a student’s changing 

knowledge over time from observed student behavior.  We extended a previous DBN 

model of children’s fluency growth [Beck et al., 2008] by adding an observable 

“Distributed Practice” node whose value is 1 for the student’s first encounter of the day 

for a given word and 0 otherwise.  The resulting model (shown in Fig. 1) has 17 

parameters, too many to list here.  For example, the parameter “learn | distributed 

practice, help” models the probability P(Kn = true | Kn-1 = false, Dn-1 = true, Hn-1 = true).  

We used BNT-SM [Chang et al., 2006] to express different parameterizations of the 

model and fit them to data. 
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Fig. 1. Architecture of a Bayes Net Model of Children’s Growth in Oral Reading 

Fluency 

Learning decomposition (LD) estimates the relative impact on performance of different 

types of practice, such as wide vs. repeated reading and distributed vs. massed practice 

[Beck, 2006]. Using this approach, we developed the following model to predict a child’s 

latency prior to reading a word aloud in text: 

* ( * * * * )
* _ *

b h m HM h HD m NHM NHD
latency E L word length A e

Here E represents minimum latency, L scales latency as a linear function of word length, 

A reflects the latency at the first encounter of a word, and b represents the learning rate. 

The coefficient h represents the impact of a tutor-assisted encounter relative to an 

unassisted encounter.  The coefficient m represents the impact of a massed encounter (i.e. 

of a word seen earlier that day) relative to a distributed encounter (i.e. of a word seen for 

the first time that day).  The variable HM counts the number of assisted, massed 

encounters; HD counts assisted, distributed encounters; NHM counts unassisted, massed 

encounters; and NHD counts unassisted, distributed encounters.  To fit different 

parameterizations of this model to data, we used MATLAB’s (Ver. 7.6.0.324) non-linear 

regression function. 

4. EVALUATION 

4.1 Data 

The oral reading fluency data for this paper comes from a random sample of 40 children, 

stratified by gender and reading level, from the students who used Project LISTEN’s 

Reading Tutor [Mostow and Aist, 2001] during the 2005-2006 school year, with a 

median usage of 5.7 hours.  In total they attempted to read 5,078 distinct word types 

ranging in difficulty level from grades 1 to 11.  The data includes each student’s unique 

user id, gender, reading level (from grade K to 6), and performance on each word 

encounter, which we define as fluent if accepted by the Reading Tutor as read correctly 

without help or hesitation. 

To partition the data into training and test sets, we ordered the distinct word types 

encountered by each student by the number of encounters.  We assigned all the student’s 

encounters of odd-numbered word types to the training set, and all encounters of even-

numbered word types to the test set, so as to be able to train and test models on all of a 

student’s encounters of a given word. 

 Given the information in the data set, one set of possible splits is {‘by student’, ‘by 

student level’, ‘by gender’, ‘by word’, ‘by word level’, ‘by student and word level’, ‘by 
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student level and word’, ‘by student level and word level’, ‘by gender and word’, ‘by 

gender and word level’}.  We omitted the split ‘by student and word’ because we had no 

overlap in <student, word> pairs between training and test sets. 

4.2 Results 

Table I compares different parameterizations of DBN and LD models, ordered by size. 

The DBN models treat fluency as a binary variable, so we show the percentage accuracy 

of their predictions, both overall and within-class; the test data is unbalanced, with 72% 

of it in the positive (fluent) class.  The LD models predict real-valued latencies, so we use 

Root Mean Squared Error (RMSE) to measure their accuracy.  Since the models make 

different types of predictions, their accuracies are not comparable.  Given the maximized 

value L of the likelihood function for the estimated model, the number k of parameters 

and the number n of data points in the training set, we compute AIC (Akaike Information 

Criterion) as .  We estimate BIC (Bayesian Information Criterion) 

as .  

DBN and LD models use different likelihood functions.  The likelihood function for 

DBN models is a probability, so their AIC and BIC scores are positive. In contrast, the 

likelihood function for a linear regression is a product of Gaussian probability density 

functions, so AIC and BIC scores for LD models can be positive or negative. 

Table 1.  Accuracy and complexity of DBN and LD models on unseen test data for 

children’s oral reading fluency.  The best value(s) in each column are underlined.

Model:  

split by… 

DBN LD 

Size Acc 

(%) 

Acc 

on + 

Acc 

on  - 

AIC BIC Size RMSE 

(sec) 

AIC BIC 

NULL 17 72.5 99.7 2.4 504084 504243 6 0.22 -9056 -9000 

gender 34 72.5 99.7 2.4 504060 504377 12 0.22 -9269 -9157 

student 

level 

136 72.5 99.7 2.4 897462 898733 42 0.23 46 427 

word level 170 72.5 99.7 2.5 474230 475818 48 0.35 -10201 -9755 

gender, 

word level 

323 72.5 99.7 2.5 474182 477200 96 0.32 -36957 -36048 

student 680 72.6 98.1 7.1 497074 503427 210 0.21 -22483 -20546 

student 

level, word 

level 

1054 72.5 98.1 6.5 470057 479905 318 0.28 25977 28692 

student, 

word level 

4573 71.8 94.1 14.2 473541 516270 1512 0.18 -144840 -130160 

word 5848 72.4 96.0 1.2 495727 550370 1518 0.20 -9136 4715 

gender, 

word 

11271 72.5 93.7 15.2 550977 847543 2856 0.18 -32541 -5762 

 student 

level, word 

31739 71.8 98.1 6.5 512257 617572 3588 0.21 15354 45053 

Which models are best?  None of the DBN models substantially beats the majority 

class accuracy of 72%.  The five simplest models have almost perfect recall (accuracy on 

positive examples), but very low accuracy on negative examples.  Note that AIC and BIC 

do not vary smoothly with the size of the parameterization.  For example, splitting by 

student level has size 136 and gives the worst AIC and BIC scores, while word level has 

size 170 but yields the best BIC score and a near-best AIC score. 

The ‘by student and word level’ LD model has the lowest AIC and BIC scores.  This 

fact suggests that students at the same estimated student level differ enough to model 
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individually, possibly due to inaccurate estimates.  In contrast, word level apparently 

captures adequate information about word difficulty. 

This model also achieves the best accuracy on unseen test data (RMSE = 0.18 sec).  

However, the second best accuracy is achieved by ‘by word’ model, which has some of 

the worst AIC and BIC scores even though its size is not enormously larger (1518 vs. 

1512).  This disparity implies that AIC and BIC can be poor predictors of performance on 

unseen data. One problem we faced that due to splitting when the dataset size was very 

small (e.g. less than 4 data points) we failed to fit the LD model. We excluded these 

datasets and the size of parameterization became smaller than it should be in some of the 

models.  

Although the DBN and LD models have different formalisms and outputs, they are 

not directly comparable, we can still compare their performance profiles over the same 

space of parameterizations.  In particular, is the same parameterization best for both 

models?  No.  For the LD models, the ‘by student, word level’ parameterization achieves 

by far the best AIC and BIC scores.  For the DBN models, this parameterization achieves 

close to the best AIC score, which is for the ‘by student level and word level’ model, but 

so do the ‘by word level’ and ‘by gender and word level’ models.  Moreover, its BIC 

score is mediocre. 

5. CONCLUSION 

This paper defines the problem of parameterization selection and formalizes it in terms of 

a space of parameterizations induced by split functions.  It proposes a simple strategy to 

search this space in order of size, hill-climbing on complexity-penalized model fit.  We 

implemented a prototype of this strategy restricted by using the same split function for 

every parameter to accommodate a limitation of BNT-SM.  We demonstrated its 

generality by applying it to both DBN and LD models and evaluating the resulting 

parameterizations on the same data set. 

Future work includes expanding the search space to relax the restriction in the 

implementation, and devising search heuristics to go beyond size and complexity-

penalized model fit and address additional criteria discussed in the Introduction.  This 

work will succeed if it helps clarify, accelerate, or automate the discovery of good models. 
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Automatic problem generation for learning tools can provide the required quantity and variation of problems 

necessary for an intelligent tutoring system. However, this requires an understanding of problem difficulty and 

corresponding features of student performance. Our goal is to automatically generate new proof problems in 

Deep Thought – an online propositional logic learning tool – for individual students based on their performance 

and a set of instructor parameters.. In an initial exploratory study, we evaluate the generated problems compared 
to the original set of stored problems. This evaluation uses collected student data and instructor feedback.

Key Words and Phrases: Logic proof, problem generation, problem difficulty, intelligent tutoring system 

________________________________________________________________________

1. INTRODUCTION AND RELATED WORK 
Intelligent tutoring systems (ITS) provide adaptive instruction to students, and have a 

significant effect on learning [Murray, 1999]. Much of the work in ITS development has 

been in generating feedback and hints for existing problems, such as CTAT, an example-

based authoring tool [Koedinger et al, 2004]. Logic-based tutors such as Logic-ITA 

support the learning and teaching of logic proofs, verifying proof statements, providing 

feedback, and logging data for exploration [Lesta and Yacef, 2004] [Yacef, 2005].  

Our focus, however, is on automatic problem generation. We present our work in the 

context of a logic proof tutor, called Deep Thought [Croy, Barnes and Stamper, 2008]. In 

Deep Thought, students construct proofs by applying logical rules to a set of given 

premises in order to generate a specific conclusion. Our long-term goal is to provide 

instantly generated proof problems that are appropriate based on the student’s skill level, 

course progression, and previous performance on Deep Thought problems. 

McGough et al [2001] created a web-based dynamic problem generation system in 

engineering; however, their problems are assembled from a pool of existing problem 

subsets, while we seek to generate logic proofs from scratch. Beck et al [1997] 

accomplished this for a tutor in arithmetic operations, which is similar to what we wish to 

accomplish using logic proofs. However, that tutor took into account several assumptions 

about a student’s basis of knowledge in basic arithmetic, which are not as well defined 

with logic proof construction. 

2. THE AUTOMATIC PROBLEM GENERATOR 
Deep Thought is an existing web-based tool with a graphical user interface that provides 

a set of problems that display logical premises, buttons for logical rules (axioms), and a 

conclusion that a student must reach by applying logical rules to the premises (Figure 1). 

Student progress is logged at each step of proof construction, recording attributes 

including rule use, errors, deletions, time, and successful completion of the problem.
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Figure 1. Deep Thought user interface, showing a successfully completed problem (English mode). 

 We have developed a java-based background process to Deep Thought called LQGen 

(Logic Question Generator) that automatically generates proof problems that satisfy the 

conceptual requirements of the course instructor. LQGen takes as input the parameters of 

the desired problem, and generates a new random problem. The input parameters are 

extracted from the expert-derived solution of the original problems, and include the 

number of premises, re-used premises, logical rule use, number of steps, and complexity 

of statements and conclusion (see Table 1).  

LQGen generates problems by working backwards [Croy, 2000], starting with the 

problem conclusion to generate subsequent steps until a full problem is developed. After 

creating a random conclusion, it builds a tree of logical statements to a depth equal to the 

number of steps in the expert solution, based on the parameter requirements, then 

traverses the tree and deletes branches until the specified number of premises is reached.  

In its current state, LQGen generates problems that match the parameters of the 

expert-solved original problems. However, the parameters do not adapt to an individual 

student's skill level and performance. Before we can accomplish this, we must first 

understand how students might behave in constructing logic proofs by examining the 

features that might determine a problem’s difficulty, and compare this behavior between 

original Deep Thought problems and problems generated by LQGen. 

3. MEASURING PROBLEM DIFFICULTY 
If we accept the general idea that certain logical concepts are more difficult than others, 

we can assume that the parameters we use for construction of proofs may be sufficient for 

generation of problems that have the same conceptual difficulty. However, we need to 

look at student data to determine how student performance indicates their level of 

knowledge, and therefore problem difficulty. Beck and colleagues [1997] look at 

historical student data to determine the rate at which an arithmetic concept is learned, and 

how often a student continues to use the concept. However, in their tutor, the knowledge 

gained by the students and the method of proficiency demonstration is linear, which is 

not the case with logic proofs, as students can solve problems in various ways.    

There are several factors we can consider in determining problem difficulty. We can 

consider the failure rate in the attempts made by the students per problem, and the usage 

of rules as expected from the expert solution. If a student has a decreasing rate of failure 

and higher usage of rules for problems of similar type, we can assume the student is 

performing at or near the level of difficulty set by the course instructors. We can also 

look at the number of performance errors, any reworking of the problem, the number of 

rule applications, and the elapsed time. We would expect an exponential learning curve in 

the factors above when students are working on problems with similar concepts. 
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Once we determine how these factors affect student performance from the student 

data, we can determine how to alter the parameters of the problems created by LQGen to 

give students practice and mastery of the concepts taught before generating problems of 

higher difficulty.

4. METHODS AND RESULTS 
Data are from students solving Deep Thought Level 1 problems as homework in in a 

Deductive Logic course. Eighty Fall 2010 students solved instructor-authored problems, 

and eighty Spring 2011 students solved LQGen problems designed to match the Fall

problems. Table 1 shows the parameters of the six problems as solved by an expert, using

inference rules including modus ponens (MP), disjunctive syllogism (DS), simplification 

(SIMP), hypothetical syllogism (HS), modus tollens (MT), addition (ADD), conjunction

(CONJ), and constructive dilemma (CD). The problem set was designed so that students 

would use all of the inference rules over the set. We expected problem 4 to be more 

difficult since it is the first to use CONJ, and it requires the re-use of a given premise. 

Problem 5 was difficult for the same reasons plus it also introduced CD. 

Table 1. Deep Thought Level 1 Parameters as determined by expert solutions 
Problem Premises # Rules 

Used

Rules used by expert Premise

ReuseMP DS SIMP HS MT ADD CONJ CD 

1.1 3 4 1 1 2 0 0 0 0 0 No 

1.2 3 4 1 1 1 0 0 1 0 0 No 

1.3 3 4 1 0 1 0 1 1 0 0 No 

1.4 4 6 2 0 0 0 1 2 1* 0 Yes*  

1.5 4 6 1 1 2 0 0 0 1 1* Yes* 

1.6 4 4 1 1 1 1 0 0 0 0 No 

Figure 2 shows the percent of incomplete (failed) attempts, with a learning curve 

decreasing from problems 1.1 to 1.3 and then again from 1.4 to 1.6, consistent for both 

original and generated problems.

Figure 2. Average percent of incomplete attempts for Deep Thought Level 1 problems 

Figure 3 shows that the number of attempts for each problem has a reasonable 

learning curve from 1.1-1.3 and 1.4-1.6 (with low attempts for 1.2 and 1.3 since they 

were not required). Figure 4 shows the average time taken per problem attempt. The 

generated problem 1.4 has more attempts and more time per attempt, showing that it is 

likely more difficult than the original problem, while generated 1.5 has fewer attempts 

and much shorter times. One explanation for fewer and shorter tries on 1.5 is that after 

solving the harder generated 1.4 problem, students had less trouble with 1.5. However, 

upon investigation, we also found that while both 1.5 problems needed constructive 

dilemma (CD), the original 1.5 problem needed it much later in the problem so students 

had to determine how to set up the problem to apply CD, while in the generated problem, 
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it was apparent to the students that CD could be applied directly to the premises. The 

number of attempts is greater for generated problems in 4 of the 6 problems, and on the 

remaining two the number of attempts is very similar. This suggests that the Spring 

students attempted the generated problems more times, but spent less time on each 

attempt, than the Fall students tried the original problems.   

Figure 3: Total attempts (1.2 & 1.3 optional) Figure 4. Average time taken per attempt 

At first we expected that spring students, who had more short attempts, realized when 

an attempt was not productive and simply started over, but our analysis of problem length 

suggests otherwise. Figure 5 shows the total number of errors, deletions, and steps in 

student attempts. All the generated problems have more steps, therefore students 

reworked the generated problems more often, with longer proofs, but in shorter average 

times, than students did with the original problems. We believe this suggests that the 

generated problems needed longer time, but were not quite as difficult proofs. 

 Although students spent more time on each attempt for generated problems, they 

performed slightly more deletions on 1.1, 1.2, and 1.4 and made more errors for 1.2, 1.3, 

1.4, and 1.6. This may indicate that students in Spring 2011 are finding rule applications 

easier and can apply them in Deep Thought more quickly per step, and may be spending 

more time in constructing proofs and trying more strategies in the tutor.  

Figure 5. Average number of errors, deletions, and rule applications per attempt for original (O) and 

generated (G) Deep Thought Level 1 problems

Our expert took 4 - 6 steps on every original and generated problem, but as expected, 

students applied more rules on average per attempt for both problem sets, as is 

particularly apparent in Table 2. For problem 1.1 students replaced a use of the SIMP rule 

with MP in LQGen. LQGen’s problem 1.2 seemed to require one more application of DS 

and ADD for students, but problem 1.4 didn’t need MP and MT as much as the original 
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problem. Students used SIMP a bit more in the LQGen 1.4 problem, and solved LQGen 

1.6 with one less MP and HS rule each. Overall, both original and generated problems 

encouraged students to apply the rules experts used, and the numbers of times students 

applied the rules in correct solutions across the whole problem set shows a similar pattern 

to their usage by experts (though each rule is used more by students). 

Table 2. Average rule use per successfully completed problem for Deep Thought Level 1 
MP DS SIMP HS MT ADD CONJ CD 

1.1

Expert 1 1 2      

Orig. 1.73 1.78 2.5 .30 .06 .34 .33 .08

Gen. 2.11 1.02 1.25 .26 .06 .44 .21 .16

1.2

Expert 1 1 1   1   

Orig. 1.83 1.78 2.18 .72 1.6 .32 .20

Gen. 1.76 2.61 2.5 .17 .12 2.46 .56 .10

1.3

Expert 2  1  1 1   

Orig. 1.37 .22 1.52 .07 1.22 1.29 .14 .06

Gen. 1.34 .09 1.37 1.25 1.53 .09 .12

MP DS SIMP HS MT ADD CONJ CD 

1.4

Expert 2    1 1 1  

Orig. 2.02 .45 .63 .84 2.03 2.32 2.04 .31

Gen. 1.15 .75 .99 .72 1.44 2.90 2.18 .48

1.5

Expert 1 1 2    1 1 

Orig. 2.17 2.38 2.45 .29 .29 .94 1.35 .95

Gen. 1.22 2.15 2.85 .32 .63 .85 1.57 .85

1.6

Expert 1 1 1 1     

Orig. 2.07 2.02 2.1 2.32 .81 .12 .42 .01

Gen. 1.34 2.03 2.36 1.34 .85 .48 .48 .21

MP DS SIMP HS MT ADD CONJ CD 

Total Expert 7 4 7 1 2 3 2 1 

Orig. 11.2 8.6 11.1 4.5 4.4 6.6 4.6 1.6

Gen. 8.9 8.6 11.3 2.8 4.4 8.7 5.1 1.9

5. CONCLUSION AND FUTURE WORK 
We expected that, using parameters from expert solutions to logic proof problems, we 

could develop LQGen to generate similar problems for students to practice in deductive 

logic. Through the features compared in the above section, we believe that we have 

shown that LQGen can be used to provide practice problems that target a given rule set. 

We plan to continue developing LQGen to support all the logical rules available in 

Deep Thought. We also plan to combine LQGen with a student model to assign problems 

that will encourage mastery of each rule needed to solve proofs. Once LQGen has been 

updated using knowledge gained from the study and integration of adaptive difficulty 

settings, it will be fully integrated into Deep Thought for its use in course instruction. 
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It would be great if ITS can also be used to do the benchmark assessment, so that no time from instruction is 

“stolen” to do extra assessments. It is presumed that given a limited amount of time for assessing, people should 

give a test but not wasting time giving students feedback. However, Feng and Heffernan (2010) compared two 

simulated conditions and found that the condition that lets students get feedback during a test was actually 

superior (not statistically reliable) at predicting student performance than the “test” condition, in which students 

did about double the number of problems. In this study, we address the weakness in Feng & Heffernan (2010) 

(i.e. simulated conditions) and run a new randomized control trial in a tutoring system with participants from 

two different grades, 7th and 8th  to see if the main effect would replicate. Our results suggest that unlike our 

previous results 1) there is no reliable main effect across all students; 2) the dynamic testing condition works 

better with 7th graders than with 8th graders. We also find that 7th graders and 8th graders behaved differently 

while working within the system, which appeared to be related to “gaming”.  

Key Words and Phrases: assessment, tutoring system, dynamic metrics 

________________________________________________________________________ 

1. INTRODUCTION
In the past twenty years, much attention from the Intelligent Tutoring System (ITS) 

community has been paid to improve the quality of student learning while the topic of 

improving the quality of assessment has not been emphasized as much. The 

accountability pressure from No Child Left Behind Act of 2001 in the U.S. has led to 

increased focus on benchmark assessments and practice tests on top of the usual end-of-

chapter testing. Such practice assessments can give a crude estimate, but they are also 

accompanied with the loss of precious, limited instruction time that typically occurs 

during assessment. It would be great if intelligent tutoring systems could be used to do 

the benchmark assessment, so that no time from instruction is “stolen” to do extra 

assessments. However, since students learn from tutoring systems (e.g. Koedinger et al. 

1997), many psychometricians would argue that let students learn while being tested will 

make the assessment harder since you are trying to measure a moving target. Thus, 

assessing students automatically, continuously and accurately without interfering with 

student learning is an appealing but also a challenging task.  

In Feng, Heffernan & Koedinger (2009), we reported the counter-intuitive results that 

metrics from an intelligent tutoring system can better predict student’s state test scores 
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than traditional test context does. The metrics used include the number of hints that 

students needed to solve a problem correctly, the time it took them to solve it, the number 

of attempts that students made before correctly answering a question (called assistance 

metrics). This finding suggests not only is it possible to get reliable information during 

“teaching on the test”, but also data from the teaching process actually improves 

reliability. However, there is a caveat that it takes more time for students to complete a 

test when they are allowed to request for assistance, which seems unfair for the contrast 

case. Feng & Heffernan (2010) addressed the caveat by controlling for time. We found 

that students did half the number of problems in a dynamic test setting (where help was 

administered by the tutor) as opposed to the static condition (where students received no 

help) and reported better predictions on the state test by the dynamic condition, but not a 

statistically reliable difference. Trivedi, Pardos, and Heffernan (2011) reanalyzed the 

same data set by introducing a more sophisticated method to ensemble together multiple 

models based upon clustering students. Although the findings from Feng & Heffernan 

(2010) and Trivedi et al. (2011) are encouraging, the predictions were made based upon 

40 minutes of historical log data and the traditional test condition was simulated by only 

including students’ first attempt on the main problems and discarding all information 

while they were being tutored, which may be different from a real computer-based testing 

condition in several ways because of factors such as time constraints, test anxiety, etc. 

(Onwuegbuzie & Seaman, 1995). In order to address these concerns, in this paper, we run 

a randomized controlled study in a middle school in central Massachusetts.  

2. LITERATURE REVIEW 

Dynamic assessment (DA, Grigorenko & Sternberg, 1998; Sternberg & Grigorenko, 2001, 

2002) has been advocated as an interactive approach to conducting assessments to 

students in the learning systems as it can differentiate student proficiency at the finer 

grained level. Different from traditional assessment, DA uses the amount and nature of 

the assistance that students receive as a way to judge the extent of student knowledge 

limitations. Campione and colleagues (Bryant, Brown & Campione, 1983; Campione & 

Brown, 1985) took a graduated prompting procedure to compare traditional testing 

paradigms against a dynamic testing paradigm in which learners are offered increasingly 

more explicit prewritten hints in response to incorrect responses. They found that student 

learning gains were not as well correlated (r = 0.45) with static ability score as with their 

“dynamic testing” (r = 0.60) score. Recently, Fuches and colleagues (Fuchs et al., 2008) 

employed DA in predicting third graders’ development of mathematical problem solving. 

3. METHODS 

3.1 ASSISTments, the test bed 

The ASSISTments platform (Razzaq et al., 2005) is an attempt to blend the positive 

features of both computer-based tutoring and benchmark testing. In ASSISTments, if a 

student gets an item (the main item) right, they will get a new item. If a student has 

trouble solving a problem, the system provides instructional assistance to lead the student 

through by breaking the problem into a few scaffolding steps (typically 3~5 per problem), 

or displaying hint messages on the screen (usually 2~4 per question), upon student 

request. As students interact with the system, time-stamped student answers and student 

actions are logged into the background database.

3.2. Experimental Design 
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The experiment included two conditions, Test condition and Tutor condition. The Test 

condition mimicked the traditional computer-based test situation while the Tutor 

Condition follows the ASSISTments approach as described above. 392 students from 7th 

or 8th grade classes were randomly assigned to conditions. The experiment was run in 

one class period, about 45 minutes. Due to class schedules and climate conditions, 

students from different classes completed the study on different days across two weeks. 

The materials used for the experiment were selected from released Massachusetts 

Comprehensive Assessment System (MCAS) test items and the scaffolding questions and 

hint messages built in by subject matter experts from ASSISTments. The problem set 

contained 212 randomly organized problems.  

4. ANALYSIS AND RESULTS 

4.1 Measures and preliminary analysis 

MCAS test scores from May, 2010 were used as the outcome measure for prediction1.

After linking student data collected from ASSISTments with their state test scores, we 

ended up with a total of 320 students, 160 in each condition. We examined the two 

experiment conditions on several measures (e.g. student average/standard deviation on 

MCAS score, the total number of problems finished in the experiments, and the total time 

they actually spent on solving problems) to ensure the two conditions were balanced. No 

significant difference was noticed except that students in the Test Condition finished 

more problems as expected. We reused the online metrics for dynamic testing that 

measures student accuracy, speed, attempts, and help-seeking behaviors (Feng, Heffernan 

& Koedinger, 2009; Feng & Heffernan, 2010), including measures on students’ percent 

correct on main problems, which we often referred to as the “static metric”, the number 

of main problems students completed, students’ percent correct on scaffolding questions, 

the average number of hint requests per question,  the average number of attempts 

students made for each question,  how long it takes for a student to answer a question, 

whether main or scaffolding, measured in seconds, how often a student reached the 

“bottom-out” hints that revealed the correct answer, etc. Among these metrics, the Test 

condition used only measures on students’ percent correct on main problems and the 

number of main problems students completed during the experiment, while the Tutor 

condition used all of the metrics. Additionally, during our modeling process, the metrics 

were normalized so that they were all on the same scale. 2

4.2. Modeling and results 

We followed Feng & Heffernan (2010) to fit a stepwise linear regression model using the 

dynamic assessment features as independent variables to make a prediction on the MCAS 

scores. In order to capture non-linear relationships and to fit different models for different 

groups of students, we also introduced random forests algorithm and clustering technique, 

following Trivedi et al. (2011). Using random forests (Breiman, 2001) algorithm N

decision trees will be trained with each tree selecting a portion of the features at random 

and resamples the original dataset with replacement. Each decision tree is then used to 

make a prediction of unseen data. The predictions of all the trees are combined by 

uniform averaging to give the final prediction of the Random Forests algorithm. Using 

clustering technique, the training data is first used to define N clusters and then a specific 

                                                           
1

For those who are confused, yes, we are “predicting” history data. We don’t want to wait till September 2011 

to do the analysis. Another reason is that our analysis of MCAS data of students from Worcester, Massachusetts 

in the past 6 years shows there is a high correlation (0.8~0.9) between students’ state test scores across years.
2

The complete data will be available at http://teacherwiki.assistment.org/wiki/Feng2009#Follow_up_paper 
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classifier will be trained for the data of each cluster. During the predicting stage, an 

unseen data was first assigned to one of the three clusters and then the classifier for that 

cluster is used to make a prediction. We combined approaches mentioned above and fit 

five different models for each of the two data sets, one for the Test condition and one for 

the Tutor condition. Namely, the models we applied were a) linear regression, b) stepwise 

regression, c) random forests with 50 trees, d) clustering method with random forests as 

classifier, e) clustering method with linear regression as classifier. As mentioned before, 

for each model, the MCAS state test score was used as dependent variable and the 

computed online metrics as predictors. 5-fold cross-validation was run to evaluate the 

results of the analysis for every model. 

We report for both 

conditions the RMSEs 

from the five fitted 

models in Fig. 3. We 

observed that clustering 

method with linear 

regression worked best 

for the Test condition 

and has produced the 

highest correlation and 

lowest RMSE. However, 

it appeared to be the 

least effective model for 

the Tutor condition with lowest correlation coefficient and the highest RMSE, which was 

contradictive to Trivedi et al. (2011). Additionally, we noticed that there was a trend in 

favor of the Test condition over the Tutor condition, which was also contradictive to what 

we have found before. We then conducted a series of t-tests between residuals generated 

from the five models for both conditions, but failed to find any significant difference.  

The results from this experiment varied from our previous findings, which made us 

ponder what made the change. One thing we observed was that during the experiment, the 

7th graders in the Tutor condition finished only a half of the problems as completed by 

those in the Test condition (9 vs. 18). Yet, for the 8th graders, the gap was not as big (12 

vs. 16). Our subject matter expert confirmed that the content was appropriate for both 

grades. Yet, we found that 8th graders overall requested for significantly more hints than 

7th graders did (effect size = 0.4, p < 0.001) after examining students’ response data to all 

assignments before the experiment, which appeared to be related to students “gaming” the 

system (Baker et al., 2004). We speculated that gaming behaviors, such as requesting for 

hints for every question, always reaching out to the bottom-out hint, would be a big 

detriment to the dynamic assessment approach as the approach depends heavily on the 

interaction between students and the system, esp. their help-seeking behavior and 

response speed. We chose to model 7th and 8th graders separately and repeated the 

modeling process as described in section 4.3 for 7th graders and 8th graders respectively. 

We found out that in 7th grade the trend was in favor of the Tutor condition while in 8th 

grade was in favor of the Test condition, which was aligned with our speculation, but 

again neither difference was significant.  

5. CONCLUSION 

Fig. 1. RMSE from five fitted models
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The results from Feng, Heffernan & Koedinger (2009) that started this line of work off 

were so exciting that they were cited in the National Educational Technology Plan (U.S. 

Department of Education, 2010) and were followed in Feng & Heffernan (2010) in a 

simulated study. However, we got a null result in a real randomized trial. Although 

reasoning from a null result is difficulty, we think it is important to share with the 

community this null result as it does bring a caution to the excitement of the prior work. 

The three most salient differences between this study and our prior work are, firstly, in 

our prior work, we could run paired t-test using simulated data (see Feng & Heffernan, 

2010 for details). Yet this experiment was not a between-subject design that can be more 

powerful if the variation between students is very large compared to the variation caused 

by the conditions. Secondly, in this experiment we had many fewer students (320 vs. 

1392 in the prior study), which again reduced the statistical power of analysis. Thirdly, in 

the prior study, since existing log data were reused to simulate conditions, we made sure 

that the data sets contained exactly 40 minutes of work of every student. However, in this 

study, there was no guarantee that students all committed to working on ASSISTments 

problems for 40 minutes. As a matter of fact, on average, students have done only 30 

minutes of problem solving work, which provided fewer amounts of data for our analysis. 

However, more complex models, such as the clustering method often require larger 

amounts of data to build a competent model. With all factors considered, we conclude 

that the experiment should be repeated with more students but also have the students 

swap conditions so that we can make a within-subject comparison. 
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Among other applications of educational data mining, evaluation of student models is essential for an adaptive 
educational system. This paper describes the evaluation of a Bayesian model of student misconceptions in the 
domain of decimals. The Bayesian model supports a remote adaptation service for an Intelligent Tutoring 
System within a project focused on adaptively presenting erroneous examples to students. We have evaluated 
the accuracy of the student model by comparing its predictions to the outcomes of students’ logged interactions 
from a study with 255 school children. Students’ logs were used for retrospective training of the Bayesian 
network parameters. The accuracy of the student model was evaluated from three different perspectives: its 
ability to predict the outcome of an individual student’s answer, the correctness of the answer, and the presence 
of a particular misconception. The results show that the model’s predictions reach a high level of precision, 
especially in predicting the presence of student misconceptions. 

Key Words and Phrases: Student model evaluation, Bayesian networks, Bayesian student modeling 

________________________________________________________________________ 

1. INTRODUCTION  
The quality of an adaptive educational system (AES) critically depends on the quality of 
its student modeling. The system might implement a sound adaptation strategy and 
provide students with well-designed learning content, but if its estimations of students’ 
knowledge are incorrect, the adaptive interventions it produces are unlikely to be 
effective. In recent years, significant efforts have been expended to develop a 
methodology for layered evaluation of AES that allows examining student modeling 
components in isolation (BRUSILOVSKY, ET AL., 2004). Various approaches have been 
used for measuring the goodness of a particular student modeling mechanism 
(SOSNOVSKY, & BRUSILOVSKY, 2005), guiding the improvement of a student model (SM) 
(MARTIN ET AL., 2011) or selecting the best SM configuration among several alternatives 
(YUDELSON, ET AL., 2008). All of these evaluations have been based on rigorous analyses 
of students’ logs generated by the systems. 

In this paper, we describe the development of a Bayesian network (BN) SM and a 
data mining study aimed at validating its quality. The model represents students’ 
misconceptions in the domain of decimals. It was designed within the framework of the 

__________________________________________________________________________________________
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AdaptErrEx project1, which focuses on presenting and adapting erroneous examples
(step-by-step solutions to decimal math problems in which at least one step is incorrect) 
to remediate students’ misconceptions. 

The evaluation of the model was done based on the data logs of 255 middle school 
students working with test problems in the domain of decimals. Data from 70% of the 
students was used for training model parameters. The remaining 30% of the data was 
used as the test set to compute three metrics, estimating how well the model predicts: 

1. the exact answer to the next problem tackled by a student; 
2. the correctness of the next answer provided by a student; and 
3. the presence of a misconception the student has. 
In order to compute these metrics, we compared the predictions of the individual 

SMs with the students’ results on a delayed posttest. Although the values achieved for all 
three metrics could potentially be improved, they by far exceed the baseline of a random 
prediction. These results support our belief that the model is capable of accurate 
adaptation and encourage us to continue investigating ways to improve it. 

2. MODELING STUDENTS  MISCONCEPTIONS IN ADAPTERREX  
BNs are well-established tools for representing and reasoning about uncertainty in 
student models (CONATI, ET AL., 2002; MILLÁN, ET AL., 2010). Perhaps the closest 
example to the BN-based SM developed for AdaptErrEx is the SM of the DCT tutor that 
helped students learn decimal comparisons (STACEY ET AL., 2003). In the DCT’s model, 
the misconceptions were represented as two probabilistic nodes identifying basic 
judgments used by a student for comparing decimals (e.g. “longer decimals are larger”) 
and possible misconceived reasons for such judgments (e.g. “because longer integers are 
larger”). The causal relation between the two nodes was modeled with conditional 
probabilities defining the chance a student would come up with a basic judgment if she 
had a particular finer-grained misconception. The evidence nodes representing learning 
tasks were conditionally dependent on both misconception nodes. 

A different approach to BN-based domain and student modeling, focused on skills 
rather than misconceptions, is described in (COLLINS, ET AL., 1996). The domain model 
here is a hierarchy of skills, where the probability of mastering a super-skill is 
conditionally dependent on mastery of the sub-skills. The bottom-level skills are 
probabilistically connected with the evidence nodes representing the test questions. 

In AdaptErrEx we have followed an approach that is a combination of the two prior 
approaches. Based on the results of an extensive literature review of students’ learning of 
decimals, we identified the most frequently occurring decimal misconceptions and 
organized them into a taxonomy based on their differences and similarities (ISOTANI,
MCLAREN, & ALTMAN, 2010). The resultant taxonomy connects commonly observed 
misconceptions to the possible higher-level reasons for the misconceptions (e.g., the 
misconception “longer decimals are larger” is connected to the reason “student treats 
decimals like integers”) providing means for diagnosing students’ learning difficulties. 

To account for dependencies between misconceptions, a BN was built, where each 
misconception is represented by a probabilistic node with two possible alternatives 
(present/absent). The taxonomic relations between the nodes are accompanied by tables 
of conditional probabilities representing the influence of the probability of presence of a 
parent misconception on the probabilities of presence of its child misconceptions.  

The evidence nodes in the network represent problems. They can be connected to one 
or more misconceptions. The evidence nodes contain several alternatives, where each 
alternative corresponds to a possible answer the student might give to the problem. Every 

                                               
1 See http://www.cs.cmu.edu/~bmclaren/projects/AdaptErrEx 
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evidence node alternative is probabilistically connected to the corresponding 
misconception node alternatives. This means that presence/absence of a misconception 
influences the likelihood of a student giving a certain answer to the problem.  

Overall, the developed network contains twelve misconception nodes, where seven 
nodes represent the most typical decimal misconceptions and five nodes serve as higher-
level reasons for their occurrence. The misconception nodes are connected to 126 
evidence nodes representing possible answers to decimal problems. The problems are 
divided into three isomorphic problem sets (set A, set B and set C), each set containing 
42 problems. In order to ensure that the results are not driven by differences in the 
problems, the roles of problem sets A, B and C were counterbalanced across student 
groups. Each set was used either for a pretest, an immediate posttest, or a delayed 
posttest. In total, there are six possible combinations of the sets (ABC, ACB, BAC, BCA, 
CAB and CBA) depending on the role each set plays. Consequently, students were 
randomly assigned to one of the six groups, facing one of the six sequences of tests. 

3. EVALUATING THE ACCURACY OF MODEL S PREDICTIONS 
This section summarizes our approach to evaluating the AdaptErrEx BN’s capability to 
predict the effective state of student’s learning. The approach consists of three steps: 

training the domain model based on the pretest data from 70% of the students; 
learning student models using the logs of the remaining 30% of the students; 
evaluating the accuracy of the model’s predictions  using 3 different metrics. 

3.1. Training the initial domain model 
Parameter estimation is a well-known challenge in the field of BNs. In our case, these 
parameters include prior probabilities for misconception nodes and conditional 
probability tables for links between the nodes. To complete this task, we supplied initial 
estimations of network parameters and then refined them with the training algorithm. 

For the training set we randomly selected 70% of the students participating in the 
study. Based on the pretest logs of these students, from taking one of the three tests (A, 
B, or C), the prior probabilities for misconception nodes and the conditional probabilities 
for evidence nodes of all three problem sets A, B and C are computed. In this way, the 
resulting BN represents the initial state of knowledge of decimals (more specifically, the 
predicted state of misconceptions) for a typical student from the target population. The 
prior probabilities of misconception nodes quantify how likely such an average student is 
to have a particular misconception. The conditional probabilities encode the strength of a 
causal relation among misconceptions and between the misconceptions and the problems.  

3.2. Learning specific student models  
After the initial training/calibration, the BN was ready to learn the specific models of 
individual students. In order to do this, we fed the activity logs of the remaining 30% of 
the students to the network. Only answers to the pretest and immediate posttest were used 
on this step. This evidence back-propagated to the relevant misconception nodes and 
updated all posterior probabilities, thus individualizing the networks. The resulting 
collection of BNs contained individual misconception models for every student in the test 
set. Each resulting individual SM took into account both the collective traits of the target 
population and the history of idiosyncratic behavior of the corresponding student. 

3.3. Estimating accuracy of the student model s predictions 
The BNs obtained in Step 2 can be used to make individual predictions about students. 
Based on such predictions, an AES could control the individual learning experiences of 
its students. We identified three types of predictions and verified their average accuracy 
by comparing the models of the students from the test set with their results on the delayed 
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posttest. The three prediction types were: predicting the actual student answer, predicting 
the correctness of the student answer, and predicting the presence of a student 
misconception. The notion of accuracy in these three cases was defined as follows: 
I. A prediction of the actual student answer is accurate if the alternative chosen by a 
student for a posttest problem had the highest probability in this student’s BN trained in 
Step 2. The corresponding metric is computed as a percentage of accurate predictions. 
II. A prediction of the correctness of the student’s answer is accurate if: 

the student answers correctly to a delayed posttest problem and the probability 
of the correct alternative for this problem’s node is maximum in the BN trained 
for this student in Step 2; 
or the student answers incorrectly to a delayed posttest problem and the 
probability of the correct alternative for this problem’s node is less than the sum 
of probabilities of incorrect alternatives in the BN trained in Step 2. 

The corresponding metric is computed as a percentage of accurate predictions. 
III. A prediction of the presence of a misconception is defined as follows. Based on the 
state of a misconception node, the student is believed to have a corresponding 
misconception if its probability is greater than 0.5. This prediction is considered accurate 
if during the delayed posttest the student has shown more evidence of having the 
misconception than not having it (and vice-versa). The evidence is quantified as an 
average rate of misconception occurrence in the students’ answers in the delayed posttest. 
The average rate of misconception occurrence is computed in the following way: 
Let P(M) be the probability of the presence of a misconception M in a Bayesian model, 
Npos(M) – the number of student’s answers that provide evidence for the misconception 
M, Nneg(M) – the number of correct answers to the problems that can diagnose M, and 
N(M) – the total number of problems that address this misconception. Then, the model 
prediction is said to be accurate if and only if:  
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4. EXPERIMENT SETTINGS AND EVALUATION RESULTS 
The data for the evaluation came from an empirical study conducted in a middle school 
classroom in Pittsburgh, PA (U.S.A.) during the fall of 2010. Overall, 255 students from 
6th-8th grades participated in the study. The study had several subsections conducted 
over multiple sessions, including a pretest, treatment problems, an immediate posttest, 
and (one week later) a delayed posttest. The 126 test problems were split into 3 
isomorphic problem sets (A, B, and C) and the roles of these problem sets being pretest, 
posttest or delayed posttest were counterbalanced across student groups. The learning 
materials came from the domain of decimals. The MathTutor web-based system 
(ALEVEN, ET AL., 2009) was used to deliver the materials to the participants. Students 
took 4 to 5 sessions to complete all of the materials. 

MathTutor logs all students’ interactions, as well as diagnostic information in the 
PSLC DataShop (KOEDINGER ET AL., 2010). In total, we analyzed 31,049 student 
interaction events, which resulted from each of the 255 students solving up to 126 
problems. The accuracy values were calculated for the test set (i.e., the 77 students; data 
from these students was not used in the training phase). Using the metrics defined in 
Section 2.3, we evaluated the accuracy of the predictions of our SM. As a result of the 
calculation, the average accuracy of predicting the actual answer of the students in the 
delayed posttest was 60%, whereas the average accuracy of predicting the answer 
correctness was 69%. The average accuracy of predicting misconceptions was 87% 
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( =0.148). Similar studies on evaluating the accuracy of predictions of a BN student 
model of the DCT tutor (NICOLSON ET AL., 2001), achieve comparable accuracy for 
predicting misconceptions (80-90%). However, our model estimates students’ 
misconceptions with higher granularity (a node per misconception compared to one node 
for all misconceptions). 

5. CONCLUSIONS AND FUTURE WORK  
We have presented the design and evaluation of a Bayesian approach to modeling student 
misconceptions. Three different metrics have been compared for estimating how well the 
model predicts student’s misconceptions. The evaluation results demonstrate high 
accuracy of models’ predictions, yet leaving room for improvement. 

Future work is planned in two main directions: improving the structure of the 
Bayesian model and enhancing the methods of evaluation of the model validity. We plan 
to experiment with different configurations of BNs, such as dynamic BNs, and the 
networks with soft evidence nodes. When adjusting the evaluation method we could 
experiment with additional parameters of the students such as gender, grade, or general 
math skills. Difficulty of the problems could be used here as well as an additional 
parameter in the computation of the accuracy metrics. For example, if the problem is very 
easy, the student is likely to solve it correctly even if the probability of having a 
misconception is high, and the other way round, difficult problems can be solved 
incorrectly even if the probabilities of misconceptions are low. 
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Exploring user data from a game-like math tutor: a 
case study in causal modeling 
 
D. RAI AND J. E. BECK 
Worcester Polytechnic Institute, USA 
________________________________________________________________________ 
 
We have used causal modeling to understand data from a game-like math tutor, Monkey’s Revenge. We 
collected student data of various types such as their attitude and enjoyment via surveys, performance within 
tutor via logging, and learning as measured by a pre/post test. Although the data are observational, we want to 
understand the causal relationships between the variables we have collected.  We contrast the causal modeling 
approach to the results we achieve with traditional approaches such as correlation matrix and multiple 
regression.  Relative to traditional approaches, we found that causal modeling did a better job at detecting and 
representing spurious association, and direct and indirect effects.  We found that the causal model, particularly 
one augmented with domain knowledge about likely causal relationships, resulted in much more plausible and 
interpretable model. We present a case study for blending exploratory results from causal modeling with 
randomized controlled studies to validate hypotheses. 

Key Words and Phrases: Causal modeling, confounders, structural equation modeling, case study 

________________________________________________________________________ 

1. INTRODUCTION  
 
Making causal inferences based on non experimental statistical data has been a 
controversial topic [Freedman, 1987, Rogosa, 1987, Denis, 2006]. While randomized 
controlled trials are the standard approach to take care of intervening third variables, 
causal modeling is an alternative method of making causal inferences [Pearl, 2009, 
Sprites et al., 2001] based on observational data making certain causal assumptions. We 
are using the causal modeling approach to analyze and explore the data from a game-like 
math tutor, Monkey’s Revenge.  

We created four different versions of Monkey’s Revenge with varying degree of 
game-like properties. A total of 297 middle school (12-14 year olds) students from four 
Northeastern schools in the United States participated in the study. We logged their tutor 
activities and asked 16 survey questions using 5 point Likert scale from “strongly 
disagree” to “strongly agree.” We then used factor analysis to reduce the variables into 
six categories: likeMath, mathSelfConcept, pedagogical preference (prefer Computers 
to books; find real world examples helpful for learning Math.), tutorHelpful, 
tutorConfusing, likeTutor. From students’ log data, we calculated variables %correct 
(ratio of correct problems to total problems); avgAttemptTime (average time spent on 
each attempt) and avgHints (average number of hints asked on each question). We also 
collected preTestScore and prePostGain and used a variable game-like as an ordinal 
parameter (taking on values 1 through 4). Along with using causal modeling to explore 
and analyze our data, we analyze the causal modeling approach itself. We compare it 
against the standard statistical approaches of correlation and multiple regression. 

2. CAUSAL MODELING, CORRELATION MATRIX  
Based on the data we collected, we used TETRAD, a free causal modeling software 
package [Glymour et al., 2004] with the PC search algorithm to generate a causal graph 
(fig 1).   We also generated a graph based on the correlation matrix, computed by finding 
the correlations between the variables (fig 2).  
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Figure 1 Causal model from PC algorithm without domain knowledge 

True negatives (indirect and spurious associations): Correlation is not causation as 
there might be possible confounders causing the spurious association, and causal 
modeling controls for all third variables regarding them as possible confounders. From 
the correlation matrix, we see that likeTutor and %correct are correlated which would 
suggest that students who like the tutor performed better.  This result could be interpreted 
as evidence for student engagement, since students who liked the tutor are presumably 
more engaged while using it. But the causal model (Fig 1) infers that this is a spurious 
association confounded by likeMath. Students who like math tend to like tutor more and 
to have better performance. Once we control for likeMath, there is no relation between 
likeTutor and %correct. Thus, the scientific interpretation of the data changes. 

 
Figure 2 Graph based on correlation matrix 

 
Still, the causal model is limited to assertions about the observed variables as there 

might be other confounders which we have not observed. Causal modeling makes also 
distinction between direct and indirect association. For example, likeMath and avgHints 
are negatively correlated, which suggests that the students who like math ask for fewer 
hints. But once we control for %correct, that correlation is gone (see Fig 1), suggesting 
that the students who like math ask for fewer hints only because they already know the 
correct responses and so do not need as much help—there is no direct effect. 
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False negatives (reduced statistical power and multicollinearity): Controlling on third 
variables reduces statistical power and we might get false negatives if we have few data. 
Multicollinearity is an extreme case when the independent variables are correlated among 
themselves. For example: avgAttemptTime is correlated with both %correct (0.3**) and 
preTestScore(0.3**). But since, %correct and preTestScore are highly correlated among 
themselves (0.6**), avgAttemptTime is conditionally independent to both of them. We 
can see that avgAttemptTime is an isolated node in figure 1; in contrast, the correlation 
graph (Figure 2) indicates avgAttemptTime is related to both preTestScore and %correct. 

 

3. CAUSAL STRUCTURE, PATH ORIENTATION AND DOMAIN KNOWLEDGE  
In the causal model, some edges have plausible orientations ( e.g: likeMath likeTutor  
game-like). Using the information that likeTutor is correlated with both likeMath and 
game-like, but likeMath and game-like are independent between themselves, search 
algorithm correctly identifies that it is not likeTutor influencing likeMath and game-like 
but the other way round. However, we see that there are other edges which are incorrectly 
oriented such as %correct preTestScore; student performance on the tutor cannot have 
influenced a pretest that occurred before students began using the tutor. 

Correlation underdetermines causality as covariance in statistical data is rarely 
sufficient to disambiguate causality.  Therefore, even after we use search algorithms to 
find some structure, there are a number of “Markov equivalent” structures. In TETRAD, 
we can add domain knowledge in the form of knowledge tiers which represent the casual 
hierarchy. Causal links are only permitted to later tiers, and cannot go back to previous 
tiers. We used the following knowledge tier based on our knowledge of assumed causal 
hierarchy and temporal precedence.  

i. Gender, ii. Game-like, mathSelfConcept 
iii. likeMath, Pedagogical preference iv. preTestScore 
v. %correct, avgAttemptTime, avgHints, 

tutorConfusing, tutorHelpful 
vi. likeTutor 

vii. prePostGain  
 

We see from Figure 1 and Figure 3 that adding domain knowledge not only fixes the 
path orientations (preTestScore %correct), but have changed the whole causal structure 
adding some new causal links (gender mathSelfConcept, 
pedagogicalPreference tutorHelpful, correct avgAttemptTime).   

At first, it may appear that knowledge of causal hierarchy only helps to orient the 
edges specifying which one is cause and which one is effect. However, besides 
distinguishing variables as potential causes and effects, the domain knowledge also 
restricts the set of variables to be considered as confounders and mediators. Note that 
many data analyses have such causal hierarchies implicit in the analysis and conclusions. 

 
Figure 3 Causal model with domain knowledge 
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Sometimes, we do not know about the causal hierarchy of the variables we are trying 

to analyze and may not know which is the cause and which is the effect, but having 
information of the causal hierarchy of third variables, such as whether they are a potential 
confounder or a potential mediator, can help infer if there is any causal path between the 
variables of interest.  We can illustrate this with a concrete example in education. 
Suppose we have observed that engagement and learning are correlated, but want to 
understand the causal relation between them.  Imagine there are two other variables, prior 
knowledge, a potential confounder, and performance, a potential mediator. Consider two 
scenarios: if partialling out prior knowledge removes the correlation, then we know there 
is no causal relationship between engagement and learning, and the causal structure is 
engagement prior knowledge learning.  On the other hand, if partialing out 
performance removes the correlation between engagement and learning, then there is still 
an indirect causal effect between the two, either engagement performance learning, or 
learning performance engagement. 

Interestingly, adding domain knowledge can also address the problem of 
multicollinearity. Since we have set preTestScore on higher causal tier than %correct, 
%correct cannot be a possible confounder or mediator and therefore, the partial 
correlation (preTestScore, avgAttemptTime | %correct) is not calculated and the 
correlation between preTestScore to avgAttemptTime is maintained. 

4. CAUSAL MODELING AND MULTIPLE REGRESSION  
Causal modeling is a sophisticated extension to multiple regression which employs a 
series of multiple regression. Multiple regression only looks at direct effect but fails at 
identifying indirect effects. While multiple regression can be equally robust when it 
comes to predictive accuracy, causal modeling provides a better representation and 
framework to understand interrelationships of variables. Since causal modeling allows 
multiple layers of associations of variables, it adds affordance to insert domain 
knowledge in the form of a causal hierarchy. On top of the statistical assumptions used 
by statistical methods such as regression, causal modeling adds causal assumptions such 
as faithfulness and causal sufficiency [Sprites et al., 2001]. Stronger assumptions add 
more analytical power but also higher chances of inaccuracy. It is up to researcher to 
select these assumptions based on their data and domain. We have accepted the causal 
assumptions made by TETRAD since they seem reasonable for our data and purpose. 

5. CONFIRMATORY, EXPLORATORY AND GRAPHICAL TOOL  
Causal modeling can be used to test goodness of fit of a model constructed a priori from 
theory. We did not start with such a model, but the causal model has supported some of 
our prior hypotheses (pedagogicalPreference tutorHelpful likeTutor) and 
(mathSelfConcept tutorConfusing likeTutor).  
       Using causal modeling as an exploratory tool to generate new theories is 
controversial as the possibility of unobserved confounders and under determination of 
causality from correlation pose serious limitation to generate new valid conclusions. But, 
conditional independencies in data and domain knowledge can offer some new inferences 
which can be helpful in guiding us towards further analyses and examination. For 
example, in our causal model, we found that likeMath has both direct 
(likeMath %correct) and indirect (likeMath preTestScore %correct) effect on 
%correct. Based on this, we are considering two possible causal models as shown in 
figure 4. Model I suggests that pretestScore does not capture all of the variance in prior 
knowledge of the student, as represented by the latent node “Prior knowledge.” So, 
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students who like math and have high prior knowledge may have a low pre test score but 
they have high performance nonetheless. Model II on the other hand suggests that 
students who like math both have higher prior knowledge and are more engaged, and 
have therefore higher performance.  In other words, likeMath affects both prior 
knowledge and engagement.    
 

 
Figure 4 Two possible causal models linking likeMath and %correct 

 
We were not able to make any conclusive findings with the causal model, but it has 

at least made interesting inferences and raised questions that are very important for us. It 
has directed towards the possibilities that we would like to make further examination and 
possibly run some controlled randomized trials. 

Even if researchers are skeptical of the domain knowledge we have brought to bear 
and are dubious of the causal modeling assumptions, it is still possible to consider Figure 
1 without the assumption that the edges represent causality.  This graph would be a 
compact representation of the partial correlation relationships among the variables 

6. CONCLUSIONS  

We have used a causal modeling approach to explore the data from a game-like math 
tutor. Based on statistical independence within data and our domain knowledge, 
TETRAD’s causal inference algorithm generated a causal model which not only 
confirmed some of our prior hypotheses about data but also made some interesting new 
findings. Causal modeling does a good job of identifying not only cause and effect but 
also confounders so that we can find spurious associations and mediators so that we know 
both direct and indirect effects. But those inferences cannot be claimed as accurate since 
causal modeling cannot identify spurious association caused by unobserved confounders 
and there are multiple Markov equivalent causal models that can be generated from the 
same data. Still, causal modeling is the best approach we have found, particularly when 
compared with common statistical techniques such as correlation and multiple regression 
to generate most plausible inferences from observational educational data sets. 
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Goal Orientation and Changes of Carelessness 
over Consecutive Trials in Science Inquiry 

 

A. HERSHKOVITZ 

R.S.J.D. BAKER 

J. GOBERT 

AND 

M. WIXON 

Worcester Polytechnic Institute, USA 
________________________________________________________________________ 
 

In this paper, we studied the relationship between goal orientation within a science inquiry learning 

environment for middle school students, and the manifestation of carelessness over consecutive trials. 

Carelessness is defined as not demonstrating a skill despite knowing it; we measured carelessness using a 
machine learned model. Findings suggest that students with performance goals demonstrate an increase in 

carelessness sooner in the set of trials than do students with learning goals, and that students with lack of goals 

are consistent with their carelessness over trials. 

Key Words and Phrases: carelessness, goal orientation, science inquiry, cluster analysis, automated detectors 

________________________________________________________________________ 

1. INTRODUCTION  
In recent years, there is increasing evidence that the goals students have during learning 

play a key role in their learning outcomes. These goals might impact learning by creating 

different forms of disengagement. One disengaged behavior is carelessness, i.e., when a 

student fails to answer an item correctly despite possessing the required skills (Clements, 

1982). Previous research has indicated that students possessing mastery or performance 

goal orientation have (on average) double the probability of carelessness as students 

characterized by low scores for these goal orientations (Hershkovitz et al., 2011). In this 

research, carelessness was automatically detected using a log-based machine-learned 

model. This measurement can be quickly applied to data from new students and 

situations. Within this study, we examine how carelessness is manifested over 

consecutive trials by students with different goal orientations. 

2. METHODOLOGY 
The learning environment. We used the Science Assistments learning environment 

(www.scienceassistments.org) and a microworld for phase change to study carelessness 

in demonstrating three science inquiry skills – namely, control for variable strategy 

(CVS), testing articulated hypotheses, and planning using the table tool. The microworld 

engages students in authentic science while supporting inquiry via widgets. The students 

completed three learning activities involving these three skills. The learning environment 

detects whether students demonstrate inquiry skills using validated machine-learned 

models of these behaviors. 

Participants, Data. 130 public middle school 8
th

 graders (Central Massachusetts), 12-14 

years old. Students’ fine-grained actions were logged, then analyzed at the “clip” level (a 

consecutive set of a student’s actions during experimentation). Goal orientation was 

assessed with the PALS (Patterns of Adaptive Learning Scales) survey (Midgley et al., 
__________________________________________________________________________________________ 
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1997). 

Carelessness Detector. We developed the carelessness detector in RapidMiner 5.0 using 

REPTree, a regression tree classifier. Carelessness, first predicted at the clip-level, was 

averaged at the student-level. The resulting regression tree (a 6-fold cross-validation 

correlation of r=0.63) includes 13 variables, has a size of 35, and a total depth of 13. 

Cluster Analysis. Exploratory cluster analysis was conducted to group students by their 

PALS scores in order to examine whether certain sub-groups of students with specific 

characteristic patterns on the PALS survey also differ on carelessness manifestation over 

trials. We used Two-step Cluster Analysis (in SPSS 17.0) with the PALS scores (Z-

standardized) and a log-likelihood distance measure. We chose k=3 as it led to more 

interesting separations between aspects of the PALS. The clusters corresponded to: 1) 

mastery goal orientation (N=35), 2) performance goal orientation (N=66), and 3) lack of 

goal orientation (N=20). 

3. RESULTS 
The mean value of carelessness for the population was 0.08 (SD=0.12; N=130). Overall, 

carelessness increased over all trials (as students have more practice opportunities for the 

same skill), and its means for activities 1-3 were 0.04 (SD=0.08; N=126), 0.07 (SD=0.13; 

N=127), and 0.11 (SD=0.19; N=112), respectively. According to a paired-sample t-test, 

the increase in carelessness from activity 1 to 2 is significant, t(122)=2.7, p<0.01, as was 

the increase from activity 2 to 3, t(109)=2.2, p<0.05. Next, we analyzed how carelessness 

manifests over trials in the different clusters. These results are summarized in Figure 1. 

For the students in the Learning Goals cluster, mean carelessness does not significantly 

increase from activity 1 to 2, t(32)=1.3, p=0.2, nor from activity 2 to 3, t(27)=1.5, p=0.15; 

however, it is significantly higher in activity 3 compared to activity 1, t(28)=3.1, p<0.01. 

In the Performance Goals cluster, the mean carelessness significantly increases between 

activities 1 to 2, t(61)=2.6, p<0.05, but does not significantly increase between activities 

2 to 3, t(56)=1.5, p=0.14. 

These results suggest that 

the increase in 

carelessness for students 

with learning goals is 

slower but more dramatic 

than for students with 

performance goals. As for 

Lack of Goals cluster, no 

significant differences 

were found in mean 

carelessness for either pair 

of activities (all t-tests had 

p>0.63).  
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Fig. 1. Mean Carelessness over consecutive trials by PALS-based clusters 
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Towards Improvements On Domain-Independent Measurements 
For Collaborative Assessment 

 
ANTONIO R. ANAYA 
UNED, Spain 
JESÚS G. BOTICARIO 
UNED, Spain  
Abstract. Assessment on collaborative student behavior is a longstanding issue in user modeling. Nowadays thanks to the proliferation of online 
learning and the vast amount of data on students’ interactions this modeling issue features some alternatives. The purpose is not to depend on 
teachers or students assessments, which either requires management effort difficult to assume (due to some students-per-teacher ratios) or 
depends on individual motivations (i.e. student willingness on providing explicit feedback related to collaboration). In our research we have 
shown that based on frequent and regular analysis of those interactions it is feasible to obtain collaborative assessments that concurs with 
expert valorizations. This approach relies on data mining and machine learning techniques, which are applied to infer collaborative significant 
student’s characteristics such as regularity, in terms of activity and initiative, and student acknowledgment of fellow-students. The advantages 
of the approach are to obtain domain-independent assessments, applicable in different learning management systems and exploitable over 
different courses and learning settings without the teacher involvement in the analysis process. The method has been developed from a 
collaborative experience involving hundreds of students over 3 consecutive year-courses. Here we focus on discussing the improvements on 
measurements provided during a new collaboration learning experience of this academic year.  
Keywords. Collaborative Learning, Quantitative and Timely Data Mining Approach. 

INTRODUCTION 
Student collaboration assessments can improve learning and motivate students (Swan et al., 2006), albeit they must 
come from a frequent and regular student collaboration analysis (Johnson & Johnson, 2004). Thus, students’ 
interactions, mainly communication interactions, should be frequently analyzed to provide a timely collaboration 
assessment, which can be used by students and teacher to improve the collaboration learning process. 
To offer frequent and timely assessment the expert-based analysis approach is almost unaffordable (Bratitsis et al., 
2008), only researchers who used quantitative student interaction and automatic methods were able to cope with the 
requirements (Gaudioso et al., 2009). In current LMS-based e-learning scenarios communication is mostly done 
through forums, and that is why they have been extensively used to reveal relevant students’ collaborative 
characteristics (Dringus & Ellis, 2005). Once the collaboration assessments were inferred, most related research has 
advocated for displaying assessment to students and teacher (Bratitsis et al., 2008, Gaudioso et al., 2009).  
Our approach is based on frequent and regular analysis of learners’ interactions to obtain collaborative assessments 
that concurs with expert valorizations. To this end data mining and machine learning techniques have been applied. 
The advantages of the approach are to obtain domain-independent assessments, applicable in different learning 
management systems and exploitable over different courses and learning settings without the teacher involvement in 
the analysis process (Anaya & Boticario, 2011). 
To support the assessment we have previously compared clustering and quantitative metric approaches and finally 
proposed a quantitative Metric Approach, which draws on a range of decision tree algorithms to inferring 
quantitative indicators such as regularity, in terms of activity and initiative, and student acknowledgment of fellow-
students (Anaya & Boticario, 2010; Anaya & Boticario, 2011). From the lessons learnt after three years of 
experimentation with hundreds of students in a real collaborative learning experience we have organized this year-
course experience in which there are several improvements on the Metric Approach and display strategies.  
Following the collaborative learning experience is introduced. Next, the Metric Approach steps are summed up. 
Then, collaborative assessments results and displaying strategy are commented, and to conclude the future analysis. 

COLLABORATIVE LEARNING EXPERIENCE 
We have offered to students of Artificial Intelligence and Knowledge based Engineering (AI-KE) at UNED (2010-11) 
a collaborative e-learning experience using dotLRN platform, which provides documentation support and forums to 
collaborate. The experience is divided into two phases. In the 1st phase the students perform an individual task, 
which allows them to participate in the 2nd phase, where they are grouped into three-member teams and every team 
has to carry out five collaborative tasks. Team members’ communications are managed through group forums. 

METRIC APPROACH 
From mining techniques applied on collected data from forum interactions the Metric Approach, which is based on 
machine learning techniques, proposes a mathematical formula that uses quantitative indicators to measure students’ 
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collaboration (Anaya & Boticario, 2011). That formula is refreshed on a regular basis to cope with the course pace. 
Here we sum up the main issues involved: 
• Twelve quantitative statistical indicators are proposed (see Table I). These indicators are related to relevant 
student’s characteristics: initiative, activity, regularity and acknowledgement. 
• A set of decision tree algorithms (BFtree, DecisionStump, Functional trees, J48, Logistic trees, NBtree, Random 
tree, REPTree, Simple Cart) are applied to research the relationship between those indicators and students’ 
collaboration labels supported by expert-based analysis (required for the configuration phase not any more on 
different courses). The research shows that the most collaborative-related indicators are (Anaya & Boticario, 2010): 
the regularity of the student initiative (L_thrd) and activity (L_msg), and the students’ acknowledgment (N_r_msg). 
• A metric (mathematical formula) is built from the above quantitative statistical indicators (Metric = L_msg + 
N_reply_msg + L_thrd). This metric is selected because it outperforms (i.e. less error and better discrimination of 
collaborative levels) other metrics, which consider alternative indicators, data set filters and normalized additions.  

Table I: Quantitative statistical indicators of the student interactions in forums. 
Forum conversations started Forum messages sent Replies to student interactions 
N_thrd = ∑ i

n(xi); x number of 
threads started on day i and n a set 
of days in the experience 

N_msg = ∑i
n(xi); x number of 

messages sent on day i and n a set 
of days in the experience 

N_r_thrd = number of messages in the 
thread started by user 

M_thrd = average (N_thrd)  M_msg = average (N_msg) M_r_thrd = N_reply_thrd / N_thrd 
V_thrd = variance (N_thrd) V_msg = variance (N_msg) N_r_msg = number of replies  
L_thrd = N_thrd /√V_thrd L_msg = N_msg /√V_msg M_r_msg = N_reply_msg / N_msg 

COLLABORATION STUDENTS ASSESSMENTS 
The collaborative learning experience started on February the 21st 2011. 100 students signed up for the collaborative 
learning experience. 43 of them finished the 1st phase and 15 teams were created. The 2nd phase started on March the 
10th 2011 and finished on April the 17th 2011. All along the 2nd phase the quantitative statistical indicators were 
measured and the students collaboration metric were calculated on a daily basis. Collaboration assessments were 
displayed to 11 teams and statistical indicators were displayed to 6 teams out of them. 4 teams made up the control 
group. From the lessons learnt in previous experiences we opted for simplifying displayed results (see Fig. 1). 
 

 
Fig. 1. Assessments displayed to team-members. 

FUTURE ANALYSIS 
Students are currently facing the final exam and they are answering an evaluation questionnaire. From this data we 
will be able to compare the usefulness of the metric and displaying strategies, and the expected improvements with 
respect to previous collaborative learning experiences, as it was reported in (Anaya & Boticario, 2011). 
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A Java desktop tool for mining Moodle data 
 

R. PEDRAZA-PEREZ, C. ROMERO AND S. VENTURA 

University of Cordoba, Spain 
________________________________________________________________________ 
 

This paper shows a Java desktop Moodle mining tool oriented not only for experts in data mining but also for 

newcomers like instructors and courseware authors. This tool has a wizard with a simple interface based on big 

friendly buttons and default options to facilitate the execution of all the steps in the data mining process. 

Key Words and Phrases: Educational Data Mining, Moodle, Data Mining Tool, Wizard. 

________________________________________________________________________ 

1. INTRODUCTION AND DESCRIPTION OF THE MINING TOOL 
 General data mining tools today range from the commercial, such as DBMiner, SPSS 

Clementine, SAS Enterprise Miner, IBM Intelligent Miner, to open sources, like Weka 

and RapidMiner. However, all these tools are not specifically designed for 

pedagogical/educational purposes so they are cumbersome for an educator to use because 

they are normally designed more for power and flexibility than for simplicity (Romero 

and Ventura, 2010). In order to resolve this problem, we have developed a Java desktop 

data-mining tool specifically for mining Moodle data. We have chosen Moodle because it 

is one of the most frequently used Learning Management Systems (LMS). This tool has 

been implemented in Java using the KEEL framework (Alcala et al., 2009) which is an 

open source framework for building data mining models. Our Moodle mining tool 

provides a wizard that has a simple interface based on big friendly buttons (see Figure 1) 

to facilitate its execution. 
 

 
Fig. 1. Main window of the Moodle mining tool interface. 

 

As Figure 1 shows, our wizard guides users through the most common steps involved in 

any knowledge discovery process, which are described below. 

 To create data files. First of all, users must create data files starting from a 

Moodle database or log files provided by Moodle. Then, they can choose from 

among different options: creating a data file from one particular Moodle table, 

creating a summary data file from different Moodle tables, or creating a data file 

__________________________________________________________________________________________ 
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from one Moodle log file. The summarization option allows for the integration 

of all the most important student information during a full course, since student 

and interaction data are spread over several Moodle tables. At the end of this 

process, a text data file is saved/created using the KEEL data format (Alcala et 

al., 2009). 

 To pre-process data files. This module allows users to modify KEEL data files. 

The application provides several pre-processing tasks such as: discretization (to 

divide numerical values into categorical values), edition (to add or delete 

columns or rows, for example to add students’ final marks) and division (to split 

data file into training and test data files). 

 To visualize data files. This module will show (it is now under construction) 

different types of graphical representations of the aforementioned data. 

 To mine data files. Finally, users can apply data mining techniques. Our mining 

tool provides a large number of algorithms grouped into three methods/tasks: 

classification, regression, and association. Firstly, users have to select the 

desired data mining method and then one of the available algorithms. Our 

wizard always recommends one algorithm and its parameters by default for each 

method in order to facilitate its usage/execution for beginners. Users can change 

the current selection to any other algorithm and change its parameters. Figure 2 

shows the execution of the C4.5 algorithm over a summary data file and 10-fold 

cross-validation. Any resulting files (.tra and .test files that contain partial 

classification results, and the .txt file containing the model obtained) can be 

selected and visualized easily (see Figure 2 on the right hand side). In this 

example, the model obtained is a decision tree that uses IF-THEN rules and also 

shows a summary with the number of nodes and leaves on the tree, the number 

and percentage of correctly and incorrectly classified instances, etc.  

 

 
Fig. 2. Some windows in the data mining wizard. 
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Using data mining in a recommender system to 
search for learning objects in repositories  
 

A. ZAPATA-GONZALEZ, Autonomous University of Yucatán, México  

V.H. MENENDEZ, Autonomous University of Yucatán, México 

M.E. PRIETO-MÉNDEZ, University of Castilla la Mancha, Spain AND 

C. ROMERO, University of Cordoba, Spain 

________________________________________________________________________ 
 

This paper describes a hybrid recommender system for personalizing the search for Learning Objects (LOs) by 

using data mining. In fact, a nearest-neighbors based approach has been used to discover the most similar LOs 
and users, and rule mining used to discover LOs that have been downloaded together by similar users.  

Key Words and Phrases: Learning Objects, Hybrid Recommender Systems, Association rule mining. 

________________________________________________________________________ 

1. INTRODUCTION AND DESCRIPTION OF THE RECOMMENDER SYSTEM 
This paper proposes a hybrid recommendation method to assist users (normally 

instructors) in personalized searches for Learning Objects (LOs) in repositories. The 

method proposed (see Figure 1) provides a ranking of LOs, starting from a query by 

applying the following three phases: preselecting LOs, applying filters and ranking LOs.  

 
Fig. 1. Proposed architecture for the LO hybrid recommender method. 

 

Firstly, a user does a query using the search engine based on keywords and/or values of 

some relevant metadata associated with LOs in order to preselect only a subset of LOs 

that contain the desired contents. Then four filtering or recommendation techniques are 

applied in parallel: filter by usage (with a ranking of the most commonly downloaded 

LOs), filter by evaluation (to rank according to the best LOs evaluated), filter by content 

similarity (ranked according to the most similar LOs) and filter by profile similarity 

(according to the most similar users/authors). The last two filters use the Nearest 

Neighbors approach (Ricci et al., 2011) that is like a lazy leaner classification algorithm. 

For a given LO or user, it compares the LO’s or user’s attributes to the rest of the LO 
__________________________________________________________________________________________ 
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subsets or their authors by measuring their similarity. This metric lets us determine the 

degree of similarity between two LOs (by comparing metadata values) or between two 

users (by comparing values in profile attributes). Then, the outputs (partially ordered LO 

sets) of the four filters are combined in the final LO ranking. This ranking is obtained by 

a weighted composition in order to be able to attach more or less importance to one filter 

or another. This hybrid recommender method has been implemented into the AGORA 

repository (Prieto et al., 2008) and is called DELPHOS. Figure 2 shows an example of a 

ranking of LOs obtained by DELPHOS. 

 

 
Fig. 2. An example of search results found by DELPHOS. 

 

For each LO recommended, DELPHOS shows the user the following information (see 

Figure 2): type, full name and description of the LO, rating (by using a five start scale as 

graphical representations of the numerical value), some statistics (total number of 

downloads, visualizations and evaluations), a brief explanation about why this particular 

object has been recommended (by using the values obtained in each filter), a list of 

related users (who have rated/evaluated the LO highly) and a list of related LOs (that 

have been downloaded together). Association rule mining has been applied to reveal   

these relationships (or item-item correlations) among current recommended LO and other 

LOs which have often been downloaded together by users like the one who is currently 

carrying out the search. In fact, Apriori Predictive (Scheffer, 2005) is used because it is a 

parameter-free association algorithm that does not require the user to specify either the 

minimum support threshold or confidence values and is therefore easier for a non-expert 

in data mining to manipulate.  Finally, the user can visualize or download one or several 

of the lists of recommended LOs (and provide implicit information) and then he/she can 

rate them using a questionnaire (and provide explicit information). All the information 

provided can be used to evaluate the accuracy of the recommendations. 
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E-learning Web Miner: A data mining application to 
help instructors involved in virtual courses 
 

D. GARCÍA-SAIZ 
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AND 

M.E. ZORRILLA PANTALEÓN 

University of Cantabria, Spain 
________________________________________________________________________ 
 

In this demo we present a data mining application, called E-learning Web Miner (ElWM), which aims to help 

instructors involved in distance education to discover their students’ behavior profiles and models about how 

they navigate and work in their virtual courses which are offered in Learning Content Management Systems. 

The main characteristic is that the users do not require data mining knowledge to use ElWM, they only have to 

send a data file according to one of the templates provided by the application and request the results. The 

application carries out the Knowledge Discovery in Database (KDD) process itself. Furthermore, the 

application provides an interface based on web services which allow its integration and use by any external 

software.  

 

Key Words and Phrases: Educational Data Mining, Learning Content Management Systems, Towards 

Parameter-free Data Mining, Data Mining Web Services 

________________________________________________________________________ 

1. INTRODUCTION  
Our goal is to describe a data mining application, called E-learning Web Miner (ElWM), 

implemented in the University of Cantabria which assists the instructors involved in 

virtual education in their teaching activity in the sense that this application helps 

instructors to discover on the one hand, the distance students’ behavior based on their 

navigation and demographic data and on the other hand, how they surf and work in a 

distance course offered in an e-Learning platform such as Moodle or Blackboard. The 

patterns and models which it generates help instructors to better understand the learning 

process and to analyze the course organization effectiveness (design, tasks, resources 

used, and so on). 

ElWM has been developed following a Service Oriented Architecture (SOA) and 

implemented by means of web services (a more extended description is found in [Zorrilla 

and García-Saiz 2011]) with the aim of it being easily extended and choreographed with 

other web services offered by third parties. The two main characteristics of this Data 

Mining Application are that: it offers a set of templates which resolve some of the 

common questions of instructors involved in virtual courses and it is configured to be 

used by non-data mining experts. As far as we know there is not a similar tool available 

and a clear necessity for a tool which addresses this issue exists according to the 

extensive research activity which is being carried out in this field [Romero and Ventura 

2010].    

2. WORKING WITH E-LEARNING WEB MINER 
ElWM currently offers instructors, through an easy web-based interface, the possibility of  
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answering three different questions: What kinds of resources are frequently used together 

(forum, mail, etc.) in each learning session; What is the student session profile; and What 

is the profile of the students who enroll in the course. 

The end-user chooses the question he wants the application to answer and indicates 

where the data file to process is stored or selects the course if this is hosted in 

Blackboard, the official Learning Content Management System of our University. Next, 

ElWM carries out the KDD process and returns the result to the instructor in textual and 

graphic format. 

The KDD process to answer each question is defined by means of templates. The 

templates contain the input attributes which the data file must have as well as the pre-

processing tasks, the mining algorithms and the parameter-setting which is adequate for 

obtaining the patterns. These templates have been defined and validated by means of a 

previous experimentation carried out in several virtual courses taught at the University of 

Cantabria. 

As an example, we describe briefly the student profile template. The objective of this 

template is to group students according to their activity in the e-learning platform and 

their demographic data. The template establishes as input parameters: gender, age, 

number of sessions in the course, time spent in the course, average sessions per week, 

average time spent per week; and as data mining algorithms for obtaining the patterns: 

EM and SimpleKMeans from Weka. EM algorithm is used to determine the number of 

clusters with which the SimpleKMeans algorithm will be executed. We generate the 

patterns with SimpleKMeans because it is one of the most used in practical problems, its 

execution is quick and furthermore, the results which it offers are easy to understand 

statistically and graphically. Before the mining process starts, a pre-processing task is 

carried out in order to evaluate the quality of the data for the process, for example, to 

eliminate correlated or highly unbalanced data or outliers. 

3. CURRENT AND FUTURE WORK  
Currently, we are extending ElWM with a new template. The goal is to predict the final 

mark which the student will obtain in the course according to the global activity the 

student has carried out during the course. Likewise, our group is improving yacaree, a 

parameter-free rule miner [Balcázar 2011], to respond adequately to educational data 

needs [Zorrilla et al. 2011]. Once this task is completed, the algorithm will be used by the 

application. Next, we will continue adding new templates and, in the near future, our 

objective is to deploy our application as a service in Cloud Computing, offering this as a 

Software-as-a-Service (SaaS). According to [Software & Information Industry 

Association 2006], SaaS is a model for software delivery that allows lower total cost of 

ownership and better return on investment for subscribers.  
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Computerized Coding System for Life Narratives 
to Assess Students’ Personality Adaption 

Q. HE, B.P. VELDKAMP, G.J. WESTERHOF 

University of Twente, the Netherlands 
________________________________________________________________________ 

The present study is a trial in developing an automatic computerized coding framework with text mining 

techniques to identify the characteristics of redemption and contamination in life narratives written by 

undergraduate students. In the initial stage of text classification, the keyword-based classifier algorithm – 

product score model – performed more sensitive in finding the “change” elements in life stories comparing to 

the Decision Tree and Naïve Bayes models. The verbal features of life narratives were also discussed to 

enhance the classification accuracy further in assessing students’ personality adaption.   

Key Words and Phrases: Text mining, text classification, personality adaption, life narratives 

_______________________________________________________________________________________________________________________

1. INTRODUCTION  
In the first decade of the 21st century, narrative approaches to personality have moved to 

the center of the discipline of personality psychology (McAdams, 2008). Besides the 

traditional qualitative methods and case studies, an increasing number of quantitative 

studies have been used in narrative research. For instance, McAdams and his colleagues 

developed objective coding systems for assessing narrative tone, themes of agency and 

communion in life-narrative accounts, redemption and contamination sequences, and goal 

articulation (see www.sesp.northwestern.edu/foley). However, such coding systems are 

specified for manual rating rather than computer-based assessment, which results in 

heavy workloads for the human raters. 

The present study is to develop an automatic computerized coding framework 

corresponding to McAdams’s manual coding system in identifying the characteristics of 

redemption and contamination based on a sample of life narratives written by the 

undergraduate students. Redemption and contamination are the two most important 

sequences to reveal the “change” tendency in people’s emotional well-being through 

writing. In a redemption sequence, a demonstrably “bad” or emotionally negative event 

or circumstance leads to a happy outcome, whereas in a contamination scene, a good or 

positive event or state becomes bad or negative. There are two specific objectives in the 

current research: (1) to develop a text mining model to accurately categorize the students’ 

life narratives; and (2) to extract verbal features in life narratives to enhance the 

prediction further. 

2. METHOD 
The collected life stories were written by 271 undergraduate students in the United States, 

containing 656 life stories in total. The target classification was labeled into four 

categories: redemption (RED), contamination (CON), both of redemption and 

contamination (BOTH), neither redemption nor contamination (NEITHER). Three 

experienced human raters (kappa=0.67) labeled each story corresponding to the manual 

coding system. These results were set as the “standards” in the performance evaluation.   

Based on a common feature – the “change” tendency in both redemption and 

contamination life stories, we constructed a hierarchical classification framework shown 

in the Figure 1. On the first stage, all the input were divided into two groups, “change” 

and “nochange”, by identifying the presence and absence of “change” features in the 

stories. Based on these preliminary results, a more detailed classification was conducted 
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on the second stage to label each story based on the patterns extracted for redemption and 

contamination. 

Fig 1: The hierarchical classification framework for life story computerized coding system 

The dataset was split into two sets by a random selection of 70% as training set and 

30% as test set. During training, the most discriminating keywords to determine the story 

with or without the tendency of “change” were extracted using the Chi-Square selection 

algorithm (Oakes et al., 2001). Afterwards, pairs of feature sets and labels were fed into a 

machine learning algorithm to “learn” their relationship and generated a classifier model.  

During prediction, the same feature extractor was used to convert new inputs to feature 

sets. These features were then fed into the “trained” classifier model, which predicted the 

most likely label for the new input. We utilized two standard machine learning algorithms, 

Decision Tree and Naïve Bayes in the textual classification process and also constructed 

an alternative model named product score, which is analogous to the log-likelihood ratio 

test.

3. RESULTS 
The relationship between computerized coding method at various thresholds and the gold 

standard was assessed through 2-by-2 tables with four indicators, precision, recall, overall 

correct classification, and F1 score. In the initial stage of text classification, the product 

score model with the cutoff threshold at (-4) yielded the highest sensitivity in finding the 

“change” elements in life stories compared with the Decision Tree and Naïve Bayes 

models, with a precision rate around 85% but sacrificing the recall rate around 50%. 

Further analysis for the second stage is still in process.  

4. CONCLUSIONS 
The present study represents an initial development of text classifier model for 

computerized coding system in life narratives. This trial demonstrated that the text 

mining technique was very promising in assessing the people’s personality adaption with 

verbal features. Some latent semantic analysis and sequence measurement model are also 

expected to add in the future research. 
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Partially Observable Sequential Decision Making for Problem
Selection in an Intelligent Tutoring System

EMMA BRUNSKILL AND STUART RUSSELL, University of Califoria, Berkeley

A key part of effective teaching is adaptively selecting pedagogical activities to maximize long term student learning. In this

poster we report on ongoing work to both develop a tutoring strategy that leverages insights from the partially observable

Markov decision process (POMDP) framework to improve problem selection relative to state-of-the-art intelligent tutoring

systems, and evaluate the computed strategy in the classroom. We also highlight some of the challenges in data mining related

to automatically constructing pedagogical strategies.

1. INTRODUCTION

We are interested in creating algorithms to automatically construct adaptive pedagogical strategies for
intelligent tutoring systems. Our approach assumes as input a student model, which can be learned from
educational data. In this paper we assume that such a model is provided, and focus on the task of computing
adaptive policies given the student model; however, in the future we plan to learn the student model from
data and at the end of this document we briefly sketch some of the data mining challenges involved.

Different pedagogical activities vary in their instructional effectiveness, and in the information they provide
about the student’s underlying understanding. Our approach explicitly reason about pedagogical activity
features when computing a conditional sequence of activities to provide to a student. We pose tutoring policy
creation as an instance of Partially observable Markov decision process (POMDP) planning [Sondik 1971].
The student’s knowledge state is represented as a set of hidden variables. The value of these variables can
change in response to a pedagogical activity, and these hidden variable values may be probed, or partially
observed, such as by posing a test question to the student). A probability distribution over possible knowledge
states of the student is maintained and updated using Bayesian filtering: examples of prior work using this
approach to student modeling include Corbett and Anderson [1995] and Conati et al. [2002].

There has been some very recent interest in using POMDPs to incorporate Bayesian models of stu-
dent learning into algorithms for constructing sequential pedagogical policies: see Brunskill and Russell
[2010], Rafferty et al. [2011], Tehocharous et al. [2009], and Folsom-Kovarik et al. [2010]. While this ini-
tial work is encouraging, none of these prior approaches have performed experiments with standard school
curriculum, nor evaluated their approaches relative to existing, high-performing problem selection strate-
gies used in intelligent tutoring systems. Here we report on an ongoing effort to examine whether POMDP
planning can further improve the effectiveness of an existing intelligent tutoring system for high school math.

2. APPROACH

We follow Corbett and Anderson [1995] and model the student knowledge state as whether the student has
mastered or not mastered a set of N skills. Though the algorithm we developed can be applied more broadly,
as our goal was to compare our approach to existing state of the art methods, and to conduct classroom
studies, we focus on developing an approach for the Algebra I tutor, produced by the software company
Carnegie Learning. In this tutor students do a number of different interactive exercises, and our goal was
to adaptively select the best exercise to give to the student, given our Bayesian estimate of the student’s



underlying knowledge state, in order to help the student learn the most in a limited amount of time. The
possible set of exercises is large, and, if an individual exercise consisted of K skills, there were 2K possible
observations that could be received after the student completed the exercise, corresponding to whether or
not the student got each skill correct. Standard approaches to solving POMDPs struggle to scale to domains
with large numbers of (pedagogical) actions to select among, and a large set of possible observations. We
first explored in simulation using a prior approach by Brunskill and Russell [2010], but the high number of
observations possible after a single exercise resulted in challenges for that particular method.

Due to space limitations we only briefly sketch out the algorithm we developed. We computed a depth
one POMDP forward search tree from a set of initial knowledge states, and used a heuristic estimate of the
value at the leaves of the tree: roughly, this heuristic estimate corresponds to how well we expect the student
to perform if we used a heuristic method to select pedagogical activities from this point onwards for a fixed
number of activities. These heuristic values were calculated assuming that the student would complete a fixed
number of pedagogical activities before receiving a post test.1 The forward search tree values were cached
and combined to construct a look up table that was used to select pedagogical activities during tutoring.

3. ONGOING WORK

We have done some preliminary evaluation of our approach in a classroom study with ninth grade students.
However, there were several limitations of this initial study. We are currently focusing on using simulation
studies to better evaluate and modify our proposed algorithm.

So far the only pedagogical activities considered as part our algorithm were problem exercises. The POMDP
framework should be particularly helpful in trading off among activities with variable components of instruc-
tion and evaluation. We hope to soon consider a more diverse set of pedagogical activities types.

Finally, the approach we have described depends critically on an input set of parameters which describe
the student model. There has recently been some promising work by [Chi et al. 2010] which learned Markov
transition dynamics from a set of data collected using random tutoring strategies, and used that to infer
a successful tutoring strategy. However, most existing data on student-tutoring system interactions will
involve a non-random strategy. This can lead to sparsity in the collected data as many pedagogical activities
will never have been tried from particular student states. Constructing good models in these scenarios,
particularly when the student state is modeled as hidden, remains an interesting unfinished challenge.
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Domain knowledge incorporated in the mining process can improve it, in particular by constraining the patterns discovered. In this paper we 
show how some domain knowledge (embodied as constraints) combined with sequential pattern mining can be applied to pedagogical surveys, in 
order to identify frequent teachers behaviors. 

________________________________________________________________________ 

1. INTRODUCTION  
In the educational context, domain knowledge has been gained for years in the studies performed on each particular 
aspect of the educational process, and educational data mining is a privileged field to apply domain driven data 
mining (D3M) (see for example (Antunes2008), where a method for mining students’ behaviours is proposed). 
Mining teaching behaviours however, are much harder, since teachers are at most only evaluated at the end of the 
curricular unit, usually by pedagogical surveys filled by their students. 
In this paper we propose a methodology to mine teaching behaviors, from surveys filled by students, making use of 
some domain knowledge. In particular we propose a set of constraints to apply to sequential pattern mining, in order 
to identify how teachers respond to their evaluation, collected from students’ surveys. 

2. MINING PEDAGOGICAL SURVEYS 
Unlike students, teachers are not evaluated in a quantified way. Indeed, their performance is usually appreciated 
through pedagogical surveys, that in general comprise a long set of questions with a reasonable number of choices, 
usually divided in topics. We are just interested in surveys with closed-ended questions with multiple choices that 
follow some order (as in the Likert scale (Likert1932).  
Since our goal is to identify frequent behaviors among teachers, and pedagogical surveys are filled by several 
students individually, the first step is to get the global evaluation collected for each teacher on each time period. 
From the application of basic statistics (mean or mode, for example) to the set of individual questionnaires 
evaluating a single teacher for a single time period, we determine the set of items that characterize teacher’s 
behavior in that period. 

 
Fig. 1. Mining methodology 

Since teachers teach along time, a teacher may be represented as a sequence of his performance in each semester, 
with his performance being represented as an itemset with the results achieved for each question in the pedagogical 
surveys. With teachers represented as temporal sequences is then possible to apply sequential pattern mining to 
identify frequent behaviors (Antunes2008) and try to anticipate their evolution Fig. 1. 
The next challenge faced is to decide what domain knowledge may be useful on mining teaching behaviors. Indeed, 
what we need to understand is how teachers evolve along time. In this manner, the most interesting knowledge is the 
one that can contribute to distinguish among teachers that improve their performance against the ones that do not. 
Pushdown automata (PDA) in Fig. 2 establish a set of meta-patterns that can guide the discovery process, reducing 
the combinatorial explosion on discovered patterns, allowing for the discovery of relevant patterns in the scope of 
teaching evolution. In each meta-pattern, relations among the values of specific questions are established, both for a 
single semester and along time. 
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MP1: {(A1=x, Ai=x)}, ∀i: 2≤i≤9 

 

MP2: {(A1=x, Ai =y)}, ∀ i: 2≤ i≤9 

 
MP3: {(A=x)1, (A=x)i}, ∀i: i≥2 

 

MP3a: {(A=x)1,(B=z)j
+,(A=x)i}, ∀i: i≥2, ∀j: j≥1, ∀B: B≠A 

 
MP4: {(A=x)1, (A=y)i}, ∀i: i≥2, ∀x,y: x>y 

 

MP4a: {(A=x)1,(B=z)j
+,(A=y)i}, ∀i:i≥2,∀x,y:x>y,∀B:B≠A 

 

MP5: {(A=x)1, (A=y)i}, ∀i: i≥2, ∀x,y: x<y 

 

MP5a: {(A=x)1,(B=z)j
+,(A=y)i},∀i:i≥2,∀x,y:x<y,∀B:B≠A 

 

MP6: {(A1=x)1,(Ai=x)j}, ∀i,j: i,j≥2 

 

MP6a {(A1=x)1,(Ai=y)j}, ∀i,j: i,j≥2 

 
Fig. 2. Meta-patterns to constrain sequential pattern mining process 

 
 

Each PDA is composed of a stack, a set of states and transitions that are constrained by the current state and entry, 
but also by the top of the stack – the context (Antunes2008). For example, MP1 catch patterns that have between 
two and nine variables with the same value in the same semester, for example (assiduity=good, security=good)2011. 
On the other hand, MP3 catch patterns where some variable has the same value for more than two semesters, for 
example (assiduity=good)2010(assiduity=good)2011. 
Experimental results on mining real pedagogical surveys are interesting, with the proposed meta-patterns covering 
all the discovered patterns. The next step is just to enrich each teacher record with his verification of each meta-
pattern, creating a more significant training data set, and then train a classifier for anticipating teachers’ 
performance. 
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Preliminary results are described of search for variable constructions from “raw” student messaging data in an 

online forum.  Variable constructions are judged based upon their contribution to a novel measure of “causal 

predictability” for a target learning outcome using graphical search procedures for causal modeling. 

Key Words and Phrases: variable construction; dimensionality reduction; Bayesian networks; causality; causal 

discovery; online education 

________________________________________________________________________ 

1. INTRODUCTION  
Research on causal discovery from observational data using graphical causal models 

(e.g., Spirtes, et al. 2000; Pearl 2000) focuses almost entirely on situations in which data 

are available at an appropriate unit/level of analysis (i.e., well-defined random variables 

that capture salient features of interest).  However, in many social science settings, “raw” 

data manifests in log files and other sources whose variables are not suited to straight-

forward causal interpretations.  In online education settings, for example, we might have 

access to logs of student behaviors, online forum messages, and other aspects of student 

interactions with courseware.  In such cases, the problem of causal discovery is two-fold: 

in addition to discovering relevant causal relations, we must also discover, from complex, 

high-dimensional, “raw” data, the very variables that figure in those causal relations. 

While there is a great deal of work in statistics and machine learning on 

dimensionality reduction (feature extraction and selection), little work is aimed at the 

construction of variables, let alone for causal modeling. Arnold, et al. (2006) developed a 

method for feature discovery with education data, but did not use it for causal modeling.  

We extend some of those ideas to the problem of causal discovery by simultaneously 

searching for both suitable constructed variables and resulting graphical causal models.  

Specifically, we search over different deterministic functions of the underlying “raw” 

variables and evaluate those constructed variables by informativeness with regards to the 

underlying causal structure (including suitability for manipulation) in online course 

environments. 

 

2.  DATA AND METHOD 
We consider data from 646 learners that used a message forum for an online, graduate-

level economics course and consider only raw data from forum logs.  With this data, we 

seek to develop models of the causes of student learning outcomes as measured by 

instructor-assigned course grades and independently assessed final exams scores.  While 

a plethora of other data sources and (behavioral) causes of these learning outcomes might 

be considered, the focus on an “impoverished” data set provides an interesting and 

difficult test of our method. 

We iteratively construct and evaluate sets of constructed variables—deterministic 

functions of base characteristics of student messaging behavior (e.g., length of messages, 

message counts, etc.).  At the first stage, we consider simple functions (max, average, 

variance, etc.) of these base characteristics and continue at later stages to consider 
__________________________________________________________________________________________ 
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discretizations as well as interactions among them.  At each stage, a variety of strategies 

can be used to prune the large set of possible constructions to a smaller number.   

From any particular set of constructed variables, we search for causal structure using 

the FCI algorithm (Spirtes, et al. 2000).  FCI can infer the presence of unmeasured (or 

“latent”) confounders of observed variables, which are almost certainly present given our 

(deliberately) “impoverished” data.  FCI outputs a partial ancestral graph (PAG), which 

encodes all of the causal models consistent with the observed data. We deploy a novel 

method to assess the value of this PAG, and thus the set of constructed variables.  We 

first enumerate all of the directed acyclic graphs (DAGs) that are compatible with the 

causal explanation provided by the PAG.  From each DAG, we build a regression model 

for a target variable (i.e., learning outcome) based upon the target’s parents in that DAG.  

We then assess the set of constructed variables by the average R
2
 value over all of these 

regression models (i.e., assuming every DAG represented by the PAG is equiprobable).  

We seek the set of constructed variables that maximizes “causal predictability” as 

assessed by this “average causal R
2
” value. 

 

3.  RESULTS 
Table I provides a comparison of average causal R

2
 values for constructed variables 

found via the above search procedure compared to those achieved using ad hoc variables 

previously specified in a pilot study for this data (Fancsali, forthcoming).  With this novel 

analysis, we find substantial improvement in the acquisition of causal knowledge for both 

of the measured learning outcomes.  FCI search over ad hoc constructed variables and 

target learning outcomes indicates that any relationships between the two are confounded 

by unmeasured common causes, thus providing no “causally predictive” information (i.e., 

causal R
2
 values of 0.0) with respect to these learning outcomes.  Importantly, this new 

method unambiguously learns that appropriate constructed variables are direct causes of 

the course grade, recovering aspects of known “ground truth” for the instructed-assigned 

grade.  Search for constructed variables is a ripe area for future research and will likely 

have many fruitful applications for both predictive and causal modeling.  Future work 

will deploy similar search on data with richer semantic content (e.g., data from intelligent 

tutoring systems) to ideally lead to more causally interpretable variable constructions.     

 

Table I. Average Causal R
2
 Values for Ad Hoc Constructed Variables vs. Constructed 

Variables from Search 

 course grade final exam 

ad hoc construction 0.0 0.0 

variable construction search 0.37 0.13 
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This poster describes a challenging application field for EDM, in the context of collaborative learning open 

learner model frameworks. An open and challenging field arises from the situation lived by children suffering a 

serious illness. The responsibility of the government continuing their schooling process is harder to achieve, 

since different communities (family, school teachers, hospital teachers, medical doctors, psychologists…) have 

to be coordinated. An appropriate educational solution, designed for this situation should solve the specific 

issues that arise in the described situation: Motivation, Isolation, Heterogeneity, Spatial Dispersion, 

Dynamicity, etc. This poster tries to explain the reasons that makes this context specially interesting for EDM; 

It proposes a framework to support learning in the cited environment based on the use of Multi-user virtual 

environments (MUVEs); And it points out some Data Mining fields specially appropriate for the problem of 

analysis of educational data and interactions among students for the construction of an Open Learner Model 

(OLM), suitable to for decision support. 

Key Words and Phrases: Open Learner Model, CSCL, MUVEs 

_____________________________________________________________________ 

1. INTRODUCTION  
There are still some application fields where the use of EDM is specially promising and 

challenging, but still few efforts have been reported. This is the case of educational 

support of children suffering serious illnesses. These students are frequently provided 

with computers and with access to the Internet. However, there is still a lack of intelligent 

systems to support their education, adapted to their special circumstances.  

   The particular variables that arise in the mentioned context are mainly: Motivation: It 

is frequently shown that these children are hardly interested on any topic related with 

their educational process. This comprehensible attitude may be changed with the 

appropriated tools, designed with special attention to the user appealing. Isolation:

Isolation may be mitigated integrating the educational process in a framework of 

collaborative learning, making available tools and techniques that make possible and 

necessary the interaction with other students. Heterogeneity: The heterogeneity makes it 

more difficult to teachers to give the proper educational response to the particular 

circumstances of each student. Spatial Dispersion: It cannot be assumed that students 

are located at the same room at any time of the schooling process. There is not either 

direct contact with other students and teachers. Dynamicity: Finally, all the 

circumstances around the student may change in short periods of time. Their mood, 

needs, and skills may be affected severely, and consequently, the systems they interact 

with should detect changes and adapt themselves immediately to the new circumstances. 

   All the described issues makes this context at the same time, challenging, since most of 

the developed approaches does not seem to fit appropriately to this environment, difficult 

because accurate self-adapting systems should be created, and especially suited for 

application of EDM, since there is a large amount and diversity of data to be analyzed. 

This research has been done in the framework of the SAVEH Project (Gonzalez2011), 

dealing with the development and integration of ICT tools and electronic contents for 

young students who suffer serious illnesses.  
__________________________________________________________________________________________ 

Authors’ addresses: Carina González & Pedro A. Toledo, Department of Systems Engineering and Control and 

Computer Architecture, Universidad de La Laguna, Spain. E-mail: {carina, pedro}@isaatc.ull.es 



2. EDUCATIONAL SUPPORT FRAMEWORK AND EDM CHALLENGES 
Based on the analysis previously made of the context of hospital classrooms, it has 

been designed an educational support framework. The design has been done with special 

attention to very diverse issues: The importance of the social component of learning, to 

create the new tools, new learning materials and applications (Gaudioso2009); The 

necessity of adapting systems to each student particular needs, using Open Learner 

Models (OLM) from multiple students (Ahmad2009) and allowing its inspection  and the 

review of the learning process by the students themselves; The convenience of providing 

effective mechanisms of communication to increase the knowledge about student 

behavior and incorporating this new knowledge to the OLM for further analysis of 

students and influence of other roles as hospital teacher, school teacher, classmates, 

family, nurses, etc.; The power of educational games to improve the results of ITS 

(Eagle2010), engaging and motivating students in learning (González2008). 

Consequently, we have proposed in SAVEH the development of a MUVE videogame 

with collaborative activities, intended also as an interface for an ITS using OLM. The 

videogame is connected with a Social Network, and an Educational Platform. 

Based on the proposed educational support framework, mentioned above, there have 

been noticed among others some challenging problems: The detection of the influence of 

educational social games on student emotional state, may receive special attention. There 

should be designed techniques to extract and predict student emotions (motivation, 

isolation, etc.) in relation with the proposed collaborative activities in the framework; The 

detection of changes in the interests or skills of students that may be originated by their 

disease evolution; The extraction of models such as: Model of the reasoning process for 

the solutions of problems, based on social interactions among users in the collaborative 

activities, Model of influence of the social interactions in the learning process, Model of 

the emotional state of student in the MUVEs, Model of the social role of each person 

within a group. To achieve these goals, a wide range of DM techniques are to be applied, 

including classification, MDP modelling and solving, concept drift analysis, frequent 

pattern extraction, graph analysis, structured prediction, SNA, etc. 

4. CONCLUSIONS 
It has been pointed out the main issues affecting the educational process in the context of 

Hospital Classrooms. It has been stated the major features for the design of educational 

tools for it and the reasons why it is especially challenging from an EDM perspective. 
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1. INTRODUCTION  
Japanese 7 higher educational institutions in Fukui prefecture started to cooperate 

with each other in the middle of 2008. The aim of this project called “F-LECCS” is in 
order to build “One virtual university environment” on a computer network by using 
open source software such as SNS (OpenSNP), LMS (Moodle), and e-Portfolio (Mahara). 
This open platform allows all the users to access learning resources across the 
universities, and enables them to form intercollegiate learning communities as the 
“Communities of Practice (CoP). The center system of the CoP is the social networking 
service (F-LECCS SNS) and has started to work on the beginning of April, 2009. On the 
F-LECCS SNS, over 300 communities and 360,000 logins (370 logins/day) have been 
made by the end of March, 2011. The CoPs are growing well.  

Our research interest is to understand the growth mechanism of communities on a 
SNS. Therefore, we combine the complex network analysis for understanding how 
network grows and the text mining analysis for understanding how people communicate.  

 

2. COMPLEX  SYSTEM  ANAYSIS 
Fig 1 shows a sample graph of the friend-network on F-LECCS SNS. On these 

networks, the network index, i.e.the network density, average degree, clustering 
coefficient, average path length and assortative mixing by degree, widely used for 
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Fig.1 Friend-network on F-LECCS SNS 
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complex system analysis(Watts98), have been calculated by network analysis software 
pajek(Nooy et al. 2005) and igraph package for statistical software R. 

 In order to compare other friend-network on SNS, “Satoai-SNS” have been also 
analyzed. Satoai is the cross-university project in Sikoku area in JAPAN. The log data of 
satoai project for 24 months and F-LECCS project for 16 months data have been 
analyzed. The variation of the network indexes are shown in Fig.2. 

Most indexes have same tendency except the assortative mixing by degree. This result 
means Satoai’s network contains more star type sub-networks than F-LECCS’s. In 
another words, F-LECCS has weaker tendency to connect each other depend on degree 
than Satoai. 
 

3. TEXT MINING ANAYSIS 
In order to understand the interaction of communication, the blogs on F-LECCS SNS 

have been analyzed by text mining method. Fig.3 shows the result of TF-IDF and 
principal component analysis. We have chosen the 100 important words in blogs by TF-
IDF method and analyzed the words by the principal component analysis. Users have 
been divided into groups by their attributions i.e. universities, teachers or students. In 
fig.3, red characters are Japanese words and black ones are the groups at certain month. 
For example, Fs04 indicate University “F”, Students “s”, and April “04”.   Fig.3 shows us 
that the groups Wa, Fa and Ws stay nearly same position. However, the groups Cs and Fs 
moved from upper part to lower part. This result means that the contents of blogs in some 
groups did not change and those of the other groups changed for 4 months at the view 
point of the frequency in the use of important word. 
 

4. CONCLUSION 
The complex network analysis is used to understand the formal side of communities 

and the text mining analysis is for the interactive side of communities. We try to combine 
the two analyses to understand the growth mechanism of communities on SNS.  
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A single student step in an intelligent tutor may involve multiple subskills.  Conventional approaches either 

sidestep this problem, model the step as using only its least known subskill, or treat the subskills as necessary 

and probabilistically independent.  In contrast, we use logistic regression in a Dynamic Bayes Net (LR-DBN) to 
trace the multiple subskills.  We compare these three types of models on a published data set from a cognitive 

tutor.  LR-DBN fits the data significantly better, with only half as many prediction errors on unseen data. 

Key Words and Phrases: Knowledge Tracing, multiple subskills, conjunctive models, Dynamic Bayes Net 

_______________________________________________________________________ 

1. INTRODUCTION 

Knowledge tracing [Corbett and Anderson, 1995] is widely used to estimate from the 

observable steps that require a skill the probability that the student knows the skill. 

However, steps that require multiple subskills are problematic. 

One approach [Cen et al., 2006] tries to sidestep the problem by modeling each set of 

subskills as a distinct individual skill, e.g., computing the area of a circle embedded in a 

figure vs. by itself.  However, modeling them as individual skills ignores transfer of 

learning between them.  Another solution [Cen et al., 2008; Gong et al., 2010]  models 

the step as applying each subskill independently, and assigns it full credit or blame for 

getting the step right or wrong.  Then the subskills can be traced independently.  This 

solution assumes that the probability of having the knowledge needed for the step is the 

product of the probabilities of knowing the subskills.  A third solution assigns all the 

credit or blame to the least known subskill.  This solution approximates the probability of 

having the knowledge required for the step as the minimum of those probabilities instead 

of their product. 

Recently, Xu and Mostow [2011] described a method to trace multiple subskills by 

using logistic regression in a Dynamic Bayes Net (LR-DBN). It models the transition 

probabilities from the knowledge state K
(n-1)

 at step n-1 to the knowledge state K
(n)

 at step 

t as logistic regressions over all m subskills: 

                                ,          (1) 

                    ,       (2) 

                     .       (3) 

Here the indicator variable sj is 1 if the step requires subskill j, 0 otherwise;  is the 

coefficient for subskill j fit at the initial state; and  and  are other coefficients. 

    We now compare the prediction accuracy and complexity of the three types of models:  

conjunctive product, conjunctive minimum, and LR-DBN. 
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2. EXPERIMENTS AND RESULTS 

We compare the three models on a published [Koedinger et al., 2010] data set from 123 

students working on a geometry area unit of the Bridge to Algebra Cognitive Tutor
®
. All 

three models use the same 50 subskills. We fit the models separately for each student on 

the first half of all of that student’s steps, test on the second half, and average the results.  

Table I shows the mean fit of each student’s data to the three types of model. The 

values in parentheses show 95% confidence intervals based on standard error calculated 

from the unbiased weighted sample variance of individual students’ accuracies. LR-DBN 

does best with 92.7% (±2.0%) accuracy.  It makes only half as many prediction errors as 

the other models, neither of which predicts significantly better than the majority class. 

Since the data is unbalanced (84.7% of all steps are correct), we also report within-

class accuracy.  All three models exceed 96% accuracy within the positive class, with no 

significant differences.  In contrast, accuracy within the negative class is highest by far 

for LR-DBN (72.3%), while the other two models do much worse than (50-50) chance.  

Confidence intervals are looser within the negative class, both because it is smaller 

(15.3% of the data vs. 84.7%), and because its accuracy varies more across students. 

LR-DBN is less complex than the other two models in that it has fewer parameters for 

each student.  For each student, it has 50 times 3 logistic regression coefficients for the 

initial state and two transition probabilities, plus two more parameters for guess and slip, 

for a total of 152.  In contrast, the other two models have 200 = 50 times 4 parameters for 

already know, guess, slip, and learn since we fit knowledge tracing per subskill per 

student. Table II compares their total AIC and BIC scores for model complexity. 

Future work should compare on other data sets to see if LR-DBN fares best there too, 

and to alternative models of multiple subskills to see if LR-DBN beats them as well. 

Table I. Mean Per-student Fit of Each Type of Model 
 Accuracy  Accuracy Within 

Positive Class  

Accuracy Within 

Negative Class  

Conjunctive product 85.0% (±1.0%) 96.5% (±0.7%) 21.2% (±3.8%) 

Conjunctive minimum 85.8% (±1.0%) 98.7% (±1.0%) 14.6% (±2.3%) 

LR-DBN 92.7% (±2.0%) 96.5% (±1.3%) 72.3% (±7.8%) 

Table II. Summed Complexity Measures of Each Type of Model 

 AIC BIC 

Conjunctive product 66,402.1 135,581.9 
Conjunctive minimum 66,402.1 135,581.9 

LR-DBN 60,545.2 114,159.5 
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Computer science and engineering undergraduates must develop problem-solving skills, which are particularly 
important when solving programming problems which use simple algorithms. Ideally these skills are developed 
in the early stages of learning programming, in particular during the first weeks or months of a student's first 
course. For complete beginners, problem solving and logical thinking are key to the development of 
programming skills. This article presents an initial proposal for a study of complete beginner programmers, i.e. 
students with no prior formal experience of programming. This research is particularly focused on the period in 
which students learn basic programming concepts to solve problems. The investigation will include the study 
and analysis of students’ interactions with tools and systems during the problem solving process. Data mining 
techniques will be used to uncover underlying patterns in the interactions. The goal is to exploit these patterns 
to enhance tutors’ teaching processes. 

Key Words and Phrases: learning programming, patterns, data mining, programming beginners. 

________________________________________________________________________ 

1. INTRODUCTION  
Students pursuing a bachelor’s degree in computer science or engineering must develop 
good problem-solving skills if they are to become competent programmers. These skills 
are best acquired in the early stages of learning programming, in particular during the 
first weeks or months of a student’s first course. Since this competence is essential for the 
success of future programming courses, the study of the development of this ability is 
important. 

2. RELATED WORK 
Most of the research in this field has compared novice and expert programmers, [Bateson 
et al 1984, du Boulay 1986, Schneiderman 1976, Weiser and Shertz 1983, Webb et al. 
1986, Mayer 1987] reporting on a variety of skills and knowledge based on the contrast 
between these groups. However, in the literature the concept of ‘novice programmer’ can 
be ambiguous: in some experiments novice programmers had no experience; while in 
others they had completed a couple of programming courses. Schneiderman [1976] 
proposed a classification of programmers in which the lowest category is ‘naive’, 
referring to students without any formal instruction in programming. Nowaczyk [1984] 
argued that knowledge of the approaches or procedures used by skilled programmers 
could be useful for teaching novice students. Alternatively, tutors could refine and utilise 
any basic strategies employed by complete beginner programmers.  
 



 

 
 

3. PROPOSAL  
In the early stages of learning the basic concepts of structured programming (inputs, 
outputs, assignments and control flow) a tutor typically uses pseudo code or flow charts. 
Some tutors prefer flow charts because they involve minimal coding and they also often 
use interactive tools that can facilitate better comprehension and easier testing. In an 
experiment conducted with students between 12 and 13 years of age, where interactions 
were recorded using an interactive tool, Kiesmüller found that it was possible to detect 
some patterns in the problem-solving process using the chronology of the interactions, 
[Kiesmüller 2009]. The proposal for this research is based on a study of the problem-
solving strategies that first-year undergraduate students use when they solve basic 
algorithmic problems. It is proposed to use a tool which allows students to create and test 
flow charts [Rodriguez et al 2009]. This tool will be adapted to record significant 
interactions during the problem solving process: time taken to complete an exercise, 
number of blocks used (added or deleted), expressions used in the blocks of the flow 
chart (conditions or assignments), testing and errors. Every interaction will be recorded 
with a time stamp to preserve the chronology of the problem-solving process. Based on a 
sample of 150 students completing 30 algorithmic exercises, a large number of 
interactions will be recorded. Therefore it will be possible to analyse these interactions 
using a data mining approach. Initially descriptive data mining techniques will be used to 
find frequent patterns, associations and classifications. Other patterns can later be 
extracted using the students’ profiles and interactions with other systems such as e-
learning platforms. This knowledge will then be used to attempt to improve the didactic 
practice of tutors when teaching basic programming concepts.   
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Brick: Mining Pedagogically Interesting Sequential Patterns
ANJO ANJEWIERDEN and HANNIE GIJLERS, University of Twente
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ROBERT de HOOG, University of Twente

One of the goals of the SCY project (www.scy-net.eu) is to make (inquiry) learning environments adaptive. The idea is to develop “pedagogical
agents” that monitor learner behaviour through the actions they perform and identify patterns that point to systematic behaviour, or lack thereof.
To achieve these aims, it is necessary to develop methods to identify relevant patterns, and to associate these patterns with feedback to the learner.
Here, we present a tool, called Brick, in which pedagogical researchers can interactively specify global patterns (e.g., “which actions occur between
running a simulation and providing a correct answer”). The tool then responds with the matching sub-sequences in the data along with various
metrics of interestingness (such as frequency and likelihood). Researchers can then determine which patterns are relevant to include in a pedagogical
agent and how the agent should respond when a pattern occurs. We describe the tool, the pattern language and metrics used, and provide examples
of applying these to log files of a simulation-based inquiry learning environment.

1. INTRODUCTION

We provide a brief illustrated example of how Brick is used to explore patterns from action sequences derived from
a simulation-based inquiry learning environment in which learners collaborated in dyads, using a chat channel for
communication [Saab 2005]. The environment provided assignments that consisted of a question, a list of possible
answers and a simulation learners could manipulate. Action types that are extracted directly from the log files are:
s start (an assignment), simulation (running a simulation), correct (correct answer to a question), wrong

and e end (of an assignment). The symbol in front of the action type is the “brick” (character) used to build patterns
from. Chat communication within dyads has been manually coded capturing the inquiry process [Kuhn et al. 2000]:

planning (domain-related chat about planning a simulation), interpretation (interpreting results of an exper-
iment), emotional (non-domain chat about the results), answer (discussing what answer to give), next
(which assignment is next), off-task.

2. PATTERN LANGUAGE

Patterns are specified using the following standard notation of regular expressions: wildcard (matches precisely a
single action), * any sequence (any sequence of actions including none), | alternation, ? + * quantification, and
( ) grouping. Negation (!) is often required to filter unwanted matches. For example, finding all sequences in which
the first answer provided by the learner is correct, require that there should not be any intermediate wrong answers: s
( * ! ) . See the figure for the matching sequences for this pattern.

3. METRICS

Running a pattern often results in many different matching sequences. In order to filter “interesting” short sequences
several metrics have been proposed in the literature. In statistical natural language processing sequences of two or more
words that correspond to some conventional way of expression are called collocations [Manning and Schütze 1999].

This study was conducted in the context of Science Created by You (SCY), which is funded by the European Community under the Information
and Communication Technologies (ICT) theme of the 7th Framework Programme for R&D (Grant agreement 212814). This document does not
represent the opinion of the European Community, and the European Community is not responsible for any use that might be made of its con-
tent. Author’s address: A. Anjewierden, H. Gijlers, R. de Hoog, University of Twente, PO Box 217, 7500 AE Enschede, The Netherlands; email
a.a.anjewierden@utwente.nl; N. Saab, Leiden University, PO Box 9555, 2300 RB Leiden, The Netherlands; email nsaab@fsw.leidenuniv.nl.



Recently, D’Mello and colleagues [2010] have proposed a likelihood metric for the study of behavioural sequences.
The general idea behind both these metrics is that sequences that occur much more (or less) likely than chance are the
most interesting.

4. RESULTS AND CONCLUSIONS

The figure illustrates the interface pedagogical researchers can use to explore sequences. The pattern , for
example, can be used to find the action learners perform after planning an experiment. As the figure shows both the
likelihood metric L(X) and collocation Coll give a high value to the most “logical” matching pattern: . The
pattern provides a typical example of learner behaviour: after giving a wrong answer, learners don’t enter
the inquiry learning cycle again, but either give another answer or start discussing what answer to give next. As with
other data mining approaches, for example association rules, the output of the pattern search is not always clear cut
and requires interpretation by the researcher.
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Fig. 1. The Brick user interface consists of three parts. On the right is a palette with bricks representing action types for the given corpus (see
Section 1). At the top left is a search box, and above the search box are controls and the meta-characters to create regular expressions from (see
Section 2). The largely area displays search results as lists of matching sequences preceded by the values for the metrics. Queries are specified by
dragging bricks and meta-characters into the search box.

.
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Intelligent evaluation of social knowledge building 
using conceptual maps with MLN 

L. MORENO, C.S. GONZÁLEZ, R.ESTÉVEZ, B. POPESCU  
University of La Laguna, Spain. 
______________________ 

Students learning effectively in groups encourage each other to ask questions, explain and justify their opinions, 
articulate their reasoning, and elaborate and reflect upon their knowledge, and computer tools can help them 
producing these kind of collaborative learning situations. In this sense, we have developed several tools to 
support the collaborative learning-process for the Computer Architecture's subject in Computers Science 
Engineering. This paper present an intelligent tool called SIENA, composed by the open student model, a 
student conceptual map with multimedia learning nodes (MLN) and Bayesian tests. 

Key Words and Phrases: Conceptual Maps, Multimedia, Open Learner Model, CSCL 

______________________________________________________________________ 

1. INTRODUCTION  

In Computer Support Collaborative Learning (CSCL) there are several interaction 
computer models that give us the functional descriptions and help us in the 
understanding, explanation and prediction of the behavior group patrons and to support 
the learning-process in group (Soller2004). These models can help us to structure the 
environment where the collaboration is carried out, and to regulate the interactions 
among students during the learning activities. By the other hand, the graphic visualization 
systems of student’s actions and contributions can increase the awareness of their actions 
(Ogata2000).  

Our problem in the area of Educational Data Mining is the definition of a model of 
collaboration to incorporate in the system SIENA several processes that allows the 
intelligent evaluation of knowledge building socially using conceptual maps with MLN.  
One of the most important aspects in evaluating the process of collaboration is defining 
the criteria for evaluating such process. An improvement in the collaboration process 
should bring about the development of end products of higher quality. In order to 
improve the process of collaboration it is first necessary to evaluate this process with a 
certain degree of accuracy so that different learning processes taken on by different group 
of learners can be contrasted. Based on this premise, our proposal includes aspects of the 
design of the collaborative activities, as well as of the evaluating and monitoring of the 
collaborative process. In defining the activities, it is necessary to specify the group of 
people that will make up the group, the required a conditions of collaboration, the nature 
of the activity, the type, and the mechanisms that provide positive interdependence and 
coordination. Similarly, through the evaluation of the collaboration process, certain 
weaknesses of the groups can be determined, and thus, supportive mechanisms and 
feedback can be provided to them. Through a continuous evaluation and monitoring 
process, the initial conditions can be re-defined, changing certain activities in order to 
achieve an environment of greater participation and interaction among the members of 
the group, which can have a positive effect on the collaboration mechanisms. 

2. SIENA: INTELLIGENT EVALUATION TOOL THROUGH AUDIOVISUAL 
CONCEPTUAL MAPS

Researches on collaboration mode shows new trends in the creation of CSCL tools about 
the social building of knowledge (Fesakis2004; Martínez-Mones2004), SIENA try to 
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solve the problem related with the information flow into an collaborative environment of 
knowledge-build and, through the progressive questioning, allows students more aware of 
the nature of the process of constructing their own knowledge (Jemann2004). More 
specifically, it is a web-based application used for two purposes, one is to assess the 
existing abilities and knowledge of a student and the other is to serve as tool which aids 
self-study and self-evaluation with its main purpose being to support student focused 
learning (significant learning). In the process of creation of SIENA, both students in 
collaboration with teachers, were involved in the creation of content and test questions 
for each of the themes of the Computer Architecture course, providing content to each 
node of the concept map. The construction and validation of the volume of questions has 
been a process carried out during three academic years. In the case of the Computer 
Architecture conceptual map, it consists of 15 nodes and has about 1500 questions. 
Moreover, we have integrated into the map MLN using the audiovisual format of 
ULLMedia (González2010). These nodes are created by the teacher. Each MLN is an 
audiovisual piece of 5-10 minutes about a concept of the map. Moreover, the MLN has a 
structure of learning object following the IMS LOM standard, thus, can be reutilized in 
other contexts.  
This web-tool use of adaptive tests based on Bayesian networks is developed in Ruby on 
Rails and employs concept maps in XML format (Moreno2009).  
In the knowledge Bayesian estimation we are going to include several collaboration 
factors to model the social building knowledge (Avouris, 2004). The estimated social 
knowledge will be the base to build an adequate automatic feedback. 
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Identifying Influence Factors of Students Success by 
Subgroup Discovery
F. LEMMERICH AND M. IFLAND AND F. PUPPE 

University of Würzburg, Germany 
________________________________________________________________________ 

The identification of influence factors on students’ success rate is of high interest. Especially knowledge about 
factors, which can be determined before the start of a student’s degree program, is important, since most drop-
outs occur in the very first semesters. In this paper we show, how the data mining technique of subgroup 
discovery can be utilized to identify such influence factors on the overall success of students. Additionally, we 
also discuss several interesting measures for this purpose..  

Key Words and Phrases: Subgroup Discovery, Pattern Mining 

__________________________________________________________________ 

1. INTRODUCTION AND METHOD 
In order to avoid drop-outs in degree programs, early knowledge about influence factors 
on students’ success is a key issue. In this case study, we show how the technique of 
subgroup discovery can be applied to identify important combinations of factors, which 
are known before students start their degree program, e.g., age, sex, regional origin or 
previous activities. 
Subgroup discovery [Klössgen 1996] aims at finding descriptions (conjunctions of 
attribute-value pairs) of subsets in the population that show an interesting behavior with 
respect to a certain target concept, e.g., the drop-out rate. The results can be interpreted as 
a set of association rules, in which the consequent is always the target concept and the 
antecedent is the description of the respective subgroup. For example, the subgroup with 
description age = ‘20-21’   previous_courses = false can be reformulated for a search 
with the target concept drop-out as: age = ‘20-21’   previous courses = false 

drop_out = true.
In a subgroup discovery task the top rules with respect to a predefined measure of 
interestingness, see [Geng 2006], are returned. The most important quality measures q

can be formulated as: qa (sg) = na (p-p0), where n denotes the size of the subgroup sg, that 
is, the number of individuals, for which the description of sg applies. p is the share of the 
target concept in the subgroup and p0 the share of the target in the total population. The 
parameter a weights the sizes of subgroups with respect to the deviation in the target 
share. For example, for a=1 the resulting quality function q1 (sg) = n (p-p0) equals the 
Weighted Relative Accuracy, for a=0 we get the Added Value q0 (sg) = (p-p0), which has 
been applied to evaluate association rules in the educational domain [Merceron 2008]. In 
addition, we will use adapted Relative Measures, cf. [Grosskreutz 2010], which replace 
the target share in the total population p0 in the above formula by the maximum target 
share in any generalized subgroup, i.e., subgroup descriptions, that contain only a subset 
of describing attribute-value pairs: ra (sg) = na (p – maxi (s_i)). Thus, a specialization is 
only considered as interesting, if it significantly increases the target share with respect to 
all its generalizations. 

2. CASE STUDY AND DISCUSSION OF RESULTS 
For our experiments we first extracted the data of the students, from the multi-relational 
warehouse into a tabular form, resulting in a total row count of 9400. In additional 
preprocessing steps attributes were discretized and categorized. The resulting attributes 
included: drop-out, sex, age at the start of the degree program, school final exam grade, 
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nationality, a flag for previous courses, which were passed before its start, a flag for 
previous degree programs at this university, and the categorized place of final school 
exams. The overall drop-out rate in the population was 26.3%. Important single factors, 
that increase the likelihood of drop-outs are for example age > 30, foreigner=true (both 
40% drop-outs.) or age < 20 (39% drop-outs). 
To find interesting combinations of influence factors, we performed subgroup discovery 
using the interesting measures q0, q0.5, q1 and their relative counterparts r0, r0.5, and r1. As
an example, the top resulting subgroups for descriptions with two influence factors are 
presented below with their basic statistics and rankings according to the different 
interesting measures. Statistics for the respective generalizations are given below each 
subgroup. For example, the last three rows indicate, that there were 4394 students not 
originating in the universities state. 28% of these were drop-outs. The drop-out rate for 
the 4668 male students was equally at 28%. However, the 2066 students, for which both 
these influence factors apply, had a drop-out rate of 32%. This subgroup was ranked at 14 
for the interesting measure q0, but was ranked first for the interesting measure r1. 

SG Description size 
target
share

q0 q0.5 q1 r0 r0.5 r1

S1 grade < 1.5  age = [26;30] 
          grade < 1.5 
          age = [26;30] 

23 
716
619 

61% 
35% 
21% 

1 - - 1 1 - 

S2 Prev._course = false  grade = ‘?’ 
          Prev._course = false 
          grade = ‘?’ 

861
9027
986 

44% 
27% 
42% 

4 1 1 14 7 8 

S3 Origin_in_state = false  sex = male 
          Origin_in_state = false 
          sex = male 

2066
4394
4668 

32% 
28% 
28% 

- 14 5 13 2 1 

The results show significant differences depending on the used interesting measure. As 
expected, the measures with a higher parameter a, i.e., q1 and r1 prefer larger subgroups, 
while those with a lower parameter a prefer smaller subgroups with an higher deviation of 
the target share. The deviation of the target share for combinations of influence factors 
that result from the absolute measures can sometimes be almost completely be explained 
by one factor alone. For example, the high deviation of the target share in subgroup S2 can 
be almost completely explained by its generalization grade = ‘?’. Therefore, we consider 
this combination of influence factors as less interesting. Such subgroups are ranked 
significantly lower by utilizing relative measures. 
For the result presentation to the head of degree programs we chose subgroups resulting 
from the interesting measure r0.5, as it provided a nice balance between large subgroups 
and high deviation of the target share. The project received positive feedback and 
continues to regularly report results each semester. 
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1. INTRODUCTION AND RELATED RESEARCH 
The open access to education within the enlarged Europe, and even outside it, is 

introducing hard competition among universities and requires them to introduce advanced 
methods for data analysis, in order to identify their own uniqueness and to select the most 
appropriate students to reach better performance. 

The implementation of data mining is considered a powerful instrument for acquiring 
new knowledge from existing data to support decision making. Literature reviews of the 
Educational Data Mining (EDM) research field are provided by Romero and Ventura 
(Romero et al. 2007), covering the research efforts between 1995 and 2005, and Baker 
and Yacef (Baker et al. 2009), for the period after 2005. Recent research papers in the 
EDM field are focused on understanding student types and targeted marketing (Ma et al 
2000, Luan 2002, Luan 2004, Antons 2006), using predictive modeling for maximizing 
student retention (Noel-Levitz 2008, DeLong 2007, Yu et al 2010), developing 
enrollment prediction models based on admission data (Nandeshwar 2009), predicting 
student performance and drop-out (Kotsiantis et al. 2004, Vandamme et al. 2007, Cortez 
and Silva 2008, Dekker et al. 2009, Kovačić 2010, Ramaswami et al. 2010). 

This paper presents a data mining research project that is started at a Bulgarian 
university, with the main goal to reveal the high potential of data mining applications for 
university management. The specific objective of the research work is to find out 
interesting patterns in the available data that could contribute to predicting student 
performance at the university based on their personal and pre-university characteristics. 
This is a first attempt of applying data mining in the Bulgarian educational sector. 

2. THE RESEARCH METHODOLOGY 
The data mining project is based on the CRISP-DM (Cross-Industry Standard Process for 
Data Mining) research approach. The open source software tool WEKA is used for the 
project implementation. During the Business Understanding Phase the specific 
University management needs are identified. In the Data Understanding Phase the types 
of data collected from the university applicants during the enrollment campaigns, and 
stored in electronic format, are studied. During the Data Preprocessing Phase, student 
data from the two University databases is extracted and organized in a new data mart. 

The research sample includes data about 10330 students, described by 20 parameters 
(gender, birth year and place, living place and country; type, profile, place and total score 
from previous education, university admittance year, exam and achieved score, current 
semester, total university score. The provided data is subjected to many transformations – 
removing parameters that are considered useless (e.g. fields with one value only), 
replacing fields containing free text with nominal variable (with a number of distinct 
values), transforming numeric to nominal variables, etc. The data is also being studied for 
missing values (very few and not important), and obvious mistakes (corrected). 



The data mining task is to predict the student university performance based on the 
student personal and pre-university characteristics. The target variable is the “student 
class”. It is constructed as a categorical variable, based on the numeric values of the 
“student total university score” attribute, and has five distinct values - “excellent” (5.50-
6.00), “very good” (4.50-5.49), “good” (3.50-4.49), “average” (3.00-3.49) and “bad” 
(below 3.00). The dataset contains 10330 instances (539 classified as excellent, 4336 as 
very good, 4543 as good, 347 as average, and 564 as bad), each described with 14 
attributes (1 output and 13 input variables), nominal and numeric. 

During the Modeling Phase, several different classification algorithms are selected 
and applied. Popular WEKA classifiers (with their default settings unless specified 
otherwise) are used, including a common decision tree algorithm C4.5 (J48), two 
Bayesian classifiers (NaiveBayes and BayesNet), a Nearest Neighbour (kNN) algorithm 
(IBk) and two rule learners (OneR and JRip). 

3. THE ACHIEVED RESULTS 
The WEKA Explorer application is used at this stage. Each classifier is applied for two 
testing options - cross validation (using 10 folds) and percentage split (2/3 of the dataset 
used for training and 1/3 – for testing). The results for the overall accuracy of the applied 
classifiers, including True Positive Rate and Precision (the average values for the 10-fold 
cross validation and split options), are presented in Table I. The results for the classifiers’ 
performance on the five classes are presented on Fig.1. 

Table I. Results for the accuracy of the applied classifiers 
 J48 NaiveBayes BayesNet k-NN, k=100 k-NN, k=250 OneR JRip 

TP Rate 0,663 0,586 0,591 0,613 0,593 0,546 0,632 
Precision 0,640 0,594 0,597 0,574 0,563 0,480 0,611 
 

 
Fig.1. Classification Algorithms Performance Comparison 

The achieved results reveal that the decision tree classifier (J48) performs best, followed 
by the rule learner (JRip) and the k-NN classifier. The Bayes classifiers are less accurate 
than the others. However, all tested classifiers are performing with an overall accuracy 
below 70% which means that the error rate is high and the predictions are not very 
reliable. The predictions are worst for the Excellent class, and bad for the Average class, 
the k-NN classifier being absolutely unable to predict them. The highest accuracy is 
achieved for the Bad class (except for the k-NN). The predictions for the Good and Very 
Good classes are more precise than for the other classes, and all classifiers perform with 
accuracies around 60-75%. 

The selected classifiers perform with similar overall accuracies on the dataset, but 
they differ with respect to the five classes. All algorithms do not successfully predict the 
Average and Excellent classes which might be explained with the uneven construction of 
the target variable. Further research efforts will be directed at achieving higher accuracy 
of the classifiers’ prediction by additional transformations of the dataset, reconstruction 
of the target variable, tuning of the classification algorithms’ parameters, etc. 
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The EDM Vis Tool
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We introduce EDM Vis, an information visualization software tool for exploring, navigating and understanding student data

logs. EDM Vis loads student logs, entire classes, hundreds of students, at a time, and displays the student behavior of those

students as they solved problems using a software tutor. The visualization uses a tree structure to provide an overview of class
performance, and interface elements to allow easy navigation and exploration of student behavior.

1. INTRODUCTION

“Advancing personalized learning” has been declared a Grand Challenge by the National Academy of En-
gineers. With increasing use of the web for instructional materials and learning management systems, the
amount of data available to help address this challenge is growing rapidly. However, these large datasets
on learning can be unwieldy and deciding just how to use them for making learning more effective is also
a challenge. The PSLC DataShop, a repository for educational data, has collected logs from over 42,000
students from different tutors with a wide range of topics, from algebra to Chinese [Koedinger et al. 2010].
The DataShop was also used for the 2010 Knowledge Discovery and Data Mining Cup challenge, illustrating
that mainstream data mining conferences are realizing the growing need to understand educational data
sets.

Anscombe in 1973 identified some key problems in understanding data through statistical measures alone,
demonstrating that the same mean and standard deviations can be used to summarize a “quartet” of dis-
tinctly different data sets. “A computer should make both calculations and graphs. Both sorts of out-
put should be studied; each will contribute to understanding.”[Anscombe 1973]. Visualization can help
avoid misinterpretation of data. In 2002, Ben Shneiderman wrote an influential article, Inventing Discov-
ery Tools: Combining Information Visualization with Data Mining, highlighting that both communities,
InfoVis and Data Mining, should “integrate data mining and information visualization to invent discovery
tools.”[Shneiderman 2001]. Stuart K. Card defines the purpose of visualization to “amplify cognition” about
data [Card et al. 1999], in our case, amplify an educator’s cognition about student behavior.

Being able to see and use step-by-step data logs is an important advantage Intelligent tutoring systems can
have over traditional homework methods, but this advantage will not been fully leveraged until Visualization
systems can be developed to make the data consumable by the masses. In this paper, we report on our attempt
to combine InfoVis and data mining to invent a “discovery tool”: EDM Vis. We describe some of the design
decisions we made when developing EDM Vis and highlight some of the key considerations we made when
developing a visualization tool for log data from students performing procedural problem solving.

2. THE EDM VIS TOOL

EDM Vis is a software visualization tool built to provide educators and researchers a graphical representation
of tutor log data, to help improve understanding of student problem-solving and to provide insight about
how to improve teaching and learning. EDM Vis is intended to be domain-independent and useful interactive
visualization for procedural problem domains.



We designed our visualization tool for visualizing procedural domains, domains requiring a series of steps
in order to solve a problem so we use a hierarchical graph representation. In the graph, each node represents
a state and each edge an action that takes a user from one state to the next. In this way, we can allow users
to visualize an entire set of student attempts at once providing an effective overview of the solution domain
as created by the students working in the tutor. An additional inherent requirement is that the tutor’s data
can be expressed in the form of states, typically the values of the variables in the tutor at discrete times. In
general, this is reasonable because most logging systems in tutors log their data in this way.

In addition to the required data: student-ID, start-state, action, end-state, we also support loading in
additional data which is stored on the student. Future versions will also support storing extra data on states
and actions. This functionality allows users to, for example, load test-scores for the students and compare
their actions to other students based on their performance on, for example a pre-test.

3. CONCLUSION AND FUTURE WORK

We presented EDM Vis a software visualization tool designed for exploring and interacting with software-
tutor log data. Our tool allows users to get a better understanding, over looking strictly at tutor logs, of
how students interacted with a software tutor by visualizing the tutor’s interaction logs.

A short survey we provided to our users gave us helpful feedback for areas to improve on in future
interactions of the tool. EDM Vis is our first steps to providing a domain independent visualization tool
for understanding student behavior in software tutors, and our initial results seem promising for the future
development of this tool.

Allowing the user to annotate and augment their data in the visualization seems useful, particularly for
highlighting an important aspect of the data a user wishes to share. In addition a method of allowing
comparison between problems could prove interesting, for both looking at a single student over multiple
problems as well as the same problem from multiple tutors.

It is also clear that for each graph and sub-graph we should provide some general statistics to supply
the user with concrete numbers, essentially more details on demand. In addition, we must fix some issues
with our use of color, making it easier to know which nodes are errors when selected. Another advanced
functionality would be to allow selections to be unions, intersections or excludes of sub-selections, as well
as a way to check if student-1 performed action-X did, they also perform action-Y. These types of selection
and filtering and their extensions seem to be a good direction to pursue for the next iteration of EDM Vis.
Lastly, the advice we gathered from the qualitative portion of the survey will certainly be taken into account
and implemented in all possible cases.

ACKNOWLEDGMENTS

This material is based upon work supported by the National Science Foundation under Grant No. IIS
0845997. Thank you to the EDM conference for supporting LaTex.

REFERENCES

Anscombe, F. J. 1973. Graphs in statistical analysis. The American Statistician 27, 1, pp. 17–21.

Card, S. K., Mackinlay, J. D., and Shneiderman, B. 1999. Readings in information visualization. Morgan Kaufmann

Publishers Inc., San Francisco, CA, USA, Chapter Using vision to think, 579–581.

Koedinger, K., Baker, R., Cunningham, K., Skogsholm, A., Leber, B., and Stamper, J. 2010. A data repository for the
edm community: The pslc datashop.

Shneiderman, B. 2001. Inventing discovery tools: Combining information visualization with data mining. In Discovery Science,

K. Jantke and A. Shinohara, Eds. Lecture Notes in Computer Science Series, vol. 2226. Springer Berlin / Heidelberg, 17–28.

350 Matthew Johnson, Michael Eagle, Leena Joseph and Tiffany Barnes



Towards Modeling Forgetting and 
Relearning in ITS: 

Preliminary Analysis of ARRS Data 

 

Y. WANG 

Worcester Polytechnic Institute, USA 

AND 

N.T. HEFFERNAN 

Worcester Polytechnic Institute, USA 
________________________________________________________________________ 
 

Researchers in the intelligent tutoring system field have been using the well known Knowledge Tracing model 

(Corbett and Anderson 1995) to modeling student learning for decades. A lot of variations of the standard 

Knowledge Tracing model have been developed to improve performance, such as works of Pardos and 
Heffernan (2010) and works of Baker, Corbett etc. (2010). These models all make the assumption that there is 

no forgetting during student learning. Yudelson and Medvedeva(2008) used the coupled HMM topology M3 to 

modeling forgetting aspects in their medical ITS, but didn’t give a clear comparison of the model with 
forgetting and without it. In this paper, we applied the Knowledge Tracing model to analyze data from the 

Automatic Reassessment and Relearning System. We found that it statistical reliably over predicting student 

performance after a seven days duration. Corbett and Bhatnagar (1997) reported similar results in their 
experiments of predicting test performance. We then extended the knowledge tracing framework to model 

forgetting and relearning but failed to get better results in predicting student performance. 

Key Words and Phrases: Intelligent Tutoring Systems, Knowledge Tracing, Bayesian Networks, Data Mining, 

Prediction 

________________________________________________________________________ 

1. INTRODUCTION  
The Automatic Reassessment and Relearning System (ARRS) is an extension of the 

"Mastery Learning" Problem sets in the ASSISTment system. ASSISTments system is a 

freely available web-based tutoring system for 4th through 10th grade mathematics. 

Mastery Learning is a strategy that requires students to continually work on a problem set 

until they have achieved a criterion (typically three consecutive correct answers). The 

idea of ARRS is if a student masters a problem set, the ARRS system will automatically 

reassess students a week later, a month later, and then finally two months after that. If 

students fail the re-assessment, they will be given an opportunity to relearn the topic. 

We used the data from two ARRS experiment classes ran in September and 

November of 2010, with in total 136 students and 53449 data instances. To simplify the 

analysis, we focused on the first reassessment and relearning phase, that means only data 

from the original assignment and the one week later reassessment and relearning phase is 

considered. 

2. METHODOLOGY AND RESULTS 
First we analyzed the performance of the standard Knowledge Tracing model on the 

Automatic Reassessment and Relearning System data, which focus on enhance student 
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long term learning instead of short term knowledge boost. The result shows that lacking 

of consideration of forgetting causes a significantly over predicting on students’ first 

opportunity on a new phase of learning. This proves the necessity of modeling forgetting 

in student long term learning. 

We tried simple extensions of the standard Knowledge Tracing trying to model 

forgetting and relearning on new reassessment and relearning phase. The design of the 

Knowledge Tracing with new phase forgetting model is shown in Figure 1. 

 
Fig. 1. The Knowledge Tracing with new phase forgetting model design. The node N indicates if it is a new 

reassessment and relearning phase, the node K indicates student current knowledge level, the node P indicates 

the student performance of current question. The parameter P(L0) is the probability of initial knowledge, P(G) is 
the probability of guess, P(S) is the probability of slip, P(T) is the probability of learning, and P(F) is the 

probability of forgetting when facing a new learning phase. 

 

We did 10 fold cross validation and used the RMSE (Root Mean Squared Error) as a 

measurement of the predicting accuracy. The new models gave no better result than the 

standard Knowledge Tracing. Simulation experiment showed a difficulty of the 

“forgetting” parameter in these new models to converge into its real value. 
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For testing programs that provide a large number of administrations each year, the challenge of maintaining 
comparability of test scores is influenced by the potential rapid accumulation of errors and by the lack of time 
between administrations to apply the usual techniques for detecting and addressing scale drift. Traditional 
quality control techniques have been developed for tests with only a small number of administrations per year, 
and therefore, while very valuable and necessary, they are not sufficient for catching changes in a complex and 
rapid flow of scores. Model-based techniques that can be updated at each administration could be used to flag 
any unusual patterns. The basis for the paper is recent research conducted at Educational Testing Service. I will 
describe an application of traditional quality control charts, such as Shewhart and CUSUM charts on testing 
data, time series models, change point models, and hidden Markov models to the means of scaled scores to 
detect abrupt changes. Some preliminary data mining approaches and results also will be discussed. This type of 
data analysis of scaled scores is relatively new and any application of the aforementioned tools is subject to the 
typical pitfalls: Are the appropriate variables included? Are the identified patterns meaningful? Can time series 
models or hidden Markov models be generalized to data from other tests? 

Key Words and Phrases: data mining, quality control, scale drift, scaled scores, time series, Shewhart charts, 
CUSUM charts, change-point models, hidden Markov models 

________________________________________________________________________ 

1. INTRODUCTION 
 
In this paper I provide an overview of recent research conducted at Educational Testing 
Service (ETS) to enhance the data analysis, monitoring, classification, and prediction in 
evaluating equating results. The perspective I take here is that quality control and data 
mining tools from manufacturing, biology, and text analysis can be successfully applied 
to scaled scores and other relevant variables of an assessment. The quality control 
techniques may help with detecting trends, while the data mining tools may help with 
identifying (useful) patterns in the data that accompany the scaled scores.  

In recent years at ETS, researchers considered monitoring the following variables: 
means and variances of the scaled and raw scores, means and variances of item 
parameters after they were placed on a common item response theory (IRT) scale, IRT 
linking parameters over time (the estimated slope and intercept of the linear relationship 
between the item/person parameters from the old and new administrations or from the 
item bank and the new administration), correlations among different sections of the tests, 
automatic and human scoring data, background variables, and so on. Some of these 
variables have been investigated by the team responsible for the quality of scores, but in 
the recent years, this investigation became more focused on patterns over a long chain of 
administrations. We attempted to address these inquires by using Shewhart control charts 
to visually inspect the data over time, time series models to model the relationship of test 
difficulty and test scores means over time, harmonic regression to remove seasonality, 
cumulative sum (CUSUM) charts, change-point models and hidden Markov models to 
detect sudden changes, weighted mixed models and analysis of variance to detect patterns 
in the data.  
 
 
 



 

 
 

2. THE PROCESS OF QUALITY CONTROL IN ASSESSMENT 
 
A brief exposition of the quality control process of the assessment data is as follows: 
After a testing administration and after the customary data analysis is conducted, the next 
step is to inspect Shewhart control charts for individual or average of the means of scaled 
scores over time. One visually inspects the control charts and identifies outliers. CUSUM 
charts should be inspected next.  

The next step is applying time-series techniques to assess the level of autocorrelation 
and the degree of seasonality in the data as in Lee and Haberman (2011). Or one might 
model the series of individual raw-to-scale conversions over many administrations using 
a regression model with autoregressive moving-average (ARMA) errors (see Li, Li, & 
von Davier, 2011).  

Then, one may consider applying a change-point model or a hidden Markov model to 
detect a point in time when the test results might contain a significant change (see Lee & 
von Davier, 2011). The main tasks of change-point detection are first to decide whether 
there has been a change, and if so, to estimate the time at which it occurred.  

One might be interested in mining the data further by identifying patterns of test 
scores per subgroups of test takers. Luo, Lee, and von Davier (2011) investigated a 
multivariate weighted mixed model where the means of scaled scores are predicted by 
several background variables and the Test Administration variable, which is defined by 
specific sample compositions at each administration.  
 

3. CONCLUSIONS 
 
This paper presents a new perspective on quality control in assessments that is 
appropriate for the new generation of tests that have a continuous or almost continuous 
administration mode and that are delivered on the computer (and therefore, allow for the 
collection of additional information, such as time responses). These types of assessments 
include linear tests but also computer adaptive tests, multi-stage adaptive tests, and linear 
on-the-fly tests. Moreover, the tools described here can be applied to other assessment 
variables of interest. These tools can support the validity of the test overtime through 
timely identifying security breaches, administration errors, or demographic changes. As 
with all new applications, the approaches described here require more in-depth analyses 
to refine the approaches for matching the type of data from educational assessments. The 
theoretical and practical implications of the issues discussed in this paper are crucial for 
all standardized assessments with nontraditional equating designs and features.  
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Educators are in need for powerful Learning Analytics tools in order to improve the effectiveness of their 

courses and to enhance their students’ performance. In order to help educators to self-reflect on their 

technology-enhanced teaching and learning scenarios and to help them identify opportunities for interventions 

and improvements, it is important to provide comprehensible indicators for determining quality and efficiency. 

In this paper, we present an overview on the goals, requirements, and design of eLAT, a Learning Analytics 
toolkit which enables teachers to explore and correlate content usage, user properties, user behavior, as well as 

assessment results based on graphical indicators. The primary aim of eLAT is to process large data sets in real 

time with regard to individual research interests of teachers and data privacy issues. 

Key Words and Phrases: Learning Analytics, Improving educational software, Evaluating teaching 
interventions, Improving teacher support 

________________________________________________________________________ 

1. INTRODUCTION 
The exploratory Learning Analytics Tool (eLAT) serves teachers to explore and correlate 

content usage, user properties, user behavior, as well as assessment results. Based on 

individually selected graphical indicators it supports reflection on and improvement of 

online teaching methods based on personal interests and observations. Therefore, eLAT 

has to provide a clear and usable interface while, at the same time, being powerful and 

flexible enough for individual information exploration purposes (Dyckhoff, 2011).  

2. ELAT: EXPLORATORY LEARNING ANALYTICS TOOL 
The requirements analysis of eLAT led to the following software design goals: 

 Usability: provide an understandable user interface and appropriate methods for 

data visualization. 

 Interoperability: ensure compatibility for any kind of LMS by allowing for 

integration of different data sources. 

 Extensibility: allow the incremental extension of analytics functionality after the 

system has been deployed without rewriting code. 

 Reusability: use a building-block approach to make sure that more complex 

functions can be implemented by re-using simpler ones. 

 Real-time operation: make sure that the toolkit can return answers within 

seconds to allow an exploratory user experience. 

 Data Privacy: preserve confidential user information and protect the identities of 

the users at all times. 

eLAT is supposed to indicate certain facts about the usage and properties of a learning 

environment and visualize them appropriately. Therefore, we have introduced the concept 

of indicators, which can be described as specific calculators with corresponding 

visualizations. Indicators are arranged according to analytics contexts which correspond 

to the subject of a specific question a teacher might have. 

__________________________________________________________________________________________ 
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One possible analytics context is “Content Activity”. It contains indicators, such as 

“Unique student activity for areas”, displaying an interactive visualization for content 

usage of different course areas during a particular period of time, while providing an 

overlay with the event of that course. Other analytics contexts are, e.g., „Assessment”, 

„Collaboration“, or „User Activity“. For every indicator any number of parameters may 

be added to narrow down a question according to certain date ranges, content areas or 

user properties. The set of available indicators for each analytics context is dynamically 

calculated dependent on the currently selected learning environment. This is necessary, as 

not all indicators can be applied to all kinds of course types in a meaningful way. 

A typical use case of eLAT would consist of a teacher with a specific question in mind. 

With the selection of a context, a list of available indicators will be displayed. If required, 

the indicator will generate user interfaces to let the teacher supply parameters. After 

validating the configuration, a website will generate an indicator report along with some 

environment variables, store it in report tables, and send an evaluation request for that 

report to the evaluation service queue. After the evaluation has been completed, the user 

will be notified and the default visualizer for this indicator will retrieve the report and 

generate a result view. 

A crucial part of eLAT’s system architecture handles the extensibility and reusability of 

the existing code base, so that the scope of operations can be increased with the need for 

new questions that naturally arise after one question has been answered. A single 

indicator implementation makes use of smaller parts in the form of expressions that are 

performance-optimized database queries to retrieve specific result sets, which can be 

useful for other indicators as well. The same practice is applied to the dynamic user 

interface generation for indicator parameters and the visualizers which operate on 

standardized datasets and are therefore generic to the data inside the report. This leads to 

a small effort for implementing new indicators. To keep the eLAT implementation 

independent of a particular LMS, we have developed a neutral data model which supports 

all major data types as well as an extension model to fit in special types. 

During winter term 2010/2011, we selected four courses of RWTH Aachen University 

that differed in course size, learning technologies and teaching styles. We logged the 

students’ activities, interactions and assessment data for a period of three months. The 

collected data was pseudonymised to preserve the privacy of students. Due to this 

procedure, it was possible to get immediate feedback on early prototype stages. 

3. CONCLUSION AND OUTLOOK 
The main goal of eLAT is the improvement of teacher support with graphical analytics. 

Currently, eLAT has been primarily developed with the intention to support teachers in 

their ongoing reflection, evaluation and improvement activities. eLAT has been 

successfully tested with data collected from four courses. In the future, we plan to test 

eLAT with more courses from different disciplines and enhance eLAT in ways that 

students can use it as well. Future work will also include the evaluation of eLAT from a 

usability point of view and its enhancement with a recommendation component. 
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Predicting graduate-level performance from
undergraduate achievements

J. ZIMMERMANN, K.H. BRODERSEN, J.-P. PELLET, E. AUGUST, and J.M. BUHMANN, ETH Zurich

One of the principal concerns in graduate admissions is how future performance in graduate studies may be predicted from

a candidate’s undergraduate achievements. In this study, we examined the statistical relationship between B.Sc. and M.Sc.

achievements using a dataset that is not subject to an admission-induced selection bias. Our analysis yielded three insights.
First, we were able to explain 55% of the variance in M.Sc. performance using a small set of highly discriminative B.Sc.

achievements alone. Second, we found the final B.Sc. year to be most informative for future M.Sc. performance. Third, when a

failed exam was repeated, the crucial piece of information was the grade achieved in the final attempt. We envisage that results
such as the ones described in this study may increasingly improve the design of future admission procedures.

1. INTRODUCTION

Throughout continental Europe, the last decade has seen the gradual adoption of a three-tier education
system, consisting of Bachelor’s, Master’s, and Doctoral programmes. Due to its modularity, the system places
high demands on the admission process. Several previous studies have examined the utility of undergraduate
GPA (UGPA) scores in predicting graduate-level performance [Lane et al. 2003; Owens 2007]. However,
because the UGPA is frequently used as an admission criterion in its own right, most studies to date
are based on data with an inherent selection bias and may have underestimated the predictive power of
undergraduate performance [Dawes 1975].

In this study, we analysed a dataset that exhibits no selection bias. Specifically, we acquired data from
Computer Science undergraduates at ETH Zurich, all of whom were subsequently admitted to the M.Sc.
programme, regardless of their undergraduate achievements. We investigated (i) what proportion of the
variance of graduate performance could be explained by B.Sc. grades; (ii) whether achievements in the
competitive first year or achievements in the final year of the B.Sc. programme proved most predictive; and
(iii) the informativeness of first attempts versus final attempts when failed exams had been repeated.

2. METHODS

Data. Data were collected from the B.Sc. and the consecutive M.Sc. programme in Computer Science at
ETH Zurich over a seven-year time period. Most B.Sc. courses were mandatory, while the M.Sc. programme
granted more freedom of choice. A data matrix was constructed on the basis of 176 students, 125 predic-
tor variables, and one target variable (the GPA of the M.Sc. programme achievements, GGPA). Predictor
variables included: gender, age at enrolment, rate of progress, single course achievements (first and final
examination attempts, measured on the Swiss 6-point grading scale), several GPA’s (precision: two decimal
places), and study duration.

Methodology. A random-forest algorithm was used to estimate decision trees for regression on random
partitions of the data. Predictions were evaluated using an out-of-bag scheme. We used the canonical variable-
importance measure of random forests for feature selection, and we used the pseudo-R2 statistic for model
selection.

Author’s address: J. Zimmermann, Department of Computer Science, ETH Zurich, Universitaetstrasse 6, 8092 Zurich, Switzer-

land. E-mail: judith.zimmermann@inf.ethz.ch
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Fig. 1. (a) Degree of importance (x-axis) of individual undergraduate variables in predicting graduate-level performance. (b)

Box-plots of 100 pseudo-R2 estimates for the first, the second, and the third B.Sc. study year. (c) Box-plots of 100 Pseudo-R2

estimates of single course achievements related to either first attempts or final attempts of exams.

3. RESULTS

Prediction performance and underlying predictors. Regarding the question of overall predictability, a small
set of highly discriminative predictor variables explained 55% of the GGPA variance (Figure 1a).

Informativeness of undergraduate years. Concerning the relative importance of different study years, the
third undergraduate year was most informative for future performance (Figure 1a,b).

Repeated exams. Regarding failed and repeated exams, models based on grades from final attempts yielded
a significantly higher prediction accuracy than models based on grades from first attempts (Figure 1c).

4. DISCUSSION

Our analysis yielded three insights. First, we showed that it is feasible to explain as much as 55% of the
variation in graduate performance purely on the basis of undergraduate achievements. This result outper-
forms previous attempts in the literature, and it highlights the significance of undergraduate achievements
as criteria for M.Sc. admission decisions.

Second, we found third-year achievements to be more predictive for future M.Sc. performance than first-
year grades. This is an important result, given that one might intuitively overestimate the predictive power
of the highly competitive first-year courses.

Third, when exams were failed and repeated, our results indicate that final-attempt grades are more
informative than first-attempt grades. Members of admission committees might feel tempted to ask for more
information on failed exams, but our study suggests that results commonly reported in academic transcripts
may be exhaustive. This observation also indicates that success in subsequent studies may not critically rely
on the speed with which students have mastered their material. Rather, the key factor appears to be the
amount of knowledge they have acquired at the time of completing an undergraduate degree.

An open question is to what extent the statistical approach adopted here can be extended to predict
performance across universities and across countries. We will explore this question in a future study.
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Mining Assessment and Teaching Evaluation Data 
of Regular and Advanced Stream Students 

IRENA KOPRINSKA 

University of Sydney, Australia 
________________________________________________________________________ 

This paper investigates the effect of the stream (regular or advanced) on the student evaluation of teaching and 

the course marks. It presents a case study in a third year Computer Science course at an Australian university. 

The results show that there were no significant differences between the two groups in their perception of 

teaching and learning. However, the two groups significantly differed in their assessment results in all 

assessment components and also in the most important predictors of the final mark.  

_______________________________________________________________________ 

1. INTRODUCTION  
Some Australian universities offer the same Units of Study (UoS) in two versions: 

regular and advanced. In the advanced stream the material is more demanding and the 

students have higher previous academic results. The aim of this study is to investigate 

how the differences between the two streams (previous academic performance and UoS 

demands) affect the student evaluation of teaching and the UoS assessment results.  

Our study was conducted in a third year Computer Science course. The two streams 

had shared lectures (for the common material), separate labs/tutorials (for the more 

challenging material for the advanced stream) and common and different assessment 

components (more challenging and open ended for the advanced stream). The number of 

all enrolled students was 48, 18 advanced and 30 regular. 

2. EFFECT OF THE STREAM ON STUDENT EVALUATION OF TEACHING 
At the end of the semester students completed a survey similar to [USE] which measures 

their perception of teaching on a five-point Likert scale. Student evaluation of teaching 

has been an active area of research [Richardson 2005]. There is convincing evidence that 

it is reliable, valid and stable over time, and also relatively independent of the class size 

and expected grades. We extend previous research by studying if there are differences in 

the perception of the advanced and regular students doing the same UoS. Some possible 

differences are in the workload, clarity of explanation and adequacy of previous UoSs. 

E.g., it may be difficult to find the right balance between the common and different 

content and assessment, resulting in much higher workload for the advanced stream. 

Also, the teaching methods and resources may not be equally efficient for both groups.  

Using the Mann-Whitney test we found that overall there were no statistically 

significant differences between the two streams in their perception of teaching, with both 

groups being positive. It was particularly encouraging to see that the workload imposed 

by the more challenging assignments for the advanced stream was not perceived as too 

high. The findings can be used by teaching management to justify the existence of two 

streams within a single UoS as an alternative to two independent streams. 

3. EFFECT OF THE STREAM ON ASSESSMENT RESULTS 
We investigate two questions: 1) if there are significant differences between the marks of 

the two groups in the individual assessment components and the final mark and 2) which 

assessment components are the best predictors of the final mark for each groups. Previous 

work on mining assessment data includes McNamara [2004] whose goal was competency 

mapping and Pechenizkiy et al. [2008] who investigated if test questions and feedback on 

them matched the individual student needs.  

We used the student marks on all three assessment components: homeworks, 

assignments and exam. The weighting of these components was 9%, 26% and 65%. The 



weekly homeworks involved small problem solving tasks. The two assignments were 

project-based and involved writing a computer program to solve a real-world problem 

and a report to discuss the results. The end-of-semester exam involved problem solving 

tasks organised in 9 questions. The difference in assessment between the two streams was 

25% in total: 0% in the homeworks, 10% in the assignments and 15% in the exam.  

As the weighting of the assessment components was different, all marks were 

converted into percentages of the individual components. Table I shows the mean and 

standard deviations for the assessment components. The advanced group performed 

better than the regular group in all three assessment components and the differences were 

statistically significant. While the differences in the homework and exam marks were 

consistent (19%), there was a huge difference in the assignments mark (33%). A closer 

examination showed that the assignments engaged better the advanced students who 

implemented additional features in their programs and analysed the results much better. 

Another interesting observation is that there was significant difference between the two 

groups in the common part of the exam but not in the different part. This can be 

interpreted as a well chosen different part, not disadvantaging any of the two groups.  

Table I. Assessment data (** - Mann-Whitney stat. significant differences, p<0.05) 

Mark Homeworks 

**

Assign-

ments **

Exam 

common ** 

Exam 

different 

Exam total 

**

Final ** 

Reg.

Adv.

58.9±27.8

77.3±26.6

58.2±24.9

91.2±11.4

65.6±16.2

81.5±13.0

68.9±28.3

71.9±22.4

66.4±17.4

79.3±13.7

63.6±18.3

82.2±10.4

To examine the predictive power of the individual assessment components on the 

final mark we used correlation analysis. We found that for the regular stream all 

assessment components correlated highly with the final mark (r=0.806-0.951). For the 

advanced stream the exam marks correlated highly (r=0.702-0.931), the homework mark 

correlated moderately (r=0.604) and the assignment mark correlated weakly (r=0.229). 

All correlations except the last one were statistically significant at p<0.05.  

To investigate the predictive power of the individual exam questions on the final 

mark we used multiple regression. The exam is the most comprehensive assessment 

component; it tests all topics while the other assessment components are focused on 

selected topics. Initially all 9 questions were entered as independent variables and at each 

step the most non-significant independent variable was removed (p>0.05) until only 

significant predictors were left. The results showed that for the regular stream all exam 

questions except two relatively easy questions were good predictors of the final mark. For 

the advanced stream the most important predictors were two non-trivial questions.  

In summary, we showed how correlation and regression analysis can be used to gain a 

better understanding of the assessment results. The advanced and regular streams differed 

in the assessment results and the predictors of the final marks. As expected the advanced 

students achieved higher marks in all assessment components and this difference was 

highest in the project-based assignments. The results can be used to improve future 

offerings of the course and provide timely feedback to students during the semester, e.g. 

by predicting the final mark based on a progress mark during the semester.  
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Investigating Usage of Resources in LMS with 
Specific Association Rules

A. MERCERON
Beuth University of Applied Sciences, Berlin, Germany.
__________

Learning Management Systems (LMS) are widely used to support face to face as well as on-line teaching. In 
several courses we have observed that students make decreasing use of the resources uploaded for them in the  
system as the semester progresses. We want to investigate whether a core group of students emerges that keep 
using the  resources or  whether,  on  the  contrary,  students  are  eclectic  in  their  choice,  consulting  resources 
randomly though they use them less as the semester progresses. This paper  introduces specific association rules 
to investigate this pattern. High confidence of these rules, confirmed by a good rating of other interestingness 
measures, means that a core group emerges. Support of these rules does not play any role; in fact these rules  
could be rare. 

In the Beuth University of Applied Sciences in Berlin teaching is supported by the use of  
a  Learning  Management  Systems  (LMS),  in  our  case  Moodle.  Some  teachers  are 
interested in knowing how their students learn with the help of all the resources they put 
on-line for  them.  A first  step in  answering  this  question is  to  calculate  some simple 
statistics showing the use of  resources by students. While displaying these statistics we 
have come across an interesting pattern like the one depicted in Figure 1 concerning non-
compulsory  self-tests,  here  ex1 to  ex7,  that  teachers  make  available  during  the 
semester. This pattern indicates that the number of students attempting these self-tests 
decreases during the semester.  
   We are  interested  in  investigating  this  pattern  to  uncover  the strategy  adopted by 
students: Are they gradually giving up completely, which means that the students who 

Fig. 1. Number of students attempting self-tests in 2 courses. Left: foundation of computer science , right: Java 

Author’s addresses: A. Merceron, Department of Computer Science and Media, Beuth University of Applied 
Sciences, Luxemburgerstraße 10, D-13353 Berlin, Germany. E-mail: merceron@beuth-hochschule.de.This work 
is partially supported by the European Social Fund for the Berlin state. 
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attempt the self-test of week i  is roughly a sub-group of the students who attempted the 
self-test of week i-1? Or are they eclectic in their choice, which means students attempt 
randomly  some  self-tests  during  the  semester  though  they  attempt  them  less  as  the 
semester  progresses?   We suggest  investigating  this  pattern  with the  help of  specific 
association rules. First we propose to extract local rules of the form ii XX →+ 1 which 
mean  the  following:  If  students  attempt  self-test  i+1,  then  they  also  attempted  the 
preceding one. High confidence of these rules denotes that the students who attempt self-
test i+1 form almost a subgroup of those who attempted the preceding self-test, since we 
are in the context in which more students have attempted self-test i than self-test  i+1. 
When confidence of these local rules is high we propose to go ahead extracting global 
rules  of  the  form 111 ,...,, XXXX iii −+ → ,  which  mean  the  following:  If  students 
attempt self-test i+1, then they also attempted all the preceding ones. High confidence of 
these rules denotes the emergence of a core group that keeps attempting the self-tests. 
Support of these specific rules is not relevant. It could be low leading to the discovery of  
rare association rules [KohRountree].

Fig. 2. Support and confidence of local rules.

Figure  2 shows support  and confidence of local  association rules.  2→1 means if 
students attempt the second self-test, they attempt the first one. One notices at a glance 
that support for both courses keeps decreasing as expected. Confidence is high for the 
Java  course  suggesting  the  emergence  of  a  core  group,  which  is  less  true  for  the 
foundation course. Local rules of the Java course have been rated as interesting by three 
other  measures  of  interestingness.  Confidence  of  the  global  rules  for  the  foundation 
course is low while it is mainly above 0.6 for the Java course.  Students have adopted 
different strategies in these two courses. Local and global association rules can be used 
for any kind of resources when usage over time indicates a drop similar to  the one of 
Figure 1. 
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Towards Parameter-Free Data Mining: Mining Educational Data
with yacaree

MARTA E. ZORRILLA and DIEGO GARCÍA-SAIZ and JOSE L. BALCÁZAR, University of Cantabria

The need of parameter-free alternatives for data mining algorithms is widely recognized, and is particularly acute in the web-

based educational field, where instructors involved in the teaching process are interested in improving their virtual courses and

adapting these to the learners’ behavior: most often, these instructors are not expected to know about data mining technologies.

We report on a quantitative comparison of several algorithms for association rules on educational datasets, including in the

comparison both well-established implementations and a recent parameter-free association miner; our purpose is to clarify

whether this newer approach is actually useful for the educational data mining field. Our results indicate that it has indeed a

high potential, and allows us to identify some important aspects that must be improved.

1. INTRODUCTION

In the educational arena, Data Mining techniques are acquiring a major importance since the appearance of
the e-learning environments. These systems log all the activity carried out by students and instructors, and
this raw data, adequately processed, may offer useful knowledge about the learning process for instructors.

But data mining techniques are out of the reach of most teachers, e.g., for humanities or law studies. Thus,
if we want to help users of all disciplines, we need to work out data mining tools that do not require much
tuning or technical understanding from the user. In particular, this is relevant for the case of association rules:
all the available algorithms up to recent work depend on one or more parameters (confidence, support,etc)
whose value is to be set by the user, and whose semantics may not be easy to grasp. Likewise, the number of
rules which obtain as output is often large, and most of them are redundant and non-interesting for decision
making [Garćıa et al. 2007].

There is, thus, a clear need to design and implement parameter-free data mining algorithms addressed to
“non-experts”, and they must stand reasonably well a comparison with other “expert”-oriented algorithms.
To the best of our knowledge, yacaree [Balcázar 2011] is the first parameter-free association miner imple-
mented. Here, we compare this system with other three well-known association rule miners: the Apriori
[Agrawal and Srikant 1994] and Predictive Apriori [Scheffer 2001] tools from Weka, and Borgelt’s Apriori
implementation [Borgelt 2003].

2. MAIN RESULTS

Yacaree is a parameter-free algorithm which mines frequent closed itemsets and constructs association rules
from them; a main property is that it reduces the number of rules shown to the user by means of a parameter,
called confidence boost, which eliminates redundant rules. Essentially, a rule is considered redundant with
respect to another if it has larger antecedent or smaller consequent, and simultaneously the ratio of their confi-
dences falls below a given threshold. This algorithm is available at http://sourceforge.net/projects/yacaree/.

Thus, this algorithm tends to generate rules with small antecedents and larger consequents, unlike the
original association rules and their implementation by Borgelt. In fact, whereas a rule like X → AB implies

This work is partially financed by the Spanish Government grants TIN2007–66523 and TIN2008–05924.

Author’s addresses: M. E. Zorrilla, D. Garćıa-Saiz and J. L. Balcázar, Mathematics, Statistics and Computation Dept., Univ. of

Cantabria.



Table I. Number of rules obtained on our datasets with the four
algorithms

Number of rules at support 1% and confidence 66%

Weka Apriori Predictive Apriori Borgelt Apriori yacaree

Dataset1 2272 1730 617 24

Dataset2 7523 over 10000 3751 214

Dataset3 4249 over 10000 1876 88

both rules X → A and X → B, the converse is not true, and, therefore, yacaree choses to keep larger
consequents whenever possible as they furnish the most informative configuration. This program keeps a
fixed confidence threshold, defaulting at 2/3, and it reports only rules that belong to a certain “basis” of
irredundant rules corresponding to the threshold. It has very generous start values for support and confidence
boost thresholds; but a key property is that the algorithm “tunes” on itself these two thresholds along the
computation, by monitoring lift, memory consumption, and other parameters.

Our three educational datasets come from logs of a virtual course, and relate sessions and materials
employed by the students; they have, respectively, 407 transactions on 22 items (Dataset1), 2486 transactions
on 27 items (Dataset2), and 2346 transactions on 26 items. As yacaree self-tunes the support, we performed
a brief preprocessing to tune manually the rest of algorithms and guarantee a fair comparison. We decided
to fix at 1% the support threshold for all the computations, and at 2/3 (or 66%) the confidence threshold.
The limit on the number of rules in the Weka tools was set very high (at 10000 rules), and left unbounded
in Borgelt’s Apriori and yacaree. We show the number of rules obtained for each case in Table I.

The first consideration that we can highlight is that yacaree provides a reasonable size of the output. In
general these rules contain good knowledge without overwhelming the user. Furthermore, these rules are,
intuitively, reasonably irredundant (“they say different things”). Instead, both Apriori implementations in
Weka and the one by Borgelt lead to more voluminous and redundant output. Predictive Apriori tends to
choose first rules of a support rather lower than the user would like to, tends to create overwhelming output
sizes, and leaves room for quite a degree of redundancy. Its running time tends to be unacceptably high,
and the “expected predictive accuracy” parameter is less interpretative than support and confidence for the
end-user. On the other hand, all of these well-established algorithms do return rules of 100% confidence,
something that yacaree does not. We hope to add this feature in the near future, as this experiment clearly
marked this as the issue that needs remedy most urgently.

In the opinion of the instructor involved in the virtual course analyzed (prof. Rafael Menéndez), the
results of yacaree are superior in comparison with the rest of the algorithms used in our case study, in terms
of subjective usefulness for the teacher. In summary, yacaree seems particularly well-suited to educational
datasets which seem to require a low support threshold, but do include items of rather high support, as this
combination seriously hinders the ability of traditional association miners to offer interesting output.
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Factors Impacting Novice Code Comprehension in a Tutor for
Introductory Computer Science

LEIGH ANN SUDOL-DeLYSER, Carnegie Mellon University
JONATHAN STEINHART, Tutor Technologies

Code comprehension activities have been strongly correlated with measures of student performance in computer science classes.

This poster presents a model predicting student success based on features collected during the tutoring session. Model selection

indicated that experimental condition combined with within tutor cumulative percent correct yielded the best model.

1. INTRODUCTION TO DATA

To test the effect of questions regarding the low-level details of a program compared to questions regarding
the more abstract nature of the algorithms, a tutoring environment was constructed. Prior work has shown
a strong correlation between students’ perception of the global goals of a program in a code comprehension
task and their ability to write code to solve problems[1; 2; 3]. Using these tutoring data, we model the
students’ learning progression through the activities and compare student performance on common tutoring
questions. The models were evaluated for predictive factors in student performance. Performance on common
questions was dependent upon the factors of the design as well as the students’ performance and how many
questions they had completed. These results can help give us insight into the type of practice students need
to better comprehend code and points to types of feedback to explore in future work.

In the fall of 2010, introductory computer science students from Carnegie Mellon University (N=236)
participated in a study to determine the effects of interacting with a code comprehension exercise. Students
engaged with the tutor as a part of a homework assignment in their introductory computer science course.
Three different instructors teach the course, and students were drawn from all classes.

Students were randomly assigned to conditions pairing Abstraction vs Tracing with Context vs. No-
Context. In the contextualized conditions, the examples that students saw included a one-sentence description
of the context, and variables names were changed to match the context.

As a part of the tutor, students interacted with 30 code comprehension questions. The 30 questions referred
to about 10 different code segments, implementing various algorithms (e.g., sum, search, sort, rotate). Each
code segment had a series of three questions associated with it. The first question was a tracing question
and was seen by all students, regardless of condition, and is referred to as the common question. The second
and third question varied by condition. In the Tracing condition, students were asked to trace the code with
two other data sets. In the Abstract condition, students were asked questions about the global goals of the
algorithm, or the role of its components. Code examples were presented to all students in the same order,
and the first 6 were selected to be easier than the last 4.

2. DATA MODEL CONSTRUCTION

The following factors are included in the models used in this paper. Tracing : (categorical), tracing condition?
(yes/no) Context : (categorical), context present? (yes/no) Problem Number : (ordinal), problem number, to
account for order effect Problem ID : (categorical), to account for specific problem characteristics Cumulative
Percent Correct : (numerical), the percent correct so far within tutor Student : a random intercept to account
for random variation in ability between students



We used logistic regression to estimate students’ mean probability of success, given characteristics that
would be known to a “live” Intelligent Tutoring System. Logistic regression models the log odds of success
of the ith student, πi, as some unknown linear combination of the student’s attributes.

Logistic regression models the log odds of success of the ith student, πi is

log

(
πi

1− πi

)
= Xiβ ⇔ πi =

1

1 + e−Xiβ

We performed model selection using an initial model fit (using glm) to the entire dataset and containing
all of the aforementioned variables and all second-order interactions. We then performed stepwise selection
(using step) to find a model which minimizes Akaike’s Information Criterion (AIC). The resulting model
kept all of the main effects except problem number, interactions between problem id and each of the other
main effects, and the interaction between context and cumulative percent correct.

3. RESULTS

To validate our model, we performed five-fold cross-validation. We fit the aforementioned model to each
training fold, which resulted in a predicted success probability for each training case. To convert predicted
probabilities (continuous) into predicted success/failure (dichotomous), a threshold value was chosen to
maximize Cohen’s κ on the training data. The error rate and κ were then measured for each test fold. Then,
the resulting five cross-validation error rates and κ values (i.e. one for each fold), were averaged for a mean
CV error rate of 0.1294 and approximate κ of 0.4849. Our somewhat crude model seems to do a reasonable
job of predicting success, although there is much room for improvement.

In addition to predicting success/failure, our fitted logistic regression model also offers some explanatory
insight into the ways in which code base, context, tracing/abstraction, and student ability act and interact.
Some observations from the fit include:

—Cumulative percent correct (a rough measure of student ability) generally increased the probability of
success, and this boost was greater in the context conditions.

—Code base 2 was easier for those in the tracing conditions but – interestingly – harder overall for those
with higher cumulative percent correct(p=0.0528)!

—Except for code base 2, though, tracing generally hurt performance for everyone, and particularly in code
base 10.

—Context made code base 8 significantly easier, but otherwise it generally had no effect on success.
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Investigating the Transitions between Learning and Non-learning
Activities as Students Learn Online

P. S. INVENTADO1, R. LEGASPI1, M. SUAREZ2 AND M. NUMAO1

1The Institute of Scientific and Industrial Research, Osaka University, Japan
2Center for Empathic Human-Computer Interactions, De La Salle University - Manila, Philippines

Many students today utilize the internet to help them accomplish their learning goals. However, when they learn at home

they are in total control and it is easy for them to visit websites not related to learning when they lose focus or are not

motivated enough to learn. Observing affect further will help us understand the transitions between learning and non-learning
activities when students learn online. To achieve this, we collected affect and activity transition data from students learning

online at home. D’Mello’s likelihood metric was modified to compute the likelihood of transitioning between activities and
their corresponding affective states. Results showed that students not only shift to non-learning activities after experiencing

negative affective states, but also positive affective states plausibly when learning goals are completed. Also, despite engaging

in non-learning activities, students resumed learning and even experienced positive affect which is beneficial to learning.

Key Words and Phrases: online, learning, non-learning activities, affective states, transition likelihood

1. INTRODUCTION

Information seeking is a major part of online learning since it allows students to find resources needed to
accomplish their learning goals, using online tools and collaborating with peers [Smith and Caruso 2010].
Students can use these tools not only in school, but also at home while doing homework and projects or
studying for quizzes. At home, however, students have complete control over their learning process and do
not engage in learning related activities alone but also shift into non-learning activities.

In [Luo et al. 2011], students tasked to seek information on the internet experienced transitions in affective
states which played a role in how they proceeded next. For example, students who experienced excitement
when feeling they were on the right track proceeded with the task assigned to them, but showed confusion
and frustration when they were not able to find what they expected and later gave up. Since learning online
consists mostly of information seeking, we expect that it is influenced by affect. Also, since students have
complete control in this domain, affect may not only influence learning but also their shifts to non-learning
related activities. When experiencing frustration, they can easily browse game or media websites to de-stress
and alleviate negative affect.

Observing affect will help us understand the transitions between learning and non-learning activities when
students learn online. We collected data from students learning at home where there were no observers,
specific goals or time frames given to ensure that they felt total control over their own learning. However,
they were asked to install a web browser plugin which showed a popup window every time they viewed a
webpage asking them to annotate the type of the activity (i.e., learning related or non-learning related)
and the most pronounced affective state they were in (i.e., delighted, engaged, neutral, bored, confused,
frustrated). Information about their browsing behavior and their annotations were sent via internet into a
web server to collect the data.
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2. RESULTS AND ANALYSIS

The transitions between learning and non-learning activities with their corresponding affective states were
analyzed using a modified version of D’Mello’s likelihood metric [D’Mello et al. 2007]. Equation 1 measures
the likelihood of transitioning between an activity and a corresponding affective state to another.

LAct1,AffSt1→Act2,AffSt2 =
Pr(Act2, AffSt2|Act1, AffSt1)− Pr(Act2, AffSt2)

(1− Pr(Act2, AffSt2))
(1)

A value above 0 indicates a likely transition with increasing likelihood as it approaches 1. Zero indicates
likelihood that is at the chance level. A value below 0 indicates that the transition is less likely than the base
rate of the next activity with its corresponding affective state. The modified likelihood metric was used on
all student data to compute the likelihood of transitioning between all combinations of activity and affective
states. Likely transitions important to the study are shown below.

Table I. : Mean transition likelihoods of all student activities and affective states. (L = learning; NL = nonlearning; D =

delighted; N = neutral; E = engaged; C = confused; B = bored; F = frustrated)

(a) L → L

LD LN LE LC LB LF

LD 0.01 0.03

LN 0.05

LE 0.03 0.002 0.01 0.04 0.01

LC 0.02 0.03

LB 0.12

LF 0.07

(b) L → NL

NLD NLB NLF

LD 0.02

LN 0.03 0.04

LE 0.02 0.01

LC 0.041

(c) NL → L

LD LB LF

NLE 0.04 0.01

NLC 0.01

Results show that as students transition between activities, they are likely to experience changes in affective
states. Both positive (i.e., delighted, engaged) and negative affect (i.e. bored, confused, frustrated) were likely
to persist and may either motivate students or cause them to give up as was described by [Luo et al. 2011].
When students experience confusion, they are likely to transition into non-learning activities which may
indicate the point when they fail to accomplish their learning goal and give up. Interestingly however, even
if students experienced positive affect while learning, it was likely for them to transition into non-learning
activities. This may mean that either they engaged in non-learning activities after completing their learning
goal, or non-learning activities served as distractions while they were learning. Non-learning seems to have
helped students since it was likely for them to transition back to learning and they were even brought to a
positive state (NLE → LD) which is advantageous to learning. However, it was also likely that non-learning
activities may have caused the student to lose interest in learning (NLC → LB), or dislike learning (NLE
→ LF) because they were more engaged in non-learning. Although affect can provide possible explanations
for activity transitions, further research is needed to verify them. Since affect does not fully explain the
transitions, it is also worthwhile to explore other factors that may influence these transitions.
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Learning parameters for a knowledge diagnosis 
tool in orthopedic surgery 
 
S. LALLÉ 
Joseph Fourier University, France 
AND 
V. LUENGO 
Joseph Fourier University, France 
________________________________________________________________________ 
 
We provide and illustrate a methodology for taking into account data for a knowledge diagnosis method in 
orthopaedical surgery, using Bayesian networks and machine learning techniques. We aim to make the 
conception of the student model less time-consuming and subjective. A first Bayesian network was built like an 
expert system, where experts (in didactic and surgery) provide both the structure and the probabilities. 
However, learning the probability distributions of the variables allows going from an expert network toward a 
more data-centric one. We compare and analyze here various learning algorithms with regard to experimental 
data. Then we point out some crucial issues like the lack of data. 

Key Words and Phrases: Knowledge diagnosis, machine learning, Bayesian network, surgery 

________________________________________________________________________ 

1. THE STUDY  
TELEOS1 (Technology Enhanced Learning Environment for Orthopaedical Surgery) 

is an Intelligent Tutoring System designed for the percutaneous orthopedic surgery 
[Vadcard and Luengo 2004]. A student model based on a Bayesian network was built 
after a long didactical analysis of the domain, as presented in Minh Chieu et al. [2010]. 
Bayesian networks for student modeling usually are expert system; in TELEOS, surgeons 
were implied for designing both the structure and the probability tables of the network. 
However it seems interesting to use a more automatic approach, as presented by Mayo 
and Mitrovic [2001]. First, the model includes a lot of variables and experts can roughly 
estimate all the parameters and are prone to error or approximation. Then surgeons 
sometimes work in a different way and taking into account their various points of view 
may be hard. In TELEOS, a robotic arm that records continuous data like the strength or 
the position is also used for the knowledge diagnosis. Surgeons are not used to deal with 
such data. Thus, our work aims to study some algorithms for learning the parameters of 
the Bayesian network. 

Given data, the parameters can be learned, i.e. computed from a base of observations. 
Indeed, we can find in the literature several algorithms designed for learning the 
probabilities of a Bayesian network. However, they present different characteristics and 
have both strong and weak points – no guarantee of results can be offered anyway. We 
studied three of them: 
─ Maximum likelihood (ML) for counting facts in the database 
─ Maximum A Priori (MAP), based on ML algorithm but taking into account prior 

knowledge on the domain 
─ Estimation-Maximisation (EM) that can handle misses in the database 
These algorithms are well known in the literature; see for example [Heckerman 1995]. 

__________________________________________________________________________________________ 
1 The TELEOS project is supported by the CNRS and by the French research agency (ANR-06-BLAN-0243). 
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We need quality data, in term of quantity, coverage and representativeness, for learning 
the parameters in a pertinent way. Data was collected at the Grenoble’s hospital in 
France. First, one surgeon and six interns realized a set of six exercises with TELEOS, 
each of them presenting various characteristics and difficulties. Then, the experimental 
team and a second surgeon both had to manually perform the knowledge diagnosis, based 
on the observation of the students. For each action, knowledge may be either brought into 
play in a valid way, in an invalid way, or not used whereas it should have been. We got at 
the end a database of only 3000 entries. Indeed collecting data is expensive in our 
domain, as we need at least one surgeon. 

2. RESULTS 
Data was used for learning the parameters and validating the network in two different 

manners. We first performed cross-validation in order to estimate the accuracy of the 
diagnosis (i.e. we trained the model with a part of the data and validated it on the other 
part). As the expert did the diagnosis only for almost 1/3 of the data, we partitioned the 
data in different ways for the cross-validation. In method I we blend expert and non-
expert data (Table I), in method II we only used expert data for learning the parameters 
and non-expert data for the validation (Table II). Then we used a 3-folds method (Table 
III). Results are shown bellow. 
 

Table I. Prediction accuracy (method I) 
Algorithm Prediction accuracy
ML 59.3% 
MAP 63.4% 
EM 59.8% 

Table II. Prediction accuracy (method II) 
Algorithm Prediction accuracy 
ML 51.3% 
MAP 58.5% 
EM 51.6% 

 

Table III. Accuracy with 3-folds cross validation 
Algorithm Fold 1 Fold 2 Fold 3 
ML 58.33% 60.2% 57.75% 
MAP 63.3% 63.7% 66.18% 
EM 59.36% 60.3% 59.97% 

 
According to these results, the MAP estimation gives the best accuracy, probably due 

to a good prior distribution based on our knowledge of the domain. Since there is few 
misses in the database, EM algorithm gives almost the same results than the Maximum 
Likelihood. However, the accuracy is not really good. A first explanation may be the lack 
of data and the difference between expert and non-expert data. On the other hand various 
data reduces potential bias for the learning.  

To conclude, we compared different ways to learn the parameters of a Bayesian 
network for the knowledge diagnosis that keep the deep didactical analysis of the domain 
(here the structure). In future works, we want to evaluate this data-centric approach in a 
more qualitative way, with new experiments at the hospital. We also wish to bring out a 
methodology that takes into account both expert knowledge and data. 
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Problem Response Theory and its Application for Tutoring

P. JARUŠEK and R. PELÁNEK, Faculty of Informatics, Masaryk University Brno

Problem solving is an important component of education. To make problem solving activities attractive, it is important to

confront students with problems of suitable difficulty – neither too easy, nor too difficult. Since students vary in their skills,

it is also crucial to make problem recommendations individually adaptive. We present a novel problem response theory, which
predicts how much time will a student need to solve a given problem. Our theory is an analogy of the item response theory, but

instead of probability of a correct answer we model problem solving time. We introduce a problem solving tutor, which uses
the theory to make adaptive predictions and to recommend students problems of suitable difficulty.

1. PROBLEM RESPONSE THEORY

People enjoy the learning process most when facing problems of a challenging difficulty – neither boring,
nor frustrating [Csikszentmihalyi 1975]. Our main aim in this paper is to predict a difficulty of problems,
more specifically to predict time it will take a person to solve a problem. We aim to do the prediction based
on previous data about problem solving activity of this and other persons (as opposed to prediction based
on analysis of a problem structure). To this end we propose a “problem response theory”, which models a
relation between a problem solving ability and a time to solve a problem. The theory is a variation of the
standard item response theory [Baker 2001].

Item response theory is used mainly in testing. Main assumption is that a given test measures one latent
ability θ, and models give a relation between this ability θ and the probability P that a test item is correctly
answered. This relation is expressed by an item response function. The most common model is a 3 parameter
logistic model, which has the following parameters: b is a basic difficulty of an item, a is a discrimination
factor, and c is a pseudo-guessing parameter (see Fig. 1).

There are many extensions of the basic model, particularly models which take into account response
times [Van Der Linden 2009]. But none of these models is directly applicable to the problem solving setting.
Therefore, we propose a problem response theory, which models relation between problem solving ability
and time to solve a problem.

Similarly to item response theory, we assume that a problem solving performance depends on one latent
problem solving ability θ. We are interested in problem response function f(θ), which for a given ability θ
gives an estimate of a time to solve a problem. More specifically, the function gives a probabilistic density
of times (see Fig. 1).

To obtain a specific model we make the following two assumptions, which are grounded on data about
human problem solving from our previous experiments [Jarušek and Pelánek 2011; Pelánek 2011]. Firstly,
the distribution of solving times f(θ) for persons with a fixed ability θ is a log-normal distribution. Secondly,
the mean and variance of the distribution f(θ) are exponentially dependent on θ.

Our basic model is a 3 parameter model in which the intuitive meaning of the parameters is the following
(we intentionally use notation analogical to item response theory): a is a discrimination factor, b is a basic
difficulty of a problem, and c is a randomness factor. The problem response function, i.e., the probability
density that a person with ability θ will solve a problem with logarithm of time ln t, is given by a normal

This work is supported by GAČR grant no. P202/10/0334.

Author’s address: Botanická 68a, 602 00 Brno, Czech Republic



Pa,b,c,θ = c+ (1− c) ea(θ−b)

1 + ea(θ−b)
fa,b,c,θ(ln t) = N (aθ + b, c)(ln t) =

1√
2πc

e
− (ln t−(aθ+b))2

2c2

Fig. 1. Intuitive illustration of item response function, general problem response function, and a specific problem response

function under our assumptions. Dashed lines illustrate distributions for certain skill θ; solid lines denotes the median of a time
distribution, grey areas depict the area into which most attempts should fall.

distribution with a mean b + aθ and a variance c2. This model and intuition behind its parameters are
illustrated in Fig. 1.

2. PROBLEM SOLVING TUTOR

Intelligent tutoring systems [Anderson et al. 1985] are computer programs used to make learning process
more adaptive and student oriented. We apply our theory in development of a “Problem solving tutor” – a
web portal for practicing problem solving skills, which is available at tutor.fi.muni.cz. The tutor contains
large set of problems of different types (math and programming problems, logic puzzles).

Problem parameters a, b, c and user skills θ are estimated using an iterative computation: problem pa-
rameters are computed using estimates of user skills; user skills are improved using estimates of problem
parameters (both direction are computed by maximum likelihood estimation); and this process continues
until requested precision is reached. Based on these estimates the system predicts problem solving times and
recommends a suitable problem to solve. The collected data problem solving data are continuously used to
further improve parameters estimates and problem recommendations.

Preliminary evaluation shows that predictions based on the problem response theory bring significant
improvement over a baseline prediction algorithm (using mean times). Detailed evaluation will be presented
in a future paper.
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Towards Better Understanding of Transfer in Cognitive Models of
Practice

MICHAEL V. YUDELSON, PHILIP I. PAVLIK JR., and KENNETH R. KOEDINGER, Carnegie Mellon
University

Achieving transfer – the ability to apply acquired skills in contexts different from those contexts the skills were mastered in –
is, arguably, the sine qua non of education. Capturing transfer of knowledge has been addressed by several user modeling and
educational data mining approaches (e.g., AFM, PFA, CFA). While similar, these approaches use different underlying structures
to model transfer: Q-matrices and T-matrices. In this work, we compare of a more traditional Q-matrix-based method and the
relatively new and more complex T-matrix based method. Comparisons suggest that the T-matrix, although demonstrating
only marginally better fits, offers a more interpretable and consistent picture of learning transfer.

Transfer is, arguably, the sine qua non of education, in which the primary goal for the learner is to be
able to apply new skills in contexts often different from the ones they were mastered in. Because of this,
achieving transfer from the math skills trained by computer-aided educational systems to the math abilities
used later in a student’s life is a litmus test for determining the success of such systems as a whole.

Educational systems access the transfer by tracking students’ learning with help of some model (usually
math based). This model is also used to make instructional decisions. It model can be simple or complex,
but if it does not provide practice with transfer in mind, it is unlikely that long term-learning will be strong.
In psychology, for example, it is well known that what optimizes immediate performance is unlikely to be
the practice that optimizes long-term retention or transfer [Schmidt and Bjork 1992]. Due to this paradox
of “desirable difficulties” an educational software system needs a model that is clever enough to see not
only the effect of practice on repetition, but also see the effect of practice on transfer. This sort of model
is unlikely to be easy to configure, since understanding transfer is paramount to understanding education
itself, because of how crucial transfer is to a flexible education.

This problem has been addressed by the user modeling and educational data mining communities. While
many approaches have been attempted over the years to handle transfer, the Q-matrix method of assigning
latent knowledge components (KCs) to particular problems or problem steps has begun to have a large
following , even being supported with a suite of logging and analysis tools [Koedinger et al. 2008]. Q-matrix
(or question matrix) methods have a long history [Birenbaum et al. 1992; Tatsuoka 1983]. They assign rules
to questions so as to determine the aggregate difficulty of items in an instructional situation. The Q-matrix
method is notable for the way it specifies these rules abstractly as latent variables that are contained in
one or more questions. In contrast, a newer “T-matrix” method assumes learning is less abstract by not
describing latent variables, but rather looking at the transfer effects with a question by question matrix
where each question causes learning that effects other questions directly [Pavlik Jr. et al. 2011].

In order to better understand transfer, we decided to meticulously compare these two approaches. This
contrast is interesting, because the Q-and T-matrix models make clearly different assumptions about transfer.

This work is supported by the U.S. Department of Education (IES-NCSER) #R305B070487 and was also made possible with
the assistance and funding of Carnegie Learning Inc., the Pittsburgh Science of Learning Center, DataShop team (NSF-SBE)
#0354420 and Ronald Zdrojkowski.
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In the Q-matrix case, the method specifies transfer by the sharing of latent construct between 2 items. Because
of this sharing of the latents, it is seldom the case that transfer is asymmetric in the model. On the other
hand, in the T-matrix case, there is no sharing of latents. Instead, the T-matrix - a more complex method
- specifies each directional pairwise relationship between a transferred-from item and a transferred-to item
individually. Therefore, the T-matrix model is more fit for capturing asymmetry of transfer.

If we trace these assumptions of Q-and T-matrix-based models to the learning science and psychology
literature, we can see a problem that inspires our comparison. Specifically, there are notable examples in
the literature where asymmetrical transfer occurs strongly (e.g.[Bassok and Holyoak 1989]). Similarly, we
find cases where learning is optimal for one condition (e.g. concrete task), but when transfer is analyzed,
another condition is more beneficial (e.g. a more abstract task) [Goldstone and Son 2005]). However, there
exist other examples of transfer being successfully modeled as latent skills (rf. [Singley and Anderson 1989]).
Therefore, the question is, given the prior success of the Q-matrix-based methods and the potential benefits of
a relatively new T-matrix method, can we find the evidence that warrants coping with T-matrix complexity
for the benefit of its greater flexibility?

In this work we attempt to answer this question by comparing Q-matrix models and T-matrix models to
determine which fit the data better and which provide a richer qualitative model of the data. This comparison
allows us to establish whether the added complexity of the T-matrix method is justified. While the overall
fit is important, we also keep in mind that the goal of educational data mining is not just to produce the
optimal model, but also to produce a model that has educational implications. Because of this, we consider
the different practical implications of each model to help us establish which one is qualitatively more useful
for understanding the educational data.

Our comparison of user modeling methods based on Q-matrix and T-matrix suggest that the latter,
although demonstrating only marginally better fits, offers a more interpretable and consistent picture of
learning transfer. The results support the claim that in specific cases there is a need for the types of analysis
where asymmetric transfer is specifically modeled. Despite the fact that T-matrix-based models are not
quantitatively better overall, we found that there were consistent qualitative patterns of asymmetric transfer
revealed by the T-matrix model. By comparing the model parameters that governed transfer in each model
we were able to see that often Q-matrix-based method were producing bidirectional transfer models by
averaging. At the same time the T-matrix-based model was able to show asymmetry clearly.
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Estévez, Román 343

F

Fancsali, Stephen 331

Feng, Mingyu 295

G
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