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Summary

Patient-specific modelling of the cerebral circulation for aneurysm risk assessment

Cerebral aneurysms are localised pathological dilatations of cerebral arteries, most com-

monly found in the circle of Willis. Although not all aneurysms are unstable, the major

clinical concern involved is the risk of rupture. High morbidity and mortality rates are

associated with the haemorrhage resulting from rupture. New indicators of aneurysm

stability are sought, since current indicators based on morphological factors have been

shown to be unreliable.

Haemodynamical factors are known to be relevant in vascular wall remodelling, and

therefore believed to play an important role in aneurysm development and stability. Stud-

ies suggest that intra-aneurysmal wall shear stress and flow patterns, for example, are

candidate parameters in aneurysm stability assessment. These factors can be estimated

if the 3D patient-specific intra-aneurysmal velocity is known, which can be obtained via

a combination of in vivo measurements and computational fluid dynamics models. The

main determinants of the velocity field are the vascular geometry and flow through this

geometry. Over the last decade the extraction of the vascular geometry has become well-

established. More recently, there has been a shift of attention towards extracting boundary

conditions for the 3D vascular segment of interest.

The aim of this research is to improve the reliability of the model-based representation

of the velocity field in the aneurysmal sac. To this end, a protocol is proposed such that

patient-specific boundary conditions for the 3D segment of interest can be estimated

without the need for added invasive procedures. This is facilitated by a 1D wave prop-

agation model based on patient-specific geometry and boundary conditions measured

non-invasively in more accessible regions. Such a protocol offers improved statistical re-

liability owing to the increased number of patients that can participate in studies aiming

to identify parameters of interest in aneurysm stability assessment.

In chapter 2 the intra-aneurysmal velocity field in an idealised aneurysm model is val-

idated with particle image velocimetry experiments, after which the flow patterns are

evaluated using a vortex identification method. Chapter 3 describes a 1D model wave

ix



SUMMARY

propagation model of the cerebral circulation with a patient-specific vascular geometry.

The resulting flow pulses at the boundaries of the 3D segment of interest are compared to

those obtained with a patient-generic geometry. The influence of these different boundary

conditions on the 3D intra-aneurysmal velocity field is evaluated in chapter 4 by prescrib-

ing the end-diastolic flows extracted from the 1Dmodels. In order to measure blood flow

with videodensitometric methods, an injection of contrast agent is required. The effect

of this injection on the flow of interest is assessed in chapter 5. In chapter 6, pressure

measurements in the internal carotid are used to evaluate the variability of pressure wave-

form and its effect on the boundary conditions for the 1D model. Finally, a protocol for

full patient-specific modelling is discussed in chapter 7.
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Nomenclature

Table 1: List of symbols.

Symbol Description

C0 Compliance per unit length

C0D Compliance captured by the windkessel model (0D)
C1D Compliance captured by the wave propagation model (1D)
C Capacitor describing peripheral compliance in the windkessel

models

E Young’s modulus

N Number of outlets within a vascular domain

R Resistance describing part of the peripheral resistance in the

windkessel models

Z Characteristic impedance describing part of the peripheral re-

sistance in the windkessel models

Rt Total peripheral resistance, R+Z
RT Total resistance of the human vascular system

RVD/RBP Total resistance of a vascular domain

a Radius

a0 Radius when p= p0

an
t Sum of an within a vascular domain, where n= 2,3 if the resis-

tance distribution is based on the wall shear stress or surface

area, respectively

h Wall thickness

m m-factor; fraction of the injection rate that is added to the nat-

ural blood flow

p Hydrostatic ressure

p0 Initial pressure

q Flow rate

qB Physiological blood flow before injection

qD Combined flow during injection

qI Flow rate of the injection
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NOMENCLATURE

Table 1: continued

Symbol Description

qI ,m Maximum flow rate of the injection

q1D,i The flow from the 1D model prescribed at the corresponding

ith outlet in the 3D model

t Time

tb Time at the beginning of the injection

te Time at the end of the injection

v Velocity vector

v̄ Cross-sectional average of the velocity

z Axial coordinate of an arterial segment

Γ Boundary of the 3D domain

Ω 3D domain

λi ith eigenvalue where λi < λi+1

ζ Ratio of the diastolic flow to the mean flow

Table 2: Abbreviations (vascular names are provided in appendix A).

Abbreviation Description

3D-RA 3D rotational angiography

APG Model geometry based on patient-generic data by Alastruey

APS Model geometry based on patient-generic data by Alastruey and

patient-specific data

CFD Computational fluid dynamics

COW Circle of Willis

GAR Segmentation based on geodesic active regions

ISO Segmentation based on iso-intensity surface extraction

pc-MR Phase-contrast magnetic resonance

PIV Particle image velocity

PG Patient-generic

PS Patient-specific

RPG Model geometry based on patient-generic data by Reymond

RPS Model geometry based on patient-generic data by Reymond and

patient-specific data

TCD Transcranial doppler
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CHAPTER ONE

Introduction

Cerebral aneurysms are localised dilatations of the arterial wall in the brain, which may
be prone to rupture. In the event of rupture, the blood in the brain tissue leads to serious
complications associated with high morbidity and mortality rates. Although as many as
25% of the population older than 50 years harbours these lesions, the annual rupture
rate is low (about 2% of all aneurysms). This indicates that the majority of the cerebral
aneurysms are stable and intervention would impose an unnecessary risk on the patient.
Current indicators for aneurysm stability, based onmorphological factors, are found to be
unreliable. As haemodynamics are involved in remodelling of the arterial wall, analysis of
the intra-aneurysmal velocity field is likely to provide candidate indicators for aneurysm
stability. In this chapter the pathological background of aneurysms and the current clini-
cal status of aneurysm diagnostics and treatment are addressed, thereby introducing the
problems involved aneurysm risk assessment. The strategy adopted in this research and
outline of the thesis are given.
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1 INTRODUCTION

1.1 Physiological background

The cerebral vasculature is a complex arterial network includingmany collateral pathways
in order to provide all parts of the brain with oxygen even in case of an arterial obstruction.
The collateral circulation includes both extracranial sources and intracranial pathways
(fig 1.1). The latter is commonly divided into primary collateral pathways, which include
the arteries in the circle of Willis (COW), and secondary collaterals consisting of smaller
arteries (Liebeskind, 2003).

MCA
PCA

BA

VA

ICA

ACA

Figure 1.1: The main collateral pathways in the cerebral arterial circulation consist of (left) the circle of
Willis (COW; adapted from http://library.med.utah.edu/kw/hyperbrain/) and (right) the sec-
ondary pathways (adapted from Liebeskind (2003)).

Both the basilar (BA) and internal carotid arteries (ICA) supply the brain with blood,
which is redistributed via the COW. The lengths and radii of the arterial segments of the
COW show significant inter-patient variability (David and Moore, 2008). Moreover, in
a significant proportion of the general population one or more arterial segments in the
circle of Willis are hypoplastic or absent, as only about 50% has a complete COW (David
and Moore, 2008). If one or more arteries are absent, the other segments adapt to com-
pensate, such that sufficient oxygenation of the peripheral brain tissue is ensured. As the
resistance of a tube is proportional to the radius raised to the fourth power, and thus small
variations of vessel caliber can have a profound effect on the blood flow distribution, a
correspondingly high variability of the blood flow through the different arterial segments
within the COW is to be expected. Indeed, Tanaka et al. (2006) found a significant corre-
lation between variations in the circle of Willis and the relative flow rates of the internal
carotid and basilar artery.

In a literature review by Fahrig et al. (1999), the reported mean blood flow in the ICA
and vertebral artery (VA) are 4.6 ml s−1 and 1.3 ml s−1, respectively. Care should be taken
when comparing the results of different studies, as the cerebral blood flow decreases with
age while many studies are based on healthy, often young, volunteers (Yazici et al., 2005).
This might partially explain the differences observed in ICA and VA blood flow (table 1.1).

Although the absolute blood flow differs significantly between patients, the gain nor-

2



1.1 PHYSIOLOGICAL BACKGROUND

Table 1.1: The flow rate in the ICA, BA and VA in ml s−1 based on n patients.

Ref qICA ± SD qBA ± SD qVA ± SD Method n

Cebral et al. (2008) 4.1 ± 0.8 - 1.4 ± 0.8 pc-MR 44
Ford et al. (2005a) 4.6 ± 0.9 - 1.5 ± 0.3 pc-MR 17
Schöning et al. (1994) 4.4 ± 1.0 - 1.4 ± 0.6 TCD 48
Scheel et al. (2000) 4.2 ± 0.9 2.6 ± 0.8 - TCD 78
Enzmann et al. (1994) 4.8 ± 0.4 2.4 ± 0.2 - pc-MR 10
Tanaka et al. (2006) 5.6 ± 1.1 2.2 ± 0.6 - pc-MR 117
Oktar et al. (2006) 4.0 ± 1.6 - 0.9 ± 0.5 B-flow US 40
Oktar et al. (2006) 3.6 ± 1.4 - 0.8 ± 0.5 pc-MR 40

Table 1.2: The flow distribution over the outlets.

Ref qACA[%] qMCA[%] qPCA[%]

Tanaka et al. (2006) 20 60 20
Enzmann et al. (1994) 19 56 25

malised flow waveform shows relatively low inter-patient variability. Ford et al. (2005a)
defined a characteristic waveform in the ICA based on well-defined points on the curve,
e.g. the systolic peak and the diastolic minimum. The correlation found between the
mean volumetric flow and the systolic peak suggests that the derived waveform charac-
teristics may be used to estimate the ICA flow waveform if the mean flow is available.
This corresponds to the findings of Holdsworth et al. (1999), who analysed the common
carotid artery (CCA) waveforms.

The flow distribution over the ICAs and VAs is approximately 75−80% and 20−25% of
the total cerebral blood flow, respectively (Ford et al., 2005a; Buijs et al., 1998; Enzmann
et al., 1994). Less extensively studied is the flow distribution over the outlets, i.e., the
anterior cerebral artery (ACA), middle cerebral artery (MCA) and posterior cerebral artery
(PCA). Tanaka et al. (2006) estimated the flow distribution over the ACA, MCA and PCA
from pc-MR measurements in the ICAs and BA in different configurations of the circle
of Willis. Enzmann et al. (1994) reported mean blood flows in the ACA:MCA:PCA of
0.6 : 1.8 : 0.8 ml per cardiac cycle, which results in a similar flow distribution (table 1.2).

Since oxygen deprivation in brain tissue can only be tolerated for tens of seconds be-
fore significant damage occurs David and Moore (2008), the regulatory mechanisms in-
volved in maintaining perfusion need to be faster than, for example, increasing systemic
blood pressure. The cerebral autoregulation responds to variations in for example sys-
temic blood pressure, cerebral flow and oxygen concentration (Aaslid et al., 1989; Aaslid,
2006), further complicating the cerebral haemodynamics.

3



1 INTRODUCTION

1.2 Pathological background

Arterial aneurysms are localised dilatations of blood vessels caused by a congenital or
acquired weakness of the media (fig 1.2). A variety of characteristic geometries can be
distinguished. In the cerebral arteries the most common type is the saccular aneurysm.
Geometrical classification of the aneurysmal sac based on morphological factors, e.g.,
the dome and neck size, indicate a typical aneurysm is almost spherical of shape, with
the exception of the more pear-shaped ACoA aneurysms (Parlea et al., 1999). The vast
majority of human intracranial aneurysms are found at the branching sites of the COW.

intima

media

blood flow

aneurysm

brain

adventitia

Figure 1.2: (left) Cerebral aneurysms are most commonly found in the branches of the COW (adapted
from www.fromyourdoctor.com) (right) the arterial wall is a heterogeneous 3-layered structure
(adapted from Hahn and Schwartz (2009).

In general, the arterial wall consists of three layers: the intima, media and adventitia (fig
1.2). In healthy cerebral arteries the adventitia is typically less developed compared to
other vascular domains. The aneurysm wall typically lacks the media and internal elastic
lamina, leaving a thin, fibrous membrane of 20− 100µm consisting mostly of collagen
(Kyriacou and Humphrey, 1996). Although the pathogenesis of cerebral aneurysm is not
clear, two theories on the etiology exist. Cerebral aneurysms are believed to be caused
by either acquired degenerative changes in the arterial wall or congenital defects in the
muscular layer of the cerebral arteries at bifurcations (Lieber et al., 2002; Kyriacou and
Humphrey, 1996). Although the mechanisms are not well understood due to the many
factors involved, it is commonly accepted that haemodynamics are involved in the patho-
logical remodelling leading to growth and degeneration of the arterial wall .

Most cerebral aneurysms are asymptomatic and therefore remain undetected (Johnston
et al., 2002). Although the reported prevalence of unruptured intracranial aneurysms
varies significantly, the most commonly accepted prevalence in the general population is
within the of range 1−2% (Winn et al., 2002; Rinkel et al., 1998; Mitchell et al., 2004). It
should be noted that aneurysms develop during adulthood resulting in higher prevalence
if people younger than 30 years old are excluded. About 15−20% of all people harbour-
ing a cerebral aneurysm have multiple lesions (Kyriacou and Humphrey, 1996; Lieber
et al., 2002). Although not every aneurysm is life threatening, rupture of an intracra-

4



1.2 PATHOLOGICAL BACKGROUND

nial aneurysm results in subarachnoid hemorrhage (SAH), with mortality and morbidity
rates as high as 70% and 10%, respectively (Mitchell and Jakubowski, 2000). The overall
annual rupture rate is believed to be 1−2% (Chen et al., 2004b; Winn et al., 2002; Juvela
et al., 2000), which adds up to a significant life-time risk. The incidence rate of SAH
is approximately 10 per 100000 person years, and approximately 85% of all spontaneous
hemorrhages are caused by intracranial aneurysms (van Gijn and Rinkel, 2001).

Depending on factors like the aneurysmal and vascular geometry, location within the
arterial tree and patient age, the possible treatments for a patient with an unruptured
cerebral aneurysm are surgical clip placement, endovascular coil occlusion and stenting
(fig 1.3). In surgical clipping blood is prevented from entering the aneurysmal sac by plac-
ing a metal clip across the neck of the aneurysm. Endovascular coil occlusion consists of
packing platinum coils in the aneurysmal sack, thereby decreasing the intra-aneurysmal
flow such that thrombus formation is promoted. Depending on various geometrical fac-
tors, such as neck width and orientation of the aneurysm relative to the parent artery,
stenting prior to coil placement might be required (Liou and Liou, 2004; Chen et al.,
2004a; Gnanalingham et al., 2006; Yavuz et al., 2008). There are only a few articles
reporting stenting without coil occlusion as endovascular treatment option for cerebral
aneurysms (Lieber et al., 2002; Terada et al., 2005; Fiorella et al., 2004), and recently it
has been suggested that sole stenting of giant aneurysms may be associated with higher
risks than expected (Pavlisa et al., 2010). As the highly tortuous afferent arteries are lo-
cally embedded in the skull, making endovascular navigation precarious, special stents
to be used in intra-cranial pathologies are in development. Although Slosberg (1997) re-
ported significantly lower rupture rates in a group of patients treated with hypotensive
medication, the question whether this approach would be more a efficacious treatment
remains unanswered (Mitchell et al., 2004).

Figure 1.3: Possible treatments are (left) clipping, (right) coiling and/or stenting.

According to Koivisto no significant difference was detected in the outcome one year
after surgical or endovascular treatment of ruptured cerebral aneurysms (Koivisto et al.,
2000). The International Subarachnoid Aneurysm Trial (ISAT), a large scale trial on
ruptured aneurysms involving 42 centers in Europe and America, reported that the risk
of death or significant disability for endovascular treatment in patients with ruptured
aneurysm is significantly lower than for surgical patients (Molyneux, 2002; Molyneux
et al., 2005), with the absolute one-year follow-up risks of dependency or death associated
with clipping and coiling being 30.9% and 23.5%, respectively. Endovascular treatment
appears to be safer choice (Molyneux et al., 2009; Koebbe et al., 2006), and the ISAT
has changed the management of ruptured aneurysms by increasing the proportion of

5



1 INTRODUCTION

patients undergoing endovascular treatment (Gnanalingham et al., 2006).

In the 1970s the benefits of surgical clipping were proven and this became the standard
treatment of ruptured aneurysms (Mitchell et al., 2004). Unruptured aneurysms identi-
fied in those days were almost exclusively additional aneurysms, i.e., the patient already
presented himself with a ruptured aneurysm. In the early 1990s, all aneurysms were
considered life threatening and surgical clipping was performed if the aneurysm location
was accessible (Mitchell et al., 2004). With the improvement of noninvasive imaging
modalities, an increasing number of incidental aneurysms was found. Although addi-
tional and incidental aneurysms were initially treated equally, it is now known that the
latter harbour a lower risk of rupture (Mitchell et al., 2004; Singh et al., 2009; Wiebers
et al., 2002), thereby raising the issue of aneurysm stability assessment.

The decision whether intervention is recommended depends on the balance between the
risk of rupture and the risk related to the intervention itself. Risk factors for aneurysm
rupture include patient age, cigarette smoking, familial history and aneurysm morphol-
ogy. Although the dome size is known to be related to the risk of rupture, the critical size
could not be defined as other factors play a significant role as well. The intra-aneurysmal
velocity field affects aneurysm growth and rupture (Ujiie et al., 1999). Low flow induces
degenerative changes in the arterial wall, thereby increasing the risk of rupture. Since
a high aspect ratio corresponds to low intra-aneurysmal velocities, the aspect ratio is in-
dicative of rupture (Nader-Sepahi et al., 2004). Following the same reasoning, daughter
aneurysms increase the rupture risk significantly (Nader-Sepahi et al., 2004). Aneurysm
growth is associated with risk of rupture (Juvela et al., 2001), aneurysms located at the
ACoA or PCoA are more likely to rupture than those found in the middle cerebral artery
(Mitchell et al., 2004). Although all these factors are known to contribute to the risk of
rupture, and recommendations on themanagement of cerebral aneurysms based on sub-
sets of known indicators have been formulated (Rinkel, 2008; Burns and Brown, 2009),
a reliable assessment of the actual rupture risk of an individual aneurysm remains elu-
sive (Singh et al., 2009; Lall et al., 2009). Moreover, the indicators currently used to
identify unstable aneurysms that require treatment coincide with the indicators for poor
intervention outcome (Singh et al., 2009), further complicating the decision whether it
is prudent to intervene.

From a mechanical point of view, the mechanical properties and loading state of the
arterial wall are the most important factors in the determination whether rupture of the
aneurysm is a serious threat. Currently, the mechanical properties of the wall cannot be
measured directly in vivo. The cerebral arteries show little movement over the cardiac
cycle due to the relatively high wall stiffness and surrounding tissue. However, as the
temporal and spatial resolution of the imaging modalities have improved significantly
over the past decade this cyclic wall movement can be measured (Zhang et al., 2009;
Dempere-Marco et al., 2006), which may allow estimation of the mechanical properties
of the wall.

The loading state is defined by the transmural pressure and the forces exerted by the
blood flow. In contrast to the flow induced shear stress, the pressure load is a global
parameter, although the pressure-induced wall stress will show spatial variations related
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to the local geometry and mechanical properties of the arterial wall. Furthermore, the
cyclic loading is thought to affect the arterial wall from both mechanical (Mitchell et al.,
2006b) and biomechanical point of view. As aneurysms are local lesions and the forces
induced by the flow are known to be involved in wall adaptation and degradation (Singh
et al., 2009), analysis of the 3D intra-aneurysmal velocity is likely to provide more reliable
indicators for rupture risk. A schematic overview of the haemodynamical factors involved
is provided in chapter 2.

Since imagingmodalities have improved significantly over last decades, 3D velocity fields
can be measured directly in vivo using 4D phase-contrast Magnetic Resonance Angiog-
raphy (4D pc-MRA). However, the resolution is currently too low to capture the high
velocity gradients present in the aneurysmal sac, resulting in significant errors in derived
quantities (Hollnagel et al., 2009; Boussel et al., 2009; Isoda et al., 2010). Computa-
tional Fluid Dynamics (CFD) provides high-resolution velocity fields, although boundary
conditions need to be prescribed in order to obtain representative flow patterns. There-
fore, in vivomeasurements and CFD modelling are complementary methods; the arterial
geometry and boundary conditions extracted from patient data provide the input for the
computational model.

1.3 Measurement techniques

The geometry of arterial tree can be obtained using Computed Tomography Angiography
(CTA), MRA or 3D-RA. The latter is the preferred method for treatment planning due to
its superior spatial and contrast resolution. However, for diagnosis and follow-ups, the
noninvasive CTA and MRA are used often (Bogunovic et al., 2011).

There are several methods available to measure in vivo flows or velocities, including
Trans-Cranial Doppler ultrasonography (TCD), MRA and x-ray densitometry. The first
two are non-invasive techniques, while the latter requires the injection of a contrast agent
in order to visualise the blood.

In TCD the peak velocity waveform is measured at one location in the cerebral vascula-
ture. This can be converted to flows if the local diameter is known, although assumptions
on the velocity profile are required (see e.g., Beulen et al. (2010) and Leguy et al. (2009)).
Drawbacks of this method are the handler-dependency and the absence of the required
temporal window in 10− 15% of all patients (Tsivgoulis et al., 2009). Furthermore, as
simultaneous measurement in multiple arteries is not possible with conventional TCD,
the accuracy with which the flow distribution over bifurcations can be obtained is limited
by the natural temporal variations in the blood flow caused by for example the autoregu-
lation. Although power motion-mode TCD (PMD/TCD) improves the window detection
and handler-dependency, and facilitates the measurement of multiple arteries (Moehring
and Spencer, 2002), a method which allows the measurement of both the vascular ge-
ometry and flow is preferred.

Phase-Contrast MRA does facilitate simultaneous measurement in multiple arteries pro-
vided one common plane of measurement, perpendicular to all arteries of interest can
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be defined. However, while this technique has been successfully applied to the large af-
ferent arteries (Rayz et al. (2010), table 10 in Marzo et al. (2011)), the more tortuous and
complex geometry further down the arterial tree does not usually meet this condition
(Marzo et al., 2011). Although the 4D MRI used to measure local 3D velocity fields does
not require this plane definition, the flow distribution over the outlets cannot currently
be measured due to the limited spatial and temporal resolution.

Densitometry relies on the injection of a radio-opaque contrast agent to visualise the ar-
terial lumen. As this contrast agent is transported by the blood, the spatial and temporal
changes in attenuation contain information about the blood flow. Densitometric meth-
ods, elaborately reviewed by Shpilfoygel et al. (2000), can be subdivided into two groups:
tracking algorithms and computational methods (table 1.3).

The simplest algorithms are based on bolus tracking via time-intensity curves (TICs) at
several sites along an artery. The difference in arrival time provides the flow since the
distance can be extracted from the 3D-RA data. However, this method has proven to be
unreliable in pulsatile flows (Shpilfoygel et al., 2000). Similarly, the distance-intensity
curves (DICs), i.e., the spatial distribution of the contrast agent, in two subsequent im-
ages can be correlated where the spatial shift of the DIC provides an estimate for the
flow. Tracking of just the bolus edge yields an overestimation of the volumetric flow dur-
ing contrast inflow and underestimation during the washout phase due to the velocity
profile with high velocities in the core and low velocities in the boundary layer. The same
drawback is observed in the optical flow methods, a subgroup of computational methods
using the mass conservation law to estimate the time-dependent flow rate from temporal
and spatial derivatives of the contrast agent concentration. Because of the usage of deriva-
tives, thesemethods are highly sensitive to noise (Shpilfoygel et al., 2000;Waechter et al.,
2008).

Most densitometric methods presented in literature rely on 2D planar data, while 3D-RA
is commonly used in the diagnosis and treatment planning of pathologies concerning the
cerebral vasculature. Furthermore, using 2D data only does not provide for correction of
artifacts introduced by projecting 3D data on a 2D plane. A combination of 2D and 3D
data as proposed by Schmitt et al. (2005) requires patient-motion compensation due to
the increased measurement time. Therefore, a method to extract flow directly from the
3D-RA data would be preferable (Waechter et al., 2008).

All videodensitometric methods share onemajor drawback as they all rely on the injection
of contrast agent, thereby altering the flow to be measured (Spiller et al., 1983). There-
fore, measuring absolute flow rates might be unreliable. As MRI allows the non-invasive
measurement of the 3D geometry as well as local flow measurements, this would be the
preferred method if the spatial resolution issue were to be resolved.

1.4 Computational techniques

Segmentation of the MRA or 3D-RA data provides the cerebral arterial tree, of which a
small longitudinal section of interest can be selected for the 3D simulations of the local
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Table 1.3: Overview of the videodensitometric methods as described in Shpilfoygel et al. (2000), and the
drawbacks most relevant for flow measurements in the cerebral circulation.

TRACKING METHODS

TIC based Inaccurate in pulsatile flow conditions

DIC based: Bolus edge Overestimation due to deviation from plug velocity profile

Small bolus Complicated, flow-disturbing injection protocol

Curve fitting Upper limit velocity by FOV

Parametric image Sensitivity to noise

Droplet tracking Risk of embolism in peripheral circulation

COMPUTATIONALMETHODS

Indicator-dilution Inaccurate in pulsatile flow

First-pass distribution Not suitable for arteries

Inverted continuity Only valid on bolus edge

Inverse mass transport Computationally expensive

Optical flow methods Reduced accuracy by diffusion and high velocities

Fluid continuity Requires smooth changes of contrast agent concentration

velocity field. Commonly, the arterial wall is assumed rigid as the effect of wall motion
on the 3D intra-aneurysmal velocity field is small compared to those of the variations in
geometry or boundary conditions (Sforza et al., 2010). However, arterial wall movement
has shown to affect the wall stress and the velocity field in some cases (Torii et al., 2007).
If a strong jet impinges on the arterial wall the local wall shear stress is reduced when
wall distensibility is taken into account, while a change of wall shear stress distribution
is observed when the blood flows straight into the aneurysm. Furthermore, in nearly
stagnant intra-aneurysmal flows the pressure-induced wall motion causes a local flow,
thereby raising the minimum wall shear stress (Torii et al., 2009).

Even ignoring the numerical problems involved in fluid-structure interaction models,
taking into account wall motion is far from straightforward. First, the tissue in which
the arteries are embedded should be considered (Anor et al., 2010). Secondly, the ar-
terial wall is a heterogeneous layered structure, which complicates the formulation of
a adequate constitutional model. Mostly, its non-linear behaviour is approximated with
homogeneous quasi-linear models. A more realistic material model was developed by
Holzapfel et al. (2002). However, more complicated models introduce more unknown
parameters, many of which currently cannot be measured in vivo. Next, the material
properties of the arterial wall show a large inter-patient variability. Finally, the reference
(unloaded) geometry is unknown, although reverse analysis could be applied (Speelman
et al., 2009). A more realistic approach is to impose image-based wall motion, circum-
venting the need to define the mechanical properties of the wall (Dempere-Marco et al.,
2006; Zhang et al., 2009). It should be noted, however, that incorporating models de-
scribing the multi-layered, non-homogeneous wall allow assessment of the role of wall-
adaptation in aneurysm growth (Watton et al., 2011).

Another complicating factor is the non-Newtonian blood rheology. For shear rates higher
than 100 s−1, as found in large arteries, the Newtonian fluid assumption often adopted
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in numerical studies seems reasonable (Anor et al., 2010). Especially in complex geome-
tries however, shear thinning may reduce blood recirculation and the strength of vortices
present. Furthermore, the low velocities observed in some aneurysms may be altered by
neglecting the non-Newtonian behaviour of blood, which is important when adhesion or
thrombus formation are of interest (Rayz et al., 2010).

Apart from the constitutive complexity given above, appropriate boundary conditions
need to be prescribed at the cut-off surfaces of the arterial segment considered. The
boundary conditions are often based on patient-generic data, e.g., averaged flow curves
from healthy volunteers or patient-generic 1D wave propagation models. These 1D mod-
els are computationally less expensive than full 3D models, and therefore more suitable
to describe a large part of the arterial tree. Although the connectivity of the vasculature
is commonly patient-generic, scaling factors based on patient characteristics such as age,
height and weight aim to provide more representative flow waveforms (Reymond et al.,
2009). The boundary conditions for the 1D model are based on (averaged) generic data
(Reymond et al., 2009) or derived from the vascular geometry (Alastruey et al., 2007b).
The latter is based on the fact that arteries adapt such that a target wall shear stress, i.e.,
flow, is reached (Murray, 1926), although the absolute targeted value varies throughout
the body (Dammers et al., 2003). Variations of boundary conditions based on geome-
try include the structural tree (Olufsen, 1999; Steele et al., 2007), tapered tube (Azer and
Peskin, 2007) and windkessel models with the resistance based on the outlet radius (Ster-
giopulos et al., 1992; Alastruey et al., 2007b). The 1D model can be extended with heart
models (Reymond et al., 2009), wall adaptation models (Chatziprodromou et al., 2007)
and autoregulation models (Aaslid et al., 1989; Aaslid, 2006; Alastruey et al., 2007a) in
order to enable modelling of special circumstances to increase the understanding of the
cerebral circulation. The 1D domain can be coupled directly to the 3D domain via a 0D
element to avoid reflections on the transition from one domain to the next (Passerini
et al., 2009). The more simple uncoupled approach is to prescribe the flow and pressure
curves extracted from the 1D model at the positions corresponding to the boundaries of
the 3D model (Reymond et al., 2009).

At the truncated arteries of the 3D segment, either pressure or flow curves can be pre-
scribed. Ujiie et al. (1999) observed a significant effect of the flow ratio of the distal
branches in animal models of cerebral aneurysms, so the prescribed boundary condi-
tions should result in a realistic flow distribution. If the outlets are considered stress-free
(e.g., Grinberg et al. (2001)), the relative resistance of each outlet artery included in the
vascular segment determines the flow distribution rather than the peripheral vascula-
ture. Although prescribing the pressure at each outlet allows a more representative flow
distribution based on the peripheral circulation, small errors in the pressure would sig-
nificantly affect this flow distribution. Therefore, prescribing the flows is more reliable
in this type of problem. As the flow rates at the outlets currently cannot be measured
accurately in vivo (see section 1.3), a 1Dmodel could be used to determine the flow curves
throughout the cerebral circulation.

A challenging problem is the in vivo validation of CFD models describing the intra-
aneurysmal velocity field. Although 4D pc-MR is not accurate enough to measure de-
rived quantities directly, comparisons of the measured velocity fields and those obtained
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with patient-specific models look promising (Rayz et al., 2008; Isoda et al., 2010). This
might allow a more thorough validation, which is needed in order to reduce the distrust
amongst clinicians before the models can be applied to clinical practice (Singh et al.,
2009).

1.5 Objective

The aim of this research is to investigate how the reliability of the model-based repre-
sentation of the velocity field in the aneurysmal sac can be improved. To this end, a
work-flow is proposed such that patient-specific boundary conditions for the 3D segment
of interest can be estimated without the need for additional invasive procedures. This
is facilitated by a 1D wave propagation model based on patient-specific geometry and
boundary conditions measured non-invasively in more accessible regions. Furthermore,
the suggested post-processing methods allow automated quantitative analysis of the 3D
intra-aneurysmal velocity field. Such a protocol offers improved statistical reliability ow-
ing to the increased number of patients that can participate in studies aiming to identify
parameters of interest in aneurysm stability assessment.

1.6 Outline

Automated 3D analyses allow processing of the number of data sets needed to identify pa-
rameters predictive for rupture. For example, vortex identification methods facilitate the
quantification of the vortex dynamics of intra-aneurysmal flow. In chapter 2 a vortex iden-
tification method is applied to the velocity field in an idealised aneurysmmodel, which is
validated with particle image velocimetry experiments. Though patient-specific geometry
is commonly used for 3D segments, the 1Dmodel on which the boundary conditions for
the 3Dmodel are based is usually patient-generic. A full patient-specific model would re-
quire patient-specific geometry and boundary conditions for the 1D model of the arterial
tree. In chapter 3, a patient-specific geometry is extracted from a patient data set. The re-
sulting flow pulses at the boundaries of the 3D segment of interest are compared to those
obtained with a patient-generic geometry. The influence of these different boundary con-
ditions on the 3D intra-aneurysmal velocity field is evaluated in chapter 4 by prescribing
the end-diastolic flows extracted from the 1Dmodels. The patient-specific boundary con-
ditions should be based on pressure and flow measurements. Some methods to estimate
volumetric flow rates require the injection of a contrast agent. In chapter 5, the effect of
this injection on the flow of interest is assessed. In chapter 6, pressure measurements
in the internal carotid are used to evaluate the variability of pressure waveform and its
effect on the boundary conditions for the 1D model. Finally, a protocol for full patient-
specific modelling is discussed in chapter 7, with which a reliable representation of the
intra-aneurysmal velocity fields in a large patient study can be obtained.
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CHAPTER TWO

On automated analysis of flow patterns in cerebral

aneurysms based on vortex identification1

It is hypothesised that the risk of rupture of cerebral aneurysms is related to geomet-
rical and mechanical properties of the arterial wall as well as to local haemodynamics.
In order to gain better understanding of the haemodynamical factors involved in intra-
aneurysmal flows, a thorough analysis of the 3D velocity field within an idealised geome-
try is needed. This includes the identification and quantification of features like vortices
and stagnation regions. The aim of our research is to develop experimentally validated
computational methods to analyse intra-aneurysmal vortex patterns and, eventually, de-
fine candidate haemodynamical parameters (e.g. vortex strength) that could be predictive
for rupture risk. A computational model based on a standard Galerkin finite element
approximation and an Euler implicit time integration has been applied to compute the
velocity field in an idealised aneurysm geometry and the results have been compared to
Particle Image Velocimetry (PIV) measurements in an in vitromodel. In order to analyze
the vortices observed in the aneurysmal sac, the vortex identification scheme as proposed
by Jeong and Hussain [JFM. 285(1995)69] is applied. The 3D intra-aneurysmal veloc-
ity fields reveal complex vortical structures. This study indicates that the computational
method predicts well the vortex structure that is found in the in vitromodel and that a 3D
analysis method like the vortex identification as proposed is needed to fully understand
and quantify the vortex dynamics of intra-aneurysmal flow. Furthermore, such an auto-
mated analysis method would allow the definition of parameters predictive for rupture in
clinical practice.

1 Reproduced from: G. Mulder, A. C. B. Bogaerds, P. M. J. Rongen, F. N. van de Vosse (2009). On auto-
mated analysis of flow patterns in cerebral aneurysms based on vortex identification. Journal of Engineering
Mathematics, 64:391-401.
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2 VORTEX DYNAMICS IN CEREBRAL ANEURYSMS

2.1 Introduction

Cerebral aneurysms are localised pathological dilatations of cerebral arteries, most com-
monly found in the circle of Willis. In the general population, approximately 2− 5% is
likely to harbour these aneurysms (Mizoi et al., 1995; Krex et al., 2001), which have an
annual rupture risk of approximately 1% (Mitchell et al., 2006a). Rupture of a cerebral
aneurysm results in subarachnoid hemorrhage (SAH), with a mortality rate of 40−50%
(Juvela et al., 2001; van Gijn and Rinkel, 2001).

The rupture risk is determined by the loading state and the mechanical properties of the
arterial wall, which are both related to the haemodynamics as illustrated in figure 2.1.
The loading state, i.e. wall stress (i), depends on the mechanical properties of the arterial
wall (j), the aneurysmal geometry (f ) and the intra-aneurysmal pressure (e). The pres-
sure is determined by the flow (b) through the parent artery and the peripheral resistance
(a). The influence of the peripheral circulation is not considered in most Computational
Fluid Dynamics (CFD) models since they focus on an isolated rigid aneurysm geometry
(Cebral et al., 2005b; Castro et al., 2006c). Coupling the 3D model to a 1D model of the
global cerebral circulation would allow prescribing more realistic boundary conditions.
Furthermore, autoregulation controlling the resistance provides feedback of the pressure
and flow. The local geometry, which slightly varies with the pressure due to the disten-
sibility of the arterial wall, has a major effect on the intra-aneurysmal flow patterns (b)
(Cebral et al., 2005a). However, this geometry is also affected by the flow via biochemical
cascades that control the adaptation of the arterial wall (mechano-transduction) (Malek
and Izumo, 1995; Wentzel et al., 2003). The flow-induced wall shear rate (c) is known
to affect particle residence times (d). Moreover, changes in shear stress (c) magnitude
and direction alter the permeability of the arterial wall and the transport (d) between the
lumen and wall (Friedman and Fry, 1993). Endothelial cells are sensitive to these haemo-
dynamical changes, resulting in the activation of biochemical factors (g) that control the
adaptation of the arterial wall (h). Altogether, this adaptation may become pathological
and may cause weakening of the arterial wall, which, under the influence of wall stress,
may result in aneurysm growth. In the event of rupture (k), the mechanical properties of
the arterial wall have been altered by the degradation process such that the stress in the
wall exceeds its strength.

One would prefer to base the decision whether or not to treat an aneurysm on the bal-
ance between the risk of rupture and the risk related to the treatment itself. However, the
risk of rupture is not easily determined, since there currently are no proven methods for
in vivo measurements of flow, pressure or mechanical properties of the wall in cerebral
aneurysms. Several attempts have been made to find a direct correlation between geom-
etry and risk of rupture, using parameters like size of the dome and aspect ratio (Beck
et al., 2006; Dickley and Kailasnath, 2002; Ohashi et al., 2004). However, no conclusive
critical size parameter could be defined based on those studies. Currently, the decision
whether treatment is recommended is based primarily on the size of an aneurysm, al-
though this remains controversial.

Since rupture risk is also related to haemodynamical factors, intra-aneurysmal velocity
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Figure 2.1: Schematic representation of the factors involved in aneurysm rupture.

fields in idealised as well as patient-specific models have been analyzed in various stud-
ies (Liou and Liou, 1999; Steinman, 2002; Chatziprodromou et al., 2007). Since several
methods for in vivo flow measurements in cerebral arteries are in development, it seems
realistic to use these flow measurements as input for numerical models of which the ge-
ometry has been determined by e.g. CT imaging or 3D Rotational Angiography (3D-RA).
In general, the intra-aneurysmal velocity fields show complex 3Dflow patterns containing
inflow jets, vortices, and stagnation regions. A quantitative comparison of biplane DSA
images recorded with a high frame rate and numerical results shows similar flow pat-
terns, which suggests that these major features are captured by the CFD models (Cebral
et al., 2007). Cebral et al. (2005b) suggested a direct relation between intra-aneurysmal
flow patterns and rupture risk. The flow patterns in the aneurysmal sac of patient-specific
geometries were characterised based on the stability of inflow jet and the number of vor-
tices. Unstable flow patterns could be related to aneurysm progression and rupture due
to elevated oscillating stresses or larger regions of elevated mean wall shear stresses.
Stable patterns may provide a more suitable environment for arterial adaptation mech-
anisms to counterbalance the stresses, resulting in safer aneurysms. Indeed, simple
stable flow patterns, large impingement regions and large jet sizes are more commonly
found in unruptured aneurysms, whereas disturbed flow patterns, small impingement
regions and narrow jets were found more frequently in ruptured aneurysms. However,
further research evaluating more patient-specific geometries is needed to confirm these
preliminary results. In order to enable a more thorough and efficient analysis of the intra-
aneurysmal velocity fields, these features should be identified in an automated fashion.
Vortex and stagnation region identification allow a more accurate analysis of patient data,
and therefore, are believed to enhance our understanding of the flow patterns observed
in various geometries and sites at which rupture occurs most frequently.
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In this research, a vortex identification scheme as proposed by Jeong and Hussain (1995)
has been implemented in order to evaluate the intra-aneurysmal velocity field in an ide-
alised CFD model of a lateral aneurysm with a curved parent artery. The velocity field
computed with this model is compared to the velocity field measured with Particle Image
Velocimetry (PIV) in order to validate the observed vortex structure and check for possi-
bly missed transitional flow features. Obviously, the geometry of both the parent artery
and aneurysm have a high impact on the flow patterns, resulting in e.g. underestima-
tion of the wall shear stress and complexity of the flow pattern in idealised geometries
(Castro et al., 2006a,b). However, the rigid-walled idealised model is more suitable for
examining the value of such an identification scheme in the analysis of aneurysmal flow
patterns. Furthermore, this paper argues the commonly employed method of reviewing
a single cross-section in the analysis of the complex 3D intra-aneurysmal flow.

Eventually, this research should lead to a more accurate method to estimate the risk
of rupture of cerebral aneurysms. When accurate in vivo measurement of blood flow
in the, frequently small, parent arteries becomes possible, the shear rate experienced
by the endothelial cells covering the aneurysmal wall can be derived. The response of
those endothelial cells leads to adaptation, or, in aneurysms, degradation of the arterial
wall. Hence, patient-specific CFD modeling will become a valuable tool in risk of rup-
ture assessment when models describing the relation of this degradation process to the
haemodynamics become available. In clinical practice however, the flow analysis should
be based on automated methods like the vortex identification method presented in this
study.

2.2 Materials and Methods

2.2.1 CFD

In general, the flow characteristics in lateral aneurysms depend on the geometrical con-
figuration of the aneurysm in relation to the parent vessel, the size of the neck, the volume
of the aneurysm and the haemorheological properties. The geometry used here (fig 2.2)
was based on the geometrical considerations described by (Parlea et al., 1999).

The intra-aneurysmal velocity field is obtained by solving the momentum equation

ρ
{

∂v
∂t

+ v·∇v

}

= −∇p+∇· τ+ f (2.1)

and the incompressibility constraint:

∇·v= 0 , (2.2)

on the 3-dimensional domain Ω (Ω ⊂ R
3 constrained by the closed boundary Γ). Here,

ρ denotes the constant density, v the velocity vector, f a body force defined per unit of
volume, p the hydrostatic pressure and τ the extra stress tensor. Since Newtonian fluid
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Figure 2.2: Geometry of the lateral aneurysm model in [mm]. Measured from the neck, the aneurysm
height and semi-axis height equal 7 and 3 mm respectively, while the neck width is 3.9 mm. The
3D finite element mesh generated with Patran (MSC Software) consists of 39405 tetrahedron
elements, with a total of 152095 degrees of freedom.

behavior is assumed, the relation for the extra stress tensor reads:

τ = 2ηD , (2.3)

with η the dynamic viscosity and D = (∇v+ ∇vT)/2 the rate of deformation tensor.
Substitution of (2.3) in (2.1) while neglecting body forces like gravity results in the well-
known incompressible Navier-Stokes equations. Together with the appropriate bound-
ary conditions on Γ and suitable initial conditions, the Navier-Stokes equations will re-
sult in a unique solution for v and p when the Reynolds numbers are sufficiently low.
The weak formulation of the Navier-Stokes equations is found after definition of the ap-
propriate Sobolev space of functions with 1st order square integrable derivatives on Ω

(W = {w∈ [H1
0 (Ω)]3}). Those derivatives vanish on Γ where Dirichlet boundary condi-

tions are prescribed, as well as Q, the Lebesgue space of square integrable functions on
Ω (Q= {q∈ L2(Ω),

∫
Ω

qdΩ = 0}). In that case, the weak form is given by

∫

Ω

ρw ·
{

∂v
∂t

+ v·∇v

}

dΩ+
∫

Ω

η∇wT :∇vdΩ−
∫

Ω

p∇·wdΩ =

∫

Γ

w· (−pn+ τ ·n)dΓ ∀w∈W , (2.4)

∫

Ω

q∇·vdΩ = 0 ∀q∈ Q. (2.5)

The variational form is solved using Crouzeix-Raviart type finite elements. These ele-
ments apply second order continuous interpolation for the fluid velocity and a linear
discontinuous basis for pressure interpolation. In this work, the domain Ω is discretised
using tetrahedral elements with 15 nodal points. The 3-dimensional computational grid
is shown in figure 2.2.
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At the arterial wall and the wall of the aneurysm, no-slip boundary conditions were ap-
plied. At the proximal side of the parent artery a sinusoidal start-up Poiseuille profile was
prescribed, reaching a steady state limit after 1 second. At the distal side of the parent
artery, the normal component of the stress vector, and all in-plane velocity components,
were prescribed as equal to zero. Based on the data reported by Liou and Liou (2004),
Narracott et al. (2003) and Rudin et al. (2002), the mean blood flow through the 4mm
parent artery was chosen to be 3.6ml s−1. The radius of the parent artery, the mean blood
velocity, and the blood viscosity (3.5mPa·s) result in a Reynolds number (Re = ρVR/η)
of Re = 165.

Temporal discretisation of the Navier-Stokes equations was achieved using the implicit
Euler scheme, while Newton’s method was used for the linearisation of the convective
terms within each time step. The iterative method used to solve the linearised set of
equations is Bi-CGStab with an incomplete LU decomposition pre-conditioner (Segal,
2000).

2.2.2 Vortex identification

The vortex identification method developed by Jeong and Hussain (1995) is based on the
second largest eigenvalue of D2 +Ω

2, with D and Ω = (∇v−∇vT)/2 the deformation
and rotation tensor, respectively. After substitution of the vorticity equation, the gradient
of the Navier-Stokes equations read

∂D
∂t

+(v ·∇)D+D2 +Ω
2 = −1

ρ
∇(∇p)+

η
ρ

∇∇2v . (2.6)

The Hessian of the pressure Hp = ∇(∇p) provides information about local pressure min-
ima within the flow. In general, pressure gradients can be attributed to local irrotational
straining (first two terms of the left hand side of equation 2.6), viscous dissipation (last
term on the right hand side) and rotational effects in the vortex cores. Hence, the rota-
tional effects on the pressure gradient are represented in

H rot

p = −ρ(D2 +Ω
2) . (2.7)

In order to find a local pressure minimum due to rotation around the vortex core two
negative eigenvalues of −H rot

p are required. Hence,

λi = eig(D2 +Ω
2) , with λ2 < 0 (λ1 < λ2 < λ3) (2.8)

results in a plane (λ2 < 0) that constrain the position of the vortex core(s).

2.2.3 Experiment

An in vitromodel of an aneurysm on a curved parent artery (fig 2.2) was produced out of
silicone (Sylgard 184). A stationary pump (Cole-Palmer, Mo.75211-15) was used to produce
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a stationary flow with Re= 165.

A 30 wt% electrolyte solution of calcium chloride and magnesium chloride (ratio 5 : 1)
was selected as working fluid, minimising the difference in refraction indices. In order
to enable the PIV measurements, the fluid was seeded with silver-coated hollow glass
particles with mean particle size 10 µm and density 1.4 ·103 kg m−3 (DANTEC). The par-
ticles were illuminated by a continuous argon ion laser (Midwest ILT 5500A; 458− 515
nm; 300 mJ/s) and recorded by a high-speed video camera (Phantom V9.0).

2.2.4 Data acquisition and postprocessing

The three measured planes correspond to plane b, e and h in figure 2.3. The high
speed video camera allows high frame rates providing a temporal resolution usually not
achieved in PIV. Plane b was measured using a frame rate of 5.4 kHz, while 5 kHz
was used for the other planes. Depending on the expected velocities within the mea-
surement plane, either subsequent frames (plane b) or every tenth frame were corre-
lated. The region of interest is imaged on 570× 368 pixels, and the scaling factor is
2.5 ·10−5 m per pixel for plane b and h, whereas it is 2.9 ·10−5 m per pixel for plane e.

The velocity field was computed using an adaptive correlation method van der Graaf
(2007), which improves the correlation for larger displacements and velocity gradients.
In the first incremental step the interrogation areas was 32×32 pixels, the result of which
is used to pre-shift the interrogation areas in the next incremental step in which the in-
terrogation area size equals 16×16 pixels. Furthermore, every step uses a 50% overlap of
the interrogation areas to reduce loss-of-pairs.

Various methods are available to identify erroneous vectors which are inevitably present
in PIV data even when the experiment is conducted carefully (Westerweel, 1994). In
general, detecting erroneous vectors based on temporal information is not reliable since
PIV has a rather low temporal resolution (Shinneeb et al., 2004). However, since the
measurements were performed with a high frame rate in a stationary flow without any
expected transient flow phenomena, the velocity field could be averaged over the 189
measurements performed.

In order to compare the computational and experimental results, the computed veloci-
ties were interpolated onto a uniform grid of which the grid size corresponds to the PIV
data. Equal Reynolds numbers were used in the experiment and computation. Further-
more, several cross-sections (fig 2.3) were visualised for a more detailed analysis of the
3D velocity field obtained with the CFD model.

2.3 Results

The profiles in figure 2.4 clearly show the slanted profile in the curved parent artery,
with higher velocities and velocity gradients near the outer wall. The aneurysmal neck
shows a high velocity gradient where the aneurysmal vortex and the flow in the parent
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2 VORTEX DYNAMICS IN CEREBRAL ANEURYSMS

Figure 2.3: The velocity fields are visualised on 9 cross-sections, of which the numbering corresponds to
the numbering in figure 2.5 and 2.7.

artery meet. In order to estimate the quantitative agreement of PIV and CFD, the discrete
integrals of the velocity magnitude over the lines shown in figure 2.4) are determined. In
the parent artery (below the neck as indicated by the arrow in figure 2.4), this integral is
approximately 8% higher in PIV relative to CFD. In the aneurysm however, the difference
is approximately 2% in both directions.

The contours in figure 2.4 represent the magnitude of the in-plane velocity determined
with CFD and PIV. The measured velocities are slightly higher than the computed ve-
locities. Both velocity fields in plane b (fig 2.4) depict a single vortex structure in the
aneurysmal sac, with the vortex center located distally to the aneurysm center. Further-
more, the velocities and velocity gradients near the distal wall are much higher compared
to those at the proximal wall. Plane h (fig 2.4) reveals secondary flow patterns in the
curved parent artery, although the velocity in the center of the parent artery is not cap-
tured by the PIV measurements. The flow patterns (e.g. vortex core in the top of the
aneurysmal sac) observed in the velocity field obtained with PIV do not appear in the
computed velocity field. In plane e (fig 2.4) however, the features show good agreement.

While with PIV only three planes are measured, CFD allows a more detailed analysis of
multiple planes in the 3D velocity field. Figure 2.5 shows the velocity field in the cross-
sections defined in figure 2.3, with the contours representing the out-of-plane velocity.
The velocity fields in figure 2.5a-c depict a single vortex structure as described above.

Inflow occurs mainly at the distal lip of the neck close to the plane of symmetry (fig 2.5b
and d). As the inflow jet meets the distal lip a portion of the flow is directed into the
aneurysm, whereas most fluid follows the flow in the parent artery. This is clearly visible
from the out-of-plane velocity in two cross-sections in the aneurysmal neck (fig 2.6), just
above and underneath the site where the inflow jet meets the distal lip. At the bottom of
the neck the velocity at the distal lip is directed towards the parent artery (red), while the
cross-section at the top of the neck shows flow into the aneurysm (white). The inflow jet
widens as it spreads over the distal wall, initiating two small vortex cores on each side of
the symmetry plane at the distal side of the aneurysm (fig 2.5d and e). In the upper part
of the aneurysm the fluid follows the wall (fig 2.5f).
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Figure 2.4: The absolute in-plane velocity (in ms−1) determined with CFD and PIV in plane b, plane e, and
plane h, as defined in figure 2.3. The velocity vector scaling in plane e and h is a factor 3 higher
for visualisation purposes. The flow in the parent artery, as shown in the profiles (top), is from
left to right.
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Figure 2.5: The velocity field within several cross-sections, of which the numbering is as introduced in
figure 2.3. The contours represent the out-of-plane velocities (in ms−1). The flow in the parent
artery is from left to right in a-f, while the viewing direction in g-i is in the direction of the flow.

Figure 2.5g-i depicts a shift of the secondary flow pattern in the parent artery towards the
aneurysm as it proceeds along the neck, allowing outflow along the wall (see also figure
2.6). In the proximal cross-section (fig 2.5g) the flow follows the aneurysmwall, while the
velocity is directed towards the symmetry plane in the middle of the aneurysm (fig 2.5h).
In the lower part of the aneurysm, the velocity is re-diverted towards the wall as it meets
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Figure 2.6: Bottom view of the out-of-plane velocity (in ms−1) in the lower part of the neck (left) and 0.3
mm higher, at the upper part of the neck (right). Since these cross-sections are localised just
above and underneath the site where the inflow jet meets the distal lip of the neck, the light
area at the distal lip in the top cross-section represents the inflow in the aneurysms while the
red area in the lower cross-section represents the fluid that goes straight back into the parent
artery and never entered the aneurysm. Inflow occurs mainly in the symmetry plane, whereas
outflow occurs along the wall. The flow into the parent artery is from left to right.

the flow in the parent artery. Figure 2.5i shows the cross-section in close proximity to the
vortex center, which depicts a complex flow pattern. In the lower part the flow is directed
towards the parent artery, whereas it is directed towards the top in the upper part of the
aneurysm. As the fluid meets the top of the aneurysm it spreads along the wall, only to
be directed towards the symmetry plane just below of the vortex center. This results in
yet another set of small vortex cores on each side of the plane of symmetry.

The contours in figure 2.7 represent the area in which the second largest eigenvalue, λ2,
is smaller than zero. The velocity fields in figure 2.5a-c show a single vortex, whereas the
vortex identification depicts a more complex vortex structure (fig 2.7a-c). When consid-
ering the velocity fields in other cross-sections, it becomes evident that there are other
smaller vortex cores present as described above (fig 2.5d,e and i). This clearly shows the
complexity of the 3D vortex structure, in which smaller vortices interact with each other.
Altogether, the volume containing the vortex core is a doubly curved structure where both
curvatures have the same sign, resulting in an indented sphere.

23



2 VORTEX DYNAMICS IN CEREBRAL ANEURYSMS
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Figure 2.7: Velocity vectors and vortex structures in the cross-sections defined in figure 2.3. Detection of
the vortex core is achieved using a vortex identification scheme based on the second eigenvalue
method developed by Jeong and Hussain (1995).

2.4 Discussion and conclusions

It is well-known that haemodynamical forces are involved in aneurysm growth and rup-
ture. Unfortunately, intra-aneurysmal flow can currently not be determined in vivo. CFD
is a powerful tool in the analysis of intra-aneurysmal flow patterns, in both idealised
and patient-specific geometries. However, several assumptions have to be made in the
modeling of this pathology, as in all biological systems. First of all, Newtonian behavior
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was assumed when modeling the blood flow, which is reasonable for the high flows ob-
served in large arteries. Within the aneurysmal sac however, velocities may become very
low which might introduce the need for a more realistic viscosity model. Furthermore,
a rigid wall is assumed, which obviously is not the case in vivo (Meyer and Riederer,
1993). The compliance of the vessel wall might be incorporated in the model, but that
would require knowledge of the pressure and mechanical properties of the wall. These
properties can not be measured directly in vivo. However, as the resolution of visuali-
sation modalities increases, it might become possible to derive them from wall motion
and pressure measurements in the future. These pressure measurements would also be
relevant when determining appropriate boundary conditions, since the stress-free out-
flow boundary condition used here will not suffice when wall compliance is taken into
account. Altogether, the number of unknowns introduced when the wall compliance is
taken into account may cause this more complex model to be less accurate.

The velocity fields obtained with the CFD model are compared to those measured with
PIV in three cross-sections (fig 2.3). In PIV measurements the high out-of-plane veloci-
ties are amajor complication, especially if the in-plane velocities are relatively low. Hence,
the measurements in-plane b were expected to be most accurate. Indeed, the magnitude
of the measured intra-aneurysmal velocities are only 2% higher than the computed veloc-
ities. Since the PIV settings were based on the velocities in aneurysm, a larger difference
is observed in the parent artery. However, the slanted profile in the parent artery (fig 2.4)
is consistent with theoretical considerations of flow in curved tubes (Dean, 1927, 1928).

In plane e and h the out-of-plane velocities are higher than the in-plane velocities, espe-
cially near the distal side of the aneurysm and in the parent artery. Still, PIV captures
the secondary flow pattern along the wall of the parent artery, whereas the out-of-plane
velocity is too high in the center of the parent artery. The characteristics in the measured
velocity field in plane h (fig 2.4) resembles the velocity field in plane i (fig 2.5). For plane
e and h, the flow patterns observed 1 mmnext to the plane considered differ significantly,
whereas this is not the case for plane b. Hence, when measuring plane e and h, a slight
deviation in the positioning of the laser sheet, and averaging of the velocities over the
thickness of the laser sheet, influence the resulting velocity field.

As could be expected based on the low Reynolds number, no transitional flow or flow
disturbances are observed in the velocity field obtained with PIV. Therefore, the Euler
implicit time integration used in the CFD model is able to describe the steady state limit
of the flow. Considering the similarities between the characteristics of the measured and
computed velocity fields, it seems that the CFD model describes the velocity fields in the
aneurysm and its parent artery correctly. Since this CFD method has been used success-
fully in other applications (van de Vosse et al., 2003) and the velocity fields obtained with
PIV and CFD show the same characteristics, the CFD model will be used for further
analysis of the intra-aneurysmal velocity field.

The intra-aneurysmal velocity fields show a single anti-clockwise vortex, which is con-
sistent with the findings of Liou and Liou (1999). Furthermore, Liou and Liou (1999)
reported that the inflow proceeds around the distal lip of the neck close to the plane of
symmetry, which is also observed in the velocity field within the plane of symmetry (fig
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2.5b) and cross-sections in the neck (fig 2.6). When considering the velocity field within
the planes in figure 2.5a-c, one would expect the vortex identification to result in a circle
in figure 2.7a-c. The 3D flow pattern, as can be seen in the other cross-sections, results in
a more complex vortex core structure due to the presence of multiple interacting vortices.
This clearly shows the need of a more advanced analysis method for intra-aneurysmal
flow patterns, such as the identification and quantification of features like vortices and
stagnation regions.

Cebral et al. (2005a) uses one cross-section to characterise the blood flow patterns in the
aneurysmal sac. This may lead to a misinterpretation of the data, since a pattern might
appear to be a single vortex in one plane and more complex in the other. This can be
observed even in the simplified geometry used here. In pulsatile flow conditions, the
location of the vortex cores will shift throughout a cardiac cycle. The smaller vortices
observed in figure 2.5d, e and i, if present in pulsatile flow, might have an influence on
the oscillating wall shear stress. Therefore, these small vortices may be important in
the relation of rupture risk and flow patterns. However, since the major drawback of
the vortex identification method used here (Jeong and Hussain, 1995) is the failure to
discriminate between different vortex cores that are in close proximity of each other, mul-
tiple cores may arise as one vortex structure. Another vortex identification method, e.g.
the predictor-corrector method proposed by Banks and Singer (1995), or combination of
vortex identification methods, might be more appropriate for this application. The rela-
tionship between the vortex structure and rupture risk remains to be established. More-
over, other features, such as stagnation regions, may be relevant as well. The methods to
be used should be optimised by the analysis of intra-aneurysmal flow patterns in differ-
ent idealised geometries, after which patient-specific geometries should be examined in
order to identify rupture risk estimators.
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CHAPTER THREE

Patient-specific modelling of cerebral blood flow:

geometrical variations in a 1D model1

Cerebral aneurysm growth is influenced by haemodynamical factors, which are com-
monly estimated by means of a Computational Fluid Dynamics (CFD) model of a small
3D patient-specific segment of the arterial tree. Since direct in vivo assessment of the
boundary conditions for the 3D segment is often not possible, the flow pulses are gener-
ally computed with a patient-generic 1D model. The aim of this study is to evaluate the
necessity of, and requirements for, full patient-specificmodelling, i.e., both geometry and
boundary conditions based on patient data. The flow waveforms obtained with several
models from literature and a patient-specific geometry of the arterial tree are compared
and analysed. By comparing patient-specific and patient-genericmodels, it is investigated
whether different but all reasonable modelling assumptions results in substantial differ-
ences in flow distribution. The flow pulses obtained at the boundaries of the arterial
segment of interest are significantly affected by the 1D geometry and boundary condi-
tions. The geometry as well as the in- and outflow conditions of the 1D model should
be patient-specific, as they significantly influence the flow pulses to be prescribed at the
boundaries of the 3D arterial segment.

1 Reproduced from: G. Mulder, A. Marzo, A. C. B. Bogaerds, S. C. Coley, P. Rongen, D. R. Hose, F. N. van
de Vosse (2011). Patient-specific modelling of cerebral blood flow: geometrical variations in a 1D model.
Accepted for publication in Cardiovascular Engineering and Technology
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3 GEOMETRICAL VARIATIONS IN A 1D MODEL

3.1 Introduction

Haemodynamical factors are believed to play an important role in cerebral aneurysm
growth and rupture via the adaptation of the arterial wall (Singh et al., 2010). These fac-
tors, such as wall shear stress, may be derived from the intra-aneurysmal velocity field
measured directly in vivo, or estimated by means of a three-dimensional Computational
Fluid Dynamics (3D CFD) model. The intra-aneurysmal velocity field obtained with 3D
phase-contrast Magnetic Resonance (pc-MR) angiography shows good qualitative agree-
ment with CFD computations (Hollnagel et al., 2009; Isoda et al., 2010). However, the
spatial resolution is limited, resulting in averaging of the velocity over a voxel. This low
resolution leads to a loss in accuracy in regions with high velocity gradients, such as near
the arterial wall and inflow jets, leading to inaccuracies in derived quantities such as the
wall shear stress.

Therefore, in vivo measurement techniques and CFD remain complementary tools in
cerebral aneurysm research (Isoda et al., 2010). The 3D arterial segment modelled is
defined by its geometry and the boundary conditions prescribed at the inlets and outlets.
Since the intra-aneurysmal flow patterns are complex (Mulder et al., 2009) and most
sensitive to the geometric accuracy of the model (Cebral et al., 2005a), patient-specific
geometries have become the standard in cerebral aneurysm studies. In order to improve
further the reliability of these models, the focus is shifting from patient-generic bound-
ary conditions (Cebral et al., 2007; Steinman, 2002) towards patient-specific boundary
conditions (Marzo et al., 2011). Taking arterial distensibility into account is believed to be
less important for the flow patterns in cerebral aneurysms (Sforza et al., 2010).

As long as the 3D segments are modelled assuming rigid walls, the boundary conditions
to be prescribed are flows. Changes in absolute flow merely change the magnitude of the
velocities observed in the aneurismal sac (Cebral et al., 2005a), and are therefore consid-
ered less relevant than the flow distribution over both the inlets (Castro et al., 2006b) and
outlets. It has been observed that small intra-patient variations in flow distribution over
the outlets do not affect the characteristics of the intra-aneurysmal velocity field (Cebral
et al., 2005a). However, several papers show a high inter-patient variability of the cerebral
vasculature. Only about 55% of all patients have a complete circle of Willis (David and
Moore, 2008). Within the anterior circulation, common variations observed are either
multiple Anterior Communicating Arteries (ACoAs) (21%) or an absent or hypoplastic
ACoA (7%). In the posterior circulation a unilateral absent or hypoplastic Posterior Com-
municating Artery (PCoA) (27%) or hypoplastic PCA P1 segment (8%) are the most com-
mon variations. Considering the observed geometric variations of the cerebral arterial
tree (David and Moore, 2008), significant inter-patient variations of flow distributions
are expected and thus a patient-specific model including both inlet and outlet boundary
conditions is sought.

As summarised by Marzo et al. (2011), most studies involving patient-specific inlet flows
are based on pc-MR angiography, which allows local in vivo measurement of the flow
pulse through a plane of measurement perpendicular to the artery of interest. Although
this technique has been applied to the afferent arteries, the plane definition in the com-
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plex geometries of smaller, more tortuous arteries is unreliable (Marzo et al., 2011; Holl-
nagel et al., 2009). Moreover, the diameter of the artery that can be measured is limited
by the resolution of the imaging modality. Because of these limitations, pc-MR is unsuit-
able for obtaining boundary conditions at the small outlets.

Since the flow distribution is the true parameter of interest and the pc-MRA technique
is deemed inappropriate for determining outlet flow distribution boundary conditions, a
more global method is preferred. Alternatively, methods to extract flow from travelling
contrast agent are being developed, allowing relative flow measurements in the smaller
branches of the circle of Willis (Lieber et al., 2009).

If flow measurements cannot be performed at all the boundaries of the 3D segment,
or only as an average in time, a 1D wave propagation model of the arterial tree may be
used to estimate the flow waves at the location of interest based on measurements at
more accessible locations. However, in addition to geometry and flow measurements,
also pressure measurements may be needed to fully define a patient-specific 1D model.
Although the need to apply patient-specific boundary conditions has been discussed in
many papers (Marzo et al., 2011; Spilker and Taylor, 2010; Pope et al., 2009; Venugopal
et al., 2007), as far as known by the authors of this paper, no studies dedicated to patient-
specific 1D modelling of the flow in the cerebral arteries have been published until now.

The aim of this study is to explore the necessity of, and requirements for, full patient-
specific 1D modelling, i.e., both geometry and boundary conditions based on patient
data. The influence of both geometric variations and boundary conditions prescribed at
the outlets are assessed.

To assess the impact of patient-specific geometry, two 1D patient-generic geometries in-
troduced by Alastruey et al. (2007b) and Reymond et al. (2009) are compared with two
1Dmodels comprising both patient-specific and patient-generic data. The patient-specific
aspects of these models are obtained from the arterial segments from which the length
and diameter could be extracted from the 3D rotational angiography data. This data set
contains most of the cerebral circulation in both hemispheres, such that the circle of
Willis remains patient-specific in the latter two models. The three-element windkessel
models prescribed at the outlets of the 1D models have peripheral resistances based on a
patient-generic flow division over the vascular domains (Mulder et al., 2011a), after which
the resistance per truncated artery is based on its cross-sectional area (Alastruey et al.,
2007b) or the wall-shear stress at the outlet (Murray, 1926). The effect of the choices
made in these models on the flow waves throughout the cerebral circulation is analysed.

3.2 Materials and methods

3.2.1 Measurement methods

The patient-specific geometry of the cerebral circulation was based on a middle-aged
male patient at the Royal Hallamshire Hospital (Sheffield, UK), who harboured multi-
ple aneurysms in both hemispheres. A coiling procedure was required for aneurysms in
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Figure 3.1: (left) The triangulated surface extracted from the 3D-RA data (posterior view), where L and R
indicate the Left and Right side of the patient. (right) The centreline and local diameters are
extracted to provide the 1D geometry, while a small segment of the surface defines the 3D
geometry.

both the left and right middle cerebral artery. Therefore, rotational angiography images
are available for both hemispheres, allowing extraction of the full anterior geometry and
a part of the posterior circulation.

The 3DRotational Angiography (3D-RA) was performed using a Philipsr IntegriseTM BV
5000 machine (Philipsr Healthcare, Best, The Netherlands), recording 100 images in 4
s with an exposure time of 5 ms per image. Geometrical deformation was corrected for by
means of a built-in x-ray image-intensifier, a close-circuit-digital camera and the standard
Philips software. The voxel size in the reconstructed 3D images was 303 microns with a
512×512×512 reconstructionmatrix. In accordance the ethical approval for@neurIST’s
(aneurist.org) for use of patient data, informed consent has been obtained and the images
have been anonymised.

3.2.2 Data processing

The @neurIST computational tool-chain was used to extract the 1D and 3D geometry
from the 3D-RA images, as described in Marzo et al. (2009) The vessel triangular sur-
faces were extracted using the threshold isosurface extraction tool. Artifacts and unneces-
sary vasculature was removed and the surface repaired. These surfaces are used to extract
a 3D vascular segment containing two aneurysms, as well as the 1D geometry from the
centrelines (fig 3.1).

For the 1D geometry, the processing aimed to preserve as much of the visualised vascula-
ture as possible. The sculptured isosurface was used to compute the centreline and local
diameters throughout the geometry (fig 3.1). The centreline extraction (Mellado et al.,
2007), which is based on the flux driven automatic centreline extraction algorithm (Sid-
diqi et al., 2002), was insufficiently accurate to obtain the connectivity automatically due
to the complexity of the vasculature. After manual identification of the relevant segments
and the connectivity (fig 3.2), the segment lengths were derived from the centreline data.
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Table 3.1: The arteries in the 3D model at which boundary conditions need to be prescribed (fig 3.2).

Nr. Name

1 Internal carotid artery

2 Ophthalmic artery

3 Posterior communicating artery

4 Anterior choroidal artery

5 Anterior cerebral artery A1
6 Middle cerebral artery M2 inferior branch

7 Middle cerebral artery M2 inferior

8 Middle cerebral artery M2 superior

9 Middle cerebral artery M2 superior branch

Furthermore, tapering was ignored considering the short segment lengths and accuracy
of the segmentation. Instead, the mean radius per segment was determined. Since the
left Middle Cerebral Artery (MCA) was visualised in greater detail than the rightMCA (fig
3.1), only the arteries up to the fifth generation from the start of the MCA were included
while all more distal small side branches (family 6 and higher) are neglected. The flow
waveforms are evaluated at the boundaries of the 3D segment (fig 3.2 and table 3.1).

Figure 3.2: (left) The 3D patient-specific geometry (posterior view) and its boundaries. (right) Schematic
representation of the connectivity of the arterial segments, where the numbers correspond
to the numbers in the 3D geometry an table 3.1. A1 and A2 indicate the location of the two
aneurysms present, while the dashed lines indicate how the two hemispheres are connected.

3.2.3 1D wave propagation model

The conservation of mass and momentum balance, describing 1D wave-propagation in
incompressible fluids through distensible tubes (Hughes and Lubliner, 1973), are rewrit-
ten such that the pressure p and flow q are the parameters for which the set of equations
is solved. Neglecting the influence of small side branches, and assuming a velocity profile
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function as introduced by Bessems et al. (2007), the set of equations becomes
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with t the time, z the axial coordinate, and ρ and η the density and dynamic viscosity of
the fluid, respectively. The arterial wall is characterised by the compliance per unit length
C0, while the cross-sectional area A and the radius a are geometrical parameters. The δ1

and τw, both functions of the Womersley parameter α and based on the first harmonic,
describe the influence of the non-linear and the friction term respectively. For more
details on this model, the reader is referred to van de Vosse and Stergiopulos (2011) and
Bessems et al. (2007).

Geometry The geometries modelled consist of two parts (fig 3.3); the body (black) and
head (blue) respectively. Since the cerebral circulation is of interest here, only this part
will be varied while the body vasculature is the same in all simulations. The vasculature
of the body is based on data published by Stergiopulos et al. (1992) with some adapta-
tions for the assumptions made in this model (e.g., thin-walled segments) (Mulder et al.,
2011a). The two patient-generic cerebral geometries (fig 3.3, middle) are based on Alas-
truey et al. (2007b) (solid lines only), and Reymond et al. (2009) (solid and dotted lines).
In order to obtain the patient-specific geometries, the segments in the patient-generic
geometries, of which the lengths and radii could be extracted from the patient data, were
substituted (fig 3.3, middle; thick lines). Since part of the posterior circulation and the
supplying arteries were not imaged, a patient-generic geometry is assumed for this part
of the vasculature. Figure 3.4 provides a schematic overview of the geometries considered
here, which are referred to as RPG, APG, RPS and APS. Here, the first letter refers to the
model from literature that has been used to define the cerebral circulation (Reymond and
Alastruey, respectively). The last two letters indicate whether Patient-Specific (PS) data is
included or alternatively, the geometry is fully Patient-Generic (PG). The subscript 2 and
3 refer to the assumptions made in the derivation of the terminal impedances applied, as
will be described below.

The segment in which the patient-specific part of the geometry is coupled to the patient-
generic part is adapted such that there is no transition in radius in order to avoid non-
physiological reflections. Since in the ICA the patient-generic and specific part meet
mid-segment, the radius of the patient-generic part was chosen to be equal to that of the
patient-specific part (fig 3.3, right). The parameters defining all geometries are provided
in Appendix A.

Boundary conditions At the aortic root, the flow pulse given by Olufsen et al. (2000) is
prescribed, whereas the terminal impedance is prescribed at each outlet. This impedance
is modelled by a three-element windkessel model (Westerhof et al., 1971), consisting of a
resistance Z in series with a parallel combination of a capacitorC and another resistance
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Figure 3.3: (left) Geometry of the vascular tree is divided into two building blocks: the body (black) and the
head (blue). (middle) Two patient-generic cerebral geometries are considered; Alastruey (blue
and red solid lines), Reymond (blue and red solid and dashed lines). The two patient-specific
geometries are obtained by substituting the known part of the arterial tree (red) in Alastruey
as well as the Reymond geometry. (right) If the patient-generic and specific parts are coupled
mid-segment, the whole segment is given the patient-generic radius.

Figure 3.4: A schematic overview of the building blocks forming the patient-generic (APG and RPG) and
patient-specific (APS and RPS) geometries with the boundary conditions based on the surface
area (2) or the wall shear stress (3).
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R, resulting in:
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The first resistanceZ equals the high frequency characteristic impedance of the truncated
artery in order to avoid high frequency reflections (Westerhof et al., 1971). In order to ob-
tain a physiological flow distribution throughout the circulation, the geometry is divided
into major vascular domains, such as the legs, head and liver. The total peripheral resis-
tance of each vascular domain, which equals the parallel combination of the Rt = R+Z
of all outlets within a domain, is chosen such that the desired flow distribution over the
body parts is obtained (Mulder et al., 2011a). Within the cerebral vasculature, the distri-
bution of the terminal resistances of the head can be based on either the wall shear stress
(Murray, 1926), i.e., reciprocal of a3, or the surface area of the outlet (Alastruey et al.,
2007b), i.e., reciprocal of a2. With RVD being the total resistance of a vascular domain
with N outlets, the resistance of a single truncated artery within that domain Rt equals

Rt = RVD
an

t

an with an
t =

N

∑
i=1

an
i . (3.3)

Both cases (n= 2,3) are considered here. The difference between the typical total com-
pliance of the human body and the compliance captured by the 1D arterial segments
equals the compliance to be incorporated in the peripheral beds C0D described by the
windkessel models. The distribution of this peripheral compliance is proportional to the
flow distribution, i.e., the terminal resistances (Alastruey et al., 2007b):

C =C0D
RT

Rt
, (3.4)

where RT denotes the total resistance of the body. The resulting windkessel parameters
are provided in Appendix A.

Analysis In total, eight simulations were performed (fig 3.4); two fully patient-generic ge-
ometries and two partially patient-specific geometries, each with outflow boundary con-
ditions based on wall shear stress and the outlet area. In order to compare the results
obtained with these models, the flow distribution over the inlets of the circle of Willis
and the flow and pressure waveforms are evaluated.

The flow distribution over the afferent arteries obtained with the models is compared
to the physiological flow distribution from literature. Approximately 70% and 30% of
the flow through the CCA enters the ICA and External Carotid Artery (ECA) respectively
(Marshall et al., 2004). Furthermore, about 80% of the blood flow supplying the circle of
Willis is provided by both ICAs, whereas the remaining 20% comes from the Vertebral
Arteries (VAs) (Tanaka et al., 2006). Combining these fractions provides the flow division
over the CCA, ECA, ICA and VA relative to the total flow towards the head, i.e., the sum
of the flow through the CCAs and VAs.

Since these models aim to provide boundary conditions for the 3D CFD model of the

34



3.3 RESULTS

Table 3.2: The flow distribution the cerebral circulation in % of the total inflow (CCAs + VAs). The geome-
tries (abbreviations defined in figures 3.3 and 3.4) are either fully Patient-Generic (PG) based on
Alastruey et al. (2007b) (A), Reymond et al. (2009) (R), or partially Patient-Specific (PS). The last
column shows the physiological flow distributions Marshall et al. (2004); Tanaka et al. (2006).

APG3 APG2 RPG3 RPG2 APS3 APS2 RPS3 RPS2 Phys.

r. ECA 19 17 14 16 13 9 14 10 13
l. ECA 18 17 14 16 13 9 14 10 13
r. ICA 24 25 25 25 35 39 37 40 30
l. ICA 23 24 23 22 25 30 24 28 30
r. VA 8 9 12 11 6 6 6 6 7
l. VA 8 9 12 11 6 7 6 6 7

arterial segment introduced in figure 3.1, the flow waveforms (fig 3.5) are visualised at the
locations of the 3D boundaries depicted in figure 3.2.

3.3 Results

Although the APG shows a physiological distribution over the CCAs (ICAs + ECAs) and
VAs (table 3.2), the flow in the ECA is high relative to the flow in the ICA compared the
physiological division (last column). In the RPGmodels, the flow through the VAs is high
relative to the flow in the CCAs compared to the physiological distribution, resulting in
an underestimation of the flow fraction in the ICA.

The patient-generic models show a marked asymmetry of the flow in the CCAs, while the
sum of the left and right CCA corresponds to 86% of the total inflow as expected from
literature. When the peripheral resistances are based on the wall shear stress (APS3 and
RPS3), the sum of the left and right flow fraction resembles the physiological flow distri-
bution. When the resistances are based on the surface area (APS2 and RPS2) however,
the flow fraction through the ECAs appears underestimated. All patient-specific models
result in an asymmetric flow division over the right and left hemisphere.

When comparing the flow waves at the sites corresponding to the boundaries of the 3D
model, it becomes evident that the geometry andmethod of deriving boundary conditions
significantly affect the mean flow as well as the waveform. The flow in the MCA M1
segment (fig 3.5, panel 10) that is obtained with the RPG model is significantly lower
than the flow obtained with the other models. Furthermore, this model predicts the flow
in the PCoA to be directed towards the ICA, which is opposite to the flow direction in
the other models. Typically, the asymmetric flow observed in the patient-specific model
results in higher flows than those predicted by the patient-generic model. This does not
hold for the anterior choroidal artery, which is due to its smaller radius in the patient-
specific model.
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Figure 3.5: Flow pulses at the boundaries of the 3D geometry (fig 3.2; table 3.1). In order to allow compari-
son to the Alastruey model, the flow at the MCA M1 segment is shown (panel 10).
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3.4 Discussion

3.4.1 General findings

Considering clinical practice and the limitations of current technology, measuring the
flow and pressure at the boundaries of the 3D arterial segment of interest in each pa-
tient to serve as boundary conditions for a 3D aneurismal flow analysis is undesirable
and often not possible. Furthermore, in order to minimise the risk of rupture during the
measurement procedure, performing the pressure and flow measurements either non-
invasively at more accessible locations or at a reasonable distance from the aneurysm
is preferable. A 1D wave-propagation model facilitates the computation of pressure and
flow pulses throughout the cerebral circulation, allowing extraction of local boundary con-
ditions given a geometry and pressure and flow waves at some distant location. However,
many parameters are involved in such a model, specifying the geometry, mechanical be-
haviour of the wall as well as the fluid, and the boundary conditions describing the periph-
eral circulation. One of the questions to be answered is to what extend patient-specific
data are needed to obtain valuable boundary conditions from the 1D wave-propagation
model.

In this paper, a full patient-specific model of the 1D wave-propagation in the cerebral
circulation is defined as a model in which both the vascular geometry as well as the set
of outflow boundary conditions are derived from patient-specific data. In order to inves-
tigate the relevance of such a full patient-specific model providing boundary conditions
for a 3D flow analysis of a specific segment, several simulation results using different
modelling assumptions have been compared.

To enable the comparison, the inflow domain (proximal to the carotid and vertebral ar-
teries) was identical in all models, i.e., the vascular geometry was based on data provided
by Stergiopulos et al. (1992) and the cardiac output was based on Olufsen et al. (2000)
in all simulations. Outflow conditions have been represented by terminal impedances
(pressure-flow relations) defined by three-element windkessel models. The parameters
defining each windkessel model were derived from the local geometry of the outflow
tracts, where both wall shear stress and cross-sectional area based relations have been
used. Two recently published patient-generic data sets representing the cerebral vascular
geometry (Alastruey et al., 2007b; Reymond et al., 2009) were connected to the com-
mon inflow domain and showed remarkable differences in flow at locations relevant for
the provision of boundary conditions for 3D analysis. Since the inflow is identical for
each of the two models, these differences can only be explained by the differences in the
geometry of the cerebral vasculature and the differences in the corresponding outflow
conditions. Knowing that the resistive part of the terminal impedances is much larger
than the resistance due to viscous losses in the corresponding supplying arteries, it can
be stated that the outflow condition at each of the terminal branches is the main deter-
minant for flow distribution and thus responsible for the differences found between the
two patient-generic models.

The differences between the two, both seemingly reasonable models of the cerebral cir-
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culation are indicative for the importance of full patient-specific modelling. This has
been verified in this study by replacing the circle of Willis and its distal circulation in
both models by patient-specific vasculature and its corresponding boundary conditions
obtained from 3D-angiographic data of a patient. Even more remarkable and significant
differences in flow distribution (both in sign and magnitude) were found compared to
the patient-generic models, whereas the differences between the wall shear stress based
and cross-sectional area based outflow conditions were less pronounced.

Provided that the derivation of the windkessel parameters as used in this study is mean-
ingful, this result clearly indicates that a simple patient-generic 1D model to provide
boundary conditions for a 3D flow analysis in cerebral aneurysms is not sufficient. Obvi-
ously, in order to fully establish the significance of the findings presented in this paper,
more patient data should be included. However, considering the variability of the ge-
ometry of the cerebral vasculature observed in vivo (David and Moore, 2008), and the
sensitivity of the boundary conditions to geometrical variations, significant inter-patient
variations in flow are to be expected. Although it is clear that different flow boundary
conditions (fig 3.5) are obtained with the different models evaluated here, the effect on
the characteristics of the 3D velocity field in the aneurismal sac, such as the complexity
of the vortex structure, may be limited and still needs to be surveyed.

3.4.2 Case study

In general, the mean flows in the patient-specific models are found to be higher than
those in the patient-generic models, with the exception of the flow through outlet 4 (fig
3.5 panel 4; this location is not defined in Alastruey’s model). The radius of this branch
in the patient is 0.6 mm, which is smaller than the radius assumed by Reymond (aver-
age of 0.7 mm), on which the patient-generic model was based. Therefore, the velocities
through this outlet are expected to be unrealistically high when applying the patient-
generic boundary conditions on the patient-specific 3D geometry. Especially the lower
velocities in the branches adjacent to the aneurysm neck (MCA and ACA; fig 3.5 panels
5 and 10) are expected to lead to lower velocities within the aneurysmal sac, resulting in
lower shear stresses on the aneurysm wall. Also, differences in flow through the parent
arteries could induce differences in the intra-aneurysmal flow patterns, e.g, the complex-
ity of the flow and vortex strength. Again, the resulting wall shear stresses could show
differences in both pattern andmagnitude. This would be a concern since the complexity
of the flow patterns and the values and patterns of the wall shear stress are considered
potentially valuable parameters in the assessment of aneurysm stability (Cebral et al.,
2005b).

The effect of deriving the peripheral resistance on either the wall shear stress or the sur-
face area is less pronounced than the effect of the geometry of the segments (fig 3.5). Of
course, the effect of the assumption made in the derivation of the in peripheral resis-
tance cannot be considered independently as the resistance is determined by the radius
of the outlet branches, i.e., the geometry. However, when considering one geometry (e.g.,
RPS2 versus RPS3), the differences in the flow waves obtained with the two different pe-
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ripheral resistances are smaller than when two geometries (e.g., RPS2 versus RPG2) are
compared.

The patient-specific geometry showed more small side branches in the left MCA than in
the right MCA. The resulting flow distribution was skewed, i.e., higher flow rates were
observed in the less detailed right MCA. The vasculature showed asymmetrical mean
radii (e.g., left ICA 2.39 mm vs. right ICA 2.69 mm), suggesting there might indeed be
an asymmetry of flow. However, incorporating side-branches up to the 5th generation
counted from the start of the MCA reduced this effect. The results shown are obtained
with the reduced model, where the outlets of the left and right MCA were of the same
calibre. However, it is a concern that shifting the truncation point has such an effect
on the flows obtained. This is caused by the way the boundary conditions are derived.
Since the peripheral resistances scale with a2 or a3, the resistances are sensitive to small
changes in outlet radius. Obviously, deriving the boundary conditions from the local
geometry would be convenient, although the methods applied should be tested properly.
The only way to achieve this is by measuring the flow distribution in vivo.

3.4.3 Impact on clinical application

In the case study presented here, the full patient-specific geometry of the circle of Willis
was available since both hemispheres were visualised with 3D-RA. For this, an additional
injection of contrast was required so the patient was exposed to a relatively high amount
of radiation. However, usually only the 3D vasculature in one hemisphere is available,
allowing only a partially patient-specific model. Possible implications of this model in-
completeness still need to be investigated. Although contrast-enhanced Magnetic Res-
onance Angiography (MRA) provides high resolution images, the measurement-time is
significantly longer than that of 3D-RA. A problem involved in this method is the en-
hancement of the veins, and again an injection of contrast agent is required. This can be
circumvented by time-of-flight MRA, but this method relies on high flows and is there-
fore known to partially miss large aneurysms. The advantage of MRA is the possibility
to measure the flow distribution over the supplying arteries with phase-contrast MRA.
Unfortunately, the flow distribution over the small outlet branches cannot be measured
due to resolution issues. This can be done by applying videodensitometry to an x-ray se-
quence, although the required injection does alter the flow to be measured. Fortunately,
1D models in which the injection was included suggested that the influence of the injec-
tion on the flow through afferent arteries of the circle of Willis was in the same order of
magnitude (Mulder et al., 2011a). This allows measuring the flow distribution over the
outlets within the field of view, such that the distribution of the peripheral resistances
can be estimated.

In order to extract the patient-specific geometry from the raw images, segmentation is
needed. Although segmentation based on geodesic active regions (GAR) shows superior
accuracy and repeatability relative to iso-intensity surface extraction (ISO) (Bogunovic
et al., 2011), the computational costs are significantly higher for the first. Considering the
size of the region incorporated in the 1D geometry, ISO had to be applied. The centreline
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was less accurate for arteries with an irregular cross-sectional shape, kissing arteries and
small arteries with high curvature. A more robust and accurate method should be used
in the future studies (see e.g., Lesage et al. (2009)), allowing automated extraction of
segment data and connectivity.

The geometry of the proximal vascular domain is believed to be of lesser importance, al-
though it does affect incoming flow and pressure waves. It could be made more patient-
specific by scaling the segments with the height of the patient, relating the arterial stiff-
ness to the age, and scaling the cardiac output (Reymond et al., 2009). The latter is the
least relevant as absolute flow changes with the physiological state of the patient anyway.

3.5 Conclusion

The variations in model assumptions applied in this study significantly influence the re-
sulting flow pulses to be prescribed at the boundaries of the arterial segment. Therefore,
incorporating the patient-specific geometry of the cerebral arterial tree and the associated
outflow boundary conditions are expected to be necessary to obtain boundary conditions
for a representative 3D velocity field computation in the aneurismal sac. However, the
exact effect on the computed 3D aneurismal velocity field and its implications for rup-
ture risk predictions remains to be established. If the effect on the characteristics of the
intra-aneurysmal velocity field is found to be significant, in vivo flow measurements will
be needed to validate the full patient-specific 1D model described in this study.
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CHAPTER FOUR

The effect of patients-specific boundary

conditions on the 3D intra-aneurysmal velocity

field

In general, the intra-aneurysmal velocity field is obtained with a 3D Computational Fluid
Dynamics (CFD) model, where patient-generic boundary conditions are prescribed on a
patient-specific geometry. In chapter 3, the flow waves obtained with a 1D wave propa-
gation model based on patient-specific geometrical data of the cerebral vasculature was
compared to those obtained with a patient-generic model based on literature. The re-
sulting flow waves to be prescribed at the 3D boundaries showed significant differences.
In this chapter, the characteristics of the velocity field obtained with patient-generic and
patient-specific boundary conditions are evaluated by prescribing the end-diastolic flows
obtained in chapter 3. The corresponding intra-aneurysmal vortex and wall shear stress
distribution shows remarkable differences, indicating patient-generic boundary condi-
tions are indeed not suitable to obtain a realistic representation of the intra-aneurysmal
velocity field.
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4.1 Introduction

Cerebral aneurysms are localised dilatations of the arterial wall in the brain, which may
be prone to rupture. As the resulting haemorrhage is associated with high mortality and
morbidity rates, indicators for the rupture risk are sought. From a mechanical point of
view, the rupture risk is determined by the loading state and the mechanical properties
of the arterial wall, which are both related to the haemodynamics (chapter 2). Haemo-
dynamical factors are believed to play an important role in cerebral aneurysm growth
and rupture via the adaptation of the arterial wall (Ujiie et al., 1999; Singh et al., 2010).
Parameters that have been identified as likely candidates in aneurysm stability assess-
ment are for example the complexity of the intra-aneurysmal flow patterns (Cebral et al.,
2005b,c) and the wall shear stress (Boussel et al., 2008). In order to obtain the character-
istics of the intra-aneurysmal flow patterns, the 3D velocity field needs to be determined.

Computational Fluid Dynamics (CFD) is commonly used to obtain the velocity field in a
small segment of the cerebral arterial tree, of which the geometry is extracted from patient
data. However, in current studies the prescribed boundary conditions at the outlets still
are based on patient-generic data (see e.g., Cebral et al. (2011)). In order to obtain a more
representative intra-aneurysmal velocity field, patient-specific boundary conditions may
be required.

As the geometry of the cerebral vasculature shows significant inter-patient variability
(David and Moore, 2008), a 1D wave propagation model of which the geometry of the
cerebral arterial tree is based on patient-data has been developed (chapter 3). Incor-
porating the patient-specific geometry proved to significantly affect the flow waveforms
throughout the cerebral arterial tree (chapter 3), and therefore the flow pulses to be pre-
scribed at the boundaries of the 3D segment of interest. The effect of these variations on
the characteristics of the 3D intra-aneurysmal velocity field needs to be evaluated in order
to establish the impact of this inter-patient variability and the effect of the mismatch of
the patient-specific vascular geometry and patient-generic boundary conditions.

To this purpose, a case study is presented in which the end-diastolic flows obtained with
both a patient-generic 1D geometry (Reymond et al. (2009); RPG) and a patient-specific
geometry (Mulder et al. (2011a); RPS) are prescribed. The resulting intra-aneurysmal
velocity fields are compared both qualitatively and quantitatively. Based on this compari-
son the importance of patient-specific modelling when using haemodynamics to predict
cerebrovascular events is illustrated.

4.2 Materials and methods

4.2.1 Geometry domain

The vascular geometry of the segment including the cerebral aneurysm is obtained from
3D-RA data as described in chapter 3. The surface within the user-defined region of
interest (ROI) is extracted using GAR-segmentation (@neufuse software, aneurist.org).
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Irregularities are manually removed, smoothing is applied, and the truncated arteries are
clipped and capped to create outlet surfaces perpendicular to the local centreline.

The surface is converted into a volume mesh using ICEM (ANSYS) and processed such
that the geometry is defined by 268485 second-order Taylor Hood tetrahedrons (fig 4.1),
with a total of 1275923 degrees of freedom. The 3D domain Ω ⊂R

3 (the lumen) in which
the pressures and velocities are computed is constrained by the closed boundary Γ0 (the
arterial wall). Note that the aneurysm at the MCA bifurcation is not included in order to
reduce the complexity of the analysis (fig 3.2 vs. fig 4.1).

Γ1

Γ2

Γ3

Γ4

Γ5

Γ10

Γ1

Γ0Γ0

Γ3

Γ2

Figure 4.1: Two perpendicular views of the 3D surface extracted from the 3D-RA patient data is converted
into a triangulated surface mesh corresponding to the surface elements in the volume mesh.

4.2.2 Computational model

Incompressible Newtonian flow is described by the Navier-Stokes equations, which,
when neglecting the influence of body forces like gravity, reads

ρ
∂v
∂t

+ρ(v·∇)v = −∇p+η∇2v, (4.1)

∇·v = 0. (4.2)
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Table 4.1: End-diastolic and mean flows in ml s−1 at the truncated arteries of the 3D segment.

RPG RPS

qd q̄ qd q̄

Internal carotid artery (ICA) Γ1 2.21 3.26 2.82 5.23
Ophthalmic artery (Ophth) Γ2 0.03 0.06 0.13 0.27
Posterior communicating artery (PCoA) Γ3 0.54 0.73 0.17 0.21
Anterior choroidal artery (Ant chor) Γ4 0.40 0.57 0.06 0.11
Anterior cerebral artery (ACA) Γ5 0.99 1.38 0.88 1.61
Middle cerebral artery (MCA) Γ10 0.34 0.52 1.68 3.04

Here, ρ and η denote the constant density and dynamic viscosity, v the velocity vector,
and p the hydrostatic pressure. More details on the resulting set of equations to be solved
numerically are provided in chapter 2. A Newton-Raphson linearisation of the non-linear
term was used to achieve convergence within each time step, and the temporal discreti-
sation is achieved by the Euler implicit scheme. The model was implemented in the
in-house finite-element package TFEM (TFEM User’s Guide, M.A. Hulsen, 2010). The
PARDISO solver allows parallel direct solving of this large set of equations (www.pardiso-
project.org).

4.2.3 Boundary conditions

The 1D model from which the boundary conditions are extracted is described in chapter
3. In essence, the geometry of the cerebral vasculature is based on patient-generic data
from Reymond et al. (2009) or a combination of patient-specific data and the data from
Reymond. These models will be referred to as RPG (Reymond Patient-Generic) and RPS
(Reymond and Patient-Specific) respectively. In the RPS model, the segments of which
the patient-specific geometry is available substitute the corresponding segments in the
RPG model. The terminal resistances of the windkessel models prescribed at each outlet
of the 1D model are derived from the outlet radius assuming constant target wall shear
stress throughout a vascular domain, while the compliances are based on the flow dis-
tribution. More details on the derivation of the boundary conditions for the 1D model
are provided in chapter 5, while the patient-generic and patient-specific geometries are
introduced in chapter 3.

At each truncated artery in the 3D model, the end-diastolic flow extracted from the corre-
sponding branch in the 1D model is prescribed (figs 4.1, 4.2 and table 4.1). The integral
of the velocity component perpendicular to the ith truncated artery Γi over the surface
area of the outlet equals the flow through that outlet q1D,i ,

∫
Γi

v(t)·ni dΓ = q1D,i(t) with i ≥ 1. (4.3)

These expressions are added to the set of equations by introducing a Lagrangian multi-
plier for each of outlet, essentially prescribing the boundary conditions by defining con-
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Figure 4.2: The flow waveforms at the truncated arteries of the 3D segment are based on (left) a patient-
generic model Reymond et al. (2009) and (right) a patient-specific model (chapter 3).

straints. This leaves the velocity components parallel to each outlet undefined, resulting
in possible flow instabilities from computational origin. In order to solve this, the in-
plane velocities are set to zero at each nodal point on each outlet surface, thus

v(t)·t i, j = 0, (4.4)

where t i, j with j = 1,2 is the j th tangent of the ith outlet. In order to enable the use of
(4.3), these constraints too are added to the set of equations using Lagrangianmultipliers
rather than being imposed as Dirichlet boundary conditions.

The latter constraint is applied to all truncated arteries, while the first, concerning the
flow through the surface, is applied to all but one. A stress-free outlet condition is pre-
scribed at the Posterior Communicating Artery (PCoA; outlet 4 in figure 3.2), as the flow
through this branch should equal the sum of the flows through the other truncated ar-
teries. While this assumption is correct for stationary boundary conditions, it does not
hold when pulsatile flows are prescribed. Due to the arterial compliance incorporated in
the 1D model, the sum of the flows through the in- and outlets is not equal to zero at all
times. The distensibility is not included in the 3D model, which results in a discrepancy
between the flow predicted by the 1Dmodel and outflow through the open outlet, i.e. the
sum of the flows prescribed at the other outlets (fig 4.3).

At the rigid wall, no slip is assumed. Since no pressures have been prescribed, the com-
puted offset in the computed pressures will be undefined.

4.2.4 Data analysis

In order to assess the differences caused by prescribing boundary conditions obtained
with the RPG and RPS model, the pressure distribution throughout the 3D domain and
the velocity fields at several cross-sections are evaluated (fig 4.4). Since the flow patterns
in the aneurysmal sac are of primary interest in this chapter, the intra-aneurysmal ve-
locities and instantaneous streamlines are discussed in more detail, and the effect of the
observed differences on the wall shear stress is visualised.
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Figure 4.3: The flow through the unprescribed artery according to the 1D model (solid) and the effective
flow qin−qout (dashed) do not correspond due arterial distensibility. In (left) the RPS model this
effect is smaller than in (right) the RPS model, due to the lower pulsatility observed in the RPG
model (fig 4.2).
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Figure 4.4: The slices at which the velocity field is visualised.

4.3 Results

The resulting 3D velocity fields, both complex with significant secondary flows (figs 4.5
and 4.6), show several remarkable differences. Both the RPG and RPS model reveal
comparable secondary flow patterns in the ICA (outlet 1), as to be expected considering
the high degree of curvature. The major differences are observed near the aneurysm
neck. For example, the magnitude of the velocities are higher in the RPS model and the
flow is more evenly distributed over the ACA and MCA (outlets 5 and 10; fig 4.5 right).
This results in higher velocities and a stronger vortex in the aneurysmal sac (fig 4.6).
Although the location of the inflow and outflows are similar for both models, the vortex
core is situated deeper into the aneurysm (fig 4.6 bottom).
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Figure 4.5: The streamlines throughout the 3D domain reveal a significant degree of swirl in the ICA with
the boundary conditions based on the (left) RPGmodel and (right) RPS model. The line colours
indicate the magnitude of the velocities, and the dots indicate the center of the area where seed
points are located (for more information see paraview.org).

At the anterior choroidal artery (outlet 4), the flow obtained with the patient-generic
model is much larger than that obtained with the patient-specific model (fig 4.2 and
table 4.1). In addition, the radius of the corresponding branch in the patient-specific
vasculature is smaller than the radius in the patient-generic geometry (0.6 and 0.7 mm,
respectively), resulting in a unrealistically high pressure gradient (fig 4.7 left) and high ve-
locities (fig 4.8; panel 3) in this outlet when the RPG boundary conditions are prescribed.
The gradual pressure variations obtained with the RPS model are more representative of
the expected in vivo pressure distribution.

The difference in flow distribution over the ACA and MCA (outlets 5 and 10) results in
a difference in flow pattern just proximal to the neck (fig 4.8; panel 1 and 2). In the PG
model, the flow from the ICA splits in two streams at the MCA side of the neck, where
the major part supplies the ACA. In the PS model, most of the blood flow enters the
MCA rather than the ACA. The division leads to two high velocity domains with opposite
directions, effectively introducing a shear layer between the to regions and significant
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secondary flow at the aneurysm neck (fig 4.9). The latter enhances the intra-aneurysmal
vortices in the RPS model, resulting in lower intra-aneurysmal velocities in the RPG
model.

Indeed, the magnitude of the velocities through the neck are lower in the RPG case (fig
4.10), resulting in much (20 times) lower velocities in the aneurysmal sac. These low
intra-aneurysmal velocities in the RPGmodel lead to low shear stresses on the aneurysm
wall (fig 4.11). The wall shear stress distribution shows a region of high wall shear stress
near the neck in the RPS model, while the RPG wall shear stress is fairly uniformly
distributed.
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Figure 4.6: The intra-aneurysmal streamlines with the boundary conditions based on the (top) RPG model
and (bottom) RPS model show the complexity of the aneurysm vortex. The line colours indicate
the magnitude of the velocities, and the dots indicate the center of the area where seed points
are located (for more information see paraview.org).
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Figure 4.7: The pressures throughout the 3D domain with the boundary conditions based on the (top) RPG
model and (bottom) RPS model. Note that the offset in pressure has not been defined.
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Figure 4.8: The velocity field on the vertical slices parallel to the MCA/ACA (A1 − 3; fig 4.4) with the
boundary conditions based on the (top) RPG model and (bottom) RPS model.
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Figure 4.9: The velocity field in the vertical slices perpendicular to the MCA/ACA (B1−3; fig 4.4) with the
boundary conditions based on the (top) RPG model and (bottom) RPS model.
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Figure 4.10: The velocity field in the neck and the aneurysmal sac (C1,2; fig 4.4) with the boundary condi-
tions based on the (top) RPG model and (bottom) RPS model. Note the differences in scaling
needed to visualise the data.

53



4 PATIENT-SPECIFIC BOUNDARY CONDITIONS FOR 3D CFD

patient-specificpatient-generic

Γ5

Γ10

0 0.8 1.6

wss [Pa]

0 0.04 0.08

wss [Pa]

Figure 4.11: The wall shear stress with the boundary conditions based on the (top) RPGmodel and (bottom)
RPS model. Note the difference in scaling.
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4.4 Discussion and conclusions

The differences observed in the boundary conditions prescribed were expected to affect
the velocity field and pressure throughout the 3D geometry in several ways (see the dis-
cussion in chapter 3). Overall, the mean flows in the patient-generic (RPG) model are
lower than those in the patient-specific (RPS) model (fig 4.2 and table 4.1), with the ex-
ception of the flow through the PCoA and anterior choroidal artery (outlets 3 and 4).
Indeed, the mismatch between the geometry and the boundary conditions results in an
unrealistic pressure distribution when the flows from the RPGmodel are prescribed. The
flow distribution over the branches adjacent to the aneurysm neck, the ACA and MCA
(outlets 5 and 10), differs (table 4.1); the flow through the MCA is relatively low in the PG
model. This causes a difference in flow pattern just proximal to the neck, e.g., the shear
layer between the flow into the ACA and MCA observed in the RPS model. Moreover,
the secondary flow in the ACA and MCA is stronger in the RPS model. Altogether, this
results in higher velocities and a more complex vortex structure in the aneurysmal sac
when prescribing RPS boundary conditions.

The velocities in the aneurysmal sac are low relative to the velocities in the parent arter-
ies, especially in the RPG model. Considering the magnitude of the intra-aneurysmal
velocities, small differences in modelling assumptions can have a significant effect on
the resulting velocities and derived quantities such as the wall shear stress. For example,
Torii et al. (2007) and Torii et al. (2009) reported that including wall distensibility may
significantly affect the observed velocities and wall shear stresses if the intra-aneurysmal
velocities are low.

Cebral et al. (2005b,c) suggested that the stability and complexity of the intra-aneurysmal
vortex structure is an indicator for aneurysm stability. Other factors that have been asso-
ciated with an increased rupture risk are the size of the impingement region caused by
the inflow jet and locally high/low wall shear stresses or shear rates. Even considering
only the end-diastolic flow, the complexity and strength of the intra-aneurysmal vortices
is higher in the RPS model. The magnitude of the velocities, and therefore the wall shear
stress, are a factor 20 lower in the RPGmodel. Finally, the region of high wall shear stress
near the aneurysm neck observed in the RPS model is not present in the RPG model.

The end-diastolic flow was prescribed in order to reduce the complexity of the analysis.
As the end-diastolic flow distribution is similar to the distribution of the mean flows,
prescribing mean flows should give similar conclusions regarding patient-specific versus
patient-genericmodelling. Actually, themean flows in the RPSmodel are even higher rel-
ative to the RPG model compared to diastolic flows (the RPG inflow through ICA is 78%
of the RPS inflow in end-diastole, versus 62% when comparing the mean inflows), which
would only enhance the differences in the velocity field shown here. In a pulsatile case,
the differences can be expected to be even more pronounced as the amplitude is higher
in the RPS model. The authors therefore believe, considering the differences already
present when prescribing the end-diastolic flow, the pulsatile flow boundary conditions
will only confirm and augment the differences presented here.
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4.5 Conclusion

The intra-aneurysmal vortex and wall shear stress distribution shows remarkable dif-
ferences, indicating patient-generic boundary conditions are not suitable to obtain a re-
alistic representation of the intra-aneurysmal velocity field. Hence, the presented case
study indicates that prescribing a different set of flow boundary conditions, which both
appear to be within reasonable physiological limits, affect the characteristics of the intra-
aneurysmal velocity field. This rises the question about the errors induced when prescrib-
ing boundary conditions based on patient-generic data. Therefore, more patients should
be evaluated in order to establish with statistical relevance whether patient-specific data
are required to obtain a reliable representation of the factors that are thought to be in-
volved in aneurysm stability. Obviously, the influence of measurement and postprocess-
ing errors should also be considered in this survey, as the introduction of patient-specific
modelling is only relevant if the parameters needed can be obtained with an accuracy that
exceeds the inter-patient variability. Considering the significant variations in vascular ge-
ometry observed in vivo David and Moore (2008), this inter-patient variability is expected
to be high enough to induce a significant inter-patient variability of the flow.
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CHAPTER FIVE

The influence of contrast agent injection

on physiological flow in the circle of Willis1

X-ray videodensitometry allows in vivo flow measurements from gradients in contrast
agent concentration. However, the injection of contrast agent alters the flow to be mea-
sured. Here, the temporal, spatial, and inter-patient variability of the response to injec-
tion are examined. To this purpose, an injection is prescribed in the internal carotid in
a 1D wave propagation model of the arterial circulation. Although the resulting effect of
injection is constant over a cardiac cycle, the response does vary with the location within
the cerebral circulation and the geometry of the circle of Willis. At the injection site, the
injection partly suppresses the incoming blood flow, such that the distal flow is increased
by approximately 10%. This corresponds to approximately 20% of the injection rate added
to the blood flow during injection, depending on the vascular geometry. In the commu-
nicating arteries, the flow direction is reversed during injection. Since the measured flow
is not equal to the physiological blood flow, the effect of injection should be taken into
account when deriving the flow from travelling contrast agent.

1 Reproduced from: G. Mulder, A. C. B. Bogaerds, P. Rongen, F. N. van de Vosse (2011). The influence of
contrast agent injection on physiological flow in the circle of Willis Medical Engineering and Physics, 33, p.
195–203.
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5.1 Introduction

The influence of local haemodynamic parameters, such as wall shear stress, on the initi-
ation and progression of various cardiovascular diseases, has been widely accepted (Caro
et al., 1978). Since most of these parameters cannot be measured in vivo, models describ-
ing local flow provide useful information in understanding of the disease progression
and the planning of disease treatment. However, the arterial tree is a complex system of
compliant vessels of which the diameter decreases significantly towards the peripheral
circulation. Furthermore, local pressure and flow waves are altered by wave reflections
from transitions (e.g., bifurcations and variations in wall properties) elsewhere in the ar-
terial tree. Since these features are not easily captured by one single-scaled mathematical
model, a multi-scale approach is frequently applied.

Detailed velocity fields in an arterial segment (i.e., a small longitudinal section of the arte-
rial tree) can be obtained with 3D patient-specificmodels (David andMoore, 2008; Cebral
et al., 2005b; Castro et al., 2005). However, since these models are computationally ex-
pensive, and can only be feasibly applied to small to medium sized arterial segments, a
1D wave propagation model is more suitable for the computation of pressure and flow
waves throughout the arterial tree (Hughes and Lubliner, 1973; van de Vosse and Ster-
giopulos, 2011). In the multi-scale approach, a 0D or lumped-parameter model describes
the peripheral circulation, providing boundary conditions for the truncated arteries of
the 1D model (Stergiopulos et al., 1992; Bessems et al., 2007; Sherwin et al., 2003). The
1D model, in turn, provides boundary conditions for the 3D patient-specific geometry
(Passerini et al., 2009; Vignon-Clementel et al., 2006).

Recognising the relevance of appropriate pressure and flow boundary conditions for 3D
patient-specific geometries, several groups (see e.g., Alastruey et al. (2007b) and Rey-
mond et al. (2009)) adopted this multi-scale approach in order to model the cerebral
vasculature. However, the 1D geometry and boundary conditions are commonly based
on patient-generic data. A true patient-specific model requires, apart from its geometry,
patient-specific flow and pressure boundary conditions. Therefore, in vivo pressure and
flow measurements are needed.

For the cerebral circulation, several in vivo flow measurements techniques are available,
such as Trans-Cranial Doppler ultrasonography (TCD) (Bartels, 2002), Phase-Contrast
MR imaging (PC-MR) and videodensitometry from x-ray images (Shpilfoygel et al., 2000;
Waechter et al., 2008). In TCD, the velocities in the arteries of interest cannot be
measured simultaneously. Furthermore, this method is highly handler-dependent, and
10− 15% of the patients lack the temporal window required in TCD (Tsivgoulis et al.,
2009). Although PC-MR does allow simultaneous velocity measurements in large ar-
teries (Tanaka et al., 2006; Ford et al., 2005a), velocities in small arteries further down
the arterial tree cannot be retrieved accurately due to saturation and the small amount of
pixels covering the lumen (Tanaka et al., 2006).

X-ray can be applied in all patients, and its high temporal and spatial resolution allow
flow measurements even in the small arteries (Shpilfoygel et al., 2000). Several methods
to extract flow data from x-ray cines are available, each with their own advantages and
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drawbacks. However, since all videodensitometric methods rely on the propagation of
contrast agent facilitated by the blood flow, an injection of contrast agent is required
which is known to affect haemodynamics in vivo (Schröder et al., 1981; Spiller et al.,
1983). This study focusses on the effect of this injection on the physiological blood flow
using a 1D wave propagation model.

A contrast agent injection affects the blood flow at three time-scales (Schröder et al., 1981;
Nornes et al., 1990; Morcos et al., 1998). Firstly, the total volumetric flow is increased
instantaneously due to the injected volume, which is referred to as the direct effect. Sec-
ondly, the viscosity effect is the increase in peripheral resistance as the viscous contrast
agent reaches the microcirculation. The magnitude and timing, typically a few seconds
after the start of the injection, depend on the viscosity of the contrast agent and the loca-
tion of injection. Finally, the pharmacological effect refers to the increase in flow due to
vasodilation induced by the contrast agent. Again, the magnitude and timing, typically a
few minutes after the start of injection, vary with different contrast agents, while the in-
jected volume plays a role as well. In this study, only the direct effect is taken into account,
as this is considered most relevant in the short period in which the flow measurements
take place.

At the injection site, the injection partly suppresses the incoming blood flow, resulting in
a distal flow increase which is smaller than the injection rate. The actual flow increase
due to injection depends on the injection rate, as well as the peripheral resistance and
compliance of the arterial tree. This indicates the increase in flow is not only patient-
specific, but also depends on the site of injection and the site of measurement. In order
to quantify the effect of the injection on the original blood flow, the ratio of the increase
in flow and the original blood flow could be useful. However, since the blood flow tends
to be very low at certain sites in the circle of Willis, this factor would become futile.

The flow increase during injection is directly related to the injection rate (Levin et al.,
1977). In this study, it is assumed that the flow increase equals the fraction of the injec-
tion rate that adds to the physiological blood flow, i.e., the flow increase during injection
is proportional to the injection rate. The factor of proportionality is used to examine
spatial, temporal, and inter-patient variations of the response to an injection in the in-
ternal carotid artery. In order to examine inter-patient variations, three virtual patients
are considered, the first having a complete circle of Willis. The other geometries tested
are lacking either the anterior communicating artery or the posterior communicating
artery, for those are variations of the circle of Willis commonly seen in patients (David
and Moore, 2008).

5.2 Materials and methods

5.2.1 Governing equations for a single vessel

The governing equations for 1D wave propagation in incompressible fluids through dis-
tensible tubes, derived by Hughes and Lubliner (1973), are rewritten such that the pres-
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sure p and flow q are the parameters for which the set of equations is solved. When
considering an arterial segment with cross-sectional A(z, t) at axial position z and time t,
the conservation of mass becomes

∂A
∂t

+
∂
∂z
(Av̄)+Ψ = 0, (5.1)

where v̄ is the average velocity over the cross-sectional area. The source term Ψ enables
modeling of small side branches. The cross-sectional area can be derived from the pres-
sure using the relation

A(z, t) = A0 +C0(p− p0) with C0 =
2π(1−µ2)a3

0

hE
, (5.2)

where in this study the compliance per unit length C0 is based on thin-walled cylinder
theory for linear elastic materials. The Poisson ratio µ and Young’s modulus E charac-
terise the mechanical properties of the wall material, while the geometrical parameters
h and a0 are the wall thickness and vessel radius at the initial pressure p = p0. By the
substitution of (5.2), Av̄≡ q, and assuming Ψ = 0, (5.1) is written in terms of p and q

C0
∂p
∂t

+
∂q
∂z

= 0. (5.3)

In the derivation of the momentum balance, the velocity profile over the cross-sectional
area is needed to estimate the frictional forces and the non-linear convection term
(Hughes and Lubliner, 1973). Bessems et al. (2007, 2008) derived a velocity profile func-
tion assuming an inertia-dominated flow in the central core and friction-dominated flow
near the vessel wall. After substitution of this velocity profile function, and neglecting
body forces, the momentum balance becomes

∂q
∂t

+
∂
∂z

(

δ1
q2

A

)

+
A
ρ

∂p
∂z

=
2πa

ρ
τw+

η
ρ

∂2q
∂z2 , (5.4)

where ρ and η are the fluid density and dynamic viscosity respectively, and a is the local
lumen radius. The wall shear stress τw, which can be derived from the velocity profile
function assuming axisymmetry (Bessems et al., 2007), reads

τw = − 2η
(1−ζc)a

q
A
+

a
4
(1−ζc)

∂p
∂z

with ζc = (max[0,1−
√

2/α])2 , (5.5)

where ζc represents the square of the ratio between the radius of the inertia-dominated
core ac and lumen radius a. In large arteries, the Womersley number α = a

√

ρω/η, with
ω the angular frequency, is high (i.e., ζc → 1), and the flow is inertia dominated (ac → a).
Moreover, for low Womersley numbers (ζc → 0) the flow is friction-dominated (ac → 0).
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The constant δ1 is related to the velocity profile, and therefore to ζc, according to

δ1 =
2−2ζc(1− lnζc)

(1−ζc)2 . (5.6)

For large arteries (ζc → 1) the influence of the non-linear term is important and δ1 → 1,
resulting in a non-linear term similar to the ones used in other studies, e.g Sherwin et al.
(2003).

After substitution of (5.5), and (5.6) in (5.4), the (p, q)-system can be written as

∂
∂t

[

p
q

]

+N
∂
∂z

[

p
q

]

−D
∂2

∂z2

[

p
q

]

+H
[

p
q

]

= f , (5.7)

with

N =





0 C−1
0

A
2ρ

(1+ ζc)−δ1
q2

A2C0 δ1
2q
A



 , D =

[

0 0

0
η
ρ

]

,

H =





0 0

0
4πη

ρA(1−ζc)
+

q
A

(∂δ1

∂z
− δ1

A
∂A0

∂z

)



 , f =
[

0
0

]

.

(5.8)

To solve this set of equations, a Galerkin weighted residuals method is employed by dis-
cretisation of the spatial domain Ω using sixth-order spectral elements. Time discreti-
sation is achieved using a second-order backward differencing scheme and at each time
step a Newton-Raphson iterative scheme is used to handle the non-linear terms.

5.2.2 Arterial network

At branching sites, three elements (i.e., three nodal points) need to be coupled in a sin-
gle point. For laminar flow, the pressure and flow will not change over the transition,
provided the length of the transition (e.g., a bifurcation) is much smaller than the wave
length of the pressure and flow waves and the transition can be considered to be discrete
(Reuderink, 1991). Therefore, the coupling constraints for the pressures pi and flows qi ,
with i = 1,2 ,3, of the adjacent elements are











p1 = p2 = p3 ,
3

∑
i=1

κiqi = 0,
(5.9)

representing continuity of pressure and conservation of mass respectively. The constants
κi ( κ = ±1) relate the internal coordinate direction of the 1D spectral element under
consideration to the position of the branching point. Here, κi = 1 when the branching
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site is connected to the last nodal point of the 1D element, while κi = −1 when it is
connected to the first.

5.2.3 Boundary conditions

At the aortic root the flow pulse as measured by Olufsen et al. (2000) is prescribed,
whereas the terminal impedance is prescribed at the distal end of each truncated artery.
The terminal impedance is modelled using a three-element windkessel model (Stergiop-
ulos et al., 1992; Westerhof et al., 2009), consisting of a resistance Z in series with a
parallel combination of a capacitor C and another resistance R. Hence, the pressure and
flow at the truncated arteries are related according to

∂q
∂t

=
1
Z

∂p
∂t

+
p

ZRC
−
(Z

R
+ 1

) q
ZC

, (5.10)

and Z+R corresponds to the total peripheral resistance of the truncated branch, Rt . In
order to minimise high frequency reflections at the transition from the 1D to the 0D
domain, the characteristic resistance Z is chosen equal to the characteristic impedance of
the truncated artery (Westerhof et al., 1971), hence

Z ≡ Z0 =

√

ρhE

2π2(1−µ2)a5
0

. (5.11)

The wall shear stress can be used to estimate the peripheral resistances per outlet (Mur-
ray, 1926). However, it is well-known that the wall shear stress is only constant through-
out the body in rough approximation. Therefore, a physiological flow distribution is en-
sured by estimating the peripheral resistance per body part RBP (Alastruey et al., 2007b),
which is given by

RBP=
RT

αBP
, (5.12)

where RT is the total peripheral resistance of the human arterial system in normal con-
ditions (RT = 1.34 ·108 Pa s m−3; Stergiopulos et al. (1992)) and αBP is the physiological
fraction of the cardiac output entering each body part (table 5.1). Secondly, within a body
part compromising N truncated arteries, it is assumed that the outflow of each truncated
artery is proportional to its respective initial radius cubed a3

0 (Murray, 1926). The total
resistance is then defined as

Rt = RBP
a3

t

a3
0

with a3
t =

N

∑
i=1

a3
0,i . (5.13)

Furthermore, the terminal compliance C for each truncated artery is assumed to be pro-
portional to the flow fraction, RT/Rt . Given that the sum of the compliances of the 1D
segments and all 0D windkessel models equals the total compliance of the human body
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Table 5.1: The fraction of the cardiac output CO supplying each body part.

Body part fraction CO [-] Reference

intercostals 0.07
celiac trunc 0.13 Stergiopulos et al. (1992)

kidneys 0.22 Guyton and Hall (1996)

mesenteric 0.18 Perko (2001)

legs 0.20 Itzchak et al. (1975)

arms 0.05 Amundsen et al. (2002); Gault et al. (1966)

head 0.15 Guyton and Hall (1996); Alastruey et al. (2007b)

(i.e.,CT =C1D +C0D), the terminal compliance is defined as

C =C0D
RT

Rt
, (5.14)

with CT = 10−8m3Pa−1 (Chemla et al., 1998; Simon et al., 1979).

5.2.4 Virtual patients

The geometry (fig 5.1) consists of 60 arterial segments, which are defined by the lengths
L, proximal and distal radii ap and ad, wall thickness h and elastic modulus E (table
5.3). An exponential reduction in radius over the length of an arterial segment has been
observed in dogs (Anliker et al., 1971). However, as this relation does not hold for the
more irregular tapering in man (Pedley, 1980), linear tapering is assumed here. For all
arteries up to the neck, the radii are derived from the compliances of each segment given
by Stergiopulos et al. (1992) assuming thick-walled segments. Since our model assumes
thin-walled segments, the wall thickness is derived from the segment compliances and
radii using (5.2). The length and radii of the intracranial arteries are as described by
Alastruey et al. (2007b) and David andMoore (2008), while the wall thickness is assumed
to be 25 % of the initial radius (Alastruey et al., 2007b). Since the wall is considerably
stiffer in the cerebral circulation (Hayashi et al., 1980), a Young’s modulus E = 1.6 MPa
is assumed for all intracranial arteries. The windkessel parameters (table 5.4) for each
truncated artery are derived from the physiological flow distribution (table 5.1) and the
arterial properties in table 5.3. Furthermore, a blood density ρ = 1.05 · 103 kg m−3 and
dynamic viscosity η = 4.5 ·103 Pa · s are used.
The parameter settings described above represent virtual patient I, who has a complete
circle of Willis. Virtual patients II and III differ from I only in the geometry; the left PCoA
(segment number 50; represents patient 2) and ACoA (segment number 60; represents
patient 3) are absent. Since the flow through the communicating arteries usually is low,
the radii of the adjacent arteries have not been altered to facilitate the slight increase in
flow.
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Figure 5.1: The geometry of the 1D model, where the segment numbers correspond to those in table 5.3.
The arrow indicates the injection point.

5.2.5 Injection

During injection, the physiological flow is partly substituted by contrast agent, or equiva-
lently, only a fraction of the injection rate is added to the original blood flow. This fraction
is referred to as the m-factor (Waechter et al., 2008). Therefore, the flow during injection
qD at time t and location in the arterial tree x is described by

qD(x, t) = qB(x, t)+m(x, t)qI (t) , (5.15)

where qB is the physiological flow before injection, and qI the injection rate. For
0 < m< 1, the flow is elevated due to the injection, whereas m< 0 indicates a reduction
or reversal relative to the physiological flow.

The prescribed injection is described by

qI (t) =











1
2qI ,m(tanh(β(t − tb))− tanh(β(t − te))) , if tb ≤ t ≤ te,β � 1/(te− tb);

0, otherwise.

(5.16)

Here, qI ,m is the maximum injection rate, and β describes the rate of increase and de-
crease (i.e., a measure of the acceleration) of qI at the beginning and end of the injection
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(times tb and te, respectively). In order to test the validity of (5.15), several injections have
been simulated (rates qI ,m= 1.0;1.5;2.0 ml s−1 over te− tb = 3 seconds), which are mod-
elled as extra inflow via a side branch in the ICA. In order to examine the time-constant
involved in the response of the arterial model, the acceleration of the injection was varied
(β = 5;10s−1). Furthermore, the temporal and spatial variations of the m-factor are con-
sidered, using virtual patient I as described in the previous section. Since the effect of
injection is also expected to be patient-specific, the influence of an absent PCoA or ACoA
on the m-factors throughout the circle of Willis is examined.

5.3 Results

The flow and pressure curves (fig 5.2) in the aorta and arm are plotted at sample distances
from the aortic root that are based on those used by Schaaf and Abbrecht (1972). Several
features found in in vivo measurements are also observed in the numerical results. For
increasing distance from the aortic root, indicated by the arrow, the pulse pressure in-
creases whereas the peak flow decreases. The pressure pulse shows a dicrotic notch at
end systole, after which the pressure gradually decays in diastole. At the aortic root, the
systolic and diastolic pressure are approximately 130 and 70 mmHg, respectively. In the
subclavian, two peaks in the pressure pulse become more distinct with increasing dis-
tance from the aortic root. Furthermore, the end-systolic back flow in the subclavian
corresponds to the numerical results obtained by Schaaf and Abbrecht (1972).
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Figure 5.2: The pressure (solid) and flow (dashed) curves at several points (middle) in the aorta (left) and
arm (right). The arrow indicates an increasing distance from the aortic root.
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Figure 5.3: The normalised flow wave form in the ICA. The time is scaled to the average heart rate observed
by Ford et al. (2005a).

Table 5.2: Characteristic points of flow curves in the ICA and VA; model vs. Ford et al. (2005a).

Timing [ms] Normalised flow [-]

model Ford et al. (2005a) model Ford et al. (2005a)

mean σ mean σ
M0 −53 −61 7 0.60 0.68 0.05
P1 53 45 4 1.58 1.66 0.16
M1 x 141 20 x 1.20 0.09
P2 x 187 25 x 1.22 0.10
M2 274 280 21 1.06 0.94 0.08
P3 344 350 28 1.12 1.09 0.04

Ford et al. (2005a) defined characteristic points in both the ICA and VA waveforms (fig
5.3), which have been normalised with their respective mean flows. Although they ob-
served an extra peak just after the first peak P1, both the timing and magnitude of
the other maxima and minima coincide (table 5.2). Similar observation could be made
for the VA wave forms. Furthermore, the mean and peak flows (qm = 4.6mls−1 and
qp = 7.3mls−1) in the ICA are within the reported range (Cebral et al., 2008; Ford et al.,
2005a; Deane and Markus, 1997). The flow distribution over the inlets of the circle of
Willis of ICA:BA = 40 : 20 corresponds to the in vivo flow division (Hendrikse et al., 2005;
Tanaka et al., 2006), while the flow distribution over the outlets resembles that found by
Tanaka et al. (2006).
During a 2.0mls−1 injection in the left ICA (arrow in figure 5.4), part of the physiological
flow is suppressed by the contrast agent injection, resulting in a reduction of blood flow
proximal to the site of injection (solid line). Obviously, the increase in flow distal to the
point of injection (dashed line) does not correspond to the injection rate (dotted line),

66
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confirming only a small part of the injection is added to the original flow.

During injection, the flow waveform corresponds to that before injection, suggesting
the m-factor varies little in time. Indeed, when plotting the m-factor in time for several
locations within the circle of Willis (fig 5.5), it is virtually constant over the cardiac cycle,
indicating time-averaged flows can be used in (5.15). After the injection starts, the m-
factor converges to its stable value within a cardiac cycle. Differences in acceleration β
(dotted vs. solid) result in similar responses. Furthermore, the m-factor is independent
of the injection rate for the range tested here (qI ,m= 1.0;1.5;2.0 ml s−1).

The pressure increases slightly at the injection site, inducing an increase in pressure
difference between the injection site and the arteries of the circle of Willis. However,
as the Womersley number α ' 1 in the ICA, changes in pressure due to the injection
travel with the relatively high wave speed c' 1

2αc0 = O(5 m s−1), where c0 the Moens-
Korteweg wave speed (Pedley, 1980). Since the distance between the site of injection
and the outlets of circle of Willis is typically smaller than 15 cm, the pulse caused by the
injection should travel through the circle of Willis within 30 ms. Hence, the influence of
the injection-induced extra pressure on the pressure differences will be short-lived, which
corresponds to the overshoot observed in the m-factor, i.e., flow increase due to injection
(fig 5.5).
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Figure 5.4: Flow curves (left) proximal (1) and distal (3) to the point of injection (2), while 2.0mls−1 is
injected for 3 seconds. The influence of injection on the pressure curves (right) is small at the
injection site (1, 2 and 3), as well as further down the tree (e.g, in the ACoA; 4).

Spatially, the m-factor shows significant variations (fig 5.6). In the left internal carotid,
the injection results in a reduced inflow (m< 0) proximal and increased total flow (m> 0)
distal to the injection site, which is in agreement with figure 5.4. Although the injection
induces an increase in pressure in the order of magnitude 101 − 102 Pa, the change in
pressure difference between the injection site and the outlets is about 10 Pa. The pressure
difference between the outlets and their respective veins is in the order of magnitude 10
kPa, as the venous pressure is approximately zero. Within the circle of Willis however,
the pressure differences are smaller. Therefore, the effect of injection is more noticeable
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within the circle of Willis, and the resulting redistribution of the flow allows the flow
through all outlets to remain relatively unaffected.

Since the communicating arteries play an important role in counterbalancing the effect
of injection, as indicated by the flow reversal, an absent or hypoplastic ACoA or PCoA will
influence them-factors throughout the circle ofWillis. If either of the two communicating
arteries is absent, the inflow through the left ICA proximal to the injection site is reduced
even more (fig 5.6 vs. 5.7).

If the left PCoA is absent, the anterior circulation plays a more prominent role in counter-
balancing the effect of injection, as indicated by the increased effect in ACAs and ACoA
(fig 5.6 vs. 5.7a). Via the anterior circulation, the flow in the posterior arteries is affected.
The flow through the right PCoA is reduced, while the flow entering the circle of willis
through the BA remains unchanged. This results in a increased outflow through the PCA
P2 segments, similar to the increase observed in a complete circle of Willis.

The absence of the ACoA results in an slightly increased response in the MCA, while the
difference in response in the PCoA and the ICA proximal to the injection site is more
pronounced (fig 5.6 vs. 5.7b). The blood flow towards the contralateral side of the circle
of Willis is increased, reducing the inflow from the BA. Furthermore, the inflow through
the contralateral ICA is increased.
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In all three geometries considered here, mainly the outflow through the ACA A2 seg-
ments changed, whereas the rest of the outflows responded similarly due to the capacity
of the circle of Willis to redirect flow. However, the response flow within the circle of
Willis depends significantly on the geometry.

5.4 Discussion

The injection is modelled by prescribing an extra inflow in the internal carotid artery,
where the injected fluid has the same properties as the blood. Although the dynamic vis-
cosity η and density ρ of radio-opaque contrast agents usually differ from those of blood,
in our model only the kinematic viscosity ν = η/ρ is relevant in defining the fluid prop-
erties (equation 5.4 and 5.5). Since contrast agents often used in cerebral angiography
(e.g., Ultravistr 300 and OmnipaqueTM 300) have kinematic viscosities that resemble
that of blood (3− 5 · 10−6 m2 s−1), the assumption of the injected fluid being the same
as blood is reasonable. Furthermore, the effects of the presence of the catheter and its
cross-sectional positioning in the artery on the local velocity fields (Mabon et al., 1978)
are assumed to have a negligible effect on the flow and pressure waveforms throughout
the arterial tree.

The shape of the injection rate used here differs from that used in literature, e.g., ex-
ponential decay (Waechter et al., 2008). However, the time-constant involved in the re-
sponse to injection is small and the m-factor at a certain location is independent of the
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5 THE INFLUENCE OF INJECTION

injection rate, i.e., the m-factor converges to its stable value within a heartbeat regardless
the acceleration. This indicates the shape of the injection curve used, does not affect the
resulting m-factors.

As mentioned in the introduction, an injection of a radio-opaque contrast agent causes
a response on three time-scales (Stoeter et al., 1984). The first part of the response is
an increase of total flow due to the added volume flow during injection. This part of
the response depends on the injection rate and the compliance and resistance of the
vasculature, and can be modelled as described here. However, autoregulation controls the
peripheral resistances in order to maintain sufficient blood flow to the brain. Typically,
autoregulation restores the blood flow within 3− 5 seconds after a disturbance (Aaslid
et al., 1989; Aaslid, 2006; Moore et al., 2006), which indicates it would influence the m-
factor at the end of a 3 second injection. Therefore, autoregulation should be incorporated
by regulating the peripheral resistances in the windkessel models (Olufsen et al., 2002;
Alastruey et al., 2007a).

About 1 to 1.5 seconds after injecting in the ICA (Stoeter et al., 1984), the more viscous
contrast agent reaches the micro-circulation, resulting in an increase in peripheral resis-
tance. This leads to a decrease in flow, and therefore, a decrease of the m-factor. However,
since the significance of the viscosity effect is strongly related to the viscosity of the con-
trast agent used (Morris et al., 1982), this effect is not considered here.

Both the time of onset and duration of the pharmacological effect differ between differ-
ent contrast agents. In general, this effect is not observed earlier than 5 seconds after
the start of injection, while the duration varies from several seconds (Stoeter et al., 1984)
up to several minutes (Pugh, 1996). As long as the measurements are performed within
5 seconds after starting the injections, and the time between two subsequent measure-
ments is a fewminutes (Schmitt et al., 2005), the pharmacological effect can be neglected
as well.
Although several papers reported that contrast agent injection alters the physiological
blood flow (Schröder et al., 1981; Warelius, 1967; Spiller et al., 1983), later studies tend
to ignore this (Shpilfoygel et al., 2000; Schmitt et al., 2005; Tenjin et al., 1998). The
results presented in this paper clearly show that, although the temporal variations of the
m-factor can be neglected (fig 5.5), the spatial variations cannot (fig 5.6). Since the change
in flow is proportional to the change in pressure difference, a small increase in pressure
difference allows only for a small increase in total flow. This accounts for the reduced
inflow proximal to the injection site and relatively small effect on the flow through the
outlets. The flow is redistributed via collateral pathways, thereby inducing a flow reversal
in the communicating arteries. In vivo pressure measurements during injection support
the negligible pressure increase predicted by the model presented here (appendix B).

Evaluation of the effect of the results obtained with the present model on the flow ex-
tracted by means of videodensitometry is possible when the concentration profiles are in-
cluded in themodel. Taylor dispersion allows definition of an effective diffusion constant,
accounting for shear augmented transport. This can be extended to more general veloc-
ity profiles and pulsatile flow, where axisymmetry is assumed (Azer and Peskin, 2007).
However, secondary flow profiles induced by the for example high curvature in ICA will
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affect the mixing of blood and contrast agent (Pedley and Kamm, 1988). Estimation of
the effective diffusivity will not be straightforward due to the characteristics of the flow in
the cerebral vasculature, e.g., variations of the secondary streamline patterns due to the
high Dean number and the influence of the numerous junctions present. This geometri-
cal complexity, and the idealisations required in the derivation of the effective diffusivity,
result in no more than a rough qualitative indication (Pedley and Kamm, 1988), which is
not suitable for quantitative modelling.

The m-factor depends on the vasculature, and therefore, is patient-specific. This means
that the m-factor should be derived from patient measurements. Considering (5.15), the
obvious measurement method would be to record two x-ray sequences, each with differ-
ent injection rates. However, preliminary results on patient-specific measurement of the
m-factor using this method are not promising, as the range of injection rates suitable for
x-ray videodensitometric methods is small, and patient-dependent. If the injection rate
is too low, the signal-to-noise ratio is too low; if the injection rate is too high, the lumen
is completely opacified and the gradients in contrast agent concentration necessary in
videodensitometry are lost.

The effect of injection on the flow is diminished within one cycle (fig 5.4). The time
needed for the concentration agent to wash out of the ICA, estimated from the convection
and length of the ICA, is about half a heartbeat. However, even though the contrast agent
within the core of the ICA flow will have vanished within one cycle, some contrast agent
may remain in the boundary layer. The transport of contrast agent in the boundary layer is
related to the blood flow in the core, however, the variations will be smaller. Furthermore,
it is unlikely that enough contrast agent remains to allow reliable flow curve extraction,
especially since the secondary flow profiles increase the transport from the boundary
layer to the core of the flow. More precise analysis is only possible with the aid of 3D
models (virtual angiography, see e.g., Ford et al. (2005b)).

Even if the m-factors cannot be measured, the effect of injection should be taken into
account when deriving the flow from travelling contrast agent, as the measured flow
is not equal to the physiological blood flow. The injection might affect the results in
both qualitative (e.g., virtual angiography (Cebral et al., 2007; Castro et al., 2006b; Ford
et al., 2005b)), and quantitative studies (Asakura et al., 2003). For instance, in vivo flow
measurements may be performed with the aim of obtaining patient-specific boundary
conditions for a 3D arterial segment. In the internal carotid artery, ignoring the effect
of injection would lead to an overestimation of about 10%. However, if flow reversal
occurs, this will affect the velocity field in the 3D segment of interest. A 1D model is a
suitable tool in examining the effects of a disturbance on the flow and pressure waves
throughout an arterial tree, allowing improvement of the accuracy with which in vivo
flow is measured with x-ray videodensitometric methods.
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5 THE INFLUENCE OF INJECTION

5.5 Conclusion

A 1Dwave propagationmodel has been used to investigate the influence of contrast agent
injection on the flow in the circle of Willis. The simulations show that the flows in the
different branches are significantly affected by the contrast injection. A factor introduced
to correct for this effect can be assumed constant over a cardiac cycle. However, spatial
variations cannot be neglected, as the response to injection varies strongly throughout
the vasculature and between patients. As a consequence, x-ray based assessment of flow
in the circle of Willis should be interpreted with the greatest care.
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Table 5.3: Geometrical data of the arterial tree (top; Stergiopulos et al. (1992)) and the circle of Willis (bot-
tom; Alastruey et al. (2007b); David and Moore (2008).

Nr. artery name L ap ad h E

[cm] [cm] [cm] [10−2 cm] [106 Pa]

1 ascending aorta 4.00 1.470 1.440 13.9 0.4
2 aortic arch A 2.00 1.120 1.120 10.8 0.4
3 aortic arch B 3.90 1.070 1.070 9.9 0.4
4 thoracic aorta A 5.20 0.999 0.999 8.7 0.4
5 thoracic aorta B 10.4 0.675 0.645 8.1 0.4
6 intercostals 8.00 0.200 0.150 3.4 0.4
7 abdominal aorta A 5.30 0.610 0.610 7.3 0.4
8 celiac 1.00 0.390 0.390 5.1 0.4
9 abdominal aorta B 1.00 0.600 0.600 6.6 0.4

10/11 l./r. renal 3.20 0.260 0.260 4.0 0.4
12 abdominal aorta C 1.00 0.590 0.590 6.6 0.4
13 abdominal aorta D1 5.30 0.580 0.564 6.3 0.4
14 sup. mesenteric 5.90 0.435 0.435 5.6 0.4
15 abdominal aorta D2 5.30 0.564 0.548 6.2 0.4
16 inf. mesenteric 5.00 0.160 0.160 3.0 0.4
17 abdominal aorta E 1.00 0.520 0.520 5.5 0.4

18/19 l./r. common iliac 5.80 0.368 0.350 4.8 0.4
20/22 l./r ext. iliac 14.4 0.320 0.270 4.2 0.8
21/23 l./r. int. iliac 5.00 0.200 0.200 3.1 1.6

24 brachiocephalic 3.40 0.620 0.620 6.7 0.4
25/26 l./r. subclavian 3.40 0.423 0.423 5.4 0.4
27/28 l./r. brachial 42.2 0.403 0.236 5.0 0.4
29/33 l./r. radial 23.5 0.174 0.142 3.0 0.8
30/34 l./r. ulnar A 6.70 0.215 0.215 3.5 0.8
31/35 l./r. ulnar B 17.1 0.203 0.183 3.4 0.8
32/36 l./r. interosseous 7.90 0.091 0.091 1.9 1.6

37 l. common carotid 20.8 0.370 0.250 6.3 0.4
38 r. common carotid 17.7 0.370 0.250 6.3 0.4

39/41 l./r. ext. carotid 17.7 0.177 0.083 3.8 0.8
40/42 l./r. int. carotid A 17.7 0.200 0.200 5.0 0.8
43/44 l./r. vertebral 14.8 0.136 0.136 3.4 0.8

45 basilar 2.90 0.162 0.162 4.0 1.6
46/47 l./r. post. cerebral artery P1 0.50 0.107 0.107 2.7 1.6
48/49 l./r. post. cerebral artery P2 8.60 0.105 0.105 2.6 1.6
50/51 l./r. post. comm. artery 1.50 0.073 0.073 1.8 1.6
52/53 l./r. int. carotid B 0.50 0.200 0.200 5.0 1.6
54/55 l./r. middle cerebral artery 11.9 0.143 0.143 3.6 1.6
56/57 l./r. ant. cerebral artery A1 1.20 0.117 0.117 2.9 1.6
58/59 l./r. ant. cerebral artery A2 10.3 0.120 0.120 3.0 1.6

60 ant. comm. artery 0.30 0.074 0.074 1.9 1.6



Table 5.4: Parameters for the windkessel models prescribed at the truncated arteries.

Nr. artery name Z R C
[109 Pa s m−3] [109 Pa s m−3] [10−10 m3 Pa−1]

6 intercostals 1.12 0.80 2.76
8 celiac 0.13 0.90 5.12

10/11 l./r. renal 0.31 0.91 4.33
14 sup. mesenteric 0.10 0.68 6.75
16 inf. mesenteric 0.91 14.80 0.34

20/22 l./r. ext. iliac 0.40 1.48 2.80
21/23 l./r. int. iliac 1.04 3.60 1.14
29/33 l./r. radial 1.70 16.50 0.29
31/35 l./r. ulnar B 0.96 7.57 0.62
32/36 l./r. interosseous 5.86 63.50 0.08
39/41 l./r. ext. carotid 5.80 14.10 0.27
48/49 l./r. PCA P2 4.09 5.76 0.54
54/55 l./r. MCA 2.22 1.68 1.36
58/59 l./r. ACA A2 3.14 3.46 0.81



CHAPTER SIX

Personalisation of CFD-based cerebral aneurysm

flow analysis using pressure measurements in the

carotid artery

It is well established that a 1D wave propagation model can be used to provide the in-
put for a CFD based 3D analysis of intra-aneurysmal flow patterns. In earlier studies
(see chapters 3 and 5) the importance of patient-specific versus patient-generic 1D mod-
eling has been shown. At the outflow boundaries of the 1D wave propagation model, the
terminal impedance can be prescribed via a 3-element windkessel model of which the
terminal resistance and compliance need to be defined (see chapters 3 and 5). The ratio
of mean pressure and mean flow defines the terminal resistance, which, together with
the time constant describing the exponential decay in the diastolic part of the pressure
curve, defines the terminal compliance. Mean pressure and flow as well as the diastolic
decay, however, vary throughout the body and between patients. In this chapter the possi-
bility to estimate the patient-specific time constants from measured pressure waveforms
in the carotid artery is analysed. Hereto, the intra- and inter-patient variability of the time
constant as well as the waveform characteristics are estimated from the pressure curves
obtained from the internal carotid artery of 6 patients. The intra-patient variability as ob-
tained from these data shows the feasibility of such a pressure waveform based procedure
whereas inter-patient variability indicates its necessity.
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6 PATIENT-SPECIFIC CHARACTERISATION OF THE PRESSURE DECAY IN DIASTOLE

6.1 Introduction

A 1D wave propagation model can provide boundary conditions for a 3D CFD model in
a vascular segment of interest (chapter 3 and 4). Since patient-specific boundary condi-
tions for the 1D model are needed to obtain representative velocity fields, measurements
are necessary to obtain model parameters. The 1D boundary conditions used through-
out this work are 3-element windkessel models consisting of characteristic impedance,
resistance and compliance element. As the characteristic impedance is defined by the
input geometry and material parameters, extracting patient-specific boundary conditions
is reduced to obtaining the total peripheral resistance and the compliance of each wind-
kessel model. In other studies, the peripheral resistances are often based on the outlet
radius (Murray, 1926; Alastruey et al., 2007b). In chapter 3 however, it was shown that
the geometry-derived boundary conditions for a 1D model of the cerebral vasculature
were sensitive to relative small changes in the radius of the truncated arteries, especially
considering the inaccuracies that are inevitably introduced during the processing of the
vascular geometry. Alternatively, the resistances at the outlets could be derived from flow
measurements. If the flows in all branches are known, the resistance can be estimated
with the ratio of the mean pressure in the ICA to the mean flow through each outlet,
assuming the pressure drop over the circle of Willis is small compared to the pressure
itself. Since the flow distribution over the outlets is defined by the ratios of peripheral
resistances at each outlet, the relative flows define the distribution of the total resistance
of the cerebral circulation over the outlets of the circle of Willis.

Some studies use a single generic time constant as found in the aorta to estimate the pe-
ripheral compliances (Bessems et al., 2007). However, the time constant depends on the
location within the arterial tree; the large arteries are more compliant than those further
down the tree, while the peripheral arteries account for most of the resistance. There-
fore, the time constant in the outlets of the circle of Willis is expected to be significantly
lower than in the aorta. In order to estimate a patient-specific compliance, the pressure
curve can be used (Stergiopulos et al., 1995). The differential equation describing the
windkessel model can be integrated over the time, although this method of extracting
the compliance requires measurements of both the pressure and flow waveform. Alter-
natively, the low-frequency impedance method (Laskey et al., 1990) assumes the flow is
close to zero in diastole, such that the time constant describing the diastolic decay of the
pressure pulse can be used to extract the compliance. In the cerebral circulation however,
the diastolic flow is significantly different from zero (fig 3.5), resulting in an error when
estimating the compliance in the way described above. In this chapter, it is shown that
the estimation is improved noticeably if the diastolic flow is assumed to be some portion
of the mean flow over a cardiac cycle.

The diastolic decay observed in the last part of the pressure wave provides enough infor-
mation to derive boundary conditions for a 1D model of the circulation. However, a 3D
model describing the arterial wall, either separately or in conjunction with the blood flow
(Fluid Structure Interaction; FSI), requires the pressure curve over the full cardiac cycle.
Characterisation of the flow and pressure waveforms in the main arteries could be used
to derive boundary conditions for such computational models. Holdsworth et al. (1999)

76



6.2 MATERIALS AND METHODS

evaluated the flow waveform in the common carotid artery measured with ultrasound in
11 healthy volunteers. In a similar study, Ford et al. (2005a) analysed the flow waveforms
in the internal carotid and vertebral arteries measured with phase-contrast Magnetic Res-
onance in 17 patients. Characteristic points such as the maxima, minima and inflection
point were defined. The characteristic points obtained from the gain-normalised flow
waves showed remarkably low inter-patient variability. Moreover, a correlation between
the peak flow and the mean flow was found, while an increased cardiac cycle was related
to an increased diastolic decay. Both studies suggested that the characteristic waveforms
could be used as boundary conditions in numerical simulations due to the scalability
of both amplitude and cardiac cycle. However, the pressure waves were not included
in these two studies, and these are needed to fully define computational models of the
circulation.

In this chapter, the pressure curves obtained from the internal carotid artery of 6 patients
were analysed. The objective is twofold: estimate the time constant describing the di-
astolic decay in order to evaluate the intra- and inter-patient variability, and evaluate the
feasibility of deriving a typical pressure waveform in the internal carotid. First, the results
from chapter 3 are used to introduce and show the advantage of taking into account the
diastolic flow when deriving the time constant from pressure waves. Next, the individual
cardiac cycles in each patient are used to evaluate the variability of the time constant.
Finally, a preliminary evaluation of the normalised pressure waveforms is presented.

6.2 Materials and methods

6.2.1 Compliance from the pressure waveform and relative diastolic

flow

The 3-element windkessel model is described by

∂p
∂t

+
1

RC
p=

1
C

(Z
R
+ 1

)

q+Z
∂q
∂t

, (6.1)

where Z is the characteristic impedance of the outlet vessel and C the peripheral compli-
ance relating the pressure p(t) to the flow q(t). The total peripheral resistance R+Z is
the ratio of the mean pressure p̄ and flow q̄, while the compliance can be derived from
the diastolic decay of the pressure by fitting an exponential with time constant τ =RC. In
the aorta, the diastolic flow is approximately zero, such that the solution to (6.1) becomes

p(t) = p0e−(t−t0)/τ , (6.2)

where p0 is the pressure at onset of the diastolic decay at the time t0. However, the zero
flow assumption is not valid in the cerebral circulation. In order to improve the accuracy
with which the compliance can be extracted, the diastolic flow is assumed to be a fraction
of the mean flow over the cardiac cycle, i.e., qd = ζq̄ = ζp̄/(R+ Z). Substituting this
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assumption into (6.1) and including the constant in the time derivative yields

∂(p− p̃)
∂t

= − 1
RC

(p− p̃) , (6.3)

with p̃ = ζp̄. After substituting the end-diastolic pressure p1 at time t1 into the general
solution to this differential equation, i.e.,

p(t)− p̃= (p0 − p̃)e−(t−t0)/τ , (6.4)

rewriting gives the time constant

τ = − t1 − t0

ln
p1 − p̃
p0 − p̃

. (6.5)

In the special case of zero diastolic flow, e.g. in the aorta, ζ = 0 and (6.4) reduces to (6.2).

In order to evaluate the effect of incorporating a fraction of the mean flow, τ has been
derived from the pressure curves in outlet 4, 6 and 9 of the patient-specific 3D domain
presented in chapter 3 (fig 3.2) as obtained with the patient-specific Alastruey and Rey-
mond models (APS and RPS model, respectively; see chapter 3). For small ζ, the decay is

underestimated (
∂p
∂t

too small), i.e. τ is overestimated (fig 6.1). The value of ζ for which

the estimated time constant corresponds to the prescribed time constant, indicated by the
dotted lines in figure 6.1, is about 0.5 to 0.6 for the APS and RPS models, respectively.

This is in the same order of magnitude but slightly smaller than the computed
qd

q̄
, since

the flow decrease during diastole is not taken into account.

The error on the estimated time constant when using ζ = 0.5 ranges from 1 to 30% for
both models, compared to 130 to 230% when ζ= 0. Therefore, incorporating the diastolic
flow improves the estimated cerebral time-constant τ considerably.

6.2.2 Data acquisition

In this study, two separate and independently acquired pressure data sets are used. The
first set consists of 4 patients in whom the pressure was measured using a fluid-filled
catheter situated in the internal carotid at C2-level (Hôpiteaux Universitaires de Genève,
Geneva). The measurement was performed over 10 seconds. The second data set (2
patients) was obtained with a pressure wire (ComboWire, Vulcano) situated 1 cm distal
to the catheter tip (Royal Hallamshire Hospital, Sheffield). The measurement was per-
formed over about 300 seconds. All patients involved gave their informed consent.
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Figure 6.1: The estimated time constant τ (solid) in the APS model (left) and RPS model (right) decreases
as ζ increases. For ζ ≈ 0.5 the estimated time constant equals the prescribed time constant
(dashed).

6.2.3 Data processing

In order to extract the time constant τ, the data needs to be split up into cardiac cycles.
Each cycle was identified by the end-diastolic minimum (M0 in figure 5.3). The time-
constant describing the diastolic decay was calculated (equation 6.5) for each cycle, where
t0 was defined as the first time step for which the pressure dropped below the cyclic
average and t1 the last time step of the respective cycle. The influence of incorporating
the diastolic flow on the calculated time constant was assessed by assuming a diastolic
flow of zero (ζ = 0) and half of the mean flow (ζ = 0.5).

In order to assess the intra-patient variability of the waveform, all cycles were gain-
normalised with their respective cyclic mean. Furthermore, the time was normalised
with the duration of the respective cardiac cycle, T. The normalised pressure curves were
resampled in order to compute an averaged waveform for each patient. These averaged
waveforms are compared to evaluate the feasibility of the definition of a characteristic
pressure waveform.

6.3 Results

6.3.1 Gain-normalised pressure waves

The intra-patient variability of the gain normalised pressure wave (p/p̄) seems low in all
data sets (fig 6.2 and 6.3). Typical features, such as a double systolic peak, observed in
the averagedwaveforms (solid lines) correspond to the features observed in the individual
waveforms (dashed lines). Furthermore, the diastolic decay appears to follow the same
curve, indicating the intra-patient variation of the time-constant should small.

As can be depicted from figure 6.4 (left), indeed, the intra-patient variability of the time-
constant is low, especially for the case that a non-zero diastolic flow (ζ = 0.5) is used in
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Figure 6.2: The gain-normalised pressure over the first 10 cardiac cycles (dashed) and the averaged wave-
form (solid) derived from the pressure measurements with a fluid filled catheter (4 patients).
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Figure 6.3: The gain-normalised pressure over the first 10 cardiac cycles (dashed) and the averaged wave-
form (solid) derived from the pressure measurements with a pressure wire (2 patients).
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Figure 6.4: (left) The time constant τ derived from the pressure measurements with a fluid filled catheter
(FFC1− 4) and a pressure wire (PW1,2) calculated from the n cardiac cycles available in each
measurement. Assuming a zero diastolic flow (i.e., ζ = 0; red) results in significantly higher
time constants compared to those obtained with ζ = 0.5 (black). (right) The waveforms corre-
sponding to 3 outliers observed in the PW1 data, with the dots corresponding to the t0 and t1
used in the calculation.

Table 6.1: The cyclic mean of the pressure, heart rate and time constant (mean ± SD) for two samples of
the PW2 data (fig 6.5).

Pressure [mmHg] Heart rate [bpm] Time constant [s]

Sample 1 93 ± 3.8 88 ± 0.8 0.52 ± 0.02
Sample 2 103 ± 4.6 91 ± 1.5 0.47 ± 0.03

its derivation. In the patient with the largest number of cardiac cycles available (PW2)
the standard deviation of the blood pressure was 22%, while the variation in the extracted
time constant was about 8% when the diastolic flow was taken into account (ζ = 0.5),
even including the outliers. Furthermore, the waveforms corresponding to the outliers
in the computed time constants show some irregularities in the diastolic decay (fig 6.4
right). Although the number of patients included is too small to allow firm conclusions,
the results suggest that the inter-patient variability is significantly lower than the effect of
assuming a zero diastolic flow (fig 6.4 left; red ζ = 0 versus black ζ = 0.5).

In the patients included, the derived time constants are fairly constant in time, except for
a jump observed in the PW2 data set (fig 6.5). This jump is corresponds to a jump in the
pressure, although changes in mean arterial pressure alone do not explain the decrease
of the time constant (see equation 6.5). Comparison of two samples (100s; boxes in figure
6.5) reveals that the pressure and heart rate are increased in the second sample, while the
time constant appears to be slightly lower (not significant; table 6.1).

81



6 PATIENT-SPECIFIC CHARACTERISATION OF THE PRESSURE DECAY IN DIASTOLE

Table 6.2: The heart rate [bpm] and the corresponding duration of the cardiac cycles (mean±SD) per patient
(FFC = fluid-filled catheter; PW = pressure wire), the time constant τ extracted using ζ = 0, and
the normalised time constant τ/T .

Patient HR T [s] ± SD τ [s] ± SD τ/T [-] ± SD

FFC 1 98 0.61 ± 0.02 0.31 ± 0.03 0.51 ± 0.07
FFC 2 63 0.96 ± 0.04 0.57 ± 0.04 0.59 ± 0.06
FFC 3 55 1.09 ± 0.03 0.73 ± 0.08 0.67 ± 0.09
FFC 4 71 0.85 ± 0.04 0.70 ± 0.06 0.82 ± 0.11
PW 1 80 0.75 ± 0.02 0.54 ± 0.04 0.72 ± 0.07
PW 2 90 0.67 ± 0.02 0.50 ± 0.04 0.75 ± 0.08

6.3.2 Time-gain-normalised pressure waves

The end-diastolic averaged pressure waves show some irregularities due to the intra-
patient variability of the heart rate (fig 6.3; PW1), which means that averaged pressure
at the end of the cycle is dominated by the few relatively long cardiac cycles. In order
to avoid these irregularities the time could be normalised. Furthermore, since the heart
rates vary significantly between patients (table 6.2), the normalisation of the time is also
needed to allow inter-patient comparison of the averaged pressure waves. In figure 6.6
the time-gain-normalised pressure waves averaged over the cycles are presented.

The FFC3, PW1 and PW2 waveforms show a double systolic peak (fig 6.6). The peak in
the FFC1 wave is more pronounced with a higher peak value and lower minima com-
pared to the systolic peaks in the other measurements. Furthermore, the systolic peak
is wide relative to the duration of the diastolic decay (see also figure 6.2), although this
effect is reinforced by the normalisation of the time. Although the diastolic pressure de-
cays of figure 6.6 suggests that a normalised time constant τ/T could be used, the data
given in table 6.2 illustrate that significant differences are still found.
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6.4 Discussion

Inter-patient analysis of the averaged extracted waveforms reveals small but notable vari-
ations in peak value, peak width and diastolic decay (fig 6.6), with the exception of the
FFC1 pressure wave. It should be noted that the time scaling used here is inadequate.
In reality, differences in the heart rate typically result in differences in the duration of
the diastolic phase, while the scaling used here alters both the diastolic and the systolic
phases. The error introduced by this scaling method is most evident in the FFC1 pulse
(fig 6.6), as the cardiac cycle in this patient deviates most from 1s (table 6.2).

Intra-patient variations in waveforms are smaller still (fig 6.2 and 6.3), indicating that
waveforms are independent of the changes in themean blood pressure in time (the waves
in fig 6.5). This means that any in vivo pressure measurements can be short, which
promotesmeasuring the pressure non-invasively via ultrasound assessment of the carotid
artery wall motion. Furthermore, the low intra-patient variability suggests the pressure
waveform is scalable.

These intra- and inter-patient variations in the extracted time constant are small relative
to the effect of assuming zero flow in the diastolic phase. This suggest more research is
needed on the assumptions made when deriving boundary conditions for computational
models of the circulation. In order to establish the relevance of patient-specific modelling
of the peripheral compliance and the assumptions made when extracting the time con-
stant, the sensitivity of the computational models to variations in the compliance should
be assessed.

In PW2, a jump of in the time constant was observed, which coincides with a jump in
the blood pressure. While changes in the average pressure do not influence the time
constant extracted from the measured pressure waveform (see equation 6.5), changes
in the pulsatility and duration of the cardiac cycle will. Since an increase of the mean
arterial pressure is partially facilitated by an increase in heart rate, the variation in the
time constant observed is likely to be related to a change in heart rate. Indeed, in sample 1
the heart rate was significantly lower than in sample 2 beats per minute), and the average
blood pressure the first sample was lower (table 6.1). If the heart rate and blood pressure
increase, the linear decrease of the numerator in (6.5) dominates the logarithmic increase
of the denominator, resulting in an overall decrease of the time constant.

A major limitation of this study is the small number of patients included. Furthermore,
the pressure data was gathered at different institutions and with different devices, and it
is well-known that both factors influence patient measurement outcome. The offset in
the pressure measurement performed with the fluid-filled catheter might be inaccurate,
since a height difference between the catheter ends (one in the patient and one connected
to the device) introduces a static pressure. However, even assuming a height difference
of 10 cm, the induced pressure would be 1 kPa, which is small compared to the average
pressure expected in vivo (about 12 kPa). The ComboWire contains a small membrane
of which the deformation is translated to a pressure. As the temperature in the body is
significantly higher than room temperature, a drift is observed after the wire is inserted.
This introduces some inaccuracies as the zero pressure is set outside the body.

83



6 PATIENT-SPECIFIC CHARACTERISATION OF THE PRESSURE DECAY IN DIASTOLE

6.5 Conclusion

The assumption of zero diastolic flow affects the extracted time constant describing the
pressure decay significantly. The analysis presented here suggests that the intra-patient
variability of both the pressure waveform and the extracted time constant are low, al-
though a larger patient study is needed to confirm this. The low intra-patient variability
shows the feasibility of pressure measurements.

The results of this study indicate a patient-generic waveform might be found, provided
adequate time-scaling is used. However, a larger patient cohort is needed to substantiate
this, and to determine the variability of the waveform characteristics. A sensitivity analy-
sis based on this variability would reveal the possibilities and relevance of patient-generic
waveforms and the degree of personalisation needed.

Even if a characteristic pressure waveform can be defined, the time constant describing
the diastolic decay is sensitive to variations in waveform, as indicated by the significant
inter-patient variations observed. Therefore, the time constant defining the diastolic pres-
sure decay should be determined in a patient-specific way using time resolved measure-
ments of carotid artery pressure and the flow distribution over the outlets.

6.5.1 Acknowledgement

The authors gratefully acknowledge the contribution Stuart Coley from the Royal Hal-
lamshire Hospital in Sheffield and Olivier Brina from the Hôpiteaux Universitaires de
Genève, Geneva.

84



CHAPTER SEVEN

Discussion, conclusions and recommendations

85



7 DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS

7.1 General discussion

Cerebral aneurysms are localised dilatations of the arterial wall in the brain, which may
be prone to rupture. As the resulting haemorrhage is associated with high mortality and
morbidity rates, indicators for the rupture risk are sought. Cerebral aneurysm growth
is influenced by haemodynamical factors, which are commonly estimated by means of
a Computational Fluid Dynamics (CFD) model of a small 3D patient-specific segment
of the arterial tree using patient-generic or partially patient-specific boundary conditions.
The aim of this research was to investigate how the reliability of the model-based repre-
sentation of the velocity field in the aneurysmal sac can be improved by replacing patient-
generic boundary conditions with patient-specific ones. Furthermore, since statistical
relevance requires the analysis of a large number of patient data, the value of a vortex
identification method allowing automated analysis of the 3D velocity field rather than 2D
slices was assessed (chapter 2). Although extra insight in the complex intra-aneurysmal
flow patterns was obtained, the mesh densities needed to obtain accurately-identified
vortex cores are high, which would increase the already high computational costs of 3D
patient-specific models.

In literature, boundary conditions applied to the 3D vascular segment of interest mod-
elled with CFD are commonly based on patient-generic data, e.g., averaged waveforms
or waves extracted from a 1D wave propagation model with a patient-generic geome-
try. However, as the geometry of the cerebral vasculature shows significant inter-patient
variability (David and Moore, 2008), the flow distribution is likely to show similar inter-
patient variations.

In chapter 3, a 1D wave propagation model was used to compute the pressure and flow
waves throughout the cerebral circulation, with the cerebral vascular geometry based on
either patient-generic data (Alastruey et al., 2007b; Reymond et al., 2009) or patient-
specific data (Mulder et al., 2011a). The presented model setups resulted in different
flow distributions and waveforms, i.e., different boundary conditions for the 3D vascular
segment of interest. In order to assess the influence of those differences on the 3D
intra-aneurysmal velocity field, the end-diastolic flows extracted from a patient-generic
and a patient-specific model were prescribed at the truncated arteries of the 3D segment
(chapter 4). The intra-aneurysmal velocity fields showed significant differences, e.g., the
strength and complexity of the intra-aneurysmal vortex. Furthermore, an area of relatively
high wall shear stress was observed only in the patient-specific model.

The striking differences indicate that more reliable model assumptions based on patient-
specific data are needed. In order to validate these modelling assumptions, in vivo mea-
surements of blood flows is necessary. Several methods to measure blood flow or veloc-
ities are being developed, each with different strengths and drawbacks. If, for instance,
x-ray videodensitometric methods are used, the injection of contrast agent needed to vi-
sualise the blood affects the physiological blood flow. Due to the collateral pathways in
the cerebral circulation, connecting the major arteries, estimating the effect of injection
on the physiological flow is not straightforward. In chapter 5, the 1D wave propagation
model is used to estimate the spatial and temporal variations due to the injection. The
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flows over the outlets were affected equally, while the effect on the flows through the
segments within the circle of Willis was less consistent. Furthermore, the variations in
vascular geometry, for example a missing communicating artery, alter the effect of injec-
tion. The model predicted an insignificant increase in pressure during injection, which
corresponds to the in vivomeasurements presented in appendix B.

Characteristic gain-normalised flow waveforms in the supplying arteries have been de-
fined by Ford et al. (2005a) andHoldsworth et al. (1999), which can be scaled with patient
measurement of the mean flow providing boundary conditions for numerical models.
Pressure waves could aid the definition of the boundary conditions for patient-specific
1D wave propagation models, and are needed when the loading state of the arterial wall
is of interest. No well-defined typical pressure waveform is available in literature. The
preliminary results in chapter 6 indicate the possible definition of such a typical pressure
waveform. Although the number of patients included was too small for any statistical rel-
evance, the results suggest that the a typical waveform can be define provided the cardiac
cycle is scaled such that the systolic phase remains unchanged.

As reported by Singh et al. (2009), clinicians distrust the results obtained with CFDmod-
els. The results presented in chapter 3 and 4 indicate that indeed more research is needed
to obtain reliable models that can be introduced into clinical practice with confidence. In
order to define and validate modelling approaches, in vivo measurements are needed. A
possible work flow for those measurements is discussed in the following section.

7.2 Work flow

The velocity field in the aneurysmal sac can be obtained with a 3D CFD model. Con-
sidering clinical practice and the limitations of current technology, measuring the flow
and pressure at the boundaries of the 3D arterial segment of interest in each patient is
undesirable and often not possible. Furthermore, in order to minimise the risk of rup-
ture during the procedure, performing the pressure and flow measurements either non-
invasively at more accessible locations or at a reasonable distance from the aneurysm is
preferable. A 1D wave-propagation model facilitates the computation of pressure and
flow pulses throughout the cerebral circulation, allowing extraction of local boundary
conditions given a geometry and pressure and flow waves at some distant location.

The vascular tree can be extracted from 3D-RA, CTA or MRA data, defining the geometry
of the 1D model. Although contrast-enhanced Magnetic Resonance Angiography (MRA)
provides high resolution images, the measurement-time is significantly longer than that
of 3D-RA. A problem involved in this method is the enhancement of the veins, and again
an injection of contrast agent is required. This can be circumvented by time-of-flight
MRA, but this method relies on high flows and is therefore known to miss partially large
aneurysms. The advantage of MRA is the possibility to measure the flow distribution
over the supplying arteries with phase-contrast MRA. Unfortunately, the flow distribu-
tion over the small outlet branches cannot be measured due to resolution issues. Ap-
plying videodensitometry to a x-ray sequence does allow flow measurements in small
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arteries, although the required injection does alter the flow to be measured. Fortunately,
1D models in which the injection was included suggested that the influence of the injec-
tion on the flow through afferent arteries of the circle of Willis was in the same order of
magnitude (Mulder et al., 2011a). This allows measuring the flow distribution over the
outlets within the field of view, and therefore, estimation of the boundary conditions as
described below.

At each outlet of the 1D model, the three-element windkessel model (Westerhof et al.,
1971) can be prescribed, consisting of a resistance in series with a parallel combination
of a capacitor and another resistance. This model reduces errors associated with the
reflection of high frequency waves observed when the original two-element windkessel
model as introduced by Frank (1899) is prescribed. Furthermore, all parameters can be
estimated from the geometry, flow and pressure measurements. Although the model
proposed by Stergiopulos et al. (1999) offers further improvement, by reducing errors
associated with the reflection of low frequency waves, this introduces an additional pa-
rameter which is not defined by the available patient data.

The first resistance is defined by the input geometry and material parameters, since this
resistance is equal to the characteristic impedance of the truncated artery in order to
avoid high frequency reflections at the outlet (Westerhof et al., 1971). Therefore, extract-
ing patient-specific boundary conditions is limited to fitting the other resistance and the
compliance of each windkessel model.

In order to estimate the second resistance, the sum of the two resistances at each outlet
is determined, since this represents the peripheral resistance per outlet. The peripheral
resistances are commonly based on the outlet radius (Murray, 1926; Alastruey et al.,
2007b) or a patient-generic flow distribution (Reymond et al., 2009). The former is
highly sensitive to small variations of the outlet radius, and therefore, to inaccuracies in
the geometry. The latter is patient-generic, and therefore unsuitable in defining a patient-
specific model as was aimed for here. Instead, the resistances at the outlets should be
derived from flow measurements. If the absolute flows are known, the resistance can
be estimated with the ratio of the mean pressure in the ICA and the mean flow through
each outlet, assuming the pressure drop over the circle of Willis is small compared to the
measurement error. However, since the flow distribution over the outlets is defined by
the ratios of peripheral resistances at each outlet, the relative flows define the distribution
of the total resistance of the head over the outlets of the circle of Willis. This reduces the
effect of measurement errors, such as induced by the increase of flow due to the injection
of contrast agent (Mulder et al., 2011a). Furthermore, the actual flows will vary with the
cardiac output and body positioning, while the variations in flow distribution over the
main outlets is assumed to be relatively low.

Several methods are available to estimate the peripheral compliances in three-element
windkessel models from a measured pressure pulse p(t) (Stergiopulos et al., 1995), such
as the low-frequency impedance method (Laskey et al., 1990), distribution of the pe-
ripheral compliance according to the flow distribution (Alastruey et al., 2007b), and the
integral method (Shim et al., 1994). The first method assumes the flow is close to zero in
diastole, such that the time constant describing the diastolic decay of the pressure pulse
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can be used to extract the compliance. Some studies use a single generic time constant as
found in the aorta to estimate the peripheral compliances (Bessems et al., 2007). How-
ever, the time constant depends on the location within the arterial tree; the large arteries
are more compliant than those further down the tree, while the peripheral arteries ac-
count for most of the resistance. Therefore, the time constant in the outlets of the circle
of Willis is expected to be significantly lower than in the aorta. Themain advantage of this
approach is that a pressure measurement in the internal carotid artery would suffice. In
the cerebral circulation however, the diastolic flow is not equal to zero (fig 3.5), resulting
in an error when estimating the compliance. The estimation is improved significantly if
the diastolic flow is assumed to be some portion of the mean flow over a cardiac cycle
(chapter 6). Alternatively, the differential equation describing the windkessel model can
be integrated over the time. This method allows retrieving the prescribed compliance
when testing it with the model, but does require both the pressure and flow waveform.

Visualisation and treatment procedures that require the insertion of a catheter enable
invasive pressuremeasurements by means of a pressure wire. However, less invasive and
less expensive alternatives should be considered in other cases. The pressure waveform
can be approximated from the change in diameter of the Common Carotid Artery (CCA)
over a cardiac cycle and pressure measurements at a more accessible location, such the
brachial artery (Vermeersch et al., 2008). Another reason to measure the pressure is
the fact that it defines the stress state of the arterial wall. Even though it is not possible
to measure the wall properties in vivo, recording the aneurysmal wall displacement over
a cardiac cycle while measuring the pressure allows estimation of the stiffness. In the
future, this approach would allowmonitoring of adaptation of the wall, thereby providing
information on the stability of the aneurysm. Hence, this could be a key indicator in the
decision whether or not to intervene.

7.3 Conclusions

Intra-aneurysmal flow patterns and wall shear stresses are both candidates parameters for
aneurysm stability assessment. These parameters vary when obtained by 3D CFD using
patient-generic boundary conditions, rather than patient-specific boundary conditions.
Thus it is the critical conclusion of this work that patient-generic boundary conditions
may lead to erroneous conclusions regarding aneurysm stability assessment.

Based on the case study presented in this work, it is recommended to include more
patients in order to determine the significance of these differences. Furthermore, only
the 1D geometry was extracted from patient data. A patient-specific 1D model would be
improved by flow and pressure measurements to estimate the boundary conditions and
will be required for validation of models describing the cerebral blood flow.

This additional research would compliment the conclusions of this work, as summarised
by the proposed work flow illustrated in figure 7.1, which requires three input parame-
ters: geometry, flow and pressure. Firstly, the vascular geometry is extracted from imag-
ing data such as 3D-RA or MRA data. Assuming a patient-generic Young’s modulus,
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the characteristic impedance Z can be derived. Secondly, the mean flow distribution over
the outlets is determined using video-densitometry in order to obtain the peripheral resis-
tances. Finally, the pressure in the carotid artery is assessed non-invasively. The latter two
data sets can be used to calculate the cerebral time-constant τ, defining the compliances
of the peripheral vasculature at each outlet. These steps have been shown here to offer
improvements in the modelling of cerebral aneurysms in each of their respective areas,
the combination of which leads to an improved model for aneurysm stability assessment.
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Figure 7.1: Overview of the proposed work flow, the measurements required (gray blocks; left), and the
relation to the chapters in this thesis.
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Geometry and boundary conditions of the 1D

model
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Figure A.1: The arterial segments in the patient-generic model.

The model parameters describing the geometry and boundary conditions applied are
given in table A.1 (the abbreviations used are provided in table A.2). The lengths and
radii are based on patient-generic from literature or the patient-specific data presented in
this paper. The Youngs moduli are based on literature (Westerhof et al., 1969; Alastruey
et al., 2007b). The wall-thickness in the cerebral circulation is based on the radii of the
segments, whereas the wall-thickness in the rest of the rest of the circulation is com-
puted to match the compliances published by Stergiopulos et al. (1992). The peripheral
resistances and compliances are derived from the geometry as described in the methods
section of this paper.
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Figure A.2: The arterial segments in the patient-generic model.

Table A.1: Geometrical parameters and boundary conditions based on wall shear stress, so proportional to
a3. The vascular segments are visualised in figures A.1 and A.2 (patient-generic and patient-
specific, respectively). Note, following convention in literature, the number of decimals given is
higher than justified by the measurement and postprocessing methods in order to avoid round-
ing errors. The starts indicate a slight deviation from the reported geometry for stability reasons.

Name Nr. l ap ad h ·10 E R·10−9 C·1010

[mm] [mm] [mm] [mm] [MPa] [Pa s m−3] [m3 Pa−1]

Stergiopulos et al. (1992)

ascending aorta 1 40 14.70 14.40 13.90 0.4
aortic arch A 2 20 11.20 11.20 10.80 0.4
aortic arch B 3 39 10.70 10.70 9.88 0.4
thoracic aorta 1 4 52 9.99 9.99 8.68 0.4
thoracic aorta 2 5 104 6.75 6.45 8.12 0.4
intercostals 6 80 2.00 1.50 3.41 0.4 1.91 2.76
abdominal aorta A 7 53 6.10 6.10 7.34 0.4
celiac 8 10 3.90 3.90 5.11 0.4 1.03 5.12
abdominal aorta B 9 10 6.00 6.00 6.64 0.4

l./r. renal 10/11 32 2.60 2.60 4.03 0.4 1.22 4.33
abdominal aorta C 12 10 5.90 5.90 6.62 0.4
abdominal aorta D1 13 53 5.80 5.64 6.25 0.4
sup. mesenteric 14 59 4.35 4.35 5.55 0.4 0.78 6.75
abdominal aorta D2 15 53 5.64 5.48 6.22 0.4
inf. mesenteric 16 50 1.60 1.60 3.03 0.4 15.71 0.34
abdominal aorta E 17 10 5.20 5.20 5.46 0.4

l./r. common iliac 18/19 58 3.68 3.50 4.77 0.4
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Table A.1: continued

Name Nr. l ap ad h ·10 E R·10−9 C·1010

l./r. internal iliac 20/21 50 2.00 2.00 3.06 1.6 4.64 1.14
l./r. external iliac 22/23 144 3.20 2.70 4.15 0.8 1.88 2.80

brachiocephalic 24 34 6.20 6.20 6.68 0.4
l./r. subclavian 25/26 34 4.23 4.23 5.39 0.4
l./r. brachial 27/28 422 4.03 2.36 5.04 0.4
l./r. radial 29/33 235 1.74 1.42 3.02 0.8 18.20 0.29
l./r. ulnar A 30/34 67 2.15 2.15 3.46 0.8
l./r. ulnar B 31/35 171 2.03 1.83 3.36 0.8 8.53 0.62
l./r. interosseous 32/36 79 0.91 0.91 1.89 1.6 69.36 0.08
Alastruey et al. (2007b)

l. CCA 37 208 2.50 2.50 6.25 0.4
r. CCA 38 177 2.50 2.50 6.25 0.4
l./r. ECA 39/41 177 1.50 1.50 3.75 0.8 4.86 1.36
l./r. ICA 40/42 177 2.00 2.00 5.00 0.8
l./r. VA 43/44 148 1.36 1.36 3.40 0.8

BA 45 29 1.62 1.62 4.05 1.6
l./r. PCA P1 46/47 5 1.07 1.07 2.67 1.6
l./r. PCA P2 48/49 86 1.05 1.05 2.62 1.6 14.17 0.47
l./r. PCoA 50/51 15 0.73 0.73 1.82 1.6
l./r. ICA B 52/53 5 2.00 2.00 5.00 1.6
l./r. MCA 54/55 119 1.43 1.43 3.58 1.6 5.61 1.18
l./r. ACA A1 56/57 12 1.17 1.17 2.93 1.6
l./r. ACA A2 58/59 103 1.20 1.20 3.00 1.6 9.50 0.70

ACoA 60 3 0.74 0.74 1.85 1.6
Reymond et al. (2009)

l. CCA 37 139 6.00 3.00 11.30 0.4
r. CCA 38 94 6.75 3.50 12.82 0.4
l. ECA A 39 41 2.35 2.15 5.63 0.8
r. ECA A 41 41 2.50 2.25 5.94 0.8
l./r. sub. thy. asc. 61/67 101 1.00 0.50 1.88 0.8 45.30 0.11
l./r. ECA B 62/68 61 2.00 1.75 4.69 0.8
l./r. maxillary 63/69 91 1.10 0.50 2.00 0.8 45.40 0.11
l./r. sup. temporal 64/70 61 1.60 1.50 3.88 0.8
l./r. sup. temp. pa. 65/71 101 1.10 0.70 2.25 0.8 16.53 0.30
l./r. sup. temp. fr. 66/72 100 1.10 0.70 2.25 0.8 16.53 0.30
l. ICA A 40 178 2.65 2.05 5.88 0.8
r. ICA A 42 178 2.85 2.15 6.26 0.8
l./r. OphtA* 73/75 11 0.50 0.30 1.00 0.8 210.30 0.02
l./r. ICA sinus 74/76 11 2.15 1.95 5.12 0.8
l. VA 43 148 1.85 1.40 4.06 0.8
r. VA 44 149 1.85 1.40 4.06 0.8

BA 1a* 45 15 2.00 1.85 4.81 1.6
BA 1b* 5 1.80 1.80 4.50 1.6

l./r. sub. cerebellar 85/86 10 0.85 0.70 1.94 1.6 16.49 0.30
BA 2* 87 5 1.55 1.55 3.87 1.6

l./r. PCA P1 46/47 2 0.95 0.95 2.37 1.6
l./r. PCA P2 48/49 59 1.00 0.90 2.38 1.6 7.78 0.63
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Table A.1: continued

Name Nr. l ap ad h ·10 E R·10−9 C·1010

l./r. PCoA 50/51 4 0.60 0.60 1.50 1.6
l./r. ICA B1 52/53 2 1.95 1.90 4.81 1.6
l./r. ICA B2 78/80 2 1.90 1.90 4.75 1.6
l./r. AChorA 77/79 36 0.75 0.65 1.75 1.6 20.67 0.24
l./r. MCA M1 54/55 8 1.50 1.40 3.62 1.6
l./r. MCA INF 81/83 70 1.00 0.50 1.88 1.6 45.30 0.11
l./r. MCA SUP 82/84 71 1.00 0.50 1.88 1.6 45.30 0.11
l./r. ACA A1 56/57 12 1.05 1.00 2.56 1.6
l./r. ACA A2 58/59 24 0.90 0.85 2.19 1.6 9.24 0.53
l./r. ACoA 60 2 0.65 0.65 1.62 1.6
Patient data (see chapter 3)

l. ICA 40 178.0 2.39 2.39 5.98 0.8
r. ICA 42 178.0 2.69 2.69 6.73 0.8
r. PCA 47 5.5 0.95 0.95 2.37 1.6
l. PCA 48 16.2 1.05 1.05 2.62 1.6 19.23 0.33
r. PCA 49 16.2 1.15 1.15 2.87 1.6 14.63 0.44
l. PCoA 50 18.0 0.64 0.64 1.60 1.6
r. PCoA 51 18.0 1.34 1.34 3.35 1.6
l. ICA B1 52 2.7 2.09 2.09 5.22 1.6
r. ICA B1 53 2.8 2.04 2.04 5.10 1.6
l. MCA M1 54 8.3 1.63 1.63 4.07 1.6
r. MCA M1 55 6.7 1.85 1.85 4.63 1.6
l. ACA A1 56 8.0 1.00 1.00 2.50 1.6
r. ACA A1 57 12.0 1.41 1.41 3.53 1.6
l. ACA A2 58(i) 3.3 1.00 1.00 2.50 1.6
l. ACA A2 58(ii ) 0.7 1.48 1.48 3.70 1.6
l. ACA A2 58(iii ) 9.7 1.14 1.14 2.85 1.6
r. ACA A2 59(i) 4.5 1.41 1.41 3.53 1.6
r. ACA A2 59(ii ) 22.5 1.34 1.34 3.35 1.6
r. ACA A2 59(iii ) 8.2 1.23 1.23 3.07 1.6 11.97 0.54
l. OphtA 73 33.5 0.63 0.63 1.58 0.8 89.09 0.07
l. ICA sinus 74 8.2 2.00 2.00 5.00 1.6
r. OphtA 75 31.2 0.77 0.77 1.92 0.8
r. ICA sinus 76 8.6 2.15 2.15 5.38 1.6
l. AChorA 77 36.8 0.41 0.41 1.02 1.6 323.70 0.02
l. ICA B2 78 3.7 1.90 1.90 4.75 1.6
r. AChorA 79 24.6 0.59 0.59 1.48 1.6 108.50 0.06
r. ICA B2 80 3.7 2.38 2.38 5.95 1.6
l. MCA INF 81 5.8 1.64 1.64 4.10 1.6
l. MCA SUP 82 11.6 1.35 1.35 3.38 1.6
r. MCA INF 83 4.3 2.09 2.09 5.22 1.6
r. MCA SUP 84 9.8 1.56 1.56 3.90 1.6
r. OphtA 100 3.1 0.59 0.59 1.48 0.8 108.50 0.06
r. OphtA 101 10.0 0.66 0.66 1.65 0.8 77.55 0.08
r. MCA 102 4.5 0.90 0.90 2.25 1.6 30.58 0.21
r. MCA 103 23.1 0.99 0.99 2.47 1.6
r. MCA 104 3.4 0.88 0.88 2.20 1.6 32.68 0.20
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Table A.1: continued

Name Nr. l ap ad h ·10 E R·10−9 C·1010

r. MCA 105 25.3 0.59 0.59 1.48 1.6
r. MCA 106 9.4 0.57 0.57 1.42 1.6 120.40 0.05
r. MCA 107 5.9 0.43 0.43 1.07 1.6 279.80 0.02
r. MCA 108 14.0 0.71 0.71 1.78 1.6 62.30 0.10
r. MCA 109 4.9 1.83 1.83 4.58 1.6
r. MCA 110 16.9 0.95 0.95 2.37 1.6 26.00 0.25
r. MCA 111 4.6 1.21 1.21 3.02 1.6
r. MCA 112 9.7 1.17 1.17 2.93 1.6 13.89 0.46
r. MCA 113 8.9 1.03 1.03 2.58 1.6 20.42 0.32
r. ACA 114 20.1 0.77 0.77 1.92 1.6
r. ACA 115 25.8 0.66 0.66 1.65 1.6 77.50 0.08
r. ACA 116 21.4 0.47 0.47 1.17 1.6 215.10 0.03
r. ACA 117 21.8 0.83 0.83 2.08 1.6 38.93 0.17
l. MCA 118 17.0 1.46 1.46 3.65 1.6
l. MCA 119 6.8 1.19 1.19 2.98 1.6
l. MCA 120 19.5 0.50 0.50 1.25 1.6 178.30 0.04
l. MCA 121 5.5 1.20 1.20 3.00 1.6 12.90 0.50
l. MCA 122 27.9 1.18 1.18 2.95 1.6
l. MCA 123 33.5 0.49 0.49 1.22 1.6 189.20 0.03
l. MCA 124 18.1 0.84 0.84 2.10 1.6 37.55 0.17
l. MCA 125 1.4 1.00 1.00 2.50 1.6
l. MCA 126 28.9 0.68 0.68 1.70 1.6 70.80 0.09
l. MCA 127 1.4 1.00 1.00 2.50 1.6
l. MCA 128 26.4 0.41 0.41 1.02 1.6 323.70 0.02
l. MCA 129 17.8 0.99 0.99 2.47 1.6
l. MCA 130 16.4 0.81 0.81 2.02 1.6 41.92 0.15
l. MCA 131 4.6 0.86 0.86 2.15 1.6 35.00 0.18
l. MCA 132 13.8 0.52 0.52 1.30 1.6
l. MCA 133 17.7 0.39 0.39 0.98 1.6 405.90 0.02
l. MCA 134 46.2 0.38 0.38 0.95 1.6 376.00 0.02
l. MCA 135 21.5 0.77 0.77 1.92 1.6
l. MCA 136 56.6 0.41 0.41 1.02 1.6 323.70 0.02
l. MCA 137 7.2 0.85 0.85 2.12 1.6
l. MCA 138 13.6 0.35 0.35 0.88 1.6 519.50 0.01
l. MCA 139 18.4 0.77 0.77 1.92 1.6 48.78 0.13
l. ACA 140 9.5 0.38 0.38 0.95 1.6 405.90 0.02
l. ACA 141 5.9 0.46 0.46 1.15 1.6 229.20 0.03
l. ACA 142 24.3 0.82 0.82 2.05 1.6 40.42 0.16
l. ACA 143 18.5 0.77 0.77 1.92 1.6
l. ACA 144 12.1 0.72 0.72 1.80 1.6 59.70 0.11
l. ACA 145 22.0 0.60 0.60 1.50 1.6 103.20 0.06
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Table A.2: Abbreviations of the names of the arterial segments.

Abbreviation Name

ACA anterior cerebral artery

AChorA anterior choroidal artery

ACoA anterior communicating artery

BA basilar artery

CCA common carotid artery

ECA external carotid artery

ICA internal carotid artery

MCA middle cerebral artery

OphtA ophthalmic artery

PCA posterior cerebral artery

PCoA posterior communicating artery

sup. cerebellar. superior cerebellar

sup. temp. (p./f.) superficial temporal (parietal/frontal)

sup. thy. superior thyroid

sup./inf. superior/inferior

VA vertebral artery





APPENDIX B

Pressure measurements in the internal carotid

artery during the injection of contrast agent
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B.1 Introduction

During the injection of contrast agent in the internal carotid artery, both the flows and
the flow distribution change. The computational analysis of this procedure suggested
that this effect depends on the geometry of the vasculature as well as the location within
the vasculature (chapter 5). Although the flow is altered, the pressure rise computed is
too small (less than 1%) to be measured accurately. If pressure measurements in the
internal carotid during injection would support this finding, it would partially verify this
model prediction.

The pressures obtained with the pressure wire (2 patients; see chapter 6) are used to con-
firm that the pressure increase induced by the injection of contrast agent during cerebral
angiography is negligible, as predicted by the 1D wave propagation model described in
chapter 5.

B.2 Methods

The data (2 patients) was obtained with a pressure wire (ComboWire, Vulcano) situated
1 cm distal to the catheter tip (Royal Hallamshire Hospital, Sheffield). The ComboWire
also allows the measurements of peak velocities, which visualised the exact timing of the
injection. The measurement was performed over about 300 seconds, while the manual
injection lasted about 4 seconds. All patients involved gave their informed consent.

In order to evaluate the effect of the injection on the pressure in the internal carotid artery,
the variation of the cyclic mean (see chapter 6) in time was compared to the overall mean
± the standard deviation. The velocity signal, which relies on red blood cells present
in the fluid of which the velocity is being measured, showed strong irregularities over
the course of the injection. These irregularities were used to confirm the timing of the
injection.

B.3 Results

The influence of the injection on the pressure is too small to be measured (fig B.1). Al-
though the pressure briefly exceeds themean+SD, this is also observed well before the in-
jection (t ' 205). The natural variations in blood pressures, i.e., the wave pattern observed
in the cyclic averaged pressure, are higher than the increase caused by the pressure.

B.4 Conclusion

The 1Dmodel presented in chapter 5 predicted the pressure increase due to the injection
of contrast agent would be too low to be captured by in vivo pressure measurements.
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B PRESSURE DURING INJECTION
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Figure B.1: The cyclic averaged pressure shows no increase due to the injection in (left) patient 1 and (right)
patient 2. The included velocity signals clearly show the timing of the injection.

Indeed, the influence of the injection is smaller than the natural variations of the blood
pressure caused by for example autoregulation, as no effect was observed in the pressures
measured here. The pressure measurements performed during the injection of contrast
agent verified the predictions by the 1D model presented in chapter 5, i.e., no significant
increase in pressure is observed during the injection.
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Samenvatting

Cerebrale aneurysmata zijn gelokaliseerde, pathologische verwijdingen van cerebrale ar-
teriën, voornamelijk in de cirkel van Willis. Hoewel niet alle aneurysmata instabiel zijn,
vormt de kans op ruptuur een significant klinisch probleem. De bloeding als gevolg
van ruptuur wordt geassocieerd met een hoge morbiditeit en mortaliteit, Aangezien de
huidige indicatoren voor instabiliteit, gebaseerd op morfologische factoren, onvoldoen-
de betrouwbaar zijn, worden er nieuwe indicatoren voor de stabiliteit van aneurysmata
gezocht.

Hemodynamische factoren zijn waarschijnlijk relevant in de ontwikkeling en stabiliteit
van aneurysmata, omdat zij bij de remodellering van de arteriële wand een belangrijke
rol spelen. Studies suggereren dat bijvoorbeeld de afschuifspanning en stromingspatro-
nen in een aneurysma mogelijke parameters zijn in beoordeling van de stabiliteit. Deze
factoren kunnen worden geschat als het lokale 3D patiënt-specifieke snelheidsveld be-
kend is, welke kan worden verkregen met behulp van een combinatie van metingen en
modellen. De belangrijkste factoren die het snelheidsveld beïnvloeden, zijn de vasculaire
geometrie en het debiet door deze geometrie. In de afgelopen tien jaar zijn de technieken
nodig voor het verkrijgen van de vasculaire geometrie verbeterd. Meer recentelijk is de
focus verschoven naar het verkrijgen van meer realistische randvoorwaarden voor het te
modelleren 3D-vasculaire segment.

Het doel van dit onderzoek is om de betrouwbaarheid van het met numerieke modellen
verkregen snelheidsveld in een aneurysma te verbeteren. Er wordt een protocol voor-
gesteld om patiënt-specifieke randvoorwaarden voor het te modelleren 3D-segment te
schatten, zonder extra invasieve procedures uit te moeten voeren. Met behulp van een
1D golfvoortplantings model, dat gebaseerd is op een patiënt-specifieke geometrie en
randvoorwaarden, kunnen op beter bereikbare locaties gemeten druk en debiet vertaald
worden naar randvoorwaarden voor het 3Dmodel. Een dergelijk protocol biedt de moge-
lijkheid tot een verbeterde statistische betrouwbaarheid, gezien de toename van het aantal
patiënten dat kan deelnemen aan studies voor het identificeren van relevante indicatoren.

Met behulp van vortex identificatie, zoals beschreven in hoofdstuk 2, kan de vortexdyna-
mica van de stromingspatronen in een aneurysma worden gekwantificeerd. Hoewel een
patiënt-specifieke geometrie vaak wordt gebruikt voor 3D-segmenten, is het 1D model
waarop de randvoorwaarden voor het 3D model zijn gebaseerd meestal patiënt-generiek.
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In hoofdstuk 3 wordt een patiënt-specifieke geometrie voor het 1D model gedefinieerd.
De resulterende flow golven aan de randen van het 3D-segment zijn vergeleken met de
golven verkregen met een patiënt-generieke geometrie. De invloed van deze verschillen-
de in de randvoorwaarden op het 3D snelheidsveld in het aneurysma wordt geëvalueerd
in hoofdstuk 4. Sommige methoden om debiet te meten vereisen de injectie van een
contrastmiddel. In hoofdstuk 5 wordt het effect van deze injectie op het te meten debiet
gemodelleerd. Op basis van druk metingen in de interne carotide zijn variaties van de
vorm van de druk golven en het effect van deze variaties op de randvoorwaarden voor
het 1D model geanalyseerd. Tenslotte wordt in hoofdstuk 7 een protocol voor volledige
patiënt-specifieke modellering besproken.
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