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Abstract

Exploring Resource/Performance Trade-offs for Streaming
Applications on Embedded Multiprocessors

Embedded system design is challenged by the gap between the ever-increasing
customer demands and the limited resource budgets. The tough competition
demands ever-shortening time-to-market and product lifecycles. To solve or, at
least to alleviate, the aforementioned issues, designers and manufacturers need
model-based quantitative analysis techniques for early design-space
exploration to study trade-offs of different implementation candidates.
Moreover, modern embedded applications, especially the streaming
applications addressed in this thesis, face more and more dynamic input
contents, and the platforms that they are running on are more flexible and
allow runtime configuration. Quantitative analysis techniques for embedded
system design have to be able to handle such dynamic adaptable systems.

This thesis has the following contributions:

= A resource-aware extension to the Synchronous Dataflow (SDF) model of
computation.

= Trade-off analysis techniques, both in the time-domain and in the iteration-
domain (i.e., on an SDF iteration basis), with support for resource sharing.

= Bottleneck-driven design-space exploration techniques for resource-aware
SDF.

= A game-theoretic approach to controller synthesis, guaranteeing performance

under dynamic input.

As a first contribution, we propose a new model, as an extension of static
synchronous dataflow graphs (SDF) that allows the explicit modeling of
resources with consistency checking. The model is called resource-aware SDF
(RASDF). The extension enables us to investigate resource sharing and to
explore different scheduling options (ways to allocate the resources to the
different tasks) using state-space exploration techniques. Consistent SDF and
RASDF graphs have the property that an execution occurs in so-called
iterations. An iteration typically corresponds to the processing of a meaningful
piece of data, and it returns the graph to its initial state. On multiprocessor



platforms, iterations may be executed in a pipelined fashion, which makes
performance analysis challenging. As the second contribution, this thesis
develops trade-off analysis techniques for RASDEF, both in the time-domain
and in the iteration-domain (i.e.,, on an SDF iteration basis), to dimension
resources on platforms. The time-domain analysis allows interleaving of
different iterations, but the size of the explored state space grows quickly. The
iteration-based technique trades the potential of interleaving of iterations for a
compact size of the iteration state space. An efficient bottleneck-driven design-
space exploration technique for streaming applications, the third main
contribution in this thesis, is derived from analysis of the critical cycle of the
state space, to reveal bottleneck resources that are limiting the throughput. All
techniques are based on state-based exploration. They enable system designers
to tailor their platform to the required applications, based on their own specific
performance requirements. Pruning techniques for efficient exploration of the
state space have been developed. Pareto dominance in terms of performance
and resource usage is used for exact pruning, and approximation techniques
are used for heuristic pruning.

Finally, the thesis investigates dynamic scheduling techniques to respond to
dynamic changes in input streams. The fourth contribution in this thesis is a
game-theoretic approach to tackle controller synthesis to select the appropriate
schedules in response to dynamic inputs from the environment. The approach
transforms the explored iteration state space of a scenario- and resource-aware
SDF (SARA SDF) graph to a bipartite game graph, and maps the controller
synthesis problem to the problem of finding a winning positional strategy in a
classical mean payoff game. A winning strategy of the game can be used to
synthesize the controller of schedules for the system that is guaranteed to
satisfy the throughput requirement given by the designer.
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1 INTRODUCTION

“A journey of a thousand miles begins with a single step.”
—Lao Tzu

Nowadays, the modern life of mankind is more or less defined by the devices
someone uses in his or her daily life, such as a mobile phone, portable media
player, e-book reader, and so on. Most of these devices are dedicated to a few
functions and hide computer systems inside so that the computer systems are
invisible to users. These hidden computers are called Embedded Systems and
have become ubiquitous in our lives. The wide use of embedded systems
digitizes our life and pushes us into the so called post-PC era.

1.1 The emergence of embedded streaming applications.

The design of many embedded systems requires domain-specific
knowledge. In many of these embedded systems, one can find signal
processing algorithms, ranging from data fusion of sensor nodes to radar
imaging on satellites. A lot of core functions of consumer electronics, industrial
products, and defense systems are based on knowledge from the signal
processing domain. Since the data of these signal processing applications are
continuously flowing through the systems like streams, these applications are
also called streaming applications [154]. Example streaming applications
include audio/video codecs in portable MP3/MPEG4 players, image processing
systems such as cameras and printers, and communication systems such as
mobile phones and base stations. Design of streaming applications on
embedded systems is an important subdomain of embedded system design.

The software design of streaming applications is driven by the dataflow
paradigm. When designing streaming applications on embedded systems,
block diagrams are frequently used for application description. The algorithm
designers are used to describe their signal processing algorithms as block
diagrams on paper, in which data are flowing through and are processed by
these blocks. Since these blocks and the connections among those blocks only
capture high level information of the system, they are easy to understand and
change relatively slowly when compared to their underlying implementations.
So the block diagrams are frequently used as media for documenting and
communicating algorithm designs among the designers. For example, Figure



1.1 shows a block diagram of an MPEG2 encoder from a design white paper
provided by CoFluent® Design. The block diagram clearly shows the flow of
image frame data and the processing steps of the MPEG2 encoder [26].
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Figure 1.1 Block diagram of the MPEG2 Encoder [26]

The hardware design of streaming applications is driven by the progress of
manufacturing technology and the utilization of the nature of streaming
applications. The progress in hardware manufacturing technology so far
manages to make the integration of digital circuits adhere to Moore’s law. By
scaling geometrically, we transit from the single core era to a multi/many-core
era while keeping power consumption under physical limits. The innovation of
hardware architecture turns the advance in the integration level to a gain in
performance. Many of those architecture innovations, such as Application-
Specific Instruction-set Processor (ASIP) [71], Very Long Instruction Word
(VLIW) [50], Single Instruction, Multiple Data (SIMD) [78], Reconfigurable
Computing [32] architectures, are driven by observations from the streaming
application domain. Through heterogeneous integration, different functional
units of an embedded system such as sensors, processing units and memories
are put on the same chip, resulting in a System-on-Chip (SoC). From mobile
phones to complex communication networks, SoCs are widely used in these
final products for performance/power efficiency and cost reduction. Moreover,
non-digital parts such as sensors, actuators and biochips are also starting to be
integrated into the system; the system is then called a system-in-package (SiP).
Integration-level is raised with both “more Moore” (increasing digital
integration by scaling down logic gates) and “more-than-Moore” (increasing
non-digital contents integration such as MEMS) [175].



Embedded streaming applications always need to satisfy tight and strict
performance requirements. In many cases, the streaming data of these
applications must be processed within a tight time budget to meet their
throughput constraints to ensure customer satisfaction or good user experience.
For example, depending on the profiles, the video bit rate of H.264/AVC ranges
from 64 kbps to 240 Mbps [161]. Meanwhile, the resource limitations on many
embedded systems constrain the options of design and implementation.
System designers have to balance between performance requirements and
resource constraints, and obtain the optimal solutions based on customer needs,
which requires careful mapping between signal processing algorithm blocks
and hardware components. The better the match between the mathematical
operations of the software blocks and their underlying hardware
implementations, the higher the probability that the given performance/power
requirements of whole system are reached. A good design always implies a
good mapping between an application and its architecture.

Both industry and academic worlds show great interest in streaming
applications in the last two decades. Commercial tools for developing
streaming applications include Signal Processing Worksystem (SPW) [9, 123]
from Cadence (later acquired by Coware, in turn acquired by Synopsis),
COSSAP [129] (later merged into Cocentric System Studio, formerly called El
Greco [22]) from Synopsis, ADS [122] (formerly EEsof from HP) and
SystemVue [139] from Agilent, Labview [90] from National Instruments and
System Canvas [111] from Angeles Design Systems. Researchers around the
world also develop academic tools for modeling and analysis purposes, such as
Ptolemy [23] from U.C. Berkeley, DIF [83] from University of Maryland,
Streamlt [154] from MIT, PeaCE [149] from Seoul National University and SDF?
[146] from Eindhoven University of Technology.

In a nutshell, a good embedded streaming application system design needs
to consider application (software), architecture (hardware) and mapping
(hardware/software codesign) aspects together. But none of the aspects is easy
in embedded system design due to the increasing complexity. Both industry
and academia put a lot of effort in investigating the problem, i.e. how to design
and implement embedded streaming systems in a systematic and better way.
We list below the challenges in designing streaming applications on embedded
systems and the trends of solutions for the challenges that we think are most
important.



1.2 The challenges in embedded system design.

The ever-increasing complexity and the ever-shortening time-to-market: The
increasing capabilities of embedded systems, together with the perhaps even
more dramatic increase in their application in everyone’s daily life causes the
design complexity of embedded system to grow sharply. Designers cannot
simply consider different parts of a system separately and then try to put them
together in a naive way. All those different parts now are connected to each
other and influence each other. To make things even worse, the fast evolution
of technology and fierce competition in the market also shorten the patience of
customers. The ever-shortening time-to-market puts additional pressure on
designers while they are handling design complexities that they have never
seen before. The International Technology Roadmap for Semiconductor (ITRS)
showed in its report of 2009 [86] the ever-enlarging design gap between
HW/SW productivity and manufacturability.
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Figure 1.2 Hardware and Software design gap versus Time (based on [86])

Figure 1.2 shows a design gap prediction graph based on the ITRS report.
The complexity of the design of software/hardware is measured in a
logarithmic scale. The technology capabilities such as manufacturing process
advances or new materials are not necessarily turned into benefits for end
producers because of the ever-enlarging design gap between the productivity
of developers and the capabilities of technology. The increasing design cost
might eventually stifle the whole industry if a sustainable product
development cycle becomes economically impossible due to the gap.



The ever-increasing development cost: For consumer electronics, we already
got used to the phenomenon that the prices of new products drop sharply a
few month later to give way to even newer products that are more powerful
and efficient. Moreover, the fine segmented market also limits the volume of a
single product and narrows the profit margin of the product. At the same time,
the Non-Recurring Engineering (NRE) cost of products, i.e. one time cost
during the research, design, development, and testing phases just keeps
soaring with the increasing complexities of products no matter the products
are consumer electronics or professional and industrial products. The progress
in manufacturing technology drops the price of hardware every year. However,
the salary and productivity of programmers for both software/hardware keeps
more or less stable or slowly grows. As a result, the share of “software”
(including software and programmable hardware code) in the total cost of
products keeps increasing. The designers have to increase their productivity to
make a sustainable profit from their products.

The multi-objective and non-functional requirements: In the nature of
embedded system design, there are many design constraints other than
functional correctness. Due to the deployment environment, resource
restrictions on implementations, constraints on performance related metrics,
many non-functional requirements need to be taken into consideration when
designing an embedded system, such as performance, power and reliability.
Compared to well-developed methodologies that ensure functional correctness
of systems, we still lack systematic ways of designing systems to satisfy non-
functional requirements. Moreover, we frequently find that we have to design
a product that has to satisfy multiple objectives while some objectives are in
conflict with each other.

The multi/many-core era: In order to complete many different tasks or react to
different types of input in real-time, embedded systems are running multiple
applications or multiple tasks of one application on so-called Multi-Processor
System-on-Chip (MPSoC) platforms at the same time. In order to enable
parallel applications, the underlying architectures also have some kinds of
parallel features, from multi/many cores at the system level to VLIW or SIMD
at the instruction level. Keeping the parallelism intellectually manageable, i.e.,
ensuring that designers are capable of designing, debugging and deploying
such kinds of systems, is very challenging [107].



The environment: Last but not least, the environment is also one of the most
important design constraints for embedded systems. Embedded systems aim
to embed into products and react to the environment in one way or the other.
The environment influences the behavior of an embedded system by providing
all kinds of inputs. In a streaming application, the environment will feed input
as a data stream while the type and content of data might change depending
on the situation. Taking the environment into consideration not only makes the
design more reliable and predictable, but also makes the design more efficient.
However, it also requires more effort from designers due to the consideration
of this new dimension.

To conclude, the challenges faced by embedded system designers are
caused by the gap of ever-increasing desires of customers and the relatively
slow-growing design capability that can satisfy the desires. The success of past
designs of embedded systems boosts the expectation for future embedded
systems. The tension between the means and ends will continue as embedded
systems already become an important part of our daily lives.

1.3 The trends in embedded system design.

In order to solve the aforementioned challenges, the research and practice on
design methodologies for embedded systems also made progress in the last
few decades. There are a few noticeable trends in current embedded system
design that we discuss below.

Model-based Design: The computer industry advances by introducing models
and raising the abstraction level. By doing so, we manage to understand and
solve complex problems at different levels. Instead of designing a product
directly with unnecessary details, a model-based approach provides a way to
design products at a different abstraction level with only essential information.
Depending on their abstraction levels, models approximate the behavior of
final products in different ways and are used for different purposes. The
models can be viewed as virtual prototypes of products and are used by
designers for evaluation and estimation. Comparing to long and expensive
procedures to develop physical prototypes for evaluation or very primitive
spreadsheet calculations which are based on designers’ experiences, the model-
based approach is much faster, effective and accurate. The most aggressive
model-based design approaches even support generating implementations
directly from models. For streaming applications, different types of dataflow



models are proposed for performance and resource usage evaluations, such as
Real-time Calculus [152], Event Model [69], and Synchronous Dataflow [101].
Many commercial products are already developed for functional simulation or
fast prototyping purposes such as SymTA/S [76] and SPW [9].

Separation of Concerns: Due to the increasing complexity of embedded
systems, designers can handle all aspects neither at the same time nor within
the same person. Instead, approaches that try to separate concerns such an
aspect-oriented [97, 132] or domain-specific approach [81, 108], or the Y-chart
methodology [8, 98] are proposed. A complex embedded system design
problem is divided into many different orthogonal or loosely coupled
subproblems, which are solved separately and efficiently by aspect/domain
experts with their domain-specific knowledge. Then system designers or a
central design system are responsible for integrating all components together.
On the one hand, an aspect-oriented approach maximizes the efficiency of
designers; on the other hand, it allows modification of one aspect with as few
as possible side-effects to other aspects. Aspect-oriented or domain-specific
design is rooted in a problem solving skill of human beings with a long history:
divide and conquer. Obviously, the loose coupling to other design aspects and
efficient and holistic integration are key challenges for the approach. The Y-
chart methodology is another good example of separating embedded system
design concerns. It separates application functionality aspects (typically
designed in software) from platform aspects (typically hardware) and the
mapping of application functionality onto the platform. There are many
commercial tools that provide domain-specific languages for specifying
requirements or modeling behaviors [18, 35, 79]. The domain-specific
languages allow designers to improve their productivity while utilizing
domain-specific information for efficient optimization [4, 81].

Hardware/Software Co-design: While splitting loosely coupled concerns into
different aspects, considered separately, we have to consider tightly coupled
aspects all together as a whole. Since the line between hardware and software
is blurred due to introduction of high-level synthesis tools, the
Hardware/Software Co-design approaches [19-21] became popular in current
embedded system design. Designers can choose to map a computation task on
an acceleration unit (hardware implementation) or on a general purpose
processing unit (software implementation), the only difference being the
processing time and resource usage. By careful design, end users will not be
aware of the difference. The Hardware/Software Co-design approach also



requires designers to use high-level specifications that abstract from
implementation details since the final implementation can vary significantly. In
order to support Hardware/Software Co-design, model-based or virtual
platform based design methodologies are developed. Model-based exploration
allows fast evaluation of implementation choices since both software and
hardware components are modeled and can interact with each other through
well-defined interfaces. Virtual platforms provide cycle-level models or faster
transaction-level hardware models in the early stage of software design for
hardware/software co-design.

System-Level Exploration and Early Design Space Exploration: Abstraction
and a model-based design approach enable designers to perform design space
exploration at system level. We can do early design space exploration as soon
as we have system-level models. Even though the system-level models do not
contain many details, we can still make some important and crucial decisions
at the early stages of embedded system design. For example, [86] predicts that
the contribution of ESL design to system power minimization will account for
80% in 2015. Early design space exploration [70] is very important in the whole
design cycle since it helps designers to identify the important decisions at
system-level so that they can figure out a way to properly handle concerns
early on. By reducing the problems at the system-level at an early stage, the
number of iterations for a design can decrease noticeably. In turn, it is possible
to shorten the time-to-market.

Correct by construction: Traditional approaches verify the correctness of a
system at the final stage, which might be too late for any meaningful remedies
if a design error is found. On the contrary, correct-by-construction design [43,
44] that is proposed by Prof. E.W. Dijkstra stresses that the correctness of
systems should be ensured by the way of constructing the system, i.e., through
formal methods [45]. For example, Design-by-Contract [109] is a well-known
technique for software engineering that, by enforcing formal and verifiable
interface specifications for software modules, ensures the correctness of the
system. The techniques for correct-by-constructions have their roots in formal
specification and verification [7, 92].

Trade-off aware design: Since designing for multiple objectives [177] such as
performance and energy efficiency becomes common in embedded system
design and some of these objectives might be in conflict with each other, it is
very useful for a design method to provide trade-offs for designers to select



one implementation among different design options. Even more, the trade-offs
can be used for tailoring existing designs for different customer needs or
configuring running applications for different environments.

Reusable, Adaptable and Adaptive design: In order to improve productivity,
reusing existing designs or adapting them for new situations is good practice.
Intellectual Property (IP) libraries and Platform-based design [106, 134] try to
reuse at component level and platform level respectively. Though the
requirements of a product are heavily dependent on time, locations, and
individual needs, we can always find some requirements/functions that are the
same or similar to existing designs. By reusing existing designs, we can
construct the known part quickly and focus our efforts on new functional parts
and their interface to reused parts. An ideal design can adapt to changes, no
matter whether the changes that happen at design time (adaptable) or runtime
(adaptive). The changes may even cross different generations of the product or
different markets of the product. At design time, an adaptable design should
be able to be adapted to changes in requirements or modifications of different
aspects of the specification. At run time, an adaptive design should be able to
adapt to different environment inputs and react with different strategies, such
as different schedules, operating frequencies or voltages. Adaptable and
adaptive design can alleviate the problem of soaring NRE cost by amortizing
cost over similar products that target different customers and different
generations of the same products. Moreover, an environment sensitive design
can ensure the efficiency of products and achieve efficiency that is not
achievable through a static approach [3, 48]. By tailoring platform resource
configurations for different needs at design time [96] or by changing
configuration at runtime to react to environment changes [17], the investment
of reusable, adaptable and adaptive parts and the experience and knowledge of
designers are preserved and utilized.

More design automation: One limiting factor that causes the productivity gap
is the lack of enough manpower for design. There are two reasons: the first one
is the lack of skilled designers to manage the ever-increasing complexity; the
second one is the huge amount of complex design tasks generated from the
ever-increasing demands on embedded systems. While improving our
education system can solve the first problem, more design automation is the
remedy for the second one. By shifting well-defined and automatable design
tasks to computers, the hands of designers can be liberated for those less well-
defined and highly creative design tasks. The prosperity of the last few
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decades of semiconductor industry is largely due to the progress that was
made in design automation. The future of the industry needs the continuation
of the success.

Tackling emerging needs: The advances of embedded systems lead to new
design techniques to tackle emerging problems such as thermal aspects [85,
153], security [160, 173], reliability [159], resource management [17, 72], and
concurrency [135, 168]. The variety of design issues raised in embedded
system design reflects the influence of embedded systems in our life. The need
to solve these emerging issues leads the trends in the design automation
research and development.

We list many design trends for embedded systems above. Some of them
have already become practice in industry and may still be improved while
others need further research to reach industrial strength for real applications.
Moreover, all these trends are not independent from each other, but closely
related. The progress of one will also improve the other. How to turn those
“nice to have” research tools to some really “reducing design pains” tools is
one of the most important motivations behind design automation research.

In this thesis, we are motivated by the challenges faced by embedded
system design and are inspired by the design trends shown in the past decades.
We are investigating the problem of designing streaming applications on
embedded platforms. Given the wide use of streaming applications and
complexity of the design problem, this thesis is only a small step of this long
journey, but we believe it is a constructive one.

1.4 Problem Statement

To solve the challenges facing embedded system design is not an easy journey.
Here, we focus in particular on a specific subdomain of embedded system
design: streaming applications.

141  The performance versus resource cost trade-off

A key issue for developing streaming applications is the analysis of
performance and resource usage of a streaming application. The two aspects,
performance and resource usage, are tightly related to each other. Normally,
higher performance requires more resources. Embedded system designers face
the natural dilemma to increase resources for more performance or to decrease
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resources for a more economic implementation. This dilemma, the so-called
trade-off problem (or opportunity-cost problem in economics), is widely seen
in many engineering fields, i.e., there typically is no single optimal option, but
instead there are a lot of different options, each with its own advantages and
disadvantages. The trade-offs are Pareto-optimal options [56] in their
corresponding design space. The goal of trade-off analysis is to find these
Pareto-optimal options in the design space for which there is no alternative
option that is strictly better in all aspects.

142  Approaches for performance and resource usage analysis

There is a lot of work that studies performance and resource usage for
streaming application systems. Models of Computation (MoCs) are models that
are used to study this type of problems related to computation. We discuss a
few MoCs below.

Network Calculus and Real-Time Calculus: Network Calculus (NC) [19, 33,
34] is developed as a deterministic queuing theory for computer networks. It
applies min-plus algebra to networking systems where the addition is replaced
by computation of minimum and the multiplication is replaced by addition. It
can be used to reason about timing properties of event streams in queue
networks. The envelope of event streams can be captured by arrival curves [33,
34]. Since streaming application systems can be viewed as a network of
processing blocks, NC can be used for analyzing end-to-end delays, event rates
and buffer requirements (backlog in NC terminology) between processing
blocks. In NC, latency-rate (LR) server [143] is introduced to model and
analyze traffic scheduling in communication networks. The behavior of a LR-
server is determined by two parameters, the latency (0) and the allocated
service rate (p) for the input traffic stream. Several scheduling algorithms such
as Round-Robin scheduling can be classified as LR-servers. It can be used to

analyze performance of SoC architectures [155] in which tasks are captured as a
set of traffic flows with associated latency constraints.

Real-Time Calculus (RTC) [152] is an extension of NC. A detailed
comparison between NC and RTC can be found in [20]. In contrast to NC, RTC
uses so-called interval bound functions to characterize both event streams and
available resources. By applying interval analysis on event streams, i.e., sliding
an interval window over event streams and counting the maximum (upper
arrival curve) and minimum (lower arrival curve) number of events appearing
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during the interval At. Resources are indirectly captured by service curves
which denote numbers of input events have been served to a so-called greedy
processing unit. RTC is used to study the schedulability and buffer
requirements of real-time system.

Modular Performance Analysis (MPA) [27, 156] is an analysis framework
developed on top of RTC. In this framework, a system is composed by a
number of building blocks of which the inputs and outputs are characterized
by pairs of upper and lower arrival curves and service curves. The building
blocks can connect their own inputs and outputs, for events and services, with
other blocks” outputs and inputs respectively. The framework allows interface-
based design and provides modular analysis. A case study is given in [157] to
show how to apply MPA for embedded system performance analysis.

Event Models: An Event Model (EM) [69, 76, 127] is a set of event streams that
share common qualitative properties such as a period T, jitter /] and deadline D
etc. A system is viewed as a set of processing blocks that can be independently
scheduled and be analyzed locally. These blocks communicate or interact via
event streams. Event streams represent the interface between blocks and sub-
systems. Two category functions are defined for event streams to capture the
properties of a stream. One is n(At) that returns the number of possible event
occurrences within a time interval of size At and the other is §(n) that returns
the time distance At between n successive events in the stream. Actually, the
event stream function 7(At) can be converted to the upper bound and lower
bound arrival curves for the event stream [127]. The inputs and outputs of
processing blocks are captured by the EM. The Event Model Interface (EMI) is
developed for connecting different event models. In [128, 133], techniques are
developed for hierarchical scheduling analysis of hierarchical event stream
system. A EM based commercial tool SymTA/S is developed for performance
and scheduling analysis [76].

Dataflow approach: For streaming application design, the Synchronous
Dataflow (SDF) graph model is one of the most popular models both in
academic and industrial communities. Among the reasons for its popularity,
the two most important ones are its expressiveness, i.e., the ability to capture
system behaviors accurately, and analyzability, i.e., the ability to reason about
system properties efficiently. A given streaming application can be converted
to an SDF graph with moderate abstraction and modeling efforts. Task
concurrency and data parallelism in parallel application specifications on
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multi/many-core systems can be naturally captured by SDF graphs. A system
is viewed as a set of actors, i.e. processing blocks, that communicate with each
other through channels. Fixed amounts of data (called rates) are consumed and
produced by each actor for every execution. With fixed data rates, we can
define an iteration of a graph to contain a number of actor firings that returns
the graph to its initial condition. An iteration typically corresponds to
processing a meaningful unit of data in the physical world such as an image
frame in an image processing application or an audio frame in music players.
With the definition of an iteration, we can define the metric throughput as the
number of iterations completed per time unit to measure the performance of
streaming applications modeled by SDF graphs. The constraint on data rates of
actors enables powerful analysis of SDF graphs. For single processor platforms,
it is quite easy to construct a schedule with fixed execution orders and
bounded buffer requirements [101]. For multi-processor platforms, state-based
and max-plus based analysis techniques are developed for performance
analysis and trade-off analysis [64, 144]. SDF graphs normally only model
distributed and non-shared resources such as FIFOs. In order to capture
resource sharing among actors, specific techniques are required. For instance,
runtime scheduling of actors on shared resources whose starvation free arbiters
(e.g. Round-Robin arbiter) can be modeled as LR-servers. [11, 164, 165] model

each task as a component that consists of two dataflow actors that capture
latency and resource allocation rate based on the LR model of the

corresponding resource arbiter.

Comparison of the three approaches: All approaches are able to model and
analyze the streaming behavior of an embedded system while each has its own
strengths and weaknesses. NC/RTC/MPA and EM/SymTA/S are trace-driven
models, ie., they need knowledge about the timing properties of inputs
collected from traces to reason about the whole system. EM targets real-time
scheduling and translates periodical event logs with jitters and deadlines into
stream event functions such as n(At) and §(n). After conversion of the event
stream to event functions, EM and NC/RTC/MPA can use the same analysis
techniques since they both use arrival and service curves based on min-plus
and max-plus algebras. Both NC/RTC/MPA and EM do performance analysis
by local component analysis and global iterative fixed-point analysis. They are
able to provide closed form analysis. Recently they also are able to analyze
cyclic dependencies in applications [91]. In contrast to NC/RTC/MPA and EM,
SDF is not dependent on trace information and can easily handle cyclic
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dependencies. The topological structure of SDF is very close to the application
itself. It does have to know the processing tasks to fix the data rates of each
input and output. The constraint of fixed rates for input and output is a
double-edged sword. On the one hand, it allows fast and accurate analysis. On
the other hand, it lacks the flexibility of the arrival curves of NC/RTC/MPA and
EM to handle dynamism. There is some recent research work that tries to
extend classical SDF with the ability to handle dynamism [147, 163]. In
NC/RTC/MPA, the resource availability is captured by service curves. A
greedy processing component (GPC) takes the resource service curve as input
and outputs a remaining resource service curve as output. The outputted
remaining resource service curve then feeds into the next GPC that needs the
same resource. This models priority based arbitration and the order of
connection of GPCs decides the priority of tasks sharing the same resource. In
dataflow modeling, the resource sharing is handled by static-order schedules
fixed at design time [37] or models such as LR-servers for starvation free

runtime schedulers [164]. The static order can be modeled by additional edges
in the dataflow graph while LR-servers can be modeled as a dataflow

component [11, 37, 140, 164, 165]. Static-order scheduling uses at design-time
the known data dependencies within one application to generate more efficient
schedules compared to run-time schedulers. The static-order schedulers can
typically give tighter performance bounds than static analysis of dynamically
scheduled behavior with LR-server models. An embedded system often runs
multiple streaming applications, the data dependencies only exist within an
application itself. The resource sharing among multiple applications can only
be scheduled at runtime. One solution is to do static-order scheduling within
one application while using the LR-server model to analyze multiple

independent applications [110]. A goal of this thesis is developing more
efficient static-order schedules for a single application in the case of shared
resources.

Last but not least, we want to point out that some analysis techniques for
the three models share the same mathematical structure of min-plus and max-
plus algebra. The similarities between the analysis techniques hint that the
MoCs can be unified in a general framework. There is already some work on
interface theory that explores such possibilities [60, 138].

We use the SDF graph model as our tool for analyzing streaming
application systems since it naturally represents streaming applications.
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Moreover, we can analyze it both in the state-based approach or in the max-
plus algebra approach. It gives us flexibility for exploring our trade-off analysis
problem.

143  The problems faced in dataflow modeling

Our research questions are derived from the two aspects of SDF:
expressiveness and analyzability. For expressiveness, we noticed that almost
all existing work on SDF handle resources in the following two ways. In the
first way, it makes implicit resource assumptions. For example it assumes that
resources are unlimited so that they do not have to be taken into consideration.
In the second way, it modifies dataflow graphs to embedded scheduling
decisions on shared resources. For example, it assumes that resources are used
in a fixed order so that the resources can be modeled as data tokens that are
communicated between actors [37]. Or it uses dataflow components to replace
one task actor to capture starvation-free schedulers in the LR server class [164].

If we change the underlying assumptions and make the amount of resources
that we are interested in limited and the order in which they are used more
flexible, can we still model it. For this, we need a new MoC to explicitly handle
resource concerns. If we express our resource concerns in a new MoC, how
should we analyze it? The extension of expressiveness will impact the
analyzability of the new model and requires reconsidering existing techniques
for the well-known SDF MoC.

For example, a common trade-off for streaming applications is throughput
vs. buffer resources. The SDF model has efficient analysis algorithms for
throughput and distributed buffer size [144, 148]. However, for more generic
resources that are expressed by the new MoC, analysis methods for the trade-
offs between throughput and resource usage have to be explored. Are there
efficient algorithms for the analysis of trade-offs? In general, trade-off analysis
is an important research question for such a new model.

Last but not least, if we add a new design dimension, input of a system, into
the modeling process besides its resources dimension, how should we handle it?
Can we utilize the knowledge on inputs to predict the performance and
resource usage of streaming applications more precisely?  For streaming
applications, we can sometimes model the inputs and the transitions among
inputs with a Markov Chain or Finite State Machine (FSM). For example, the
MPEG-2 decoder has three types of different input, I, B, P frames. The
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processing steps and execution times for these frames are different. The
transition from input with one frame type to another follows some rules. In
[116, 141], a Markov Chain is used to model the traffic in MPEG-2 Video. In [62,
151] performance prediction of streaming applications is improved with input
models that are Markov Chains and FSMs. Is it possible for us to react to the
inputs at runtime for more efficient resource usage or higher performance? For
example, we can allocate the same resource to different tasks based on the
context, or change operating voltage or frequency based on the predication of
input. So the dynamic environment is another challenge for our research.

To summarize, the thesis focuses on the following three major questions:

1. How to extend the SDF model with a (shared) resource aspect for
streaming applications on an embedded platform while still
maintaining the possibility of efficient analysis techniques?

2. How to efficiently explore trade-offs in mapping of a streaming
application on its platform with the new model?

3. How to model the environmental aspect (i.e., input) and find an
efficient way to adapt to environmental changes at runtime?

The above research questions have motivated our work and our thesis to
answer them. Through investigation of the above three questions, we made
contributions, which we introduce in the next section, to the existing work.

1.5 Contributions

By addressing the questions posed in the previous section, we made the
following contributions:

Resource-Aware Synchronous Dataflow (RASDF): We propose the Resource-
Aware Synchronous Dataflow model as an extension to the well-known SDF
model. It explicitly models the shared resource aspects of a streaming
application. An SDF graph is consistent if its production and consumption
rates are such that the SDF graph can execute indifferently without deadlock
and within bounded memory. The concept of consistency of SDF is extended to
include consistency of resource usage. The resource consistency of a given
RASDF is necessary for the existence of a schedule for the RASDF without
deadlock and with bounded resource requirements. The explicit modeling of
resources without specifying their order of use enables a more flexible analysis.
Since resources can be shared by multiple actors, the resource allocation order
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will impact the execution order of actors of an application, i.e., the schedule of
the application, and therefore impact the performance of the application. Better
trade-offs are possible when compared to SDF analysis. This work has been
published in [170].

Trade-off analysis techniques: We developed trade-off analysis techniques
for RASDF. We use state-space exploration techniques, both in the time-
domain [169, 170] and on an iteration-basis [171]. These techniques make use of
the concept of Pareto dominance for pruning redundant explorations. The
time-domain analysis allows better schedules due to interleaving of iterations,
but the size of the explored state space grows quickly. The iteration-based
technique trades the interleaving of iterations for a more compact size of the
state space. The work has been published in [171].

Bottleneck-driven DSE: We developed automatic bottleneck-driven design
space exploration techniques for efficient dimensioning of the required
resources. By exploring the state space of an RASDF graph and analyzing the
dependencies between actor firings, bottleneck resources that are limiting the
throughput are identified through analysis of dependencies involving limited
resources. With this bottleneck information, the design space can be more
efficiently explored. This work is published in [169] and [171].

Game-theoretic controller synthesis: We exploit an analogy of the controller
synthesis problem for a streaming application to a game between a controller
player and the application environment player. The controller player decides
the runtime schedule corresponding to the input decided by the environment
player and context at the decision time. By mapping the synthesis problem to
the well-known mean-payoff game, synthesizing a controller can be reduced to
finding a winning strategy for the controller player. We consider the role of the
environment into our modeling efforts and combine a parameterized RASDF
with a specification of scenarios of input behavior, in a combined model called
Scenario- and Resource-Aware SDF (SARA SDF). The resulting analysis
approach draws from the studies of automata (such as SDF, RASDF, SARA
SDF), max-plus algebra, and decision and game theory, which hints at new
research directions for streaming application modeling research. The work is
published in [172].
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1.6 Thesis Overview

This thesis is organized as follows. Figure 1.3 shows the structure of the thesis.
Chapter 2 introduces the new MoCs: RASDF and SARA SDF that are used
throughout the thesis with their related parent models. Chapter 3 introduces
the metrics that we use for measuring the performance and resource usage of
streaming applications, the concept of Pareto optimality and dominance, and
the trade-offs that we are interested in. Chapter 4 develops the analysis
techniques for RASDF in the time domain. Pruning techniques and heuristics
are discussed for avoiding an explosion of the state space. It also develops a
bottleneck-driven design space exploration technique for efficient exploration
of the design space. Chapter 5 explores the design space through an alternative
view, i.e., on an iteration basis. Techniques for handling resources and pruning
are introduced. Chapter 6 studies the controller synthesis problem for
streaming systems from a game-theoretic view. Chapter 7 concludes the thesis
and points out directions for future work. The appendix includes some
dataflow graphs used in this thesis.
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Figure 1.3 Overview of the structure of the thesis



2 DATAFLOW MODELS

“The whole of science is nothing more than a refinement of everyday thinking”
- Albert Einstein

In this chapter, two new MoCs, i.e., RASDF and SARA SDF are discussed. In
Section. 2.1 we give an overview of the relations between these two MoCs and
other existing dataflow models. From Section 2.2 to Section 2.5, we introduced
SDF, SADF, RASDF and SARA SDF respectively. In Section 2.6, we discuss
related work. Section 2.7 concludes with a summary of the chapter.

2.1 Overview

Models of Computation (MoCs) [49, 89, 136] are tools that we use to study
aspects of the physical objects that perform computations, such as the
functionality, the communication, synchronization, and timing behavior of the
computations. MoCs are formal abstractions of the computation objects that
get rid of all non-relevant characteristics and only keep essential ones for a
given purpose like performance predication or property verification. The
formal description of a MoC allows us to rigorously study the computation
performed by the physical objects.

Compared to general models of computation such as Turing Machines that
are used to study computability and complexity, some specialized models of
computation are used for specific purposes. Finite state machines (FSMs), for
instance, are used for circuit synthesis, synchronous languages for designing
safety-critical controller systems, timed automata for verification of real-time
systems, or Petri nets for description and analysis of distributed systems. The
specializations of MoCs often allow efficient analysis of problems in specific
target domains.

Streaming applications are widely used in our daily life. And there are
many open problems for design and implementation of such applications. In
order to satisfy the performance requirements and resource constraints of
streaming applications on embedded systems, developers have to exploit
different levels of parallelism and engage in concurrent programming (both
software and hardware) for implementation while keeping resource usage
within budget. However, traditional MoCs can neither capture such concurrent
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activities easily (e.g. Turning Machines or FSMs), nor concisely capture the
activities for efficient analysis (e.g. Petri nets). This leads to difficulties in
analysis and implementation. New MoCs are needed to solve these problems
for streaming applications.

Researchers develop different types of MoCs [89, 142, 174] to study the
problems faced by streaming applications and to investigate how to analyze
them efficiently. One important category of MoCs are dataflow models of
computation. Depending on the expressiveness and analyzability, different
variants of dataflow models are proposed [147]. By using different types of
dataflow models, we are able to analyze the performance (how much time does
it take?) and the resource usage (how much processing, storage,
communication resources does it use?) of streaming applications and we can
explore the options to implement an application efficiently.

Figure 2.1 Venn diagram of dataflow models of computation

Figure 2.1 shows an overview of the dataflow models that will be discussed
in detail in this chapter (SDF, PSDF, SADF, RASDF and SARA SDF) and their
relations with each other. All these models can be viewed as subclasses of the
Petri nets MoC [118, 119]. Synchronous Dataflow (SDF) [101] is the basic model
that allows to capture static, multi-rate signal processing systems. PSDF [13, 63]
allows data-dependent, dynamic digital signal processing (DSP) systems to be
modeled with parametric rates and execution times. Scenario-Aware Dataflow
(SADF) [59, 151] uses an FSM to capture dynamic changes among different
inputs and allows to analyze performance for data-dependent applications.
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Resource-Aware Synchronous Dataflow (RASDF) (developed in this thesis)
specifies dataflow systems with explicit resource-awareness and models
shared resources to allow more flexible scheduling. Scenario- and Resource-
Aware Synchronous Dataflow (SARA SDF) (developed in this thesis) combines
the resource aspect of RASDF and the data-dependent aspect of SADF together
to study the interplay between an application and its environment. The thesis
is developed around the last two models, RASDF and SARA SDF, and their
analysis techniques.

2.2 Synchronous Dataflow Graphs

The behavior of certain streaming applications can be captured and analyzed
by Synchronous Dataflow (SDF) graphs. SDF graphs are rooted in
Computation Graphs (CG) [95] and it is equivalent to a subclass of Petri nets,
so-called Weighted Marked Graphs (WMG) [31, 150]. The reason of the
popularity of SDF is its specific combination of expressiveness and
analyzability. It is very easy to capture certain static streaming applications
with SDF graph, to decide whether a schedule with desired performance exists
or not and to determine the size of FIFO buffers to avoid deadlocks.

Figure 2.2 shows an example of an untimed SDF graph. The circular nodes
are actors and represent computations. Actor computations are atomic and
performed repeatedly. Actors transfer information to each other through FIFO
channels (solid directed edges) via data items called tokens (black dots). Each
actor firing represents one computation and consumes a fixed number of input
tokens from each connected input channel and produces a fixed number of
output tokens to each connected output channel. These numbers of consumed
and produced tokens are called rates. The fixed rate is an essential property of
SDF graph. When the rates of all actors of an SDF graph are equal, we call it a
homogeneous SDF (HSDF) graph. It is a specialization of normal SDF graph.

Figure 2.2 An example of a Synchronous Dataflow (SDF) graph



22

SDF graph is very important since many dataflow models are derived from
it. There are many extensions to SDF graph, such as CSDF [117], BDF [24],
VRDF [162], SADF [62, 151], to capture more complex behavior of some
streaming applications. Our RASDF and SARA SDF are extensions of the basic
SDF model with different trade-offs of expressiveness and analyzability.

We can now give a formal definition of untimed SDF graph that is similar to
the definition in [65, 145].

Definition 2.1: Untimed Synchronous Dataflow Graph (Untimed SDF)

An untimed SDF graph is a tuple (A, C,wr,rd) that consists of a set A of actors, a set
C S A x A of directed channels, a read function rd: C = N* that annotates (the sink of)
each channel with a positive integer that denotes the rate of consuming input from the
channel, and a write function wr: C — N*that annotates (the source of) each channel
with a positive integer that denotes the rate of producing output to the channel.

Note that we do not allow multiple channels between the same pair of
actors since the channels can be replaced by one equivalent channel of which
input (output) rates are equal to the sum of input (output) rates attached to
multiple channels.

We use a channel quantity to capture the numbers of tokens on each channel
of an SDF graph.

Definition 2.2: Channel Quantity
A channel quantity § € NI¢! associates with each channel ¢ € C an amount of tokens.

For a weighted and directed graph, we can use a topology matrix [101] to
represent its topology or structure, in which matrix row entries correspond to
channels and column entries correspond to the actors. The topology matrix
shows the input and output relations among actors and channels. We can
represent the input and output relations in two matrices I;; and [,
respectively, and derive the topology matrix from the two matrices. We use a
function src:C » A, to denote the source actor of a channel ¢ € C, and a
function sink: C » A, to denote the sink actor of a channel ¢ € C. The elements
of the two matrices are defined in the following two equations.

_(wr(c) if a=src(c)
I ,a) = .
wr(€,) { 0 otherwise
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and

rd(c) if a = sink(c)
0 otherwise

Lra(c,a) = {

Then the topology matrix T is defined as:
I'=Ty — [y

So the elements of the topology matrix of SDF graph are given by the
following equations:

wr(c) if a=src(c) and src(c) # sink(c)
—rd(c) if a = sink(c) and src(c) # sink(c)
wr(c) —rd(c) if src(c) = sink(c)
0 otherwise

I'(c,a) =

When a channel ¢ € C of an SDF graph has the same actor a € A as both its
source actor and its sink actor, i.e., a = src(c) = sink(c), then the channel c is
called a self-edge of the actor a.

Consider the example of Figure 2.2. Let the columns of the matrix
correspond to the actors a, b, c,d and the rows of the matrix to the channels
chy, chy, chs, chy in; then [, and I, are given below:

O OO N
SO ONO
(=N YN

For example, the element in the first row of I}, (that corresponds to
channel ch,) and the first column of I, (that corresponds to actor a) is 2. It
denotes that actor a writes 2 tokens to the channel ch, after each firing.

The topology matrix of the example SDF graph is as follows:

2 -4 0 0
0 6 -2 0
F=lw=la=o 2 o -1
-1 0 0 1

Given the topology matrix, we can define many useful properties and make
use of these properties in our analysis. More importantly, the extensions of SDF
discussed in this thesis can be derived from different variations of the topology
matrix as we will see in the following discussions.
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When an actor in an SDF graph fires, it consumes tokens from its input
channels and produces tokens to its output channels. If a channel cis a self-
edge of an actor a in an SDF graph, wr(c) has to be the same as rd(c).
Otherwise, the number of tokens in the self-edge channel will during system
execution eventually be either 0 (leading to deadlock in the system) or grow
towards infinity (which implicates that a buffer overflow will eventually
happen in the system). More generally, we can check whether a system
modeled by an SDF graph is consistent or not by solving the balance equation:

'q=0

The equation is called the balance equation since it means that after a
certain number of actor firings, given by q, the number of tokens that are read
from each channel equals the number of tokens that are written to each channel.
Consistency is a necessary condition to avoid deadlocks and buffer overflows.

If a non-trivial integer solution vector q exists, i.e., the elements in g are
positive and coprime, the SDF graph is said to be consistent and the vector ¢ is

defined to be the repetition vector. Note that the consistency of an SDF graph
does not imply it is deadlock-free. Deadlock can still happen if the number of
initial tokens is not enough on some channels. The existence of repetition
vector is only a necessary condition for deadlock-free. The number of initial
tokens needs to be sufficient to avoid deadlock. The repetition vector of the
example SDF graph isq =[2 1 3 2]7. It corresponds to 2 firings of a, 1
firing of b, 3 firings of c and 2 firings of d. With enough initial tokens, the
application will return to the initial situation after 2 firings of a, 1 firing of b, 3
firings of c and 2 firings of d. For a given deadlock-free SDF graph, after a
number of firings that corresponds to its repetition vector, the graph returns to
its initial situation. This allows us to construct a periodic schedule that can
repeat infinitely often.

An execution of an SDF graph is defined as a sequence of actor firings. A
sequence of actor firings is called an iferation if it contains a number of firings
of each actor that equals the corresponding element in the repetition vector of
the SDF graph.

We can convert an SDF graph to a homogeneous SDF (HSDF) graph with
conversion algorithms from [58, 101, 142]. The HSDF graph preserves actor
firings (under a straight forward homomorphism). The advantage of HSDF
graph is its regular structure, i.e., all read and write rates are equal. The length
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of an iteration, i.e., the total number of firings in an iteration equals the number
of actors in the HSDF graph. The transformation of an SDF graph to an HSDF
graph is sometimes needed for analysis purpose. Figure 2.3 shows the
homogeneous SDF (HSDF) graph of the example SDF graph.

O 09,
Q/ \‘Q

Figure 2.3 HSDF graph of the example in Figure 2.2

Many performance properties of SDF graphs, such as throughput [63, 64],
latency, and order-sensitive resource usage, cannot be inferred without timing
information. Throughput itself is defined with time while exact resource usage
is determined by the order of start and end of actor firings, which depends on
time. (A detailed discussion on these metrics follows in Chapter 3.) So actors
are annotated with execution times for the purpose of analysis. The execution
time of an actor is defined as the constant duration between the start of actor
firing and the end of actor firing and is annotated inside the circle that denotes
the actor. With the execution times of actors, we can analyze the timing of an
execution of SDF.

Definition 2.3: Timed Synchronous Dataflow Graph (Timed SDF)

A timed SDF is a tuple (4, C,wr,rd, T) that consists of an untimed SDF (4, C,wr,rd)
and an execution time function T: A = R*that assigns to every actor a non-negative
real number that denotes its execution time.

Figure 2.4 shows an example of timed SDF graph. For example, the
execution time of actor b is 2 time units. Figure 2.5 shows the behavior of one
firing of actor b. Before time point t;, actor b is waiting for input tokens on
channel ch; (grey area). Once the number of tokens on ch; is sufficient for one
firing at t;, the actor b starts its firing. After 2 time units of execution, actor b
writes 6 and 2 output tokens to channels ch, and ch; respectively. The
performance of a timed SDF graph, i.e., its throughput, can be represented by
the average number of actor firings during a fixed period of time.
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Figure 2.4 An example timed SDF graph

waiting for input
tokens on ch; .
write 6 tokens

read 4 tokens A to chz

from ch; 4 write 2 tokens

b2 A toch;
s
| | | | | | ¢

t; t+2

Figure 2.5 Execution behavior of one firing of b

Performance metrics of SDF graph and other dataflow models are discussed
in Chapter 3. Operational semantics of SDF and its extensions are discussed in
the time domain (Chapter 4), the iteration domain (Chapter 5) and for input
sensitive situations (Chapter 6).

2.3 Scenario-aware Dataflow Graphs

In the SDF model, the execution times of actors are usually based on worst-case
assumptions, i.e., they are so-called worst-case execution times (WCETs). This
assumption may lead to very conservative performance estimation. Many
streaming applications show data-dependent behavior, meaning that actor
execution times may vary with the data being processed. The concept of a
scenario [66] is derived from the observation that the behavior of streaming
applications is stable while processing the same type of data units, but vary
among different types of data units. The type of data may decide the execution
paths of programs and results in different execution times on different paths.
By clustering and classifying those data-dependent behaviors into different
scenarios, we can have a timed SDF for each scenario.

Scenario-aware SDF (SADF) [59, 151] extends SDF with a scenario FSM that
captures input/environment changes and provides worst-case execution times
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for different input types. It enables us to improve the quality of performance
and resource usage analysis by refining the analysis for data-dependent
behavior. Figure 2.6 shows an example of an SADF. It is composed by three
parts: a parametric SDF (as shown in the top part of Figure 2.6), a scenario FSM
(as shown in the bottom part of Figure 2.6), and a parameter table of the
parametric SDF for different scenario state.

( \

Scenarios Rates Execution times Status
y z w v i iz (2 c
Sa 3 2 0 0 0 2 3 0 disabled
Sp 2 1 1 1 2 1 2 1 enabled

Figure 2.6 An example SADF graph

A scenario FSM captures all scenarios and transitions among scenarios in a
streaming application by a Finite State Machine. Figure 2.7 shows an example
scenario FSM. It has two states (q, and q,) and two scenarios (4 and B). qy is
the initial state of the scenario FSM. The directed edges between states are
possible scenario transitions and each transition edge is labeled with the
probability of the transition and its corresponding scenario. For example, from
the initial state gy, the system has probability 2/3 to receive input B and to
transit to state g, with scenario Sg; it has probability 1/3 to receive input A and
stay at the same state q, with scenario Sy.
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Figure 2.7 An example scenario FSM
Definition 2.4: Scenario FSM

A scenario FSM is a tuple Sgsy = (Q,qo,6,%) that consists of a regular FSM, i.e.,
finite set Q of states, an initial state qo € Q, and a transition relation 6 € Q X Q
together with a scenario labeling ¥:6 v [0,1] X Sy where  [0,1] is the set of
probabilities of the transitions in & and Sy is a set of scenarios with its subscript T
being a set of input types. Each scenario corresponds to a specific timed SDF graph.

Note that a scenario FSM can also be viewed as a finite state Markov chain
plus scenario labeling. In order to capture all timed SDF graphs in one model,
we use a single SDF graph template to capture timed SDF graph instances of all
possible scenarios; the SDF graph template is called a parametric SDF graph.
Our definition of a parametric timed SDF graph is a combination of the
definitions in [13, 63] by parameterizing both execution times and rates.

Definition 2.5: Parametric Synchronous Dataflow Graph (PSDF)

A parametric timed SDF graph is a tuple (A, C,TF) that consists of a finite set A of
actors, a finite set C of channels, and a template function TF:Sy — RMI x Rl x
{enabled, disabled}4! that maps each scenario state in the scenario FSM to a set of
SDF parameters, in which RIAl contains the execution times of all actors, the element
from R?IC! contains the read/write rates for all channels, and the element from
{enabled, disabled} ! contains the active status of actors in the given scenario .

3 Z,
C[Z]

scenario sa

(a) (b)

scenario ss

Figure 2.8 Timed SDF graphs for two scenarios s, and sp
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Figure 2.8 shows two timed SDF graphs for two different scenarios s, and
sp. Figure 2.8 (a) is a timed SDF graph for input A while Figure 2.8 (b) is a
timed SDF graph for input B.

We use a parametric SDF graph to capture the two graphs, the template is
shown in Figure 2.9. The template function TF of the parametric SDF graph is
given in the parameter table of Figure 2.6. For simplicity, we only show
parameters that vary. Using the parameter table, we can instantiate a timed
SDF graph from a parametric SDF graph for a given scenario. For example, for
scenario s,, we disable actor ¢ and remove actor ¢ and all channels linked to it.
Then we replace the parameters in Figure 2.9 with its values in the table.

@ . Ch] @

C]]2

Figure 2.9 Parametric SDF graph for scenarios s, and sp

Analogous to normal SDF graph, parametric SDF graph also has
parameterized output rate and input rate matrices I, and I.4. For the example
in Figure 2.9, we have

x 0 0 0y 0
Twr=10 z Ofandlg=(0 0 w

0 0 w v 0 0

From the two matrices, we can derive the parameterized topology matrix:

x -y 0
'=1]0 z —w
—-v 0 w

We define a topology matrix function I'z: Sy = Sr that maps each possible
scenario to a topology matrix, in which S is the set of topology matrices for all
timed SDF graph instances. For the example in Figure 2.8, we have

3 -2 0 2 -1 0
Te(sy) = [o 0 0] and Ty(sp) = [ 0 1 —1]
0 0 0 -2 0 1
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Obviously, the topology matrix of each scenario is an instantiation of the
parameterized topology matrix of the parametric SDF graph. A parametric SDF
graph is consistent if and only if all its instances that are instantiated from the
scenarios in its template function table are consistent, i.e., every topology
matrix has a non-trivial repetition vector. For instance, the example parametric
SDF graph has repetition vector g5, = [2 3]" for scenario s, and repetition
vector q;, = [1 2 2]" for scenario sg. The parametric SDF graph can capture
the behavior for each scenario. However, it does not capture the dynamism
introduced by input changes, i.e. the transition between different scenarios. By
integrating scenario FSM, SADF graph can capture such dynamism.

Definition 2.6: Scenario-Aware Synchronous Dataflow Graph

A Scenario-Aware SDF (SADF) graph is a tuple (Gpspr,Spsm) that includes a
parametric SDF graph Gpspr and a scenario FSM Sgy.

Scenarios Rates Execution times Status
x y z w v i iz (2 c
Sa 3 2 0 0 0 2 3 0 disabled
Sp 2 1 1 1 2 1 2 1 enabled

Figure 2.10 An example FSM-based SADF graph

While the probability labels of transitions of the scenario FSM are relevant
for long-run average performance analysis [62, 151]. For worst-case throughput
analysis, we can simplify the scenario FSM by ignoring the probabilities, i.e. the
scenario labeling ¥: 6 = Sy only maps transitions to scenarios. This specialization
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is called FSM-SADF graph [59, 62, 147]. Figure. 2.10 shows an FSM-based
SADF graph simplified from the example in Figure. 2.6.

FSM-SADF graph is very close to the HDF model that is proposed in [67]
with added execution times. This addition comes with efficient algorithms [59,
62] for analyzing the worst-case performance of an FSM-SADF graph.

2.4 Resource-Aware Synchronous Dataflow Graphs

One reason that SDF is popular is its efficient analysis algorithms such as
performance analysis [63, 64] and buffer sizing [148]. However, the possibilities
for resource modeling are limited and implicit. Only recently, there is work
that encodes resource scheduling in SDF [37, 164]. In [11, 164, 165], a dataflow
component that consists of two actors is used to model resources scheduled by
LR servers. In [37], it only targets a specific type of static order schedule:

Periodic Static-Order Schedules (PSOS).

Application

Execution timeﬂ A| Buffer s;izej s Eecutlon time 3

!
3 |
|
! 1 !
y
v L

P4 —( P, |Architecture
FIFO

Figure 2.11 An example system with fixed mapping

We need to extend SDF to handle different ways of using resources. For
example, Figure 2.11 shows a system with an application that consists of two
actors a, b and an architecture that consists of two processors P;, P, and one 3-
token-sized communication FIFO. In the application, a is the producer and b is
the consumer. Actor a claims two tokens space at the start of firing and
produces two tokens at the end of firing while the consumer b consumes one
token each firing and releases the one token space at the end of firing. The
communication buffer is a FIFO buffer that can store 3 tokens. The mapping
assigns actor a to processor P;, actor b to processor P, and the communication
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edge to the FIFO. The execution times of actors and the buffer size constraint
on communication channels are annotated with the mapping edges.

3
oiihe
() ()
1 1

Figure 2.12 Timed SDF model of the example in Figure 2.11

Figure 2.12 shows the timed SDF for the example system in which all
resources in the system are modeled implicitly. The processors are modeled as
self-edges of actors with one initial token (enforcing that multiple firings of the
same actor cannot execute in parallel, i.e., auto-concurrency is one). The size
constraint of 3 on the FIFO is modeled as an edge in the opposite direction with
three initial tokens. Thus, all resources are modeled with extra channels, where
the amount of resources is captured by the number of initial tokens in these
channels.

However, when it comes to modeling resources shared among many actors,
SDF graphs lack expressiveness for such a situation. For example, the way to
model a processor shared by three actors a, b and c of a system like that in
Figure 2.13 (a), is depicted in Figure 2.13 (b). The processor is modeled as a
resource token that is handed over among 3 actors in a fixed order (i.e., first a,
then b, and then c) through a ring that is composed of three channels. The
disadvantage is that you have to specify and fix the order explicitly.

SR G s

N\ | 4
A | 4
Y
. )
(a) 3 actors share 1 processor (b) Corresponding SDF graph

Figure 2.13 Modeling resource sharing with SDF
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This way of modeling encodes fixed firing orders of actors into the SDF
graph by introducing resource dependencies through channels. Thus it is
limited for expressing flexibilities such as a change of firing order of actors
across different iterations. Moreover, when an actor has multiple firings in one
iteration, then the resource scheduling has to be specified explicitly at the
HSDF graph level by complex resource token routing among those actors. For
the given examples, we can see the weakness of SDF graphs for modeling
resources: it over-specifies the way that resources are used, i.e., resources can
only be handed over between two actors and the order to use resources is fixed.
If we want to model some resources beyond FIFOs between two actors, it is
almost impossible to use SDF graph to capture the system.

Another way to model the resource sharing in Figure 2.13 (a), is to assume
that processor P; is scheduled by a starvation free scheduler modeled as a LR-
server, e.g., a time-division multiplexing (TDM) scheduler. Figure 2.14 shows
the time slice allocation of actor a in a time wheel and its corresponding LR-
server dataflow model that consists of two actors [164]. Note that, a more tight
dataflow model consisting of more actors can also be used instead of LR-

server, such as the model introduced in [140] to model a bi-rate LR-server.

()

(a) Time wheel for TDM (b) Latency-rate server dataflow model
Figure 2.14 Latency-rate server dataflow model for TDM schedule [164]

The latency © and resource allocation rate p in the dataflow model depends
on the type of scheduler. In Figure 2.14, we assume the period of the time
wheel is P, the size of the time slice allocated to actor a is S,;, and the worst-case
execution time of actor a is WCET(a) = t,. From [164], we know that ® =

P-S,) - (E—Zl - ;—Z) and 1/p = P - 1,/S, gives a conservative model. By using
the LR-server dataflow model, the performance of applications that use

starvation free schedulers can be approximated. It cannot handle schedulers
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that do not belong to the LR-server class (e.g. schedulers without guaranteed

resource budget). The data dependencies of application that we know at design
time can be used for generating static-order schedule with better performance.
In order to analyze complex resource scheduling in streaming applications,
we have to overcome the above limitations and improve the expressiveness by
extending the model. The goal is to generate efficient static-order schedule for a
single application with shared resources at design time. The resource sharing
between multiple independent applications at run-time can be done by LR-

servers. The two methods together, can provide a solution to design streaming
applications with shared resources.

The Resource-Aware SDF (RASDF) model is proposed for solving the
problem. First, we have to separate design concerns, i.e,, we have to model
resources explicitly and divide the whole system specification into three
aspects: application, architecture, and mapping. By mapping the application to the
architecture, we obtain the system specification. It follows the Y-Chart
methodology proposed in [8, 98].

- N

|
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Mem, 10 | g — — — — _ !
4
\— J

Figure 2.15 An example resource-aware SDF graph

Figure 2.15 shows an example RASDF graph. Real-life resources are
abstracted as a set of integers that represent the amount of resources and are
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denoted in the graph as a set of rectangles that are annotated with their
corresponding resource names and resource amounts. The amounts of
resources that are claimed or released by users (actors) are viewed as requests
and are denoted by dashed bi-directional edges between actors and resources.
For example, there is a memory resource with quantity 10 and actor b claims 2
units of memory tokens when it starts firing and releases 4 units (2 units
claimed by actor a and 2 units claimed by actor b at their start) when it ends
firing. There are two important assumptions here: first, actors always claim
resources when they start and release resources when they end; second, the
same resources can be claimed and released by different actors.

Definition 2.7: Resource-Aware SDF

A Resource-Aware SDF (RASDF) graph is a tuple Ggaspr = (Gspr, R, q, T, Teq) that
consists of three aspects of a system, i.e., the application graph Gspr, the architecture
(R, q) and the mapping (tr,req). In (R,q), R is a set of resources and q: R = N is the
resource function that specifies the initial amount for each resource. In the mapping
tuple (t,req), T: A v N is the execution time function, the same as in timed SDF, and
req:A X R = N? is a mapping that maps each actor-resource pair to a pair of
integers (n, m) that denotes the resource claim, n, at the start of actor firing and the
resource release, m, at the end of actor firing. We define two functions clm: A X R » N
and rel: AX R = N to map each actor-resource pair, i.e., a request edge, to its
corresponding claim and release amounts respectively.

An RASDF graph combines application (SDF graph), architecture (resources)
and mapping (requests) aspects of a system into one graph.

Similarly to the channel quantity we defined for SDF graph, we can define
resource quantity to represent the used resource tokens for an RASDF graph.

Definition 2.8: Resource Quantity

A resource quantity n € NIRl that associates with each resource r € R an amount of
resource tokens.

Similarly to the two token fopology matrices I, and I}.4 in SDF graph, we can
define the resource claim and release topology matrices I'y, and I}..;, which
have a row for each resource and a column for each actor.

clm(a,r) if (a,7)isarequest edge
T, ,T) =
etm(@,7) { 0 otherwise
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rel(a,r) if (a,r)is arequest edge
[ ,T) =
ret(@7) { 0 otherwise

Note that the definition of the clm and rel functions is different from the
definition of the rd and wr functions in SDF since resources can be shared by
multiple actors while the channels only have one reader and one writer. For
example, if we assume that resource Proc is the first row, resource Accl is the
second row, and resource Mem is the last row, while actor a corresponds to the
first column, actor b corresponds to the second column and actor ¢ to the last
column. Then the I, and I}, for the example SDF is given as:

110 110
Tun=10 0 1| and Ly, =[0 0 1
2 2 1 1 4 1

The element in the first row and the first column of matrix I, is 1, which
denotes that actor a (the first column) claims 1 unit from resource Proc (the
first row). Similarly, the element in the third row and the second column is 4,
which denotes that actor b (the second column) releases 4 units from resource
Mem (the third row).

The mapping topology matrix defines the net effect of an actor firing on the
resource quantities. It is defined as [apping = Tret — leim- S0 the mapping
topology matrix of the example is

0 0 O
l-‘mapping =(0 0 0
-1 2 0

Note that the mapping topology matrix is underdetermined since
rank([‘mapping) =1 < 3, which means that there exist two linearly independent
possible firing vectors q that satisfy [,qppingq = 0. However, when we take the
application topology matrix of the example RASDF, i.e., the topology matrix of
the SDF graph part into consideration, the number of linearly independent
firing vectors is one. In the example RASDF, the application topology matrix is

2 -4 0
Tp=|0 2 -1
-1 0 1

We define a combined topology matrix of the whole system specification of
the example as follows:
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2 -4 0

0 2 -1
r _[Famo][ -1 0 1 }
s 1—‘mapping

Now we can define resource consistency similarly to data consistency in an
SDF graph, i.e., the amount of available resources should remain the same after
one iteration of actor firings. So if there exists a non-trivial repetition vector q
such that it solves the balance equation I,;q = 0, then we say the RASDF
graph is consistent. Resource consistency is necessary to construct a periodic
schedule that is deadlock free and has bounded resource usage. Inconsistent
RASDFs will run out of resources eventually or it is impossible to realize
because more resources are released than claimed.

Consistency is a very important property of RASDF graph. Many analysis
algorithms need to check consistency upfront. In order to check it efficiently,
we first check the consistency for the SDF graph part of the RASDF graph,
then verify the resource consistency; since the SDF part of a consistent RASDF
graph has to be consistent. The consistency of an SDF graph can be efficiently
checked by using recursion [100]. If the number of linearly independent firing
vectors of the topology matrix of the SDF graph part is more than one (i.e., T;pp
is underdetermined, which implies that it has multiple strongly connected
component), we can then take the mapping topology matrix [ygpping into
consideration to further reduce the number of linearly independent firing
vectors that solve the balance equation. If there does not exist such a firing
vector, then the given RASDF is not consistent. The resource dependencies
between the strongly connected components may then make the [y
determined. If there is exactly one solution, then the SDF graph is data
consistent and we can simply test the resulting vector to see the graph is also
resource consistent.

Figure 2.16 shows the interpretation of RASDF graph in terms of the Y-chart
methodology. The application is modeled as an SDF graph. The architecture
that the application is running on is viewed as a provider of a set of resources.
Through mapping, the execution times and resource requirements of actors are
specified. The whole system is specified as an RASDF graph that includes all
necessary information for analysis. Then we can analyze the metrics of the
specification (introduced in Chapter 3) with methods that are introduced in
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Chapter 4 and Chapter 5. Based on the analysis results, we can change
application, architecture, mapping or all of them to meet the design
requirements.

The argument here is to extend traditional SDF with explicit resource
modeling to enable versatile analysis possibilities. The Y-chart methodology
shows we can feed back the analysis results for tuning different aspects of the
system. By modeling resources explicitly, we can analyze the resource usage
(cost of streaming applications) in a more flexible way.

()40
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Figure 2.16 Decomposition of RASDF in the Y-chart methodology

2.5 Scenario- and Resource-Aware Synchronous Dataflow
Graphs

When we consider the changes in the environment of the system (input
variation) and the usage of resources (resource requests) together, a natural
extension to the existing models is to combine SADF and RASDF into Scenario-
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and Resource-Aware Synchronous Dataflow (SARA SDF) graphs. In this new
extension, the resource-aware SDF is replaced by its parametric version, a
parametric resource-aware SDF that has to keep resource consistency as well as
data consistency in each scenario and a scenario FSM that captures the
transitions between scenarios.

Definition 2.9: Scenario- and Resource-Aware SDF (SARA SDF)

A Scenario- and Resource-Aware SDF (SARA SDF) graph is a tuple Gsppy =
(Gpraspr»Sksm) that contains a parametric resource-aware SDF graph and its
corresponding scenario FSM.
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Scenarios Rates Execution times Status
\% w X y Z ty t, c

Sa 1 1 2 4 2 2 1 disabled
Sp 0 0 3 2 0 2 2 enabled

Figure 2.17 An example SARA SDF graph

Figure 2.17 shows an example SARA SDF graph. Its parameters for different
scenarios are given in the table below the graph. The scenario changes in
scenario FSM influence not only the execution times and rates of actors, but
also the amount of resources claimed and released by actors.



40

A consistent SARA SDF graph should keep the instances of parametric
RASDF consistent in all scenarios. If a SARA SDF is consistent, its available
resources will stay the same over an iteration of a scenario and after every
possible scenario transitions (i.e., in every scenario, the corresponding RASDF
is consistent), for instance, there is no memory leak between scenario
transitions. Similar to SADF, we can also abstract from the probabilities of
scenario transitions in SARA SDF graph and obtain FSM-SARA SDF graph.

When we take input changes into consideration, we are able to figure out
strategies for the controller of a system to optimize performance or resource
usage. It can be used to analyze the worst-case input sequence and synthesize
performance guaranteed controller (in Chapter 6).
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Figure 2.18 The role of input and controller in Y-chart methodology

Figure 2.18 shows the roles of input and controller in the Y-chart
methodology in which they influence the mapping (execution times and
resource requirements of actors) and further impact the performance and
resource usage of streaming application. Based on the performance analysis of
the specification, a designer can tune the actors of the application, the resources
in the architecture, the mapping pairs between actors and resources in the
mapping, the controller strategy to select different schedules or resource
allocations.
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2.6 Reflections and Related Work

In this chapter, we have introduced five existing and new MoCs: SDF, PSDF,
SADF, RASDF and SARA SDF. The reason for introducing new models is to
improve the combined expressiveness and analyzability of models for new
design concerns such as resource and environment aspects of embedded
systems. When compared to the traditional SDF model, the improved
expressiveness is necessarily at the expense of losing some analyzability. For
example, modeling resources and resource sharing explicitly results in many
alternative actor scheduling options. The introduction of a scenario FSM for
SARA SDF makes the performance and resource usage analysis more complex
than the analysis for a single scenario case. In a nutshell, the introduction of
new models means trading off between expressiveness and analyzability.

Petri nets

SARA
SDF

FSM-SARA
SDF

SDF/WMG

HSDF/MG

Figure 2.19 Expressiveness of Dataflow models (modified from [147])
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In [147], the expressiveness, implementation efficiency and analyzability of
different types of dataflow MoCs are discussed in detail. Figure 2.19 shows the
expressiveness of RASDF and SARA SDF models compared to existing
dataflow models. Because of the introduction of the resource aspect, the new
resource-aware models are arranged on a new vertical line. RASDF is more
expressive than Computation Graphs (CGs) while FSM-SARA SDF and SARA
SDF are more expressive than their counterparts FSM-SADF and SADF
without resource consideration. [147] gives a detailed discussion comparing
dataflow models. Generally speaking, these models are different from each
other in rates and execution times. HSDF or Marked Graphs (MGs) has a single
and fixed rate for all actors while SDF or Weighted Marked Graphs (WMGs)
allows fixed rates, possibly different per actor and channel. Computation
Graphs (CGs) allow that the number of tokens to enable a firing is different
from the number of tokens to be consumed. RASDF allows selection when
multiple actors are enabled but cannot fire at the same time due to lack of
resources. CSDF allows rate changes in fixed patterns for a sequence of actor
firings. Parametric SDF [13, 63] has parameterized rates and execution times so
that symbolic analysis is possible. Variable Rate Dataflow (VRDF) [162] and
Variable Phased Dataflow (VPDF) [163] allow actor rates to vary for each firing
while keeping strong consistency. FSM-SADF, BDF, SADF, FSM-SARA SDF
and SARA SDF all allow data-dependent behavior and are thus capable of
capturing dynamism that is caused by input data. The rates of these models are
determined by the input data. However, by defining the way rates change
according to the input data, we generate different types of dataflow models
with different levels of expressiveness and analyzability. KPN [93], DDF [24],
RPN [61] and Petri nets can model system behaviors that change at runtime.
They are more expressive than their counterparts but more difficult to analyze.
It is easy to verify that SDF, FSM-SADF, SADF are special cases of RASDEF,
FSM-SARA SDF and SARA SDF, respectively. The introduction of explicit
resource modeling allows choices in resource allocation and makes models
harder to analyze than their counterparts. However, the improved
expressiveness allows us to explore larger design spaces and further optimize
our implementations.

The dataflow models are nothing more than a series of abstractions of
streaming applications that we use every day. However, by abstraction, we
keep the essence of the streaming applications that allows us to analyze the
behaviors of applications and in turn improve the performance or reduce
resource usage of streaming applications. The selection of different models is a
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trade-off among expressiveness and analyzability. The introduction of
resources into the modeling of dataflow allows us to explore in a larger design
space.

2.7 Summary

In this chapter, we introduced the two dataflow MoCs that we analyze in the
coming chapters. While keeping the core concept of consistency of the dataflow
model, we extend the basic SDF model with resource-awareness and
environment-awareness. The new MoCs are capable of modeling generic
resources and dynamic input changes. Their relation with existing models such
as SADF is shown through links between their topology matrices. We gave a
brief overview of different kinds of dataflow models. In the coming chapters,
we introduce the analysis techniques for the new possibilities that are
introduced by these new models.
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3 METRICS AND TRADE-OFFS

“Have no fear of perfection, you’ll never reach it.”
— Salvador Dali
3.1 Overview

Design activity itself is an art of compromising. Just like any design activities,
designing streaming applications on embedded systems also has to trade
among many conflicting but significant design parameters, such as
performance, cost and power consumption.

In the early design stages of streaming applications, even the requirements
themselves are obscured and can be flexible within certain ranges. It is
important to identify the trade-offs in the design space and tune the design
parameters later when uncertainties on requirements are narrowed.

Moreover, the awareness of trade-offs helps us to tailor a system to adapt to
customers’ needs more specifically, both at design time and at runtime. At
design time, the identified trade-offs can help us tune the system in the cost-
performance perspective to satisfy different requirements. At runtime, trade-
offs can help us to select operating points to adapt to the preferences of
different users or to different environments.

In this chapter, we first discuss the important design parameters of
streaming applications, and then the trade-offs for streaming applications on
embedded systems.

3.2 Throughput

An intuitive way to evaluate the performance of streaming applications is to
measure the amount of data processed per time unit. However, since the
processing time of one unit of data depends on the content of the data and the
context of the system at runtime, such a performance number may vary.
Instead of measuring instantaneous numbers, we measure the average number
of data units processed by a system over time as the throughput of the system.
Since guaranteed performance is needed for applications to meet timing
constraints and user expectations, system designers have to know the
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guaranteed throughput of their models. We define the exact meaning of
guaranteed throughput in mathematical form in the following discussions.

Dataflow models may have multiple output actors with different output
rates; or they may have different scenarios with different output rates. If we
define throughput as the average amount of data produced by a specific actor
per time unit, we obtain different throughput numbers for different actors. In
order to define the throughput for the dataflow models as a whole, we first
need an abstraction of the general unit of data that does not associate with any
specific actor and can be used for different kinds of streaming applications. The
concept of an iteration is an ideal abstraction for this. There are two reasons for
using iteration as the abstraction. First, an iteration normally corresponds to a
unit of data (such as a video frame or image to be printed) processed by
streaming applications in a physical system and the length of a repetitive
schedule for the system is a whole number of iterations. Second, it is a generic
definition that can be applied to all introduced dataflow models.

For a given RASDF graph G there can be multiple, different, executions (for
example, due to different scheduling rules). We use ¢ to denote one of its
executions. Different executions may exhibit different throughputs, so we have
to distinguish the throughput of one execution, i.e., Th(o), from the throughput
of the graph, i.e., Th(G). We first define the throughput of an execution.

Definition 3.1: Throughput of a dataflow graph execution

The throughput of a dataflow graph execution o is defined as the eventually lower
bound of the average number of iterations that is completed per time unit during the
execution of the application, i.e., Th(o) = liminft_)m%'t) in which n(o,t) is the

number of iterations that are finished before time t of the execution o.

Recall that we want to find guaranteed throughput. We define the
throughput of an execution as a property obtained eventually (i.e., when time
approaches infinity). However, that limit may not exist. We then use the so-
called eventually lower bound, i.e., liminf, to compute the throughput. (liminf
equals the limit if it exists.) The throughput definition uses the lower bound of
the average number of iterations, so it is a conservative meaning of throughput.

For example, for an RASDF graph shown in Figure 3.1, a possible execution
o, that repeats a fixed pattern (abcd and acbd) after the first iteration (after



47

time unit 10) and the number of iterations completed up to time t in the

execution are shown in Figure 3.2.
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Figure 3.1 A running example RASDF
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(a) Anexample execution that repeats abcd and achd after 10
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(b) Number of iterations completed up to time

Figure 3.2 An execution of the running example in Figure 3.1

In Figure 3.2 (a), we can see that the completion time of each iteration
depends on its resource allocation (e.g. actor ¢ uses a different amount of
resource units of R) and schedule (e.g. the order of actor b and c). In the given
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execution oy, the graph follows a fixed schedule pattern (abcd and acbd) after
the first iteration, the completion time increases by 6 and 8 alternatingly after
every iteration beyond the second one (as shown in Figure 3.2 (b)). So we can
describe the iteration completion time T, of o; for iteration n as follows:

10 n=1
T.(o;,n)=6 +7n n=2,neven
547n n=2,nodd

So the throughput of the example execution o, in Figure 3.2 (a) is

n(allt) _1 . f n _ 1
t  moe T.(o,n) 7

Th(oy) = 1itminf

A graph can have different executions with different throughput. For the
same graph in Figure 3.1, we can also construct an execution o, that always
repeats the schedule abcd such that actor a uses a different resource unit after
the first iteration (as shown in Figure 3.3).

R 1 2 3 4 5
2 |-
1 b il all Iy 2 < R S
a cld cld cld c|ld cld _
0 2 4 6 8 10121416 1820 22 24 26 28 30 32 34 36 38 40 42 t

Figure 3.3 An execution of the running example repeats the schedule abcd

The iteration completion time T, of o, for iteration n as follows:

_( 10 n=1
Te(oz,m) = {2 +8n n>2

So the throughput of the execution o, is

Tl(O'Z,t) _ 1 . f n _ l n _ 1
TS T.(opn) now2+8n 8

Th(o,) = litminf

If an execution of the example graph randomly selects its iteration
schedules from the two patterns abcd and acbd and lets the completion times
increase by 6 or 8 accordingly, the throughput of execution will be a value
between 1/7 and 1/8. Since a dataflow graph can have multiple executions
with different throughput, we also have to define the throughput of a dataflow
graph.
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Definition 3.2: Throughput of a dataflow graph

The throughput of a dataflow graph G is defined as the highest throughput among all
possible executions of G, i.e.,

n(o,t)
t

Th(G) = sup, li{ninf

So the throughput of a model is the best throughput that any of its
executions can reach. The throughputs of executions in Figure 3.1 can be 1/7,
1/8, or anything in between, or even below 1/8 (by inserting idle time slots to
delay actor firings). The throughput of the graph is the best attainable
throughput, 1/7.

3.3 Resource Usage

For designing a system, we are not only interested in the performance of the
system, but we also care about how much we have to pay for achieving the
performance. An important indicator of the system cost is its resource usage.
Normally, the more resources that are used, the more expensive (such as
memory cost) or less efficient (such as power consumption) the system is.
Thus, designers are interested in minimization of resource usage.

In concrete systems, there are different kinds of resources, such as
memories, processors, and buses. In order to perform computations, actors
need to claim certain amounts of resources before computations start and
release them or hand them over to other actors after computations end. In
Chapter 2, we introduced the abstraction of resources as a set of numerical
quantities in the RASDF model. Each resource is abstracted as an integer
quantity that represents the amount of available resource. For real
implementations, the resource allocation and de-allocation can happen at any
time during an actor firing. For simplicity, we conservatively assume that the
resource claims happen at the start of actor firings and the releases happen at
the end of actor firings so that the amount of resource used and the duration of
resource usage of the model are not shorter than the amount and duration in
real implementation.

For a resource R, the resource usage increases m units after a claim request
that claims m units of the resource and decreases n units after a release request
that releases n units of the resource. For a claim request that happens at time ¢;
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and claims m units of resource R, we use mU(t —t;) to denote the resource
usage change where

0 t<t
U(t_tl)z{l tZti

Similarly, the resource usage change after a release request that happens at
time t, and releases n units resource R is —nU(t —t,). For any resource, the
resource usage can be defined as the combination of the basic functions.

Definition 3.3: Resource Usage Function

For a given execution, we sort its resource claim and release requests in time order. If
claim and release requests happen at the same time, we assume the release requests are
issued first in any order, followed by the claim requests in any order. Assume the
requests occur at times t;, where i is the index ranging over the sorted list of requests.
The resource usage function of a resource R for a given execution o is defined as:
Ry(t) = X2onU(t —t;) in which r; is positive if request type is claim,
otherwise 7; is negative if the request type is release and where |r;| is the
amount of resource claimed or released by the ith request.

AR
Clm(t)

R®

-1

-3

-Rel(t)

Figure 3.4 Decomposition of the resource usage function of an example.
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Figure 3.4 illustrates the resource usage function of an example execution
which claims 2 units of resource R at time 2 and time 4 respectively and
releases 3 units of R at time 5 and 1 unit of R at time 7 respectively. A resource
request at time t is denoted by an arrow at t whose length denotes the amount
requested and its direction denotes the type of request (up for claim and down
for release.) The resource claimed and released is denoted by two functions: a
resource claim function (red curve) and a resource release function (blue curve).
The resource usage function is denoted by summing up the release and claim
changes.

Let us use m; to denote the amount of resource claimed at the ith claim
request that happens at time ¢;, and use n; to denote the amount of resource
released at the jth release request that happens at time t;. Then we can
compute the resource usage function R, (t) of an execution ¢ as follows:

[oe] [ee)

R,(t) = Z rU(t—t;) = z mU(t — ;) — Z nU(t —t;) = Clim(t) — Rel(t)
' =0 =0

i=0
=2U(t—-2)+2U(t—4)-3U@t -5 —-U(t—-7)

For an execution, we are normally interested in the maximal value of the
resource usage function since it is the least amount of resource that we have to
allocate for the execution.

Definition 3.4: Resource Usage of a Resource

The resource usage of resource R in an execution o is the maximal value of its resource
usage function: Ru(o) = max, R, (t).

Note that, for a finite number of claim and release requests, the maximal
resource usage in the above equation is only determined by the order of
addition and subtraction. The order of subsequent subtractions does not
change the max value. The maximal resource usage is not determined by the
exact time of the requests. For example, the maximal resource usage of
execution in Figure 3.4 is 4, which happens from time 4 to 5. The maximal
resource usage will not change as long as the two release events happen after
the two claim events and the order of the two release events does not change
the maximal resource usage. If release events happen earlier than claim events,
the maximal resource usage will be less than 4 but never more than 4.
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As mentioned, the usage of resource R in an execution only depends on the
order of claim and release requests. Since we assume the execution times of
actors in the model to be the worst-case execution times in a realization, the
release events may happen earlier. However, as long as the order of claim and
release requests is preserved, the execution will have the same resource usage.
If released events happen earlier, the resource usage might be less but never
more than the analyzed result. Moreover, the order among release events (or
claim events) has no impact on the maximal resource usage as the order
between claims and releases does not change. For example, we change the
order of release events in Figure 3.4 while keeping their orders with the claim
events; the maximal resource does not change and the resource usage is shown
in Figure 3.5.
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Figure 3.5 Resource usage with different firing order
3.4 Generalization of Metrics

In the previous sections, we discussed important metrics such as throughput
and resource usage for a given execution. In this section, we generalize these
metrics to cover other interesting metrics such as power consumption and latency.
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An observation about throughput and resource usage is that they can be
expressed as average and max functions over its execution. Throughput for
example, is the average number of iterations per time unit of an execution.

We can define for some cost (or benefit or reward), a cumulative cost
function C(t) that, for a given execution o, denotes the cumulative cost of the
execution o until time t. Since C(t) diverges to infinity when time increases,
we are often interested in average cost over time.

Definition 3.5: AVG Quantity

An AVG Quantity is defined as the average cost per time unit until time t is

Cavg @® = @
For example, the average number of iterations per time unit until time t is an
Average Quantity. We can also define for some cost, e.g. resource usage, a non-
cumulative cost function NC(t), which denotes the non-cumulative cost of the
execution ¢ at time t. In such cases we are typically interested in the maximum

and minimum value of the costs.
Definition 3.6: MAX/ MIN Quantity

A MAX/MIN Quantity is defined as the max/min cost until time t, i.e., Cpq,(t) =
maxy,<; NC(u) and C,,;, (t) = min,<; NC(u).

Note that both C,,,4,(t) and C,,;, (t) are monotone functions.

For cumulative cost functions, we are normally interested in the long term
stable behavior, i.e., the limit of these quantities or the eventually lower bound
or eventually upper bound of the quantities.

Definition 3.7: Eventually Lower/Upper Bound of an Average Quantity

We denote the eventually lower bound of an average quantity as

Cavgt = liminft_mg, and the eventually upper bound of average quantity as
. c®

Covgu = llmsupt_)wT.

For MAX/MIN Quantities, since the quantity functions are monotonous, the

limits always exist (here we accept both co and —oo as the possible limits.) So

we can directly use the limit and do not need liminf or limsup.
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Cinax = liMy_,e0 Crnax (£) and Cppiry = limy_, g0 o (1)

After we defined the generalized metrics, we can replace the general cost
function with specialized cost functions to obtain the normal metrics that we
are interested in.

Name of Metric Cost Function Metric Definition
: i n(t
Averflge Throughput n'(Lt) :  lterations Thyyg) = liminf ®)
Metrics finished before t ’ too
Power P(t) Power o P(t)
) ) Pavgu = limsup —=
Consumption consumption up to t t—oo
Max/Min Resource Usage Ru(t) : Resource  Rpax = tlLrglo Ru(t)
Metrics usage up to t
Latency L(t) :Maxlength of Latency = }Lngo L(t)

one iteration before t

Table 3.1 Some metrics in general form.

In Chapter 4, we investigate the properties that we deduced from
generalized metrics and apply them directly to two specialized instances, i.e.,
throughput and resource usage. Table 3.1 shows some metrics that can be
classified into the two categories. For example, we can annotate the energy
consumed by each actor firing to our model; then, we can derive the average
power consumption of the application. We can also observe the latency, i.e.,
length of every iteration, and use the maximal latency to determine the latency
of the execution. We will discuss how to compute the throughput and resource
usage metrics in Chapter 4, but the techniques can be similarly used to other
average or min/max properties.

3.5 Conversion from executions to strong static-order
schedules

In the next three chapters we discuss how to explore the schedules of RASDF
and SARA SDF graphs. The results obtained from explorations cannot be
directly used as schedules. We have to convert executions to schedules when
implementing them in a system. We can reconstruct the start times of actor
firings. This can be directly translated into a static timed schedule in which all
actors are fired at exactly the time indicated by the schedule, even when they
are enabled earlier. We here discuss how to relax a static timed schedule for
possible better performance.
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A static timed schedule puts tight constraints on actor firings. The worst-
case execution time assumption underlying these static timed schedules might
lead to pessimistic performance results since the execution times of actors may
be less than the worst case. An earlier end of one firing might lead to an earlier
start of another firing, which is not allowed in static timed schedule. An earlier
firing start might lead to a higher performance.

(a) Anexample SDF graph with worst-case execution times
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(b) An execution with actor d’s execution time equals to 3
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(c) An execution with actor d’s execution time equals to 1

Figure 3.6 Two executions of an SDF graph with different execution times

Without shared resources, SDF graph adhere to the so called monotonicity
property for its executions, i.e., decreasing execution times of actors results in
non-increasing start times of actors. Or in other words, an earlier actor start
time cannot lead to worst performance. So we can use a static order schedule to
replace a static timed schedule for plain SDF graphs. As long as the order of



56

actor firing in an SDF graph is preserved, actors can start as early as possible
since no actor will start late. For example, Figure 3.6 gives an example of an
SDF graph and lists two executions in which the actor d has different execution
times. The execution time of actor d in Figure 3.6 (b) equals the worst-case
execution time specified in Figure 3.6 (a) while it is less than the worst-case
execution time in Figure 3.6 (c). The decreasing of the execution time of actor d
does not cause an increasing firing time of any actor in the graph.

(a) Anexample RASDF graph with worst-case execution times

A
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(b) An execution with actor d’s execution time equals to 3
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(c) An execution with actor d’s execution time equals to 1

Figure 3.7 Two executions of an RASDF graph with different execution times

Due to resource sharing, the monotonicity of SDF graphs does not hold
anymore. If the firing of one actor may occupy resources allocated to a firing of
another actor early, then it may delay the firing of the other actor. The delay
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might degrade performance. Figure 3.6 gives two executions of the example
RASDEF graph with different execution times of actor d. The decreasing
execution time of actor d leads to the earlier firing of actor f. Since actor f and
actor ¢ share resource P, at any one time only one actor instance is able to run.
The earlier firing of actor f occupies the resource and delays the firing of actor
c (so we do not have monotonicity anymore). The delay of actor ¢ in turn
downgrades the performance since the periodic execution takes longer time in
Figure 3.7 (c) than periodic execution in Figure 3.7 (b). For resource usage, the
earlier actor firing can also lead to additional resource usage. For instance, if
actor b and actor f both require a resource R for execution, the earlier firing of
actor f causes a resource usage of resource R of 2 in the execution in Figure 3.7
(c) rather than 1 in the execution in Figure 3.7 (b).

To make performance and resource usage predictable for RASDF and
SARA SDF graphs without a static timed schedule, we have to keep the order
of claim and release events of resources to ensure that the maximal resource
usage of relaxed schedules at any point in time cannot exceed the resource
usage of a static timed schedule. We call this schedule type a strong static-
order schedule. From the analysis of resource usage patterns in Section 3.3, we
derive the following rules when we relax the static timed order schedule to a
strong static-order schedule. First, a claim event of a resource cannot happen
earlier than the release events of the same resource before it in the static timed
schedule. Any actor firing with an earlier claim event than the release events
found in the static timed schedule will lead to more resource usage. Second, a
release event of an actor firing can happen as early as possible, i.e., the
execution time of an actor is less than its worst-case execution time, since it
brings no side-effect due to the first rule.

For instance, the static timed schedule corresponding to the execution in
Figure 3.7 can be noted down as a sequence of actor firings with start times, i.e.,
(a,0) - (b,1)-(d,1)-(c,3) - (e,5) - (f,5). Since we assume claim events to
happen at the beginning of actor firings while release events happen at the end
of actor firings, the static timed schedule can be translated to an ordered
schedule of claim and release events with time information as shown in Figure
3.8 (a). Here we use filled dots to denote the actor start firings, respectively,
and circles to denote the actor end firings, respectively. We can relax the static
timed schedule to a partial order description of claim and release events of
actor firings. In Figure 3.8 (b), we see that we add resource dependencies at
time points 5 between release events and claim events of resources P and R to
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avoid the claim event at this point to start earlier than the release events of
these resources before time point 5. Then we can remove the time information
and obtain the strong static-order schedule. The execution of the example
RASDF graph with actor d’s execution time 1 is shown in Figure 3.9 with the
same performance and resource usage as the execution in Figure 3.7 (b).
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(a) Static timed schedule

(b) Strong static order schedule
Figure 3.8 Static timed schedule and Strong static order schedule
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Figure 3.9 An execution of example that follows strong static-order schedule

In implementation, we have to implement event monitors to ensure the
order specified by the strong static-order schedule. The resulting throughput of
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the system under a strong static-order schedule is at least as good as the
throughput under the static timed schedule.

3.6 Trade-offs and Pareto Optimization

When we have multiple design objectives, our design space also becomes
multi-dimensional and our design problem becomes a multi-objective
optimization problem. The multi-objective nature of designing a streaming
application on an embedded system introduces trade-offs, i.e,, a number of
design alternatives exist and usually none of them is strictly better than the
others on all aspects. To explore the trade-offs and to tailor systems for specific
needs are challenging tasks for system designers.

Pareto optimality is a qualitative measure of the efficiency used in many
domains with multi-objective optimization problems, such as economics,
system design, and game theory. We can use Pareto optimality to evaluate
design alternatives of streaming applications in a multi-dimensional design
space. A design alternative is Pareto optimal if no other alternative is strictly
better than it in any of its design metrics.
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Figure 3.10 Trade-offs of two different architectures

For example, assume we have two different architectures (denoted with A
and B) for a streaming application with buffer size still tunable, the design
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points with different buffer sizes and throughputs are given in Figure. 3.10, in
which the cross points are for architecture A and the square points are for
architecture B. For each architecture, there are sets of trade-off points, i.e.,
different compromises between throughput and buffer size. Note that we use
the reciprocal of throughput on the vertical axis to make sure that the lower the
number is, the better the solution is on both horizontal and vertical axes. With
the given throughput and buffer size constraints (denoted with dashed lines),
we can select only design points within the lower left corner area, i.e., the white
space below the throughput constraint line and on the left side of the buffer
size constraint line. Apparently, the design points of architecture B (squares)
dominate the design points of architecture A (crosses) since no design point of
Ais better than points of B. The Pareto optimal solutions, here the design
points of B, are called the Pareto front of the design space. The grey area below
the Pareto front is called the infeasible region, as there are no (known) design
solutions in this space. The trade-off points of architecture B that are within
the constraints can be further pruned for the final decision when more
constraints such as user preferences or product budget are given. The trade-
offs keep flexibility in the early design stage, which is crucial for the later
design activities.

We want to find the metrics that we are interested in in the early design
stages, and form the Pareto-front of the design space of a given specification
(an RASDF model). In order to keep the trade-off discussion simple, we limit
our metrics to throughput and resource usage in discussions in Chapter 4 and
Chapter 5. However, it is not difficult to generalize the conclusion to other
metrics as long as we can classify them into average quantities (throughput) or
max/min quantities (resource usage).

In Figure 3.6, the trade-offs of architecture A are fully dominated by the
trade-offs of architecture B. However, in many cases, the trade-offs from two
candidate architectures do not fully dominate each other. In order to compare
the quality of the trade-offs provided by two different architectures, we have to
evaluate the quality of the trade-offs quantitatively. Quality evaluation for
Pareto points found by multi-objective exploration is lacking a single standard.
A few methods are proposed. Among different evaluation methods, the
Average Distance to Reference Set (ADRS) [36] method and the e-indicator
method [177] are the most common choices in literature. We use these two
methods for evaluation of our experimental results in the next two chapters.
Generally speaking, ADRS is often used to evaluate the quality of a set of
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points to approximate a known reference set of Pareto-optimal points while the
e-indicator is used to compare two different point sets.

Here we use the two sets of points in Figure 3.5 to illustrate the approach.
We use PA to denote the set of 4 square points, i.e., {(5,8),(6,7),(7,5),(94)};
and we use PB to denote the set of 4 cross points, i.e., {(6,7), (8,6), (9,5), (10,4)}.

In the ADRS approach, the average distance of a set of Pareto points to the
reference set of Pareto points is measured. The distance function does not
necessarily have to be the geometric distance function and it can be customized
for an application. Here, we define the distance between two points as the
maximal ratio of value change among all objective dimensions. The distance of
point a of a set PB to another set PA is the minimal distance of a to all points in
the set PA. For example, we use PA as reference set since it is optimal. The
distance of point (9,5) in PB to PA is:

min(max(4,3),max(3,2),max(2,0),max(0,1))=1.

The ADRS of PB to reference set PA is % = 0.75.

In the e-indicator approach, we use I.(PA, PB) to define by how much the
points in PB need to be scaled so that they are all dominated by points in PA.
Here, we define the ratio between two points as the maximal ratio of value
change among all objective dimensions. The ratio of a point of a set PB to
another set PA is the minimal ratio of a to all points in the set PA. The e-
indicator I, (PA, PB) is the maximal ratio of all points in PB. Loosely speaking,
the set PB is better than the set PA when I.(PA, PB) is larger than I.(PB, PA). If
Ic(PA, PB) is larger than 1, then PB contains new Pareto points compared to PA.
In Figure 3.6, since PA fully dominates PB and does not have to be scaled, we
have I.(PA,PB)=1. And I.(PB,PA) =12 since the scaled set PA’ is
{(6,9.6),(7.2,8.4), (8.4,6). (10.8,4.8)} is fully dominated by PB.

3.7 Summary

In this chapter, we discussed the metrics of interest for streaming applications.
Further we generalized the two metrics throughput and resource usage to the
more generic form of average and maximal quantities. We introduced the
concept of trade-offs and Pareto optimality in design space exploration and its
usage in early design stages. In the coming chapters, we discuss how to use the
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models introduced in Chapter 2 to explore the metrics and trade-offs that have
been introduced in this chapter.



4 TIME-DOMAIN ANALYSIS

“But there is no point in making mistakes
unless thereafter we are able to learn from them. *

—E.W.Dijkstra
4.1 Overview

Dataflow models are used to help us to analyze streaming applications. With
dataflow models introduced in Chapter 2, we can specify the structure of
streaming applications in an intuitive way. The models help engineers to have
an overview of the applications and ease the communication with each other.
However, with the structural information of a dataflow graph, we only know
static information of a model, such as which actors communicate to each other
or how much data is communicated. In order to obtain metrics introduced in
Chapter 3, such as throughput and resource usage, we need to know the
operational semantics of a dataflow model and infer its behavioral information
based on the semantics. With both structural and behavioral information of the
model, engineers can communicate with each other without ambiguity and can
utilize all kinds of analysis techniques to determine the metrics of interest.

RASDF is different from the traditional SDF since it explicitly takes
resources into consideration. The behavior of a single actor is quite simple as
illustrated in Figure 4.1. The firing of an actor is enabled when both the
numbers of input and resource tokens are sufficient. At the start of actor firing,
the actor reads input tokens and claims resources. After a finite amount of
execution time, the firing ends, it writes the output tokens at the end of firing
and releases resources.

reads input tokens writes output tokens

¢ execution time ¢
I |

} !

claims resources releases resources

Figure 4.1 Operational semantics of an actor firing in RASDF
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This extension of SDF with resources, i.e., RASDF, has both positive and
negative impacts on analysis. The positive side is that the explicit modeling of
resources enables analysis of resource sharing and may lead to more resource-
efficient results. For instance, different FIFO channels can share the same
physical memory location at different times to reduce the total memory usage.
The negative side is that the sharing of resources may lead to potential conflicts
among actors, increasing the complexity of analysis. Due to resource
contention, multiple actors are enabled but they cannot fire at the same time,
multiple firing options are open for exploration, and their firing order may
impact performance, which results in a larger state space and longer
exploration time. The advantage and disadvantage of RASDF drive us to
develop techniques to make the analysis of RASDF more efficient.

In this chapter, we introduce the analysis of RASDF in the time-domain and,
in the next chapter, the analysis of RASDF in the iteration-domain. In Section
4.2, the operational semantic of RASDF is introduced for analyzing it formally.
In Section 4.3, it is explained how to explore the state space of an RASDF model.
In Section 4.4, a heuristic approach is introduced to explore the state space
more efficiently. In Section 4.5, a bottleneck-driven approach is built on top of
the heuristic approach. In Section 4.6, we do case studies on a few RASDF
graphs. Section 4.7 discusses related work and Section 4.8 concludes this
chapter.

4.2 Operational Semantics of RASDF

In order to analyze an RASDF graph, we introduce some terminology and
definitions to formally describe the execution of an RASDF graph.

Definition 4.1: State

Given an RASDF graph (Gspr, R, q,T,veq) with Gspr = (4, C,wr,rd), a state of the
graph is a triple (8,1, v) that consists of a channel quantity § that denotes the amount
of data tokens in the chanmnels of the graph at that state, a resource quantity n that
denotes the amount of used resource tokens in that state, and a function v: A = NN that
associates with each actor a € A a multiset of numbers representing the remaining
times of different active firings of a.

We assume that the initial state of an RASDF is given by an initial channel
quantity &y, i.e., some initial token distribution, an initial resource usage 1, (not
necessarily zero since there may exist some resource allocation for initial data.)
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and no actor firings. So we can use as initial state: (6,10, {(a,{})|a € 4}), with
{} denoting the empty mutliset. The use of a multiset of numbers to keep track
of actor progress allows multiple simultaneous firings of the same actor (auto-
concurrency). The auto-concurrency is limited by the amount of available
resources.

Recall that we define functions rd and wr for each channel in Chapter 2 (see
Definition 2.1) as well as cIm and rel functions for each resource (see Definition
2.7). For an actor operation on channel quantity § and n, we define the
following functions:

= a function Rd: A » NIl that maps each actor to a channel quantity,
i.e., the amount of tokens read from channels when a firing starts;

* a function Wr: A » NI¢! that maps each actor to a channel quantity
i.e., the amount of tokens written to channels when a firing ends;

= a function Clm: A » NIR! that maps each actor to a resource quantity,
i.e., the amount of tokens claimed from that resource when a firing
starts;

* a function Rel: A ~ N!¥l that maps each actor to a resource quantity
i.e., the amount of tokens released from that resource when a firing
ends.

Note that the four functions are vector form of the rd, wr, clm and rel
functions.

The effect of an actor firing on a state of an RASDF graph can be denoted by
addition and subtraction of the corresponding quantities of the state. To check
whether an actor is enabled or not, we have to compare channel and resource
quantities. Here, we define the dominance relation between two quantities.

Definition 4.2: Comparison between two quantities

Given two channel (resource) quantities q; and q,, if the number of tokens for any
channel c (resource r) of q, is the same or less than the number of tokens for the
corresponding channel (resource) of q,, we denoted the relation by q; < qs,

The dynamic behavior of an RASDF during execution is described by
transitions. There are three different types of transitions in the time domain:
start of an actor firing, end of an actor firing, and time progress through
discrete clock ticks.
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Definition 4.3: Transition

A transition of an RASDF (Gspr, R, q,7,7eq) from a state (61,11,v1) to another state

(65,12,V32) is denoted by (61,11, v1) 4 (62,12,03) where label
B € {A x {start, end}} U {clk} denotes the type of transition.

There are three types of transitions:

= start transition: Label § = (a, start) corresponds to the firing start of
actor a € A. This transition results in §, =&, —Rd(a), 1, =n, +
Clm(a) and v, = vs[a » vy(@)¥{r(a)}] (where  denotes multiset
union). It may occur only if Rd(a) < §; and Clm(a) + n, < q, where
q is the amount of available resource in the RASDF graph; and when
no end transition is enabled.

= end transition: Label § = (a, end) corresponds to the firing end of
actor a € A. This transition results in §&,(a) = §;(a) + Wr(a),
n, =n; — Rel(a) and v, = v [a » vy(a) \{0}] (where \ denotes
multiset difference). It is enabled if 0 € v, (a).

= clk transition: Label # = clk denotes a clock transition which is
enabled if no end transition is enabled. This transition results in
6,=06,, 11 =1, and v, = {(a,v;(a) © 1)|a € A} where v,(a) O 1
denotes a multiset of natural numbers containing the elements of
vy (a), which are all strictly positive, reduced by one.

Due to resource constrains, not all start transitions with sufficient input
tokens may actually be able to start simultaneously, i.e.,, before the next
clk transition. There may exist multiple combinations of start transitions of
actors with sufficient input tokens that can start at the same time and keep
resource usage within resource constraints for the resulting starts. Note that
end transitions are not constrained by resources and are always enabled and
executed eagerly. In Chapter 2, we define an execution as a sequence of actor
firings. With the definitions of state and transition, we can formally define the
execution as below.

Definition 4.4: Execution

An execution o of an RASDF graph is a finite or infinite alternating sequence of states

.. . Bo B .
and transitions, i.e., 0 = S, = S1 S5 S, .. We use t(o) to denote the completion time

of 0. We use o (i) to denote the ith state of an execution o.
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An execution does not necessarily start with the initial state of the RASDEF.
It can represent an execution that starts from any state. When the labels are not
relevant, we can also write it as ¢ = 5¢5;5, . We use |g| to denote the length of
the execution, i.e., the number of transitions. |o| = o if the execution is infinite.
We use t(o) to denote the number of clk transitions in 0. We use 0 = g, - g}, to
denote an execution that consists two executions o, and g5, where - stands for
concatenation.

end transitions only release resources, and the data produced by end
transitions will be available to enable new start firings of actors. Therefore, we
give end transitions priority over other transitions. If a number of subsequent
start transitions are taken at the same time, the order in which they are taken
has no impact on the resource usage or resulting state. When no more start
transitions are selected, a clk transition occurs, possibly leading to new end
transitions and so on.

We call the process that controls the execution of an RASDF graph its
execution engine. The execution engine of an RASDF can be illustrated as an
infinite execution flow chart in Figure 4.2.

The execution engine of an RASDF graph starts from an initial state s,.
Since the initial state can be any state during an execution of the RASDF graph.
The RASDEF graph first executes all enabled end transitions until all end
transitions are finished. Then, the execution engine go to check whether there
are started transitions, it will select some enabled actors to fire, such that the
resource usage of these actors are within the amount of available resources.
The selection is based on a cost function on the numbers of completed firings
that will be discussed later. It may be beneficial to start fewer actors than
resources allow to achieve higher throughput. An example is given in Figure
4.4 (b). After firing the selected actors, the execution engine will perform a clk
transition and then return to the beginning to check whether end transitions
are enabled and repeat the steps again. Since we assume streaming
applications have unlimited amount of input, the execution engine also execute
infinitely. In next section, we discuss how to explore the state space of an
RASDF graph.

Compared to self-timed execution discussed in [64, 144], the major
difference between a self-timed execution of an SDF graph and an execution of
an RASDF graph is that a self-timed execution will fire all enabled actors when



68

actors have enough input tokens while the execution of an RASDF graph
selects some enabled actors due to resource constraints. This difference leads
to multiple possible paths for RASDF graph execution, where an execution of
an SDF graph is determinate.

Start from
Initial state s,

Execute end
transition

end transitions
are enabled

tart transition

Select one start
transition

v

Execute selected
start transition

Finish selection

Execute clk
transitions

-

Figure 4.2 Flow chart of the execution engine of RASDF graph



Figure 4.3 An example RASDF graph with a resource conflict
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Figure 4.3 shows an example RASDF graph (rates equal to one are omitted
for simplicity) with resource conflicts between actors ¢ and d, i.e. actors ¢ and d
cannot execute at the same time since they both require 5 units of memory for

execution.

A
Accl |
Proc| a b e -
ot 1t 2 4 5 6 7 g 9l 10" 11" 12
(a) Execution that fire actor as soon as possible
A
Accl | d
Proc| a | b c e e .
0 A 4 5 6 778 9 10" 11" 12V 7

(b) Execution with delaying actor firing

Figure 4.4 Two possible executions of the example in Figure 4.3
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Figure 4.4 shows two possible executions for the example RASDF in Figure
4.3. Once firing of actor a has ended, both actor b and actor d are enabled for
firing. If we fire both actors, actor ¢ will be delayed due to lack of units of
memory. In the end, the throughput of the system is only 1/12 due to the delay
in critical path, i.e., the gap between actors b and ¢ due to execution of actor d
(see Figure 4.4(a)). However, if we select a different scheduling strategy, and
delay the firing of actor d until the firing of c is ended, we can have a better
throughput 1/11 (see Figure 4.4(b)). From this example, we can see that
resource constraints can influence the order of actor execution and further
influence the throughput of an application. In order to find Pareto-optimal
executions in the design space, we have to explore multiple possible executions.

4.3 Exploring the state-space of RASDF

In the previous section, we saw there can be multiple executions for an RASDF
graph. This will influence the state space exploration techniques that we use.
From the definition of state of an RASDF graph, we can easily see that the size
of the state space is finite if the amount of data and resource tokens is bounded,
i.e., 8 and 77 are bounded. The bounded resources limit the degree of auto-
concurrency of actors, thus limit the size of v. The execution times of actors are
also limited. So the number of different combinations of remaining execution
times v is also finite. Since §,n, v are all finite, the number of different states s
is also finite.

For a finite state space, an important property of an infinite execution is that
the execution revisits at least one state infinitely often. For example, Figure 4.5
shows the state space of the example RASDF graph shown in Figure 4.3. The
initial state s, = (< 0,0,0,2,0,1 >,<0,0,0 >,{(a,{}), (b,{}), (c,{}), (d,{}), (e,{DD.
When actor a starts firing, it consumes the initial tokens on ch, and chg, claims
processor Proc and its state goes from the initial state s, to state s; =
(<0,0,0,0,0,0 >,< 1,00 >,{(a,{1}), (b, {}), (c, (1), (d,{}), (e, {)}). Then the time
advances for the minimal remaining execution time of any of the active actors.
This is one time unit in this example. Actor a then ends firing, produces 1
token on both ch; and chs, and releases Proc. Resource conflicts (e.g., c and d
compete for Mem) and scheduling freedom (e.g., the firing order of b and d) for
the system allow multiple possible transitions and lead to different executions
of the system. The state s; has 3 possible transitions that lead to state s,, s4 and
s, respectively. In general, during a state transition from one state to another
state, some actors end firing, produce tokens on channels and release occupied



71

resources while some other actors start firing, consume tokens and claim
required resources.

Figure 4.5 State space of example RASDF in Figure 4.3

We recall the MAX quantity and AVG quantities introduced in Chapter 3
(see Definitions 3.5 and 3.6). We can define the basic quantity g as a function of
state, i.e., q(s;). Then the MAX quantity for g for a given execution o = 5455, -+
iS Gmax(0) = max{q(s;)|0 < i < |o|}. An important property of this type of
quantity is monotonicity. For example, given an execution o, = gy, - 0., we
always have qax(64) = qmax(0y). The resource usage of an execution o of an
RASDF graph, i.e., Ru(o) = max(1y,11,12,+++) is a MAX quantity.

Similarly, an AVG quantity of q of an execution can also be defined as a
ZiLoa(sy)
t(on)
time for the execution oy . The throughput of an execution can be viewed as an

function of states, i.e., qqpg = liminfy_q where t(oy) is the completion

AVG quantity.
Definition 4.5: Simple Execution

A simple execution 0 = 0y - Operis an infinite execution starting from the
initial state of an RASDF graph that is composed of two parts: a finite length
prefix execution oy,,,, not containing any duplicate states, and an infinite
periodic repetition of execution gy, that is a cycle that starts and ends in the
same state and has no duplicate states either. There are no shared states
between g, and gy,
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For example, Figure 4.5 shows multiple simple executions, such as o; =
(505152535455)“ and 0, = (5(5,575559519)” both with empty prefix. A simple
execution generates a finite schedule consisting of a prefix schedule and a
periodic schedule.

An important property of a simple execution o = 0y, - e is that the value
of AVG quantities such as throughput are fully determined by the periodic part
Opers i€, Th(0) = Th(0pe). For a consistent RASDF graph, the value of MAX
quantities is determined by the prefix part 0,,, and periodic part g,,, together,

i.e., (0) = Ru(0pre * Oper) -
Definition 4.6: Pareto-Optimal Execution

An execution o; dominates another execution o, if and only if o, is not worse
than o, in any of the metrics of interest. An execution o is Pareto optimal if and
only if it is not dominated by any other execution.

When we explore the design space of an RASDF graph, we want to find
good executions that can satisfy our design constraints. All possible executions
are the target design space that we want to explore. A Pareto-optimal execution
with its metric values is called a Pareto point in the design space. In order to
find Pareto points in the design space without redundant exploration, we have
to use some rules to prune our exploration paths. We discuss pruning
techniques for efficient exploration of the state space below. Due to the
monotonicity of MAX quantities, it is easy to prove the following proposition. It
is illustrated in Figure 4.6 (a).

Proposition 4.1:

Given two finite (partial) executions o; and o, that start from the same state
5, and end in the same state sy, if @ax(01) < Gmax(02) for a MAX quantity qmay,
then for any execution g, = 0, 03 execution g, =0 - 03 has Guax(g,) <

Qmax(o-b)'
Proof: Since Qmax (01 : 0_3) = max(qmax(al): Imax (0_3)) <

max(qmax(o-z)ﬁ qmax(03)) = Qmax (02 - 03),

it follows that q(o,) < q(03,) AVG quantities do not have the monotonicity
property of MAX quantities. So which execution ending in the same state is
better may depend on the future execution sequence. In order to decide locally
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at any given state whether an execution is guaranteed to be better, we have to
use more strict conditions than those for MAX quantities. The corresponding
proposition is illustrated in Figure 4.6 (b).

Gmaw(0° - 03) < Gaz(02 - 03) sum(cy-03) - sum(oa-03)
t(o1-03) — t(oz-03)

sum(oy) ~ sum(d2)
L(o1) < L(os)

Qrnax (O-l ) S Amax (0-2>

(a) MAX Quantity (b) AVG Quantity

Figure 4.6 Pruning redundant executions in a state space.
Proposition 4.2:

Given two finite (partial) executions oy and o, that start in the same state s;
and end in the same state s,. If Zﬁlol q(o, () = Zﬁzol q(05(1)) and t(0y) < t(o)
for an AVG quantity g, then for any execution o, = 0, - 03, execution o, = 07 -
03 has q(a,) = q(ap).

Proof: Let m; = Y% q(0,(i)) and m, = 3% q(0,(0)).

. ma+¥i,q(os() _
> llmN_,|(,3| _t(02)+t(0§,\') = q(ab) . A

i my+3iLo 4(03 (D)
Then q(o,) = limy_,|q, W
The above two propositions can be used for pruning redundant executions.

When considering MAX and AVG quantities simultaneously for searching
Pareto optimal executions, the conditions given by Prop. 4.1 and Prop. 4.2 have
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to be satisfied at the same time in order to discontinue the exploration of partial
execution o,.

We show that exploring simple executions is enough to obtain Pareto-
optimal trade-offs with one AVG property and multiple MAX properties in a
design space since the trade-offs obtained by non-simple executions are always
dominated by simple executions. If there is more than one AVG property, the
simple executions cannot cover all the trade-offs, since alternating execution of
two simple executions affects the averages and thus may lead to extra Pareto-
optimal points. Note that with multiple AVG quantities, trade-offs between
these quantities can be achieved if two different schedules with different values
for AVG quantities can be alternatively applied in arbitrary ratios.

Proposition 4.3:

Given an arbitrary infinite execution o of an RASDF graph, ¢ = 54515, *, and a
metric space consisting of one AVG quantity q and an arbitrary number of MAX
quantities py, p,, -**, Pm. Then there exists a simple execution o5 that dominates
o in this metric space.

Proof: The states in ¢ can be divided into two sets: St (transient set) and Sy
(revisit set), such that states in St are only visited finitely often while the states
in Sy are visited infinitely often. As the number of states in St is finite, after a
finite length of execution, o,,., new state transitions only happen in Sg. The
infinite path through states of Sy essentially consists of (possibly nested)
repeated visits of simple cycles in the state space. As the number of the states in
Sg is also finite, the number of different simple cycles is also finite. Assume we
find My simple cycles for oy = 5055, ---sy after N transitions. From the
property of AVG, we have:

MN,l'Qavg(Ucl)“’MN,z'Qavg(o'cz)+"‘+MN,k'CIaug(0'ck)
Mpn1tMy2++My g

q(o) =lim,_ ,

where ¥'¥ My; = My and My ; is the number of complete visits of simple
cycle o, after N states.

So Q(U) < Qmax(o-)' where Qmax(o-) = max (Qavg (Upre)' Qavg (O-cl)' ] Qavg(ack))-
Let 05 = Opre1 * Oémax be an execution such that g,,.1 is a prefix of o, which
eventually visits simple cycle c;,4, infinitely often, where ¢,y is the cycle with
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maximum property value @pnax(0) . Then qmax(acmax) = @nax(0s) and
qmax (O-S) 2 qmax (0-)'

Furthermore, p;(o;) = max (pi(aprel),pi(acmax)) <pi(o) , where p;(c) =

max (pi(Upre),pi(Ucl). ,pi(crcn)). So, g, dominates 0. m

From Proposition 4.3, we know that we only have to consider simple
executions, because for arbitrary executions, we can always find a simple
execution that dominates it. So we can use a Depth First Search (DFS) based
algorithm to find all simple cycles and use conditions from Propositions 4.1
and 4.2 to prune the search space during exploration.

If we encounter a state which is already on the DFS stack, we have closed a
simple cycle and we can analyze the cycle for its AVG quantity, store the result
(if not dominated), and back-track. Moreover, if we encounter a state which is
not on the DFS stack, but which we have visited before, then we check Pareto
dominance of any of the previous visits of the state over the current visit. If it is
dominated, we back-track; otherwise, we have to revisit the state. It is easy to
see the approach terminates because there is only a finite number of states, thus
the number of simple executions are finite.

4.4 Heuristic Search

In this section, we discuss the heuristics that we made for the implementation
of our exploration algorithms. It is based on the exploration method proposed
in the previous section, but it implements several features to facilitate the
exploration of large state spaces. The price to be paid for using these heuristics
is (potential) loss of optimality, but the exploration times are reduced.

We use a hash table as the data structure to store the visited states for quick
checking. However, to allow exploration of large state spaces efficiently, we
cannot only depend on a good data structure. We have to limit the size of the
explored state space to keep our tool fast while ensuring that the exploration
can find enough interesting design points.

The heuristic options for exploration are listed in Table 4.1. The options are
divided into 3 groups: scheduling constraints, resource constraints and
exploration algorithm constraints.
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Heuristic Category Option

Limit of stack size

Limit of number of iterations

Rules for branch selection

Scheduling constraints
& Limit on number of branches

Priorities for actors

Channel quantities bounds

Resource constraints Resource quantities bounds

Back-track step

Exploration algorithm

. Number of found simple cycles
constraints

Exploration time
Table 4.1 Heuristic options for exploration

In the scheduling constraints category, the length of the resulting schedules
is often an important design constraint for embedded systems. The constraint
on stack size will limit the depth of the DFS algorithm and thereby constrains
the length of schedules. Similarly, for an RASDF graph with repetition vector vy,
by limiting the number of iterations to n, the schedule length, i.e., the number
of actor firings, is no longer than n },,c, v (a).

The rules for branch selection and the maximal number of explored
branches limit the number of branches explored during DFS. We implemented
a rule to guide the exploration. We use a rule to guide the algorithm to select
branches based on a cost function which is computed from the repetition
vector y of the RASDF graph. The cost of a decision d is C(d) = Y qea dgcq, With
d, the number of firing starts of actor a in decision d and ¢, = f,/y(a) the cost
of one firing of actor a, where f, is the accumulated firing count of actor a since
the start of execution. The larger the cost of one actor, the more firings of one
actor have been executed and the higher the selection cost of the actor for the
next firing start when there are resource conflicts. The fairness rule can avoid
that the algorithm selects actors greedily based on the order in the data
structure when exploring the state space partially. By selecting the minimal
cost firing, we ensure fairness in actor firings, i.e., the percentage of firings of
every actor in one iteration should be balanced during execution. Another
scheduling constraint that maybe defined is a priority ordering among actors.
When actors compete for the same resource, they will be assigned according to
their priority. The search algorithm will only explore options that satisfy the
priority order when resource conflicts happen. For actors with the same
priority, the selection of firing is decided by the fairness rule. Bounds on
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channel quantities constrain the buffer size for each communication channel
and can be specified with back edges. This can provide another constraint on
the explored executions. By limiting the maximum number of tokens that can
be stored in each channel, the number of enabled actor firings is smaller, thus
the available schedules will also be limited.

The constraints on resource amounts influence the scheduling of an RASDF
graph and results in different throughputs. By setting resources to
configurations we are interested in, we can limit the search space and explore
the interesting resource region.

The search algorithm itself can also be configured. Since the size of the state
space may remain large, we use the back-track step to avoid that the search
becomes trapped into some local regions. By doing this, we only explore
executions with a specific execution prefix a few times rather than explore all
possible executions all with the same specific prefix execution. For example, we
can set the back-track step to 5, and the search algorithms will back-track at
least 5 states before it starts forward exploration again.

Each simple execution corresponds to a design point in the design space. A
time limit for one exploration with a fixed resource constraint is a natural
termination condition for designers to control the time budget of the
exploration. The advantage of a time limit is that it is easy to estimate the total
exploration time for a given number of explorations while the exploration time
for other constraints are graph dependent.

In experiments, it turns out that the exploration results are sensitive to the
selected searching options and resource bounds. To ensure we cover the
interesting range of the design space, we use a grid search strategy to explore
the combinations of these heuristic search options and resource bounds, i.e., so-
called configurations. Each configuration is treated as one grid point in the
design space, and the design space exploration algorithm iterates every grid
point. We assign each configuration some exploration time T,, and explore all
possible N,, configurations on a multiprocessor system with N, processors
since each search is independent from each other search and can be executed in
parallel. This strategy has two advantages. First, it can be distributed on a

parallel system and thus allows parallel search. Secondly, the total exploration

, Ty +Top)N. . . . o
time T, = ot Toolo o ere T,y is the overhead for each configuration, which is
proc

very useful for designers to estimate the total exploration time needed. For
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large state spaces, the overhead T, can be omitted as the exploration time per
configuration dominates.

We show results in the experimental evaluation of Section 4.6. In the next
section, we discuss how to use the knowledge that we find during exploration
to accelerate the exploration process.

4.5 Bottleneck-driven Design Space Exploration

In the grid search strategy, the search algorithm iterates over all exploration
configurations exhaustively, including all different resource configurations.
However, we observe that only few resource configurations are really
necessary to be explored for obtaining all trade-offs in the design space.
Bottleneck-driven design space exploration tries to explore the design space
more efficiently by identifying resource bottlenecks and by guiding the
exploration in specific directions, i.e., by only increasing the amount of
bottleneck resources rather than increasing the amount of all resources one by
one. Compared to exhaustive searching, the bottleneck-driven DSE can reduce
the number of configurations considerably.

Although the identification of bottlenecks depends on the problem at hand,
the design flow of many bottleneck-driven DSEs can be seen as a specialization
of the well-known Y-chart method [98]. In general, given a system design
problem, design alternatives of the application and the architecture are
represented via a set of parameters, and the metrics of interest are defined.
Next the metrics are evaluated and the bottleneck parameters are identified.
With this information, the system parameters are tuned. By iterating these
steps, optimal parameter settings and metrics can be found in the design space.

For a streaming system, application, architecture or mapping are
sometimes fixed beforehand and only the amount of resources can be tuned for
performance. Developers have to dimension the amounts of resources for
efficient resource usage while meeting performance constraints.

Figure 4.7 shows an overview of the flow for DSE of systems modeled by
RASDE. The flow can be divided into 4 steps. First, we capture the system with
an RASDF graph (1. specification). Then we execute the model and evaluate its
throughput (performance metric) from its state space (2. performance
evaluation). Through the analysis of the state space, we construct the data and
resource dependencies between actors (to be explained later) and identify the
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potential bottlenecks of the system (3. bottleneck identification). Then we
increase the amount of identified bottleneck resources and iterate the above
steps to obtain the profile of the design space of the given system (4.
dimensioning and tuning). For example, for resource configuration < 1,1,9 >,
we deduce that the actors ¢ and d depend on the availability of Mem in the
critical path. Given that Mem is a potential bottleneck, we increase the amount
of Mem to generate a new configuration < 1,1,10 > which potentially has a
better performance. We apply the new configuration to the example and repeat
the above procedure automatically until the design space of the example
RASDF graph has been explored. We explain the details of the techniques in
the following text.

1. specification 2. performance evaluation
Explore J
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| / 7
\ S - re K e
} ‘7 So S1 S2 S3 S4 S5
[

! / oge
/1, 'S Initial
* A// // = State
/
L
Sy 5
RASDF State space
J -

ﬁ Adapt configuration Analyze dependencies @

N (

<ProcAcclMem>
<1,1,9>

-
-
-

-~
<21,9> <1,1,10>
e “a / .
<319> <2110> <1111> <:|

Increase
<31,10> bottleneck
resource

Configuration spacee

Abstract Dependency Graph

4. dimensioning & tuning 3. bottleneck identification

Figure 4.7 Bottleneck-driven DSE for RASDF
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The maximal throughput of a system may be limited by the amount of
available resources (e.g. the number of processors, the size of memory, the
bandwidth of a bus). In [144, 148], techniques based on a dependency graph
are introduced to capture the dependencies on channel capacities between
actor firings of an SDF graph. The dependencies are used to analyze the
bottleneck in channel capacities. In this thesis, we adapt those techniques to
find bottleneck resources in RASDF graphs. In an execution, for example, one
or more actors may not be able to start firing while waiting for the other
running actors to end firing and release resources, so that they can claim the
released resources. Increasing the amount of resources may enable the waiting
actors to start firing earlier and possibly increase the throughput. We would
like to detect such situations as indications of a potential bottleneck. The
dependency of the start of firing of an actor on a resource released or tokens
produced by the end of firing of another actor is called a causal dependency.

Definition 4.7: Causal Dependency

A firing of actor a causally depends on a firing of actor b if and only if the firing of a
claims resources or consumes tokens that are released respectively produced by the
firing end of b without any time progress between the firing start of a and the firing
end of b.

The causal dependencies can be classified into two types, data dependencies and
resource dependencies.

Definition 4.8: Data Dependency

A causal dependency caused by producing and consuming tokens on channel c € C is a
data dependency, denoted by J,, or 6.(x,y) to make the involved firings of actor x and
y explicit.

Definition 4.9: Resource Dependency

A causal dependency caused by releasing and claiming resource r € R is a resource
dependency, denoted by 6, or §,(x,y) to make the involved firings of actors x and y
explicit.

A data dependency only exists between two consecutive actor firings of
actors that are connected to the same channel, and can thus be easily detected
by checking start and end transitions of the pair of actors during execution. If
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the tokens produced by the source actor are immediately consumed by the
destination actor, there is a data dependency between the two actors.

Compared to data-dependency detection, the detection of a resource
dependency depends on how the resource is shared. If it is only shared
between two actors, it can be detected very easily. For a resource shared by
more than two actors, the resource dependencies cannot be easily detected as
the released resource tokens have no information about the actors that release
them. Instead, we assume that dependencies exist among all the actors that
produce tokens and the actors that consume tokens.

Given a resource r € R that is shared by more than two actors and a time
instant ¢, the producer set 4, contains firings that end and produce r at t and
the consumer set A, contains firings that start and consume r at t. Without
losing any resource dependencies, we assume that the resource dependency
exists between every firing in 4, and every firing in A, if and only if the
available amount of resource 1, i.e. Ryp,qi (1), at the time t before release is less
than the total amount of r that is claimed, i.e., 6,(p,c) exists for every pair
(p,c) € Ap X A if and only if Rgpay(r) < Xcea, Clm(c,7). This assumption
simplifies the detection of resource dependencies, but it also introduces false
positive dependencies for actor firings that only use already available resources,
as discussed later in detail.

Definition 4.10: Causal Dependency Graph

Given a simple execution 0 = 0, - 05y of an RASDF graph with repetition
vector q and the periodic execution part oy, that contains n iterations of the
graph, the causal dependency graph G = (D, E) contains a node a; (0 <i<n-
q(a)), for the i-th firing a; of the actor a € Ain an iteration of g,,; the set of
dependency edges E contains an edge froma; (0 <i<n-q(a))tob; (0<j<
n-q(b)) denoted by &.(a;, b)) or 6,(a;, B;) if and only if there exists a causal
dependency for channel c or resource r between firings a; and b, in gy, such
thati = kmodn - g(a)) and j = L mod n - q(b)).

Figure 4.8 shows the process of building the dependency graph for an
execution o = (5¢515,535,55)“ of the RASDF graph in Figure 4.3. It shows the
resource allocations of the execution ¢ in the top part of the figure while the
dependency between firings is shown in the bottom part of the figure. At state
sy, actor a finishes its first firing a,, outputs tokens to channels ch; and chs and
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releases resource Proc. Actors b and d start their first firings b, d; and
consume tokens from ch,; and chs and b claims resource proc when they start
firing at state s;. So we have dependency relations among actor firings a, by, d;
which are shown below state s; in Figure 4.8 as part of the causal dependency
graph. Similarly, at state s,, actor b outputs tokens and releases proc; but no
actors need the tokens and resource proc immediately, so no dependency exists
at state s,. We repeat checking dependencies every state until we reach
recurrent state s,. We can build the causal dependency graph for the execution
o by collecting the dependencies from Figure 4.8 as shown in Figure 4.9 (a).
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Figure 4.8 Dependency detection for an execution

The size of the dependency graph can be very large. For example, the
minimal number of actor firings in one period of the sample rate graph of [16]
is 612. Therefore, we use an abstraction of the dependency graph to capture all
dependencies between the firings in g,,,. Figure 4.9 (b) shows the abstract
dependency graph of Figure 4.9 (a). The transformation from dependency
graph to abstract dependency graph maps actor firings to actors and maps the
dependencies between firings to dependencies between actors. Since the
abstract dependency graph does not discern firings, the nodes of the same
actor in the dependency graph merge into one node in the abstract dependency
graph while keeping their dependency relations with other nodes. The
dependencies between firings of the same actor are kept by self edges. For
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example, the dependency between e; and e, in Figure 4.9 (a) turns into the self-
edge in Figure 4.9 (b).

(a) Dependency Graph (b) Abstract Dependency Graph
Figure 4.9 Causal Dependency Graph and Abstract Dependency Graph

Definition 4.11: Abstract Dependency Graph

Given a causal dependency graph (D,E), the abstract dependency graph
(Dg, E,) contains a node a € D, for each actor a € A and a dependency edge
6(a, b) € E, between actor a and b for each dependency edge 6(ay, b;) € E.

Dependencies between actor firings in the periodic part g, of a simple
execution ¢ can form cyclic dependencies, called a causal dependency cycles; data
dependencies cannot be changed. In this example, the cycle indicates that both
mem and proc are potential bottlenecks. By increasing these resources, the
dependency cycle may disappear.

Definition 4.12: Causal Dependency Cycle
A causal dependency cycle is a simple cycle in the dependency graph.

The throughput of a simple execution is limited by some of those cycles in
the dependency graph. For example, the throughput of the execution in Figure
4.8 is limited by the dependency cycle, i.e., Oproc(ar,€2)  Sproc(ez eq) -
Oproc(€1,¢1) * Smem(cr,dy) - 8cp(dy,ay) in  Figure 4.9(a), that contains
Omem(c1,dy). If a resource dependency &, appears in a causal dependency cycle,
for some r € R, the throughput may increase if we can remove the dependency
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by increasing the amount of resource 7, e.g. the increase of mem allows d and ¢
to fire at the same time. Resource dependencies that do not occur in cycles are
not critical to the performance. For example, &p.,.(b;,a;) is not on a
dependency cycle in Figure 4.9 (a) and b, is not critical for the execution. If we
delay b; one time unit, the throughput remains the same.

Definition 4.13: Bottleneck

A resource r € R in an RASDF graph is a bottleneck of execution ¢ under
resource configuration p if and only if increasing r in resource configuration p
is needed for an increase of the throughput of the graph.

By construction, any dependency cycle in the dependency graph gives a
dependency cycle in the abstract graph. Note however, that a simple cycle need
not remain simple. For example, the simple cycle in Figure 4.9 (a), ie.,
a,eye; c1d; corresponds to two cycles in Figure 4.9 (b), i.e., aecd and ¢ due to
the merge of the two firings of actor e. Dependency edges related to bottleneck
resources thus appear at least once in a dependency cycle of the abstract
dependency graph. Therefore, the abstract dependency graph contains
sufficient information to identify potential bottlenecks (step 3 in Figure 4.7).

Causal dependencies are defined based on firings. However, an execution
may enter into a deadlock state, where no actor is able to fire. We need to refine
the causal dependency concept to handle the deadlock case, because lack of
resources in the chosen resource configuration may be the cause of the
deadlock. With the adapted definition, an abstract dependency graph can be
derived as before.

Definition 4.14: Causal Dependency In Deadlock

In a deadlock state, a firing of actor a causally depends on a firing of actor b if
an only if the firing of a needs tokens that may be produced by or resources
that may be released by a firing of actor b.

The dependency assumption in the shared resource case and the use of the
abstract dependency graph instead of the dependency graph can lead to false
positive dependencies detected during exploration. Figure 4.10 shows two
examples of false dependencies. In Figure 4.10 (a), the available amount of
resource r is 3 units in a specific state while actor z is running and ready to end
its firing. The end of firing z releases 6 units; at the same time, the next two
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firings of x and y claim 5 and 2 units of resource r respectively. If firing y uses
the available amount of r and x uses the amount of r released by z, then only x
depends on z and y can start earlier before z ends. However, since we do not
identify the producer of tokens, i.e., whether the tokens come from firing z or
are just available resource, we can only assume there is also a dependency
between y and z. In Figure 4.10 (b), there is no cycle in the dependency graph,
but a false dependency cycle exists in the abstract dependency graph. The false
dependencies in the abstract dependency graph can cause some non-bottleneck
resources to be detected as bottleneck resources and may lead to redundant
exploration (but not to wrong results).
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(a) False resource dependency (b) False dependency cycle
Figure 4.10 False dependencies

Normally, there are multiple simple executions in the state space of an
RASDF graph, and each execution may have an abstract dependency graph of
its own. Often, bottleneck resources are the same. For efficiency, we build only
a single dependency graph for the entire state-space exploration that merges all
dependency graphs into one graph by adding dependencies whenever cycles
are encountered anywhere in the statespace. This may again lead to false
dependency cycles. Again, real bottleneck resource dependencies are always
detected. By tolerating those false detections, we keep the exploration to not
lose real resource bottlenecks while making it more efficient.

Proposition 4.4:

If a resource r is a bottleneck, then the abstract dependency graph has a
dependency cycle containing a resource dependency for 7.
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Proof: If resource r is a bottleneck as defined in Definition 4.12, there is at least
one resource dependency edge between two firings in a dependency cycle. If
not, then throughput is fully determined by data cycles and cannot be
improved anymore. We assume the two firings in the dependency cycle are a;
and b;. So there exist two paths from ay, to b; and from b, to a,. Obviously, in
the abstract dependency graph, there exist two paths from a to b and from b to
a.So a resource dependency on r also exists in a dependency cycle of the
abstract dependency graph. Since a cycle in the dependency graph is preserved
in the abstract dependency graph, the resource dependency edge of
dependency graph is also preserved in the abstract dependency graph.

(a) p=<1,19 > (b) p=<11,10 > (¢) p=<3110>
Figure 4.11 Bottleneck identification

The bottleneck information for an RASDF graph is embedded in its abstract
dependency graph. We can compute the graph’s maximal achievable
throughput without resource limitations efficiently from its strongly connected
components through state space analysis using techniques of [64]. In [144, 148],
channel-buffer capacity bottlenecks of an SDF graph are detected through an
abstract dependency graph and used to guide the exploration of buffer
configurations to find optimal buffer sizes. Similarly, we also use the inferred
bottleneck information to increase the amount of relevant resources until the
graph reaches the maximal throughput or the maximal resource configuration
that we are willing to explore. For example, in the abstract dependency graph
of Figure 4.11 (a), Mem and Proc are identified as potential bottlenecks. We
choose to increase Mem and raise its amount from 9 to 10. The Mem
dependency edge disappears and only Proc dependency edges still exist in the
new abstract dependency graph shown in Figure 4.11 (b). When increasing
Proc from 1 to 3, all resource dependencies disappear and the maximal
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throughput is reached. The corresponding abstract dependency graph is
shown in Figure 4.11 (c).
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Figure 4.12 Bottleneck-driven DSE flow
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Figure 4.12 shows the DSE algorithm. It uses an initial resource
configuration to configure an RASDF graph and explores the state space of the
configured graph. Upon detecting a cycle in the state space, throughput and
resource usage of the execution are computed. Pareto-optimal design points
among all explorations are kept as the output of the DSE. When detecting a
cycle, causal dependencies are added to the abstract dependency graph. As
multiple cycles can exist in the state space, the abstract dependency graph is
complete only after the state-space exploration stops. Bottleneck analysis is
then performed by identifying resource dependencies in strongly connected
components of the abstract dependency graph. Identified bottleneck resources
are each increased by a minimal step, specified by the user. The reason to set
the step size by user is because a minimal amount of resource increase may be
very small and may lead to a large exploration time since the bottleneck
resource has to be increased multiple times. Thus, a new set of unexplored
configurations is generated and pushed into the configuration queue. Breadth-
first search is used to search the configuration space. Dynamic programming is
used to avoid redundant explorations of configurations that have already been
explored. The algorithm terminates if the configuration queue is empty.

4.6 Case Studies

To evaluate the analysis techniques that we introduced in this chapter, we
experiment with a set of DSP, multimedia and printer datapath models on an
Intel 2.2 GHz Core™ 2 with 4GB RAM Desktop PC. We first compare our
trade-off analysis techniques to existing techniques that cannot handle resource
sharing among multiple actors. The purpose of the experiment is to show that
our analysis allows efficient use of memory and enables better trade-off points.
We also include a case study about analyzing multiple use cases on a given
printer architecture with shared resources. Then the trade-offs of the printer
architecture for a specific use case are shown. We do experiments to compare
the exploration times for analysis without and with bottleneck-aware
techniques. Finally, a comparison between genetic algorithm based DSE and
bottleneck-driven DSE is discussed. The experiment graphs are divided into
two categories: the graphs of the first category (see the appendix) are from the
literature and include an example graph from [144], an artificial bipartite graph
from [16], a modem [16], a satellite receiver [131], a sample rate converter [16],
an MP3 decoder [144] and an H.263 decoder [144]; the graphs of the second
category are from an industrial case study provided by Océ (www.oce.com)
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where the design space of the digital datapath of a professional printer is
explored.

For each graph, we explore the trade-offs between throughput and buffer
size requirement. The search parameters of our algorithm are set as follows.
For most streaming applications, we want to have a short schedule, i.e., cycles
in the state space, only after a few iterations. So we set the range of the iteration
number from 1 to 3. For DFS, the number of branches and the backtrack step
directly impact the exploration time. The large number of branches makes
exploration only capable of exploring a small part of the space. We therefore
set the number of branches from 2 to 3 and the backtrack step range from 1 to 2.
The fairness rule is used to avoid firing the same actor greedily. The memory
scan range is from the lower bound of [57] (lowest possible memory for an
execution under a shared memory assumption) to the upper bound of [144]
(highest possible memory for maximal throughput under distributed memory
assumption) and is uniformly divided into a few steps (we use 10) for our grid
search. The time budget for each exploration is 1 second for the first part of the
experiment and 60 seconds for the second part. So the total exploration time for
an RASDF graph is controlled to less than an hour (the worst possible
exploration time is 2 X 2 X 10 X 1min = 40min). Though we cannot compare
the results with the optimal results with shared memory, as they are not
known, we compare our results with the experimental results when exploring
longer (60s) for each configuration.

Comparison Between Pareto Sets(Modem)
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Figure 4.13 Pareto points of Modem
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For example, Figure 4.13 shows the Pareto points of the Modem graph. The
blue squares are Pareto points found by [144] for distributed buffers. The green
and red points are Pareto points found by our algorithm with different time
limits, 1 second and 60 seconds respectively. The comparison of the results
shows that the results can be improved for some graphs by using a longer
exploration time. However, the total time spent on the exploration is increasing
very quickly.

In order to quantity the difference between two results, we define the
average memory reduction MR,,, as a metric to compare a Pareto set Sy, (our
result) with a reference Pareto set S,.r (the optimal Pareto points for the
distributed memory model found by the algorithm in [144]). The memory
reduction for each reference point r € S,.f is the maximal memory reduction of
its counterpart a € S,,., which has throughput Th(a) not less than
throughput Th(r).

1
Wiy = S o der
wg =757 L oex, 1)
ref TESref

where |S,.f| is the number of points in the set S, and

_ ((mem(r) — mem(a))/mem(r), Th(r) < Th(a)
d(r,a) = { 0 . Th(r) > Th(a)

For example, in Figure 4.13, the set of trade-off points found by grid search
(time limit 1 second) is {a; = (16,0.0556),a, = (17,0.0588),a; = (19,0.0625)}
while the reference trade-off points set for distributed case are {r; =
(38,0.0313), 7, = (39,0.0556), 5 = (40,0.0625)}.

d(ry, a;) = 2= = 57.9%,d(ry, a,) = 2 = 55.3%,d(ry, a) = 2= = 50%
d(ry, ;) = 22 = 59%,d(ry, a,) = 2 = 56.4%,d(ry, a3) = 2= = 51.2%
40-19

d(r3,a;) = 0,d(r3,a;) = 0,d(r3,a3) = =52.5%

40

We use the average of the maximal reduction of each reference point to
. 57.9%+59%+52.5%
compute the average memory reduction MRyyy = ——— ——— = 56.5%.
To investigate the impact of sharing resources, we compare our results with

[144] which is known to be optimal when memory cannot be shared. The
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results of the experiment are summarized in Table 4.2. It shows the number of
actors and channels in each graph (2 row), the minimal buffer space (4" row)
for the smallest positive throughput (3 row) that can be achieved, i.e., buffer
sizes that make the graph deadlock free). It also shows the minimal buffer
space (6™ row) for the highest possible throughput (5t row). It also shows the
number of Pareto points (7t row), the execution time of the tools (8% row) and
the max (9% row), min (10% row), average (11* row) and standard deviation
(12 row) of memory reductions achieved by sharing memory. The 60 seconds
results are shown in parentheses if they are different from the 1 second results.
The results in Table 4.2 show that by sharing memory among actors, the
required memory can be reduced by 3% to 50%. The average 3% memory
reduction is obtained for the H263(QCIF) case, shown in Figure 4.14. Since the
shared memory case only has a low memory reduction when compared to a lot
of points of the distributed memory case around the upper right corner of
Figure 4.14, it leads to low average memory reduction. The fact that minimally
obtained resource reduction is positive in all cases shows that for the
experiment we can always achieve the same throughput as the throughput
found by [144]. Although 60 seconds results are sometimes better than 1
second results, a 60 seconds budget needs much longer overall analysis times.

Comparison Between Pareto Sets(H.263_QCIF)
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Figure 4.14 Pareto points of H.263(QCIF)
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The substantial memory reduction and obtained throughput together with
the analysis efficiency indicate that our technique performs well. In Table 4.2,
we also notice that the H.263 decoder has low average reduction. The reason
for this is due to the fact that the large number of Pareto points found by the
algorithm of [144] are dominated by the nearby Pareto point found by our tool
by a small margin while the single, lower throughput point is improved quite a
lot. The average memory reduction metric defined above does not capture this
situation very well. The execution time of our method is reasonable. The Pareto
points found by our tool are more resource efficient compared to the Pareto
points found by [144] which does not allow sharing memory among channels.

In the printer case study, the processing units of the data path share
memory and the memory bus. Twelve use cases such as print, scan and copy
which are frequently seen in daily printer use are investigated. The models
cannot be disclosed in detail due to confidentiality reasons. In [87], some
simplified printer data path use cases are analyzed. An example modeled as an
SDF graph is shown in Figure 4.15. The use case captures a loop to print a
document from a data store. It performs two image processing steps (IP1 and
IP2) and several USB and control actions. The printer architecture model is
shown in Figure 4.17. We model the twelve considered use cases as RASDF
graphs and analyze them with our tool.

S
(r)—fee)
)

Figure 4.15 ProcessFromStore use case from [87]

The first set of experiments considers single use-case analysis for one
specific architecture configuration, so in this particular case, we are not looking
for trade-offs, but only to evaluate metrics in a particular design solution. The
metrics we are interested in are the peak and average usage of resource in the
data path and the throughput of the datapath for those use cases. From the
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previous section, we know that the throughput and average resource usage can
be easily computed from the prefix and periodic part of the execution. Table 4.3
shows the execution time of our algorithm and the number of states of the
execution. For most of the use cases the execution time of the algorithm is less
than 1 second. The two exceptions are use cases with actors that have large but
slightly different execution times. For these two cases, for a number of
iterations, the states are different slightly. It causes a periodic execution phase
with a large number of states and a longer execution time for analysis.

The second set of experiments concerns the design-space exploration of
printer architectures. We study the trade-offs among peak memory and
bandwidth usage with performance (throughput), obtained by different
schedules. By using our grid search method, we can get a profile of the design
space of a specific architecture, which can help a system designer make
decisions on questions like how much memory and how much bandwidth are
needed for some specific performance requirements. Figure 4.16 shows the
normalized 3-dimensional Pareto space in the design space of a particular use
case for some platform configuration, the trade-off points are throughputs
under two configurable resources: Bandwidth and Memory. The figure clearly
shows how the change of resources impacts the performance of the printer. The
results of this case study show that our tool is sufficiently flexible to support
design space exploration: it allows us to explore the trade-offs between several
objectives.

Throughput
1]

Figure 4.16 Normalized design space of a printer use case
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To evaluate the efficiency of bottleneck-driven DSE, we compare our
bottleneck-driven implementation with the regular grid search implementation
without bottleneck information. Through bottleneck analysis, we expect that
many grid points do not need to be searched by the bottleneck-driven DSE,
and the exploration times are reduced.

In the first experiment, we compare the execution times of the approaches
on the six RASDF graphs in the first category. For each graph, we explore the
trade-offs between throughput and the size of the shared memory. As the state
spaces of RASDF graphs are often large, we also enforce some resource limits
to confine the search. The exploration options are the same as the grid search
without bottleneck-driven guidance. The column for each graph in Table 4.4
gives execution times and the number of explored configurations for both the
bottleneck-driven search (BD) and full grid search (Non-BD).

The results show that bottleneck-driven DSE has two effects on the
execution time. On the one hand, it avoids the exploration of some unnecessary
resource configurations. One the other hand, the bottleneck analysis brings
some overhead. For Bipartite graph, the two approaches explore the same
configurations and the number of simple executions for each configuration is
very large, so the bottleneck-driven approach is actually worse. For Modem,
many unnecessary configurations can be avoided by bottleneck-driven DSE
and the analysis overhead is more than compensated by the reduction in
configurations. The other graphs give results in between those two extremes.

To test the bottleneck analysis for multiple resources and large
configuration spaces, we did experiments with distributed memory. For MP3,
for example, we divided the channels to three different buffers. The right
column for each graph in Table 4.4 gives the results. Substantial reductions are
obtained in all cases. As expected, the performance of bottleneck-driven DSE
improves with an increasing number of resources.

Then we do the printer case study provided by Océ. We aim to dimension
the memory and bus usage of printer architectures as shown in Figure 4.17.
There are three options: one reference architecture, one with faster processing
units, and one with additional processing units (denoted by dash lined blocks).



96

T T T 1 T T T 1
I P1 ! P2 !
L L
Scanner ) IP1 [ P2 IP3 P4
: [y : [} Y [}
[ [
v \ \ \J A ' A
Bus
A A A
Y v '
Memory USB PrintIP

Figure 4.17 Printer architecture for exploration
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Figure 4.18 Abstract dependency graphs during printer architecture exploration

Figure 4.18 shows three abstract dependency graphs visualized by dot
(www.graphviz.com). The tasks of the targeted application are denoted by
circles annotated with the corresponding task id. The green edges denote
resource dependencies and are annotated with the corresponding resource ids
while the blue edges denote data dependencies. The figure shows different
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bottlenecks that exist at different exploration stages for the printer application
on one of the given printer architecture configurations in Figure 4.17. In Figure
418 (a), both memory size and bus bandwidth are bottlenecks. When
bandwidth is increased, the memory size is the remaining bottleneck resource
in Figure 4.18 (b). When memory size and bus bandwidth both are large
enough, the scanner of the printer is the new bottleneck of the system.

Table 4.5 shows that bottleneck analysis reduces the number of explored
configurations, and even if the overhead for bottleneck analysis is substantial
(Arch 3), the overall execution time reduction is still good.

The configuration space of grid search with and without bottleneck analysis
for the first printer architecture is shown in Figure 4.19. The (blue) squares are
configurations explored without bottleneck analysis. The (green) triangles are
configurations explored with bottleneck analysis. Thanks to the bottleneck
identification, exploration stops increasing specific resources if they are no
longer a potential bottleneck of the system. The (red) circles show the resource
usage of the Pareto points found. They do not coincide with grid points
because the optimal resource usage may be off the configured grid.

Configuration Space Comparison
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Figure 4.19 Comparison between Configuration Spaces
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Finally, in [102], a comparison between our bottleneck-driven approach and
DSE using evolutionary algorithms (EA) are discussed. The comparison uses
the six multimedia graphs that we used in the first experiment. It uses the
Strength Pareto Evolutionary Algorithm [178] (SPEA2) and the Non-dominated
Sorting Genetic Algorithm [41] (NSGA-II) tools for tuning exploration
parameters while using the same state-based analysis tool for RASDF analysis.
It uses a binary string to encode both state-space analysis algorithm parameters
(branching number, iteration number etc.) and the resource configuration of
the RASDF graph. The DSE is performed through mutation of the encoded
information. The comparison is made for the twelve cases also discussed in
Table 4.4. In terms of the quality of results measured by the e-indicator (see
Section 3.6), in 6 out of 12 cases the bottleneck-driven approach is better than
the EA approach, in 5 out of 12 cases the bottleneck-driven and EA approaches
give equal or incomparable results, and in one case (Samplerate with a single
buffer) the EA approach is better. [102] also makes a comparison on execution
times between the bottleneck-driven approach and both SPEA2 and NSGA-IL
The bottleneck-driven approach is faster than SPEA2 and NSGA-II approach in
many cases. Generally speaking, using the bottleneck-driven approach is thus
preferred over the EA approach.

4.7 Related Work

There are many works on analysis of SDF graphs and optimization of their
schedules subject to one or more criteria [14, 15, 57, 68, 75, 112, 113, 130, 167]. In
order to minimize code size for single processor, Single Appearance
Scheduling (SAS) is proposed in [7]. In an SAS, every actor appears only once
within a looped schedule. In [14, 15], buffer size minimization techniques are
developed while preserving the minimal code size property of SAS. In [112,
113], more efficient buffer usage for SAS are obtained by sharing memory
through lifetime analysis of memory tokens. However, SASes are not
necessarily optimal when other objectives than code size are to be optimized,
such as performance or energy consumption. The single appearance constraint
on schedules is relaxed in [167] by exploiting some trade-offs through code-
sharing and memory efficiency and code-size efficiency to obtain more buffer
size reduction. In [75], buffer lifetime analysis and layout selection are used to
select schedules (not limited to SASes) for memory usage reduction. We are
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motivated by the result that sharing resources can significantly reduce resource
usage and introduce resource sharing explicitly into our RASDF model.

For multi-processor platforms, where the schedule length does not
necessarily lead to extra code size, non-SAS schedules can be better than SAS in
performance since actors can firing concurrently In [130], the context-switch
cost is minimized instead of schedule length while the vectorization is
maximized, and the generated schedule is so-called Single Appearance
Minimized Activation Scheduling (SAMAS). By allowing consume and
produce multiple times of rates data tokens, the number of activation actor
code is reduced. However, this leads to larger data memory usage. In [68],
linear constraints on the firing time of actors and on buffer requirements are
formulated and linear programming is used to solve the “Minimizing Buffer
requirements under Rate Optimal schedules” problem. In [57], an exact
method for exploring arbitrary schedules and generating minimum memory
requirements for an SDF graph is given by using model-checking tool SPIN to
explore the possible state space.

Throughput analysis has been studied extensively in [39, 40, 64]. [39, 40] use
Maximum Cycle Mean (MCM) analysis to compute throughput. This can only
be used for HSDF graph. Conversion from an SDF graph to an HSDF graph is
possible, but frequently leads to a sharp increase of the graph size making the
algorithms of [39, 40] fail to be efficient. In [64], the costly conversion is
avoided by analyzing the state space of the self-timed execution of SDF graph.
We focus on throughput and extend [64] by relaxing the self-timed scheduling
constraint and are capable of analyzing resource sharing cases.

Trade-off analysis for SDF graph is mostly limited to single processor
platforms [16, 176]. [16] explores the trade-off between code size and data
memory. [176] gives a CD2DAT example to show the trade-off between code,
data memory and execution time for SAS, based on an evolutionary algorithm.
Only recently, trade-offs for SDF graphs on multiprocessor platforms are
investigated [144, 148]. [144] gives an exact method to explore the trade-offs
between total buffer size and throughput for multiprocessor platforms based
on techniques taken from [57, 64]. In [148], it is extended to include CSDF
graphs and provides a fast approximation algorithm to tackle graphs with
many similar Pareto points. Our work generalizes [144, 148] with respect to
SDF graph analysis to considering trade-offs between throughput and shared
resources.
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A design-space exploration (DSE) framework for multiprocessor systems-
on-chip based on SDF specifications is proposed in [99]. The framework
focuses on a single objective, i.e, make-span of an SDF graph, and SDF models
are limited to HSDF graphs without cyclic dependencies. The Y-chart
methodology [8, 98] is widely used to analyze embedded systems and as the
basis for DSE [10, 105, 121]. However, [105, 121] formulate the DSE problem as
an integer programming problem and solve it with evolutionary algorithms.
These approaches do not work for problems that cannot be formulated as an
integer programming problem (e.g. throughput analysis for SDF graphs).
Bottleneck analysis is an important aspect of system performance analysis [88].
In [8, 98], the bottleneck information obtained from the performance analysis
stage is used to guide the adaption of application, architecture and mapping
aspects. Hardware optimization [51, 84] identify bottlenecks in hardware to
guide architecture improvement. In [51], an event counter model that counts
cache miss, branch misprediction, and resource contention events is used to
monitor system behavior and identifity bottlenecks in different phases. The
larger the counter at a time, the higher possibility that a resource is the
bottleneck of the system. In [2], bottlenecks for parallelization of program are
identified from the program trace. Each instruction of a program is represented
by a set of nodes: dispatch nodes, execution nodes, commit nodes.
Dependencies between nodes are identified and a program dependency graph
is built. The program dependency graphs are used for analysis of the impact of
bottlenecks. Throughput and buffer trade-off analysis [144, 148] extract the
dependency graph from the state space of an SDF graph. By analyzing the
critical cycles in the dependency graph, bottleneck buffers and trade-offs
between buffer size and throughput are found. However, they only allow
distributed resources and only deterministic self-timed execution is possible. In
[170], we propose RASDEF graph as a generic resource-aware dataflow model
for trade-off analysis and propose a bottleneck-driven DSE technique for
RASDF graphs for automatic system dimensioning [169]. This material is the
basis of the current chapter.

We use state-based exploration techniques for trade-off analysis. The model
properties, such as throughput and resource usage are derived from its state
space. This technique has its root in model checking [7, 92]. Model checking is
widely used in system verification such as hardware verification and protocol
verification. It is also used for scheduling and scheduling related problems [1, 5,
57, 179]. In [57], model checking is used to explore the schedule space of
untimed SDF graph to find schedules with minimized buffers. In [1], the job-
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shop scheduling problem is modeled as a timed automaton, and finding
optimal path becomes finding the shortest path problem in the timed
automaton. In [5], the schedule synthesis problem is modeled with Petri nets
and finding a schedule is finding a path in its state space that satisfies a specific
property. In [179], model checking is used to optimize the length of static tasks
and bus accesses schedules. Multi-objective model checking is only studied
recently such as via qualitative property verification [47] for stochastic models
and for the routing problem with multiple constraints [124]. In [137], a SAT
solver is incorporated with evolutionary algorithm for an SDF task-graph
model and it uses list scheduling to find a feasible schedule. We leverage the
knowledge from dataflow models and multi-objective optimization to solve the
trade-off analysis problem as a multi-objective model checking problem. The
goal is to find multiple execution paths that are Pareto optimal in throughput
(derived from cycles) and resource usage (derived from the whole execution
path).

4.8 Summary

In this chapter, we consider the trade-off analysis problem for RASDF graphs
and use state-based analysis to obtain Pareto-optimal points in their design
space. Pareto dominance and SDF specific information are used to prune the
search space. We implemented an algorithm with many configuration options
that enable users to customize for their own needs. Our tool allows analyzing
the throughput-memory trade-off when memory can be shared among
channels. Case studies show that our tool can explore the design space very
quickly while providing a good characterization of the available trade-offs. We
further developed a bottleneck-driven DSE approach to explore the design
space. The approach guides the search by information, the dependency graph,
collected during the evaluation of metrics of interest. Experimental results
show that, for systems with multiple resources and large configuration spaces,
the bottleneck-driven approach saves up to 89% in analysis time compared to a
brute-force approach.



5 ITERATION-DOMAIN ANALYSIS

“Every truth has two sides; it is as well to look at both,
before we commit ourselves to either”

—Aesop

In this chapter, we investigate trade-off analysis techniques for RASDF graph
from a different perspective than the time domain introduced in Chapter 4, i.e.,
using an iteration-by-iteration approach to analyze an RASDF graph.

5.1 Introduction

In a streaming application, input is a stream of data that is organized with its
own logical structure. For example, the input stream of an MPEG-4 decoder is
encoded in frames while the input of an image processing pipeline in a printer
is processed in pages. In the single-core era, applications can only process one
unit of data at a time and the start of processing a new unit has to wait for the
finish of processing of the previous unit. In the multi-core/processor era,
pipelined processing and data-parallel processing become common practice.
Now the processing of new units no longer needs to wait for the finish of
processing of a previous unit. However, logically, the execution of an
application can still be conveniently partitioned into separate, but pipelined or
paralleled units, iterations.

In Chapter 2, we already saw that a sound RASDF graph requires
consistency and has a non-trivial repetition vector q if and only if it is
consistent. For any sequence of actor firings that conforms to g, i.e. an iteration,
the number of data tokens in the channels as well as the number of resource
tokens in the resources after the sequence of firings are equal to their numbers
before the sequence.

The time-domain analysis of RASDF graph (Chapter 4) does not exploit the
fact that the data of streaming applications are processed unit-by-unit, i.e., that
the system execution occurs in iterations corresponding to the logical structure
of the application, such as frames or pages. In this chapter, we introduce an
iteration-based trade-off analysis technique for RASDF graph, aiming for an
improved quality of the results and improved efficiency of the analysis to
complement the techniques in the time-domain. The approach is rooted in
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max-plus algebra [6, 25, 77] to capture the iteration-based execution of RASDF
graph and is developed to model the resource-sharing situation in RASDF
graph.

5.2 Max-plus Algebra and its relation to RASDF

In this section, we introduce the basic concepts and definitions for max-plus
algebra and its relation with our dataflow models. In the iteration domain, the
progress of an execution is measured in firings rather than clock ticks. The
effect of a firing in an RASDF graph is the change of time stamps and locations
of tokens, which is naturally captured in max-plus algebra.

Max-plus algebra is an algebra on the real numbers extended with —oo,
i.e, Ry = RU {—o0}. It can easily express the concept of synchronization and
is commonly used for analysis of discrete event models. In the following
sections, we use the notations in max-plus algebra to capture the executions of
RASDF graphs and derive the way to compute or approximate its throughput.

In max-plus algebra, for elements a,b € R,,,, the operations @ and ® are
defined as

a @ b & max(a,b) and a®b L a+b

The zero element (also known as absorbing element) of addition is —oo
(often written as € in max-plus literature. The identity element of addition is
e ¥ 0 (also known as neutral element). In addition to that, € is also the neutral
element of the max operation. One defines max(a, —) = max(—o0,a) ¥ a and
a+ (—o) =—0 +a¥ —oo for any element a € R,,,,, which using max-plus
notation are written as:

a®Pe=ec@Pa=a and a®e = eQa =€
Similarly, a + 0 = 0 + a = a, which is written as a®e = e®a = a.

We can find that the roles of € and e for the @ and ® operators are similar
to 0 and 1 for the conventional operations + (addition) and X (multiplication)
respectively on the set R. The set R, together with the operations @
(maximization operator) and ® (addition operator) is called max-plus algebra
and is denoted by R, = (R0 ®, ®,€,€). It is an example of a so-called
semiring.
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The algebra on R, is further extended to an algebra on matrices and
vectors. For a vector a = [ay, -+, a,] € R4, a vector norm is defined as follows.
[lall = max(ay, -+, a,). A vector ais called normalized if ||a|| = e. For a non-
normalized vector a, with a norm larger than €, we can obtain its normalized
vector as follows. a™™™ =a —||all =[a; — llall, a; — llall, -+, a, — |la]]] in
which the largest element is 0.

For more details on max-plus algebra, we refer interested readers to [6, 25,
77].

ch
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(a) Before firing (b) After firing

Figure 5.1 Max-plus semantics for an actor firing

Figure 5.1 shows an SDF actor a and its token status before actor firing and
after actor firing. The firing consumes two data tokens (black dots) from two
separated input channels and outputs one token to an output channel. In this
chapter, we annotate tokens with their production times, with so-called time
stamps. The time stamps for the input tokens have some values, say t; and t,
(in Figure 5.1 (a)). Because the actor executes in a self-timed manner, it starts
firing as soon as both tokens are available, i.e., at time max(ty, t,) and thus it
completes its firing after executing for 7, time units and produces a new token
at time t; with time stamp t; = max(ty,t,) + 7, (Figure 5.1 (b)). Hence the
process of the SDF actor firing and the time stamp values of the output token
can be captured by the following max-plus algebra equation:

ts=(t Dt ® 1,

Note that data tokens in SDF graph are always consumed in a first come
first served way. When it comes to resource tokens in RASDF graph, this is not
necessarily the case. The time stamps of output tokens depend on the tokens
selected, which may be decided by some resource allocation technique. Figure
5.2 shows the status of tokens before an actor firing in RASDF graph. There are
two data tokens, one with time stamp t; at channel ch; and one with ¢, at
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channel ch,, and two resource tokens with time stamps t; and t, at resource R.
The actor a only consumes one resource token for one firing, so it can select
one of the two resource tokens. However, the selection may lead to different
time stamps for the output tokens.

t;

Figure 5.2 Token status before an actor firing in a RASDF

Figure 5.3 shows the possible token status after actor firing if the actor
selects different resource tokens. We use a multiset of time stamps to denote
the token status. Before the actor a firing, the status is {{t;}cn,, {t2}cn,, {t3, ta}r}
which denotes the time stamps on channels ch;, ch, and on resource R
respectively. The different selections lead to two different statuses after the
actor firing: {{ts}cn,, {ts,tadr} in  which ts=(, Dt, Dt;) @1, and
{{teden, {ts tedr} in which tg = (t; @ £, © ty ® 70).

tL=(t:PtPt3) 7,

C]13

ch,
|
v1
o o o o
R ls U R lz s
(a) after selecting t; in Figure 5.2 (b) after selecting t, in Figure 5.2

Figure 5.3 Tokens status for an actor selected different resource token
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In the iteration domain, we define an execution of a consistent RASDF
graph as a sequence of actor firings compared to a sequence of transitions, i.e.,
start, end, and clk, in the time domain. In an execution, every actor firing can
be captured by two operations on a set of time stamps: first a € (maximization)
operation on time stamps of data tokens consumed and time stamps of selected
resource tokens and then a @ (addition) with the actor execution time.

Definition 5.1: Firing State

For an RASDF graph, we can denote its firing state by a multiset of locations and time
stamps of all its tokens, including both data and resource tokens. The firing operates on
the set of time stamps and produces a multiset of new tokens to new locations with new
time stamps. The multiset of new time stamps of produced tokens together with the
time stamps of unconsumed tokens constitute a new state for the next actor firing.

Note that the firing state does not capture the state of execution at a specific
instant in time. Instead, it captures the state of an execution after some number
of firings and contains information from multiple different instants in time.

Definition 5.2: Execution in the Iteration Domain

An execution o in the iteration domain is denoted as a sequence of actor firings,
including the firing actor, the time the firing starts and a multiset of selected resource
tokens.

For example, the firing in Figure 5.3 (a) is denoted as (a,t; @ t, @ t3, {t3}z)
while the firing in Figure 5.3 (b) is denoted as (a,t; @ t, @ t,, {t4}z). The
execution of an RASDF graph consists of a sequence of actor firings denoted in
this form such that ¢ also contains resource allocation information.

In order to compare the progress of different executions that start from the
same state in the iteration domain, we can only compare their states after the
same number of actor firings so that the numbers of tokens in each location for
different executions are the same. We use a firing count vector to count the
number of actor firings.

Definition 5.3: Firing Count Vector

A firing count vector y(o) = [y,(0) | a € A] with A the set of actors denotes the total
number of firings v, (o) of each actor a in the execution o.
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The comparable states of different executions have the same number of
tokens at the same locations, channels and resources. Hence, they also have the
same number of time stamps. We order the time stamps of a state into a vector
a by firstly ordering them to follow the order of the types, i.e., channels and
resources, then sorting them according to the value of the time stamps (only
needed for resource tokens, channels tokens are already sorted).

5.3 Iteration-based Execution

In this section, we use a running example to illustrate the semantics of
iteration-based execution. Assume we have a streaming application that
consists of 3 tasks a,b and c. We map the application to a platform with
multiple processors and a shared memory for which neither the size of the
memory (x) nor the number of cores (y) are decided. Figure 5.4 shows its
system model as an RASDF graph. In this running example, one iteration

consists of three firings of a, two of b, and one of ¢, i.e. its repetition vector is
q =1[321].

application

\ TegoN \ £ Teqs
reqy  mapping  /reqg
’ VA
0N 3§27 Syl 41

mem, proc,y

architcclurc

Figure 5.4 A running Example for dimensioning the resources

Figure 5.5 shows one of the executions of the example graph with memory
size x = 5 and y = 2 processors, in which the horizontal axis is time and the
vertical axis shows resources and actors. We separate different resources (mem,
proc) on the vertical axis of the chart, into their individual tokens. Above the
horizontal dashed line, it shows a Gantt chart with the individual actor firings.
Below the horizontal dashed line, it shows the occupation times of resource
tokens with round-cornered rectangles. The acquisition happens at the left side
of the rectangle and the release happens at the right side. We use different
shades to distinguish different iterations (the first iteration is darker grey and
the second iteration is lighter grey). The small circles with enclosed numbers
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denote the beginning and end of the iterations of the graph and indicate when
that resource token is ultimately released for the execution of the iteration; the
number inside the circle is the iteration count. For example, the two processor
tokens are released at time 7 and 9 respectively after the first iteration finished.
After the second iteration, we observe that the resource release times are
identical to the release times after the first iteration, except that they are all
shifted forward by 8 time units. Thus, we can use this periodical part as a valid
periodic schedule, reproducing this behavior forever with period 8.

| 8 |

Figure 5.5 Execution chart of the running example

The execution in Figure 5.5 is written as a sequence of actor firings, i.e.,
0= (a, 0, {E}proc' {6, E}mem)(a: 1, {1}proc: {E: E}mem)(b' 2, {Z}proc' {6' 6_}mem) <. In
iteration-based analysis, we maintain time stamps of tokens indicating their
first moment of availability. The execution of a consistent RASDF graph is
captured by the evolution of time stamps of tokens, i.e., so-called firing state
(the location and timestamp of tokens) after every firing. Note that the state
describes the overlapping of concurrent firings instead of information at some
given point of time. For instance, this representation can express the state of the
graph after the first iteration in Figure 5.5, where in the timed view, this is not
possible.

Although the number and locations of tokens may vary with the firings
within an iteration, they return to their original number and places at the end
of the iteration (recall the definition of consistency). Then only the time stamps
have changed. We use the notation ¥.(0) = {(my, 71), (My,T2) , -+, (Mg, Tx)} to
denote the time stamps of the tokens in the channel c after ¢ in a compact way,
in which (my, 7)) means that there are m; tokens with the same time stamp 7.
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For a resourcer, we define ¥, (o) in the same way. The state of an RASDF
graph after a finite execution o in iteration view is defined by the combination
of the state of the channels C and the state of the resources R, as

Y(o) ceC

Y@ =1y (o) rer

For example, in Figure 5.5, the initial state of the running example with an
empty execution (denoted by ay) is

{}chl

{}chz
{(5,€)}mem
{2, E)}proc

¥(oo) =

Its state after a finite execution = (a,0)(a,1)(b,2) , the first three actor
firings in Figure 5.5, is:

{(1,2)}ch1

{(114’)}ch2

{3} mem
{(1,0), (1'4)}proc

Y(o) =

At this state, there is one token in channel ch; with time stamp 2, one in
channel ch, with time stamp 4, 3 memory resource tokens with time stamps 4,
one still unused processor with time stamp €, and one processor resource token
with time stamp 4. In Figure 5.5, the state includes information at time point 4
for all memory tokens and 1 processor token, and 1 processor token at the
beginning.

With a fixed ordering of the channels and representing individual tokens,
we can alternatively represent states in vector form for simplicity. For example,
the above state can be rewritten as the following vector using the order
chy, ch,,mem, proc:

(o) =[24444€4]

The first entry in the vector {(c) corresponds to the channel token element
(1,2)cp1 from the state W(o). The third, fourth and fifth elements correspond to
the memory tokens (3,4)mem - In general, each entry (m;t;) in the state
¥ (o) gets expanded into m; entries in the vector {(c) each with value t;. We
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use ¥, ; to denote the ith state (the state after the first i actor firings) of an
execution o and {;; to denote its corresponding time stamp vector.

From the definition of the norm in maxplus algebra, we know that we can
use the norm of a timestamps vector to denote the maximal time stamp in the
timestamps vector. Since the maximal time stamp denotes the finish time of the
last firing, we can use it to denote the completion time of an execution.

Definition 5.4: Completion time of an execution

The completion time of an execution is denoted by the norm of the time stamp vector of
an executiono, i.e., ||{(0)|l, i.e., the maximal element in the time stamp vector, also
the finish time of the last firing.

For example, the completion time of the execution o=
(a: 0, {E}pTOC' {e, E}mem)(a: 1, {1}pTOC' {e, E}mem)(b: 2, {Z}proc: {e, E}mem) is [1{(a)l
=1[24444¢€4]]| = max(2,4,4,4,4,€,4) = 4. We can see in Figure 5.5 that the
last firing of o, i.e., the firing of actor b completes and the last tokens are
returned at time 4.

When two time stamp vectors t, and t, have the same length n and for all
1 <i<mn, it holds thatt,; < t}; then we say that t, dominates t, and we use
tqa < tp to represent this. So, if t, and t, are vectors of time stamps from
comparable states, we use t, < t; to denote that the time stamps of state a are
all no later than the time stamps of the corresponding tokens in state b. For two
executions that contain the same number of actor firings, we can compare their
time stamp vectors to check whether an execution completes all its actor firings
earlier than the other.

During an execution of an RASDF graph, every firing generates a new state,
i.e., a time stamp vector. The collection of all reachable time stamp vectors
consists of the state space of the RASDF graph in the iteration domain. Similar
to the performance analysis in the time domain, we find recurrent states in an
execution, to find periodic parts of executions, to determine the throughput of
the execution. Since the time stamps in the subsequent states of an execution
keep growing as the execution continues and time progresses, we normalize
the time stamps of the state to check for recurrence in the visited states by only
comparing the relative differences of the time stamps of the states since the
recurrent states have the same relative differences. We therefore store the max-
plus normalization of the vector {(c) in memory during state-space exploration.
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For a consistent RASDF graph, the tokens return to their original location
after every iteration only with different time stamps. And if there exists a
recurrent state, the actor firings between the recurrences of that state must be
an integer number of iterations. This implies that we only need to check for
recurrence of a state after each whole iteration to determine the throughput.
For an execution o, we use o; to denote the execution ¢ up to i iterations.
Assume the execution first visits its recurrent state after the n,th iteration and
revisits it after the n,th iteration, then the execution between the n,th and n,th
iteration forms a cycle in the state space. Assume after k iteations of execution,
this cycle has been repeated n times, so that k=n; +n-(n, —n;) . The
completion time of the ith iteration is the norm of {(c;), i.e. |[¢(c))]l. We can
compute its throughput (the average number of iterations per time unit) with
the following equation:

) k
lim

Thr(o) lim —( )

n+n-Mm, —ny)

s g+ - (K@) = K@D

n, —Ny

@)l = g Canl

For example, in Figure 5.5, the time stamp vector for the first iteration is
{(01)=1[7779979] (the first 5 elements for mem tokens and the last 2
elements for proc tokens), the recurrent state, i.e., the time stamp vector for the
second iteration is {(g,) = [15151517 17 15 17] and {(g,)™°™ = {(0,)™°™™ =
[-2,-2,-2, 0, 0,—2, 0], {(ay) = (o)™ +9and ((0;,) = {(o)™™ + 17 so
the throughput of the execution is

The(e) = I 1+n-(2-1)
RO = e el + n- A el — 1 (@)D
2-1 2-1 1

T =@l 17-9 8

In the iteration-based view, the state vector contains the time stamps of all
available resource tokens. All resource token time stamps are initialized to €.
The time stamp of a resource token that was ever used has become larger than
€. Hence, the number of initial tokens minus the number of € time stamp
tokens at a state ¥, ; for resource r is the amount of used resource at the state
¥,; and denoted by Ru,(¥,;) . So the resource usage of resource r in an
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execution o is Ru, (o) = max{Ru, (¥, )}, for all states ¥, ; in . We use Ru(o) to
denote the vector [Ru,(¢) | r € R ]. In Figure 5.5, the execution up to the first
iteration is oy contains 6 actor firings, a,a, b, a, b, c, and the firings generate 6
subsequent states as follows:

{(2'1)}ch1 Ir {(2:1): (2'2)}ch1 -I {(1'2)}ch1
— {}chz — | {}chz | — {(1'4)}ch2
T G men || A Dhmen [ T] (G hmem
1{(1,6), (1'1)}proc- l{(l' €), (1'2)}procJ 1{(1,6), (1'4)}proc-
[ {(1,2), (2,5)}cn, {en, [ {eny
1 {ADen, @A), (L7 }en, _ {en,
Yt T Ahen [T G hen | (B, @
_{(1’ €), (LS)}proc- {(1: €), (1'7)}101'0(} »{(1’7)' (1'9)}pT0C—

So the resource usage of mem, proc are

Ru(oy) = Rumemgg] _ [max(2,4,5,5,5,5)] _ [;]

Ruproc max(1,1,1,1,1,2)

Similarly, we have Ru(o,) = [;], since the execution repeats the periodic

schedule between o; and o,, so the resource usage of the execution o is
5
Ru(o) = [ ]
@ =

In the next section, we discuss about the techniques for trade-off
exploration in the iteration domain.

5.4 Exploration Techniques

Different executions of an RASDF graph may lead to different cycles in the
state space of the graph and have different throughput and resource usage
properties. To explore the design space of a given RASDF graph, we need to
explore all different executions and compute their corresponding metrics:
throughput and resource usage. Though the number of different executions
can be very large, we can explore the design space as efficiently as possible by
exploiting some properties of executions.

Recall that the recurrent states of a state in the iteration domain can only
happen after a whole number of iterations. Since the numbers and locations of
data and resource tokens do not change after any number of complete
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iterations (due to consistency), to detect recurrent states, we only need to
compare the time stamps of data and resource tokens.

We use a nested exploration strategy that first explores the scheduling
possibilities inside a single iteration (intra-iteration exploration) and only then
constructs a state-space of iteration states (inter-iteration exploration), i.e., the
iteration state space. We evaluate throughput and resource usage of an
execution in the iteration state space during exploration, when recurrent states,
cycles are found in the iteration statespace.

Note that we add a constraint for exploration in the nested exploration
strategy, i.e.,, we can only explore one iteration each time during intra-iteration
exploration. This constraint allows us to only overlap different iterations while
forbidding interleaving them. It is a double-edged sword. It simplifies
exploration and boosts the speed of exploration on the one hand, while
potentially sacrificing performance gain and efficient resource usage by
interleaving multiple iterations on the other hand.

|
>

6 8

(d(2
(2 |
6 Chel

(b) Overlapping firings of two iterations for resource allocation

Figure 5.6 Interleaving and overlapping firings for resource allocation
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Figure 5.6 shows two different executions of an RASDF graph which
contain two iterations. The interleaving of firings between two iterations in
Figure 5.6 (a) leads to more efficient resource usage and higher throughput
compared to the overlapping of firings of two iterations in Figure 5.6 (b)
without interleaving them. However, the execution in Figure 5.6 (b) keeps the
boundary between two iterations which allows us to use a nested exploration
strategy, i.e., first exploring inside every iteration, then exploring directly on
iteration states.

Figure 5.7 State space of the running example using iteration-based exploration

Figure 5.7 shows the state space of the running example using the nested
exploration strategy with maximal memory size x = 9 and processor number
¥y = 3. On the left side is the iteration state space of the example. We use I}, to
identify different iteration states (triangular nodes in Figure 5.7) in the iteration
state space and edges with arrows denote single iterations according to specific
schedules. The right side of the figure zooms into the iterations starting from
states I3 and I, and illustrates the nested exploration within an iteration. Note
that it shows two, separate nested explorations, one starting from I3 and one
starting from I,. The zoomed figure shows the intra-iteration states labeled S; ;
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(ithstatein jth iteration explored) and arrows labeled with actor names
(individual actor firings).

Dashed edges from black circles to triangles denote the transitions between
states to their normalized iteration states whose time stamp vectors are the
normalization of the original states. The transitions can be occurrences of
recurrent states in the state space (for instance, the revisited iteration state I5
the normalized version of state Sq3) or a transition from one iteration into the
next new iteration (for instance, the newfound iteration state I, is the
normalized state of S;43). The iteration period is the (average) time taken for
one iteration and is thus inversely proportional to the throughput. For example,
an execution ¢ may reach state I; after its first iteration (denoted as o;). At the
end of the 3 iteration of o, i.e. after o3, it may reach S 4, which is scaled from I
for 11 time units (|[{(o3)ll = I{(o)ll +11. The cycle (I3-S13:S.3-S73-
Sg3 593 *S103 14814524534 Ss4"S54° Se4)” contains two iterations with
time durations, i.e. the norm of end states, of 6 and 5 respectively. The cycle
can be repeated forever. For this cycle, the average number of time units per
iteration is62ls = 5.5, the resource usage is 7 for the memory and 3 for the

processors. For this example, we use a 3-value point (a, b, c) to denote the
found Pareto points. The first value is the average time per iteration (i.e., the
inverse of throughput), the second value is the memory usage, and the third is
the processor usage. The found Pareto point is (5.5, 7, 3).

By applying Pareto minimization on the metric points that we obtain from
the exploration of the state space such as (5.5,7,3), we can find the different
trade-off points between throughput and resource usage, i.e., the Pareto points
in the metric space. In the exploration in Figure 5.7, we can find 4 different
executions with different Pareto points and different memory usage and
throughput: (8,5,3), (7,6,3), (5,7,3), (4,9,3) . The point (5.5,7,3) is not Pareto
optimal since it is dominated by (5,7,3). All these points use the same number
of processors (3), but reach different throughputs with different memory
usages.

Iteration-based exploration can save the space for storing intra-iteration
states during exploration. This property sharply reduces checks for recurrent
states and the size of the state space stored compared to the traditional state-
space exploration approach in the time-domain (see Chapter 4). For example,
only 123 iteration states need to be stored for full exploration of the example
when using the iteration-based exploration, in comparison to 220 states when
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using time-domain exploration to explore the state space to a depth of just 4
iterations.

So far, we know that different firing orders and resource allocations for
actors may generate different states. The number of choices can grow
exponentially. The success of this method depends on efficiently pruning the
state space. We discuss our efficient pruning techniques of the state space of an
RASDF graph from the two aspects.

Pruning Based on Actor Firing Order:

Under the same resource constraints, two executions may have the same
number of firings for each actor, and only differ in the order of actor firings
leading to different token time stamps at the end of the two executions. If all
time stamps of an execution o, are larger than or equal to some other
execution gy, while g, and o), have the same actor firings and resource usage,
then o, is slower than og,. Therefore o, is redundant in a search for optimal
executions and can be pruned.

Proposition 5.1:

Given two executions o, and o, such that the actor firing count vectors are equal,
v(oy) = v(oy) and {(o,) < {(0y), then for any infinite execution o, = 0,0, infinite
execution o, = 0,0 can reach the same throughput with the same or lower resource
usage.

Proof: Since y(0,) = y(0,), the numbers and locations of data and resource
tokens are identical between o, and o, They only differ in time stamp values,
which in {(o,) are no later than in ¢ (Gy)(since {(oy) < {(0y)). So any actor
tiring that is possible in oy, after 0, is also enabled in g, after o,. So for any
execution after g;,, we can have the same execution for g, Once execution oy
visits a recurrent state and enters into a periodical part, we can guarantee to
construct an execution o, with the same firing sequence but every state
dominates the corresponding state in the periodical part of g,. So the
throughput of o,, ie., Thr(o,) = Thr(o,) . Since {(oy) < {(0y), Ru(o,) <
Ru(ay), we have Ru(o,) = Ru(o,0) < Ru(aya) = Ru(oy,). So we only need to
explore execution with prefix . m

From Proposition 5.1 we know that, if we find that the time stamp vector of
a state is dominated by a time stamp vector already existing in the state space
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with the same firing counting vector and resource usage, the exploration can
backtrack since further exploration cannot lead to a better result. This pruning
rule is used in both inter-iteration exploration and intra-iteration exploration.

Pruning Based on Resource Allocation:

Proposition 5.1 is used to prune executions with different firing orders.
Among executions with the same firing order, the resource allocations can be
different. We use an example in Figure 5.8 to illustrate the impact of different
resource allocations on executions.

a selects resource token with b selects resource token with
time stamp 3 time stamp 5

Initial state

/
/
1 1 4
1 1
C[I4 Ch4
a selects resource token with b selects resource token with
time stamp 5 time stamp 4

Figure 5.8 Different resource allocations
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Figure 5.8 shows the same firing sequence ab of a part of an RASDF graph
that starts from the same initial state with different resource allocations. For
the firing of actor a, it can select either the resource token with time stamp 3 or
with 5. It is enabled at time 6 (determined by the data token on ch,).
Depending on its resource selection, the execution can have two different
execution paths shown in Figure 5.8. Then we schedule the firing of actor b to
select the left resource tokens (5 or 3 depending on the selection of actor a). If it
selects 5, it chooses the top execution path in Figure 5.8; otherwise it selects 3
and chooses the bottom execution path. From the proposition 5.1, we know
that since the state {{8}.,,{58]}z} (top part) is dominated by the state
{{8}cn5, {4,835} (bottom part) after firing a; the bottom execution path is better.

We can extract the resource allocation rule from the example of Figure 5.9 as
the As New As Possible (ANAP) policy. Let us consider a general case as shown
in Figure 5.9: an actor is ready to be fired (i.e. enabled) at time t,,, i.e., the
maximal time stamp of data and resource tokens, which denotes the moment
when all data and resource token requirements are satisfied. The resource
tokens are sorted in order of time stamps and shown in Figure 5.9 as a list of
tokens annotated with their time stamps from small to large. Let t,, be the
earliest time at which the actor is enabled. The k resource tokens it needs are
available at t;,. We know that the enable time of the actor t,, > t,. We always
select the k tokens with the largest time stamps that are equal to or less than t,,.
Since the selected order of firing in state-space exploration is not necessarily
the time order of firing. ANAP leaves the earlier resource tokens to be used by
other actor firings which may thus be able to fire earlier and so improve
performance (e.g. actor b in Figure 5.8 can fire earlier). Since the time stamps
are the newest tokens that are available at t,,, we call the resource token
selection policy ANAP:

tE'H

tn-] tn

t; ¢ "’Z}'-k"'tk oos [}

Figure 5.9 Optimal resource allocation policy
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Proposition 5.2:
The resource allocation policy ANAP is throughput-optimal.

Proof: Given an execution at state s, and an actor a with execution time 7, that
is selected for firing at state s. Assume the actor enabling time is t,,. Then the
output data and released resource tokens of the actor are time-stamped
ten ® 7, since the firing starts at t,,. The time stamps for output data tokens
and released resource tokens are the same for all resource allocation policies.
We only need to compare the time stamps of unused tokens. The data tokens
are consumed in FIFO order, so no matter how the resource tokens are selected
the remaining data token time stamps are the same for any resource allocation
policy. By using the ANAP policy, the time stamps of unused resource tokens
are the smallest since ANAP always chooses the time stamps closest to t,, with
the highest values. So, the time vector generated by ANAP always dominates
time vectors generated by another resource allocation policy. From Proposition
5.1, it then follows that ANAP is the optimal resource allocation policy.m

Proposition 5.2 shows that the ANAP resource allocation policy generates a
time stamp vector that dominates other resource allocation policies and in turn
can provide an execution that at least has the same throughput as executions
from other resource allocation policies. It thus prunes other resource allocation
choices for executions with the same firing sequence.

Throughput approximation:

In practice, we store the found schedule as a list with a prefix firing
sequence and a periodic part repeated forever. The total length of prefix plus
periodic part is limited due to storage constraints. Even though the state space
of an RASDF graph is finite, the execution can take a number of iterations to
reach the periodic part and the resulting schedule may exceed the constraint on
the length of the firing sequence. In order to compute throughput for an
execution that has reached the length limit and still has not reached the
periodic part during exploration, we need to compute a conservative
approximation for the throughput of the explored partial execution .

Figure 5.10 shows how to compute such a conservative approximation.
Assume the execution length limit of an exploration is n iterations. We have an
execution that after its nth iteration reaches a state with time stamp vector {,
(denoted by the grey dots in Figure 5.10), which has not been visited before
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(not a recurrent state). Since we have to compute throughput from a periodic
part, we need to construct a periodic schedule.

lokens ‘
¢ k}\min '
ey 5
) I+k=n
L Zi Zn
o Zi+k)\min
[ ] 3
@ 2 >

Figure 5.10 Throughput Approximation

We can construct a periodic schedule by repeating the schedule from an
intermediate iteration state {; (0 < i <n, denoted by black dots) to the last
iteration {;, (denoted by grey dots) by computing the offset kA,,;; such that
{n < G+ kA in whichn =i + k and A,,;,, is the minimal value that satisfies
{n < G+ kM. This means that we can delay the firings of a new iteration
and use the tokens at times that are specified by the time stamp vector
{; + kA, (denoted by the grey dots with dashed edge) so that the execution
enters into a periodic phase. Then we can always achieve a throughput Thr =
k/(kAmin) = 1/Amin- We can iterate the intermediate iteration state in the
execution path and estimate the approximated throughput for all of them. So
for all stored iteration states from {, to {,_;, we estimate the throughput based
on that state and since we know they are all lower bounds on throughput, we
keep the largest one as the throughput estimate.

Proposition 5.3:

The truncated throughput estimation is conservative, i.e., the schedule found with the
above approximation, leads to a throughput which is no smaller than the approximated
throughput.

Proof: Assume that the highest approximated throughput Thr = 1/, is
obtained from the periodic part of an execution o by repeating the part o, that
contains k iterations between the ith iteration (timestamps vector ;) and the
(i + k)th iteration (timestamps vector {;,) and adding firing delays for the
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new iteration at the end of the (i + k)th iteration to satisfy the time stamp
constraints of tokens for repeating from {; ({/,, = {; + kAuin). The constructed
schedule is simply repeat the firing sequence of o}, without delaying firings, i.e.,
the (i + k)th iteration timestamps vector is ;. Since the constructed schedule
never generates later timestamps vector, its throughput is no smaller than
1/ min. M

5.5 Case Studies

We implemented the iteration-based algorithm and tested it on two sets of
RASDF graphs, the same as the graphs used in Chapter 4, to evaluate the
iteration-based approach, one set from literature and one from Océ. The
experimental setup is the same as the setup in Chapter 4. We compare the
results of the iteration-based approach with the time-based approach
developed in Chapter 4.

For iteration based exploration, we can also apply the bottleneck analysis
technique developed in Chapter 4. During exploration we annotate the
resource tokens with the actors that released them. If the enable time of an
actor a is equal to the time stamps of data tokens outputted by or resource
tokens released by a previous firing of actor b, then a is dependent on b. We
can build a dependency graph and do dependency analysis the same way as in
Chapter 4.

We use a grid search approach as in Chapter 4 to search all the
configurations with different iteration length and branching number. Each
configuration has a fixed time budget (here we use 1 second so that estimated
total exploration time is around a few minutes). We compare the number of
explored configurations and the Pareto points obtained. We use two
approaches proposed in [36, 177] to evaluate the quality of results. Both
approaches are explained in Section 3.6. The quality of the Pareto points
obtained from both approaches is compared using e-Indicator [177] and using
Average Distance to Reference Set (ADRS) [36]. The first one is typically used
to compare two different point sets while the second one is often used to
evaluate the quality of a method to approximate a known Pareto-optimal front.

Figure 5.11 illustrates the e-Indicator for the MP3 case. In this case, we have
to scale a factor of 1.09 to ensure that the scaled time-based results (red
triangles) are dominated by the iteration-based results (blue stars). On the
other hand, we have to scale by a factor of 1.156 to get the scaled iteration-
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based results (blue plus) dominated by the time-based results (red squares).
We can conclude that none of the results are strictly better than the other (both
scaling factors are larger than 1), but if we have to make a choice based on the
e-Indicator, we would prefer the iteration-based set for this case.

As explained in Chapter 3, in ADRS, the average distance (distance function
is user defined) of Pareto points to each Pareto point in the reference set is
measured. In our experiment, the combined results of the two approaches are
used as the reference set. For example, the three green circles in Figure 5.11 are
the combined results of the two approaches and are used as points of the
reference set. For every point in the reference set, we compute the minimal
distance to the points in the selected set. The distance between two points P;
and P, is defined as the maximal positive ratio of distance change compared to
P, in the reference set among all objective dimensions, i.e., d(P,,P,) =

((Pl,x_Pz,x) (Pl,y_PZ,y)
Pax ’ Py

iteration-based approach as follows. For two reference points, which overlap
with the points in the iteration-based approach, the minimal distance is 0. For

max ,0). For example, we can compute the ADRS of the

the left upper green circle, the minimal distance of a point to it is 0.0929. So the
ADRS is (0.0929+0+0)/3=0.031.
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Figure 5.11 Comparison of trade-offs of MP3 with one shared buffer
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Since both approaches do not fully explore the design space of large
examples, they may miss optimal points. The iteration-based approach cannot
exploit the interleaving of iterations (see Figure 5.6), i.e., firings in earlier
iterations must use the resources before the corresponding firings in later
iterations. The time-based approach can in principle exploit the opportunity of
interleaving iterations. However, in practice, the size of the state space that can
be explored is limited. As the size of the state space grows rapidly with the
length of an iteration and slows down the exploration, the iteration-based
approach typically completes faster than the time-based approach. Tables 5.1
and 5.2 show the comparison between iteration and time-based approaches.
Table 5.1 shows the trade-off analysis results for the printer architecture case
study provided by Océ. Table 5.2 includes a set of dataflow graphs from
literature with different buffer sharing configurations.

Arch1 Arch 2 Arch 3
No. of Pareto Points (time based) 5 9 9
Conf No. (time based) 147 66 137
Exec Time (time based) (s) 144.6 65.4 134.8
No. of Pareto Points (iter based) 8 5 13
Conf No. (iter based) 60 6 57
Exec Time (time based) (s) 9.3 1.0 154
I .(time,iter)/(iter,time) 3.0/1.092 2.0/1.811 2.137/1/075
Exec Time Reduction 94% 98% 86%

Table 5.1 Iteration-based approach vs. time-based approach for printer architecture

In both tables, we compare the number of Pareto points found and the
number of configurations explored by both approaches. The execution time
and quality of results are compared. Since there is no reference set of Pareto
points, in this first comparison, we only use the e-Indicator as the quality
indicator.
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Bipartite Modem Sample Rate MP3 Satellite H.263
(QCIF)

No. of Shared buffers 1 2 1 3 1 3 1 3 1 3 1 2
Z.o. of Pareto Points 7 8 4 1 6 By By 4 1 1 2 3
(time based)
No. of Conf (time based) 10 69 30 34 15 250 9 104 11 27 65 43
mv.amn Time 7.8 1.7 29.7 6.7 15.3 47.9 9.3 57.2 114 27.4 60.9 30.9
(time based) (s)
No. of Pareto Points
(iter based) 7 8 4 1 2 2 4 2 2 3 1 1
No. of Conf (iter based) 10 91 11 34 15 250 9 106 9 9 3 4
Exec Time 67 22 72 17 8.9 37.0 9.5 113 214 64.2 27 07
(iter based) (s)
I .(time,iter)/(iter,time) 1/1 1/1 1/1.0625 1/1 1.024/1.035 1/1 1.156/1.09 1.156/1 1.019/1 1.019/1 1/1.074 1/2
Exec Time Reduction 14%  -30% 75% 75% 60% 23% 2% 80% -87% -134% 95% 98%

Table 5.2 Iteration-based approach vs. time-based approach for graphs in literature
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We see in our experiments that a considerable exploration time reduction is
obtained in 11 out of 15 cases (3 printer architecture cases plus 12 multimedia
related dataflow graphs) and new Pareto points are found with the iteration-
based approach in 8 cases. Also in 8 cases, however, the time-based approach
yields Pareto points not found by the iteration-based approach. For 4 use cases
(Bipartite with two shared buffers, MP3 with one shared buffers, and two
Satellite cases), the exploration time reduction is negative. This is due to the
exploration in iteration domain at least having to explore two iterations to
identify recurrent states if approximation is not used while the exploration in
time-based domain may find recurrent states earlier before two iterations are
finished.

There does not seem to be a systematic way to predict which of the
approaches performs better in specific cases. The two approaches do
strengthen each other. Running both analyses yields the best results, as
illustrated for example in Figure 5.12.

Table 5.3 compares the combined approach with both individual, iteration-
based and time-based, approaches. We can use the combined results as
reference set and evaluate the ADRS quality indicator. The combined approach
obviously dominates the two individual approaches quality wise, with
acceptable execution times ranging from a few seconds to just over 2.5 minutes.
It suggests that in trade-offs analysis, we can combine both methods to obtain
better results.

5.6 Summary

In this chapter, we investigate the trade-off analysis in RASDF schedules from
a different angle when compared to the time-based analysis in Chapter 4: the
iteration-based statespace exploration approach. We exploit the consistency of
RASDF graph and dominances of time stamp vectors of the iteration-based
execution to explore the state space on an iteration-by-iteration basis. The
experimental results on our RASDF graphs show that the new iteration-based
approach and the traditional analysis in the time domain complement each
other. The new approach finds new trade-off configurations not found by the
traditional approach in 8 of 15 cases and it is often faster. Combining the two
approaches is feasible and yields the highest quality results. The iteration-
based approach allows for easy modeling of dynamic execution time changes
between iterations, as in SADF graph. In the next chapter, we discuss the
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adaption of our iteration-based analysis for input-dependent RASDF graph, i.e.
SARA SDF graph.



128

amjerayy ut syderd 103 saydeordde paseq-uonera)r pue paseq-awr) ‘sa yoeordde paurquo) ¢ afqe],

10°0

/0€°0

1/¥1°¢C

1/90°'T

¢0ST

81

Py

01€0
/9920

1/0C

I/18°1

799

4!

PpIy

9100
/6€0

1/0°¢

/260°'T

IS

08

L
Iy

9600 ££0°0 0 o/ o/ 1€00  ¥00 6100/ 0/0 96T1°0 0o 0/ (Fumyra3n)/
/0 /0 /€100 100 800 /600 /O 9000 /0 (PIrawn) YAV
I 1/ 1/ : I (puny’quiod)
/T /T R /91T  1/1 o /1 /1 174 VA1 (quioswm)’]
I . 1/ I I (193'quI0d)
1/c 180T /1 /1 11 1601 POl /GE0T /1 16290'T T 11 Qo T3)’]
S UIqUuIOD
9T 9°€9 9T6  8TE 989 88T 6F8 THC ¥S 69  6€ CFI (8) (patq )
QuIL], 09Xy
(paurquiod)
€ 4 € T z € 4 S 1 ¥ 8 L
‘ON SJjo-aper],
sINq
4 T € T € 1 € T € T 4 T pareys 30 -ON
dA100) ey
I[[ore wapo amredr
€97'H [e3es EIN apdureg PO g




6 PLAYING GAMES WITH SARA SDF

“...beautiful mathematics eventually tends to be useful,
and useful mathematics eventually tends to be beautiful.”

-Carl D. Meyer
6.1 Introduction

Emerging streaming applications have to adapt to environmental changes for
implementation efficiency. Environmental awareness enables systems to
achieve higher performance and lower resource usage in comparison to
implementations without such environmental awareness. By knowing
information such as the bits allocation needs of macro blocks in MPEG4 [3], or
the network status in a wireless sensor network [48], or the environment and
internal state of a cognitive radio system [104], system designers can achieve
better designs such as achieving better perceptual quality with stable buffer
levels, or an optimal flow rate for the network, or a flexible and autonomous
next generation communication network. Many streaming applications show
data-dependent behaviors, i.e., their execution times and resource usages are
highly dependent on the properties of the input, which implies that we can
utilize these properties for better implementation.

At the same time, advances in computer engineering allow both software
and hardware to adapt their own behaviors at runtime in response to changes
in the environment. For example, software can change its scheduling policy
and grant resources to tasks in different orders while hardware can adapt its
processors’ voltages and frequencies, i.e., so-called Dynamic Voltage and
Frequency Scaling (DVFS) [38, 120]. Progress in programmable hardware
allows hardware implementation changes at runtime, with some overhead. For
example, by downloading different bit streams at runtime, reconfigurable
computing platforms can dynamically configure their FPGAs with different
functionalities optimized for their corresponding input data [32].

To summarize, an adaptive system has the following two features: detecting
changes of the environment (cognitive ability) and adapting its
software/hardware  aspects  accordingly in time for efficiency
(reconfigurability). As a result, the design of an adaptive system needs to
answer the following two questions: “How to model the environment change?”
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and “How to reconfigure software/hardware to guarantee design objectives in
response to the given environment change?”

To answer the first question, we can use the fact that the properties of input
data can be known beforehand and that these properties are embedded into the
input data as metadata. Hence, we can model the environment changes with
Markov Chains [151] or FSMs [59]. For example, in the MPEG-2 standard, the
input image frames of a decoder can be identified as I frames, P frames or B
frames respectively. For raw input without embedded information that helps
identification, we can use techniques such as machine learning to classify them.
Classification and detection of input data is studied extensively in literature [66,
103, 158]. We assume that we can capture (if necessary, over-approximate) the
environment changes with a finite state machine (FSM). Here we mainly focus
on the second question using a throughput target as our design objective.

We use the model introduced in Chapter 2, i.e., SARA SDF graphs, to model
the system with dynamic input. The input types are represented by scenarios
and captured by the scenario FSM in a SARA SDF graph. Input sequences and
the state changes of a system are captured by the scenario sequences that are
encoded by the scenario FSM. For different input scenarios, the controller of a
system fires different actors and allocates different amounts of resources, such
as processors and buffers. The reaction of the controller to different scenarios
may lead to different processing times for different inputs. The interaction
between the system and its environment is modeled as a formal, so-called
mean-payoff game. In such a game, a good controller corresponds to a player
in the game with a winning strategy, i.e., a way to react to different inputs and
achieve a given throughput constraint. The strategy can be captured by an FSM
whose transitions correspond to a reaction of the controller. On the one hand,
finding a winning strategy becomes finding an FSM, i.e., synthesizing a
controller, that satisfies the throughput constraint. This is a controller synthesis
problem. On the other hand, the winning strategy of an environment is the
worst-case input of the system. Based on this model, we solve both the
controller synthesis problem under resource and throughput constraints as
well as the worst-case environment identification problem.

To give some intuition for the question that we are trying to answer, i.e.,
how to synthesize a controller that satisfies a given throughput constraint, it is
useful to walk through an example.
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6.2 An Illustrative Example

Assume an application with four actors a, b, ¢, d and data dependencies among
those actors. The parameters of actors, i.e., execution times and data/resource
rates, are dependent on the type of application input and are represented as
scenarios: 4, B. The four actors use the same resource R with b using two units
at a time. Figure 6.1 shows the RASDF models for two possible types of input
respectively, while the execution times of the actors, the amount of resources
and the data/resource rates are annotated with the models. (Rates equal to 1 are
omitted for clarity.)

\ 12 /
\ /
AN / AN :2 /
N2
V| / \ v /
R,2 R,2
(a) InputA (b) InputB

Figure 6.1 RASDF model under two different types of inputs

It is not very hard to see that, in (a), actors b and c cannot be executed in
parallel since the resource constraint of R does not allow this to happen. So the
schedule of the RASDF model under input 4 (i.e., the execution order of actors
b and c) can be reconfigured based on the context (the two options are shown
in Figure 6.2). In this example, reconfiguration means a change of the execution
order of conflicting actors, i.e., changing the schedule.

A AR
2 i 20
1 b 1 b
a c | d |y a | ¢ d |
10 10
(a) Schedule S, (b) Schedule S,

Figure 6.2 Different schedules of the example application under input A
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In general, a system can reconfigure many properties to adapt its behavior.
Besides adapting its schedule to different scenarios, it may for example change
the frequency and voltage, or resource allocation. We assume that the changes
of behaviors after reconfiguration can be modeled as changed execution times
and data/resource rate changes in RASDF. We call the entity that determines
when to execute changes of behavior the controller. We model the behavior of
RASDF graphs under different input types together as a SARA SDF graph (see
Section 2.5) with parameterized execution times and data/resource rates. Figure
6.3 shows the SARA SDF graph of the example application of Figure 6.1 that
captures system behaviors with both input A and input B.

4 N

\ J
Scenarios Rates Execution Times Status
X y t]_ tz t3 C
Sa 1 1 2 4 2 enabled
Sp 2 0 3 2 6 disabled

Figure 6.3 SARA SDF graph of the running example

The design objective, i.e., throughput of the example application, is
determined by the combination of inputs and the schedules of the application
together. To determine the obtainable throughput of the system, we have to
consider the roles of both inputs and schedules. The question that we have to
answer contains the following three sub-questions.

e What is the highest throughput that we can obtain no matter what
input sequence is encountered?
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e  What is the best strategy of the controller to reconfigure the system to
obtain the highest throughput?

e  What is the worst possible input sequence of the environment that we
can have no matter what policy we use to configure system?

In this chapter, we approach the answers to these questions from a game
theoretic point of view. Figure 6.4 illustrates the approach. The problem is
viewed as a game played by two players: environment and controller. The
environment player decides on the input sequence that feeds into the system
while the controller player decides the schedule for every input. The worst-case
situation refers to when the input sequence leads to the lowest throughput no
matter how the controller reacts to it. The goal of controller player is to
maximize the throughput while the ‘goal’ of the environment player is to
minimize it (for worst-case analysis). Since we cannot really decide inputs for
environment, we put ‘goal’ in quotes.

> ABAAB ..AAAB--
< 1
g, !
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/’;\’ Find controller
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PIRA that makes
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o I} " throughput > 0.117
o e or
< ~=>%"\, ,/~# | Findinput sequence
= N\ 7
g My S that makes
NP throughput <0.117
\ 7/
Controller
(9]
)
3
o
S
)
S Environment Player Game Board Controller Player Winner

Figure 6.4 Game theoretic view interpretation of embedded system design
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Figure 6.4 shows the design problem in three different views:

In the physical view, a designer has to design an embedded system that
processes a sequence of different types of input data. The performance
requirement gives a throughput constraint that must be satisfied. Since the
concrete sequence of types of input data is not predictable at design time, a
designer has to design a controller that, for reason of efficiency, can control or
reconfigure the system parameters such as scheduling or resource allocations
based on the type of input data encountered.

In the model view, the system itself is specified as an operational model (a
parameterized RASDF graph) and the types of data (scenarios) that it supports,
i.e., as a SARA SDF graph. The goal of the designer is to synthesize a controller
that reconfigures the system based on the encountered input, while satisfying
the throughput constraint. The possible input sequences are captured by the
scenario FSM in the SARA SDEF. The controller is also modeled as an, initially
unknown, to be determined, FSM that gives schedules or configurations based
on the current input and history of inputs.

Intuitively, we can interpret the interaction between two FSMs: scenario
FSM and controller FSM as a game played between the environment player
and the controller player. We call this the game view, and use knowledge of
game theory to quantitatively analyze the SARA SDF graph and synthesize a
controller that is guaranteed to meet the throughput constraint.

To summarize, the problem is to find a winning strategy for the controller
player (a controller FSM) to satisfy the throughput constraint of the embedded
system no matter what its environment player (a scenario FSM) does, i.e., no
matter what sequence of input data types are encountered.

In the following section, we briefly introduce some basic concepts of game
theory, required for our approach.

6.3Preliminaries of Game Theory

Game theory was originally developed as a mathematical tool to analyze
games and economic behavior. Since then, it finds wide application in
economics, communication, control and many other scientific disciplines where
the interaction among multiple parts plays a central role in system behaviors.
For embedded systems, by definition, the environment plays an important role.
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With the advance of reconfigurability in embedded systems, game theory also
became increasingly relevant in design and analysis of the interaction between
environment and components of the platform [3, 48]. We briefly introduce
some basics of game theory in this section that relate to the problem that we are
interested in. For more mathematical backgrounds on game theory, we refer to
[125].

A game [115] is a decision process that involves multiple decision-makers,
so-called players. The outcome of the game is determined by the actions of the
players. The strategy of a player is a procedure or function that decides his
response to the actions of other players during the game. Normally, we attach
some rewards to the actions of players, and call it the payoff of the action. A
game is called non-cooperative [114] if players make decisions independently.
A zero-sum game is a, typical non-cooperative, game in which the sum of the
payoff of players in the game is zero. The combination of strategies of all
players in the game is called a joint strategy of the game. For a multiple-player
game, if no player can achieve higher payoff by unilaterally switching to
another strategy, the joint strategy of the game is called a Nash equilibrium.

A turn-based game assumes players make moves by taking turns one at a
time. In our context, we assume the environment and controller play a turn-
based game and the environment is the first player to make a move.

The task of synthesizing a controller for a system with desired throughput
can be viewed as a turn-based game of infinite duration between two players:
the environment player that provides different types of input and the
controller player that configures the system with different schedules or other
parameters in response to input observed. The winning condition of the game
is given by the system specification. The goal is to find a strategy for the
controller such that all sequences of inputs and configurations that can be
produced according to the strategy satisfy the specification. The strategy itself
can be seen as an implementation of the controller, i.e.,, the controller
implementation always follows the actions decided by the winning strategy.
For our kind of embedded systems, since environment and controller take their
actions independently, the game is classified as a non-cooperative game.

Use of games as models for analysis and synthesis problems first occurs in
[21], in which a specification is translated into a deterministic automaton and
the circuit synthesis problem to the computation of a strategy on a finite game
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graph. Here, we use a very similar approach, i.e., we translate the controller
synthesis problem to finding a winning strategy for a well-known game, a so-
called mean-payoff game on a bipartite game graph.

Definition 6.1: Bipartite game graph

A bipartite game graph is a tuple G; = (Vg, V¢, Ey, v, U) that consists of a set Vg
of environment vertices, a setV, of controller vertices, a set of action edges
E, € Ep UE; where Ep = Vg XV, i.e., a set of edges from environment vertices
to controller vertices, and E; =V X Vg, ie., a set of edges from controller
vertices to environment vertices, a starting vertex vpand a payoff function
U:E, » R. The sets Vi and V; are disjoint. We use V = V; U V; to denote the set
of all vertices.

A play on bipartite game graph G is a sequence a = v,v; ‘- of vertices, such
that (v, v;41) €E, for all i >0 and a finite play with length n is denoted
by a, = vovy -+ vy,

In a bipartite game graph, we define the payoff function of player p on the
ith edge E; = (v;, v;41) as follows:

U(El) v eV
Up(E,:) = { 0 v; ¢ VZ

where p is environment player E or controller player C.

We use Uy (a,) = XiL, Uy(E;) to denote the total payoff of a player p in the
play . We are interested in plays of infinite duration (for streaming
applications, we assume the input is infinite). Therefore, we assume that each
vertex has at least one successor. For an infinite play sequence a, the total
payoff of the play need not converge and may be growing forever for
increasingly long prefix of a. Therefore, instead of total payoff, we are
interested in the mean payoff

Definition 6.2: Mean Payoff Game

A mean payoff game is a game that is played by two players on a bipartite game
graph and both players try to maximize the eventually lower bound of their
mean payoffs in the game.



137

A strategy for the environment player in bipartite game graph G, is a
function Sg: V™V = V. (V" is the set of all finite prefixes of plays) and such that
Sg(xv) = v’ in which x is the history of visited vertices during the play and v is
the current vertex. The strategy for the controller can be defined symmetrically
by swapping Vi and V. In many cases, a simple strategy that only depends on
the current position, i.e., Sg: Vg = V¢ can already be optimal. Such a strategy is
called a positional strategy and sometimes also called a memory-less strategy.

We have introduced the required basic concepts of game theory and mean
payoff games. In the next section, we show the link between the game and the
controller synthesis problem that we want to solve for SARA SDEF.

6.4 Translation to a mean-payoff game

In Figure 6.5, there are two scenarios, s, and sz. For scenarios s, and sp, the
repetition vectors are q;, = [1,1,1,1] and Gsp = [2,1,0,1] respectively. Figure 6.5
shows an execution o of the running example for scenario sequence Szs,5,5p ***,
in which the x axis represents time, and the y axis is for resource tokens, T;
denotes the completion time of the ith iteration and L; denotes the latency
between two consecutive iteration completion times. We use a state-based
execution model from the iteration view (see Chapter 5) to capture the
execution of a SARA SDF. Every channel or resource token has a time-stamp
which represents the time instant it was produced or released. The time-stamps
of all tokens at the end of an iteration are collectively captured by a time-stamp
vector representing the state. For example, the time-stamp vector for each
iteration in the example execution in Figure 6.5 is denoted by circles annotated
with their iteration numbers. This gives us time-stamp vectors y (similar to
dater functions in timed Petri-nets and the time-stamp vectors of SADF).

RA Li=11 L,=6

;=8 L,=10
———— >« » <€ <t >
®a | ,@al c| a Qalia| ®
To=0 T,=11 T,=17  T3=25 T,=35 t

Figure 6.5 An Execution of Example SARA SDF

The time stamp vector together with the scenario FSM state q, are used as
the iteration state of a SARA SDF graph. The time stamp vector includes the
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available times of all tokens while the scenario FSM state g specifies all
admissible inputs. An iteration state is thus denoted by a pair (y, q). The time
stamps of all tokens in the initial state are zero.

The exploration of an iteration state space of a SARA SDF graph can be
listed as the following three steps.

Scenario selection and initialization: Before every new iteration of a SARA
SDF graph, one of the transition edges in the scenario FSM is selected (scenario
selection) and its corresponding scenario parameters are used to instantiate the
RASDEF graph (initialization).

Intra-iteration exploration: For each instantiated SARA SDF graph, i.e., an
RASDF graph, we can compute the repetition vector of the selected scenario
and the scheduling of actor firings in the iteration following the rules given in
the RASDF graph for iteration-based exploration in Chapter 5. For a given
execution according to a specific scenario sequence, we use y; € R" to denote
the time-stamp vector after the ith iteration. We use M;: R" = R" to denote the
schedule applied by the controller during the ith iteration by means of the
effect it has on the state, in the form of an operator M; such that y;,, = M;(y;).
From initial state (y,,q) of a SARA SDF graph, we have to anticipate every
possible scenario that g, accepts (for which it has a transition) and explore
different schedules inside one iteration for each scenario. This generates
different new iteration states.

Figure 6.6 shows the part of the iteration state space corresponding to the
example execution in Figure 6.5. For example, at the initial state, all tokens are
available at time 0 and it is in state gq of the scenario FSM which accepts both
input types A and B. The environment player gives input type B and the
controller decides to use schedule M; and the completion time compared to the
startis 11.

Recall the maxplus algebra notations that we used in Chapter 5.
[ly;]| denotes the maximal time stamp in y;, which captures the completion time
of the schedule for the ith input. The latency of the ith iteration is the
completion time difference between y; and y;_4, i.e., L; = [|y;ll — llyi—1ll. In the
example execution, the normalized vector of y; is the same as the normalized
vector of y,, i.e., Y1 = y3'"™ = [—6,0] and they have the same input state q,.
Therefore the schedule M, results in a back edge from (y3°™, q) to (¥1°"™, qo)-

The cycle in the state space allows for a periodic execution g,¢, = ((¥1,9o) -
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(Y2, q0) - (¥3,90))®°. We will see that best and worst case performance is found
on such cycles in the state space.

(YO normlq0)=([010]/q0)

(B, My,11)

(B,M,,10)

(v1"",q0)=(1-6,0],q0) (vs""",d0)=([-4,0],q0)

(A,M>,6) (A,M3,8)

(YZ normlq0)=( [‘2:0]'QO)

Figure 6.6 Part of the iteration state space for the example execution

Checking recurrent states and approximation: For every new generated
iteration state, we will check it with the previously generated iteration states to
avoid redundant exploration. If the current iteration state after normalization
equals the normalization states of some already existing state, there will no
further exploration on this visited state. Then the exploration backtracks to the
previous state and tries to explore other possible input scenarios until all
scenarios that that previous state accepts are tried. If a predefined iteration
limit is reached and no recurrent states are found, a similar approximation to
that in Chapter 5 is used to approximate some visited iteration state. The only
difference here is that the approximated state needs to have the same scenario
state as the current state.

By this process, we can construct the iteration state space of a given SARA
SDF graph. Figure 6.7 shows the whole iteration state space of the running
example. Due to different schedule possibilities, there are multiple different
execution paths from the same iteration state, e.g., I can select either schedule
M, or schedule M;, for input type A.
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Figure 6.7 Iteration state space of the running example.

Like the throughput computation in Chapter 5, we can also compute the
throughput of an execution of a SARA SDF graph from its state space. Given a
SARA SDF graph and some execution ¢ = (¥o,q0) - V1, q1) *** o Gn) -+, the
throughput of o is, as usual, defined as the infimum limit of the number of
iterations completed, divided by their completion time, or equivalently, as the
reciprocal of the average latency, i.e.,

n n
Th(o) = liminf ——— = liminf &———
o = )~ oS T,

The throughput of the execution with periodic input scenario sequence
3 _ 1

Li+Lp+Ly 24 8

Sp(545455)® in Figure 6.5 is =

The throughput of a system depends on the choices of the controller. Let C
denote all possible controllers of a given SARA SDF graph, and let C € Cbe a
particular controller. The throughput of controller C is defined as the infimum
(worst case) of throughputs of all executions that are generated from arbitrary
input scenario sequences, denoted by 2.

Th(C) = Jlélzfc Th(o)
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Then, in turn, we can define the throughput of a SARA SDF graph Gs4r, as
the best possible throughput any controller can achieve, the supremum of the
throughputs of all possible controllers of Ggyp,.

Th(Gsaga) = sup Th(C)
cec

Note that, although the use of supremum suggests that a controller
achieving the throughput need not exist, we will see in the following part that
it always does.

Input scenarios and controller decisions thus form opposing forces that in
their interaction determine the actual throughput. In the following, we
explicitly model this in order to synthesize an optimal throughput controller
that responds to different scenarios and to check whether it can satisfy the
given performance constraints using the shared resources.

We use the latency of an iteration, i.e., L;, as the payoff of the environment
move (while —L; is the corresponding payoff of the controller move), then the
average latency of an execution (the reciprocal of the throughput) is the mean
of the payoffs of all iterations in a play of the game.

(Yo ™™,qo)

M],]] B C3 CZ M7,]0
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(y1 "orm,qo) Eq Es ) (y3™™,qo)
A M5,8 M318
A
Mg 11 Cq C7 M8
M6 Mip6
et >
C5 B @ A C6
(y2 "™, qo)

Figure 6.8 Bipartite game graph
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Figure 6.8 shows the bipartite game graph constructed from the iteration
state space of the running example (we explain below how it is constructed).
The operation of a system controller on a given (infinite) input sequence can be
viewed as a play of the game with infinite duration between two players on the
graph: one iteration in an execution is one round of the game that includes an
environment turn and a controller turn. The environment player (circular
nodes) provides types (scenarios) of input (outgoing edges annotated with
scenarios) and the controller player (square nodes) configures the system with
different settings, schedules or other parameters (edges annotated with the
corresponding schedules and with resulting latencies).During the state-space
exploration, we create a new environment node for every new iteration state
that we encounter and label the new node with the iteration state (normalized
time-stamp vector and state of the scenario FSM). For every environment node,
and each possible next input scenario from that state, a new controller node is
created with an edge between the environment node and the new controller
node, annotated with the selected input type. Next, we perform an intra-
iteration exploration in which we explore different scheduling possibilities. For
every new schedule found, we compute the normalized time stamp vector at
the end of the iteration and check recurrence with existing environment nodes.
An edge is created between the controller node and a newly created or
revisited node. The edge is labeled with its schedule and the latency of the
iteration. Note that it is not necessarily optimal to simply select the schedule
with the smallest latency as the resulting end-state may have a negative effect
on future behavior.

6.5 Solving the mean-payoff game

Once the bipartite game graph is built, we can analyze it. For a mean-payoff
game, the adversarial environment player wants a strategy to maximize the
average payoff per move, i.e.,, maximize average latency, no matter how the
controller player reacts, i.e, no matter which schedule policy is chosen, the
average latency is the largest. (Recall that this player’s ‘desire’ to win and play
an optimal strategy captures worst-case environment behavior. We do not
assume that the environment providing input data has any real intention to
lower throughput.) At the same time, the controller player wants to minimize
the average loss per move, i.e., minimize average latency, no matter how the
environment player reacts, i.e., no matter what type of input is given, the average
latency is minimal. In a nutshell, both environment player and controller
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player do not want to change their policies unless both sides change together,
i.e,, they reach a Nash equilibrium.

For controller synthesis, we prefer to find a strategy that only depends on
the current state and not on the history of previous states, i.e.,, a positional
strategy on the bipartite game graph. It is shown in [46] that there exist optimal
positional strategies for both environment and controller to obtain a Nash
equilibrium point with some mean payoff v [114]. And [180] shows the time
complexity to find such an optimal positional strategy. So the optimal strategy
of the controller to obtain maximal throughput, i.e., the reciprocal of the mean
latency, is found by solving the mean payoff (i.e., mean latency) game. We use
the algorithm from [42] to synthesize such an optimal positional strategy. The
algorithm works by means of a process called policy iteration that has been first
used in finding optimal policies for Markov Decision Processes (MDP). The
steps of the policy-iteration algorithm are illustrated in Figure 6.10 for the
example bipartite game graph in Figure 6.8 and are as follows.

Step 1 (Initialization): First, we initialize a randomly selected environment
strategy Sg o and a randomly selected controller strategy S¢, on the bipartite
game graph, i.e, each node of the environment and controller players
randomly select exactly one outgoing edge as their next move for a given
location. . The red edges are the moves of the environment player while the
green edges are the schedules of the controller player (black edges are non-
preferable actions of players. (see Figure 6.10 (a)).

Step 2 (Performance evaluation): After initialization, we traverse the game
graph by following the initialized input types and schedules in depth-first
search (DFS) manner. The DFS is started from all the nodes without any
incoming strategy edges. Since the number of nodes in the game graph is finite
(Recall that the iteration state space of an RASDF graph is finite) and every
node has a unique successor node when the strategies are being followed, we
always end up in a cycle using DFS from which we can compute the cycle
mean, denoted by 4, ie., the mean payoff (1/throughput) of the chosen
environment-controller joint strategy. The larger 4 is, the lower the throughput
is. The goal of the controller player is to obtain the maximal throughput, i.e.,
the minimal A while the goal of environment player is to obtain the minimal
throughput, i.e., the maximal A. We annotate the first found revisited node
during DFS with a pair of numbers (7, 1) in which 7 is the offset to reaching the
cycle mean from the annotated note and 4 is the cycle mean of the cycle
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reached. Since the revisited node is the first node to be annotated, the offset 7 to
the cycle mean is zero.

Step 3 (Value Propagation): We propagate the computed cycle mean (average
latency) of a cycle to all nodes that will reach the cycle, in a reversed order, i.e.,
start from the revisited node and visit parent nodes in a DFS manner. Nodes
obtain the same throughput if they can reach the same cycle, since they have
the same cycle mean. The delay 7. for controller node v; is computed by
T¢ = Tg + L — A in which 75 is the offset of vy, i.e., the successor node of v, and
L is the latency attached to the edge between v, and vg. The offset 7y for
environment node v is equal to the delay of its successor controller node since
it only decides on input. Figure 6.9 shows an execution given by Figure 6.10 (c)
that starts from controller node C; and repeats between C4 and C; for input
sequence A®. It is not hard to see that the offset to the cycle mean of each
controller node is the vertical distance between controller node and the dashed
line where the slope of the dashed line is the cycle mean. The propagation of
the cycle mean and delay ends when all nodes are updated.
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Figure 6.9 An execution given by bipartite game graph

Step 4 (Environment policy iteration): After value propagation, we start to
iterate the environment policy. If the environment node can obtain a better
payoff (larger cycle mean or equal cycle mean but with larger offset which
leads to larger latency of one iteration), by changing input type, it will change
its strategy, i.e., it will select the outgoing edge that leads to the larger cycle
mean or higher delay. Note that, the larger cycle mean has higher priority than
offset. Only when the cycle means to possible successors are equal which
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means they can reach the same throughput, then the offsets start to play a role
in strategy choosing (see Figure 6.10 (d)).

Step 5 (Controller policy iteration): When the environment strategy does not
change anymore, and is optimal for the given controller strategy, we start to
evaluate the strategy of the controller. If a controller node can obtain better
payoff (i.e., smaller cycle mean, then less delay) by changing its scheduling
strategy, it changes it policy and chooses the schedule explored during
iteration state-space exploration that can reach less cycle mean or equal cycle
mean but with less delay. When no controller nodes can improve their decision
anymore, we find the best controller strategy for the current environment
strategy (see Figure 6.10 (f)). We repeat the steps 2 to 5 until neither controller
nor environment player can improve their own strategies (see Figure 6.10 (g) to
6.10 (i)). This must eventually happen and we reach a Nash equilibrium of joint
strategies for both environment and controller players (see Figure 6.10 (j)).

(3.8)

(c) Value propagation (d) Environment policy iteration
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(e) Performance evaluation &
Value propagation

(g) Performance evaluation &
value propagation
(2.58.5) (3,8.5)

(2.58.5)
(2.58.5)

(i) Performance evaluation & () Nash equilibrium
value propagation
Figure 6.10 Policy iteration on a bipartite game graph
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The controller obtained for the example graph is given in Figure 6.11.
Figure 6.12 gives all the schedules executed by the controller in response to
input from the environment. The grey blocks in figure denote the state before a
new input arrives. For example, when the controller received input with type 4
at state C,, it would choose schedule M, that starts firing c¢ before firing b
instead schedule My that starts firing b before firing c. If both environment and
controller follow their optimal strategies, they enter into a cycle, ie,
(EL,C4E;C5)®. The guaranteed throughput of this controller is 1/8.5 (the cycle
mean of the cycle) under the worst-case input sequence (AB)“. Note that the
controller strategy also specifies schedules in response to non-worst-case input
scenarios.
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Figure 6.11 Synthesized controller of the running example
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Figure 6.12 Synthesized controller of the running example

6.6Case Studies

We implemented the proposed approach and tested it on four applications that
are specified as SARA SDF graphs and we have synthesized their controllers.
The first test graph is the SARA SDF running example detailed in this chapter.
The others are a system specification of an MP3 decoder application, a system
specification for an MPEG-4 SP decoder, and a system specification of a printer
image processing pipeline taken from a real industrial case study. The PC used
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for the experiments is a 64-bit Linux system with an Intel 2.8GHz Core™ i7
with 8GB memory.

Table 6.1 shows the experimental results of the controller synthesis for four
cases. The SARA SDF graphs are shown in the appendix. We use similar
techniques to those in Chapter 5 to prune the design space. Limits were
imposed on the iteration depth and on schedule branches to reduce the size of
the iteration state space, and therefore also the size of the synthesized
controller. The synthesized controllers can reach the throughputs given in the
table. The throughput results are optimal. For MP3 and MPEG-4 SP, the
synthesized controllers reach the same throughputs as we know from [62].
MPEG-4 SP has a long exploration time due to its large repetition vectors
(many actor firings need to be scheduled in each iteration). The execution time
results show that the algorithm spends most of its time on constructing the
game graph and that the controller synthesis part is only a small fraction of the
total analysis time. A more efficient game graph construction method would be
a beneficial future development. Note that the refinement of execution times
with smaller time units and the involvement of more resources will lead to a
larger state space size.

Example MP3 MPEG-4 SP Printer

Iteration depth limit 2 3 3 5
Branching limit 4 4 4 4
State space size 4 309 26 609
Game graph size 12 1854 260 3654
Graph construction time (ms) 409 126387 224927 74881
Synthesis time (ms) 1 36 5 89
Throughput 1.18 1.71 1.41 1.42
x107'  x1077 x 1073 x 1073

Table 6.1 Controller synthesis results
6.7Related work

The work in this chapter has developed based on integrating results from the
following three fields: decision and game theory, max-plus algebra and
automata theory or more specifically dataflow models.

The game we investigated can be classified as a non-cooperative game, as
introduced by John Nash [114]. Our environment and controller converge to
fixed policies that represent a Nash equilibrium point, which means neither
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can improve their strategy on the current opponent strategy. [46] introduces
mean payoff games and shows the existence of optimal positional (memory-
less) strategies. Our throughput game is modeled as a so-called infinite mean
payoff game with perfect information. [180] investigates the complexity of
solving mean payoff games and shows the complexity is in NP M co— NP by
reducing it to a simple stochastic game. Karp’s algorithm [94] can be used for
playing against a known positional strategy, which amounts to computing the
maximal cycle mean (MCM) of the game graph.

The technique of policy iteration was invented by Howard to solve
stochastic control problems [82], so-called Markov Decision Processes [12].
Later, it was generalized to stochastic games [80]. However, the generalization
requires strictly positive transition probabilities and cannot be directly applied
to deterministic games. The applications of policy iteration to deterministic
games appeared later in the study of min-max functions [28, 53, 73, 74].

A game-theoretic approach is also widely used in controller synthesis for
automata. The approach using games as a model for the synthesis problem has
been proposed in [21] in which the specification is translated into a
deterministic automaton. The synthesis problem is reduced to the computation
of a strategy on a finite game graph. Priced timed automata [126], for instance,
are used to model costs and real-time constraints and it is shown that the
problem of finding a winning strategy can be modeled as a reachability
problem.

In the study of control theory, max-plus algebra [6] is widely used in
performance analysis of systems with synchronization primitives, such as
timed Petri nets [52, 54, 55]. Heaps-of-Pieces is a model that combines Max-
plus analysis and automata for performance analysis [52, 55]. Spectral analysis
techniques [6, 29, 54] are used to analyze the asymptotic timing behavior of
such timed Petri nets. [28, 29, 42, 53] provide practical algorithms for spectral
analysis, to compute the max cycle means of graph which are faster than
Karp’s algorithm in practice.

SDF is a special subclass of Petri nets (corresponding to Weighted Marked
Graphs) and the data and resource consistency can be expressed as place
invariants of Petri nets. [151] introduces scenarios of dataflow behavior in
SADF graphs using Markov Chains and introduces state-based methods to
analyze performance. [13] introduces parameterized SDF graphs for functional



151

analysis of different scenarios. [62] utilizes the iteration concept and uses max-
plus algebra and max-plus automata to analyze the performance of SADF
graph in worst-case scenarios.

The work described in this chapter proposed a new dataflow model, i.e., so-
called SARA SDF to model streaming applications with dynamic inputs and
resource sharing. By reducing the controller synthesis problem to a mean-
payoff game on a bipartite game graph converted from the iteration state-space
explored, we can directly use the algorithm developed in [30, 42] to find the
Nash equilibrium, i.e., giving the throughput and strategy for both controller
and environment.

6.8Summary

The chapter introduces a new design approach from a game-theoretic
viewpoint to tackle the controller synthesis problem of an embedded system
with dynamic inputs. The novelties of our method are the following: modeling
of dynamics in resource-sharing streaming applications, and capturing the
environment-controller interaction as a mean-payoff game, yielding a method
to synthesize a throughput-guaranteeing controller and to identify the worst-
case situation of scenarios. The experimental results show synthesis results; the
controller synthesis time is only a small fraction of the construction time of the
game graph. Faster construction of the game graph by limiting the scheduling
options or iterating known scheduling techniques will be investigated in the
future. Analyzing each scenario separately and combining their iteration state
space together to generate a game graph can be a very good candidate
approach. The adversarial environment player can be replaced by a stochastic
environment player; the game then becomes a stochastic game that can be used
to analyze average performance of a system with known input distribution.
Existing results for Markov Decision Processes and reinforcement learning can
be investigated for this type of game. This chapter and the discussion of related
work show strong links among studies in game theory, max-plus algebra and
automata models such as SDF. Since the future of embedded system design
will be challenged by more and more dynamic environments, a systematic way
of applying the results of the three fields to tackle the challenges seems very
promising.
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7 CONCLUSIONS AND OUTLOOK

“The philosophers have only interpreted the world; the point is to change it.”
-Karl Marx

In this chapter, we give our conclusions on our work and discuss interesting
future work directions.

7.1 Conclusions

The better your understanding about your system, the more efficient system
you can design. In order to design streaming applications efficiently, we have
to take the context of these streaming applications into consideration, i.e., the
resource constraints on them and the inputs for them, For this reason, we
explicitly model resources and inputs with Synchronous Dataflow (SDF)
graphs and introduce two new variants of SDF graphs in this thesis: Resource-
Aware SDF (RASDF) graphs and Scenario- and Resource-Aware SDF (SARA
SDF) graphs. By carefully choosing the operational semantics, i.e., fixed rates
for resource production and consumption and the timing properties for RASDF
graphs and SARA SDF graphs, the consistency and iteration concept known
from SDF graphs are preserved into the new models.

This thesis studies the Design Space Exploration (DSE) problem, i.e., how to
find non Pareto-dominated design points (so-called trade-off points) in a multi-
dimensional metric space, for a streaming application system modeled by
RASDF graphs. Throughput and resource usage are chosen as two metrics for
trade-off analysis of a streaming application. Trade-off analysis techniques for
RASDF graphs are developed in Chapter 4 in the time domain. The execution
of an RASDF graph is interpreted as an alternating sequence of states and
transitions. The introduction of resource sharing to SDF graphs provides
opportunities of more resource-efficient executions; it also implies that the
execution path is no longer unique but that there may be multiple possible
schedules with different actor firing orders. The Pareto-optimality criterion
helps us to accelerate analysis by pruning redundant executions. The case
studies show explorations with larger but still very reasonable exploration
times, normally a few minutes, caused by the much larger state space due to
resource sharing options. The case studies also show that resource sharing can
reduce resource usage by more than 50% compared to the non-sharing
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resource case. In order to efficiently explore resource configurations for RASDF
graphs, we developed a bottleneck-driven approach for design-space
exploration. The bottleneck-driven approach can be seen as a feedback driven
approach in which the algorithm identifies the resource bottleneck in periodic
executions by constructing dependency graphs and detecting dependency
cycles in the dependency graphs. These potential bottlenecks (resources in the
dependency cycles) are used to determine the next resource configuration to be
explored. This bottleneck-driven approach significantly reduces the
exploration time compared to a non-bottleneck-driven approach.

In Chapter 5, we try to solve the trade-off-analysis problem from a different
angle, i.e., the iteration-based point of view. We only have to store the iteration
states, i.e., the states of every new iteration start rather than all the states within
every iteration. This reduction leads to a lower memory footprint for analysis
and speeds up the analysis. However, there are some disadvantages too. The
separation between iterations at their boundaries does not allow us to
interleave activities from different iterations for potentially more efficient
resource usage. This may cause the iteration-based analysis to lose some trade-
offs. On the other hand, also the time-based analysis may not be able to find all
trade-off points, because also the time-based analysis needs pruning heuristics
in order to scale to realistic models. Designers can decide whether a schedule
with interleaving is allowed or not. The choice of applying time-based,
iteration-based or the combination of the methods is a trade-off that can be
made by designers themselves. An important advantage of the iteration-based
approach is that it provides the basis to analyze dynamic behavior of streaming
applications caused by different input types in Chapter 6,

Dynamic behavior such as data-dependent execution times is always a
challenge for performance analysis providing both guaranteed and tight
bounds on timing and resource usage. Iteration-based analysis allows to
capture data-dependent or, more precisely, scenario-dependent behavior. The
scenario concept helps us to describe behaviors that are dependent on some
parameters that are stable for some period; the period can be expressed either
in terms of time or in terms of iterations. SARA SDF graphs combine the
scenario concept of Scenario-Aware Dataflow (SADF) and resource-awareness
of RASDEF. Performance analysis of SARA SDF graphs is different from existing
performance analysis of FSM-SADF graphs or SADF graphs. Due to multiple
possible execution paths caused by arbitration decisions of conflicting actor
firings on shared resources, the performance is not only decided by the
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environment input but also by the decisions of controllers, i.e., the firing order
of actors on shared resources. How to find a controller that guarantees a certain
throughput no matter what kind of input is given by the environment?
Chapter 6 investigates this question from a game-theoretic view and reduces
the controller synthesis problem to the problem of finding an optimal
positional strategy for a mean-payoff game on a bipartite game graph. By
translating the iteration state space of a SARA SDF graph to a bipartite game
graph of a mean-payoff game played by the environment and the controller, a
throughput-guaranteed controller can be synthesized from a policy iteration
algorithm developed in the field of game theory.

In summary, we have made important steps in the development of analysis
and synthesis methods for SDF models of dynamic streaming applications
executing on multi-processor platforms with resource sharing. The methods
provide a basis for platform dimensioning and design-space exploration, and
for synthesizing controllers that provide guaranteed performance under
workload variations.

7.2 Open Questions and Future Work

The work in this thesis provides some interesting observations and open
questions for future investigations.

Fixed point analysis: The throughput analysis, resource usage evaluation, and
controller strategy synthesis developed in this thesis can be classified as fixed
point computation problems, i.e., the value being computed is over time
converging to a specific fixed point, in performance, resource space or strategy
space. One interesting direction for future work is to investigate the findings
in fixed point theory and to find mappings between the results of fixed point
theory in mathematics to the analysis of properties in the embedded systems
domain.

Parameterized analysis: Many important system parameters are changing with
time or inputs. We can either know the range of parameter values or the rule of
how they change. One exhaustive way to analyze such a system is to list values
for these parameters and to iterate each combination of parameters to evaluate
system. Compared to such an exhaustive analysis, a smarter way would be to
analyze the system symbolically, i.e.,, analyze executions of a system on
symbolic parameters directly. For throughput and consistency analysis of SDF
graphs, some work in this direction was already done [13, 63].
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Interfacing theory for different dataflow analysis models: There exist quite a
lot of different models of computation for performance analysis, Petri nets, SDF
graphs, Events models, Network Calculus, Real-time Calculus, etc. There will
likely be many more new models in the future. While new models may be
useful, because they can express some aspects more efficiently or allow
analysis more efficiently, they also lack capabilities to efficiently analyze or
exactly analyze problems fitted better into other models. The designers have to
make a trade-off and choose a specific model for their purposes. For example,
SDF graphs are more efficient for performance analysis while Petri nets are
more expressive; Events models allow easy analysis of jitter in systems while it
is difficult to handle loop-carried dependences. It would be beneficial if we can
interface different models seamlessly and use strong aspects of different
models to solve different problems. For instance, the resource usage requests in
RASDF graphs can be viewed as an arrival curve in Network Calculus; the
throughput analysis of SDF graphs can be viewed as the frequency analysis of
linear bounds in max-plus algebra for Petri nets. By developing interfacing
theory, we may model sub systems or different levels of systems with their
most appropriate models. Tools such as Ptolemy II project [23] in Berkeley and
Octopus toolset [10] from TU/e are examples of research work that try to
interface different models.

Besides the general questions raised by the research work presented in this
thesis, we also see some specific questions related to RASDF and SARA SDEF.

Probabilistic analysis: It will be a very interesting extension to SARA SDF to
allow analysis on scenario-FSMs that are annotated with probabilities on every
scenario transition, i.e., using Markov chains to model inputs transitions. How
will this influence our controller synthesis to reach better performance and
resource usage? Markov decision processes may be used for controller
synthesis for the probabilistic analysis case.

Parametric and multi-objective analysis based on a game-theoretic approach:
The interaction between dynamic inputs and the controller of an embedded
system is viewed as a game between two players in this thesis. We find some
interesting directions to continue this approach. For instance, we may treat
parametric analysis of RASDF graphs as a parametric game on a parametric
bipartite game graph. The multi-objective analysis may be treated as a multi-
player game in which multiple players compete with their individual goals.
The trade-offs in multi-dimensional space may be interpreted as multiple Nash
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equilibriums in the strategy space of the multiple players, compared to only
one Nash equilibrium for the controller synthesis problem discussed in this
thesis. The players can cooperate for switching among trade-off points (from
one Nash equilibrium to another).

Hierarchical modeling and analysis: Real-world systems can be very large and
the modeling process may involve many designers. Can we build RASDF or
SARA SDF models for subsystems, analyze them compositionally, connect the
component analyses together, and generate the results (performance, resource
trade-offs, controllers) for the whole system?

A model-based approach to system design allows us to have a deeper
understanding of existing questions and find interesting new questions. The
goal of modeling embedded systems is not only to interpret the real system,
but also to change the existing design process and allow better designs. The
complexity of embedded systems and the context they are embedded in makes
it impossible for our thesis to cover all interesting aspects. Instead, streaming
applications and SDF models were chosen as our focus. You can never reach
perfection in every aspect; there are only trade-offs!
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APPENDIX

In this appendix, we include six SDF graphs: an artificial bipartite graph
from [16], a sample rate converter [16], a modem [16], a satellite receiver [131],
an MP3 decoder [144] and an H.263 decoder [144]. Since their corresponding
RASDF graphs contain a lot of request edges, we show these request edges in
the tabltabular formate for clarity reasons. For each SDF graph, there are two
corresponding RASDF graphs, one with only one shared buffer and the other
with two or three shared buffers. We also put the three SARA SDF graphs used
in Chpater 6 in this appendix and provide their scenario parameters. All
models are also available through http://www .es.ele.tue.nl/sdf3.

Bipartite Graph

=  One shared buffer: Buffer 1

actor resource claim release
a Buffer 1 7 0

b Buffer 1 5 0

c Buffer 1 0 8

d Buffer 1 0 12

=  Two shared buffers: Buffer 1 and Buffer 2

actor resource claim release
a Buffer 1 3 0
a Buffer 2 0
b Buffer 1 1 0
b Buffer 2 4 0
C Buffer 1 0 8
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‘ d ‘ Buffer 2 0 12

Sample Rate Graph

O OO O O

=  One shared buffer: Buffer 1

actor resource claim release

Buffer 1

Buffer 1

Buffer 1

Buffer 1

Buffer 1

=~ | o|n (oo
ol NN~
— NN |w|—|o

Buffer 1

= Three shared buffers: Buffer 1, Buffer 2 and Buffer 3

actor resource claim release
a Buffer 1 0
b Buffer 1 2 1
C Buffer 1 2 3
d Buffer 1 0 7
d Buffer 2 8 0
e Buffer 2 0 7
e Buffer 3 5 0
f Buffer 3 0 1
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Modem Graph

= One shared buffer: Buffer 1

actor resource claim release
fork1 Buffer 1 2 1
biql Buffer 1 1 1
biqg2 Buffer 1 1 1
add Buffer 1 1 2
sc Buffer 1 2 1
fork2 Buffer 1 2 1
conj Buffer 1 2 2
mull Buffer 1 2 4
mul2 Buffer 1 2 4
in Buffer 1 1 0
filt Buffer 1 1 1
hil Buffer 1 2 8
eq Buffer 1 2 6
deci Buffer 1 5 2
deco Buffer 1 1 2
out Buffer 1 0 1
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Three shared buffers: Buffer 1, Buffer 2 and Buffer 3

actor resource claim release
forkl Buffer 1 2 1
biql Buffer 1 1 1
big2 Buffer 1 1 1
add Buffer 1 1 2
sc Buffer 1 2 1
fork2 Buffer 1 2 1
conj Buffer 1 2 2
mull Buffer 1 2 4
mul2 Buffer 1 2 4
in Buffer 2 1 0
filt Buffer 2 1 1
hil Buffer 1 2 0
hil Buffer 2 0 8
eq Buffer 1 2 6
deci Buffer 1 3 2
deci Buffer 3 2 0
deco Buffer 3 1 2
out Buffer 3 0 1




Satellite Graph

One shared buffer: Buffer 1

163

actor resource claim release
a Buffer 1 1 0
b Buffer 1 1 4
c Buffer 1 11 11
d Buffer 1 1 0
e Buffer 1 1 4
f Buffer 1 11 11
g Buffer 1 1 1
h Buffer 1 11 1
i Buffer 1 10 11
j Buffer 1 2 1
k Buffer 1 1 1
1 Buffer 1 11 1
m Buffer 1 10 11
n Buffer 1 2 1
p Buffer 1 2 4
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q Buffer 1 240 240
r Buffer 1 240 240
S Buffer 1 1

t Buffer 1 1

u Buffer 1 1

v Buffer 1 240 240
w Buffer 1 0 3
Three shared buffers: Buffer 1, Buffer 2 and Buffer 3
actor resource claim release
a Buffer 1 1 0

b Buffer 1 1 4

C Buffer 1 11 11
d Buffer 2 0

e Buffer 2 4

f Buffer 2 11 11
g Buffer 1 1 1

h Buffer 1 11 1

i Buffer 1 10 11
j Buffer 1 2 1

k Buffer 2 1 1

1 Buffer 2 11 1
m Buffer 2 10 11
n Buffer 2 1

p Buffer 1 2

p Buffer 2 2

q Buffer 1 240 240
r Buffer 2 240 240
S Buffer 2 0 1

S Buffer 3 1 0

t Buffer 1 0 1

t Buffer 3 1 0

u Buffer 3 1 2

v Buffer 3 240 240
w Buffer 1 0 1
w Buffer 2 0 1
w Buffer 3 0
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imdct0, freqinvo,
711744 157184

freqinvl,
157184

stereo

MP3 Graph
req0,
139325
2
huffman,
236070 \ 73618

reorderl,
69385

= One shared buffer: Buffer 1

actor resource claim release
huffman Buffer 1 4 0
req0 Buffer 1 2 1
reorder( Buffer 1 1 1
reql Buffer 1 2 1
reorderl Buffer 1 1 1
stereo Buffer 1 4 4
aliasreduct0 Buffer 1 1 1
imdct0 Buffer 1 1 2
freqinv0 Buffer 1 1 1
synth0 Buffer 1 0 1
aliasreductl Buffer 1 1 1
imdctl Buffer 1 1 2
freqinvl Buffer 1 1 1
synth1 Buffer 1 0 1
=  Three shared buffers: Buffer 1, Buffer 2 and Buffer 3
actor resource claim release
huffman Buffer 1 4 0
req0 Buffer 1 2 1
reorder( Buffer 1 1 1
reql Buffer 1 2 1
reorderl Buffer 1 1 1
stereo Buffer 1 0 4
stereo Buffer 2 2 0
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stereo Buffer 3 2 0
aliasreduct0 Buffer 2 1 1
imdct0 Buffer 2 1 2
freqinv0 Buffer 2 1 1
synth0 Buffer 2 0 1
aliasreductl Buffer 3 1 1
imdctl Buffer 3 1 2
freqinvl Buffer 3 1 1
synth1 Buffer 3 0 1

H.263 (QCIF) Graph

vid, 594
26018

= One shared buffer: Buffer 1

actor resource claim release
vid Buffer 1 594 0

iq Buffer 1 1 1

idct Buffer 1 1 1

mc Buffer 1 0 594
Two shared buffers: Buffer 1, Buffer 2

actor resource claim release
vid Buffer 1 594 0

iq Buffer 1 0 1

iq Buffer 2 1 0

idct Buffer 1 1 0

idct Buffer 2 0 1

mc Buffer 1 0 594
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MP3 SARA SDF

s

MP3
RASDF
Graph

Merged
IMDCT
SL,t;

Write
,21448

Playout
stio

¥ 1

I \ ]

I 1 ]

I | I

I | I

I | I

I \ I

I 1 I

I | |

MP3 Input “ h \ |

Scenario | \ __ \ |

FSM ! N VY Vo

Yy AW
v wvryy LAR 4 vy
ReadChan, 1 P11 P2,2 ‘WriteChan,1
a b ¢ d e f t t2 t ta ts ts t7 ts to tio

ss 1 1 0 1 1 0 139325 69385 139325 69385 58239 NA 1005408 1005408 NA 2915000
1 0 0 1 0 0 1 110785 NA NA 110785 73618 407520 NA NA 407520 2320000
1s 0 1 1 0 1 0 110785 NA 139325 69385 19 407520 NA 1005408 NA 2915000
sl 1 0 0 1 0 1 139325 69385 NA 110785 19 NA 1005408 NA 407520 2320000
m 0 0 1 1 1 1 60594 26269 64527 942570 64527 942570 25470 25470 942570 2880000
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Printer Pipeline SARA SDF

4 “
[
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~m qe —N _ Q RN K ,
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| Pipeline y y ) \ I v _» Y
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Scenario | RASDF ' ' ’ '
_ FsMm | Graph
t1 t2 ts ta ts
Ii 303 105 208 82 82
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