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## Part I

## Pooling

## 1

## Introduction pooling

In this part of the thesis we focus on pooling of resources. We consider respectively pooling of inventory and pooling of server capacity. We start by a discussion on pooling of resources in general, followed by introductions to each of the parts. Finally, we address the connection between pooling and polling models.

### 1.1 Pooling of resources

Pooling refers to the grouping of resources and demand streams in order to maximize the efficient use of it. One can obtain a better match between the resources and demand streams, and hence a scarce resource can be better utilized. Typically this results in a more profitable way of exploiting the resources, a higher utilization rate, and a risk reduction. The same performance level might be achieved with less resources, reducing the capital expenditure, or one achieves shorter waiting times or more service completions. In general, resources that are available to multiple customer streams, can be pooled to achieve better utilization.

Pooling can be applied to a wide variety of resources, e.g. assets, equipment, personnel, effort. Examples include manufacturing facilities sharing production equipment between several job types, clinical departments in a hospital sharing operating rooms, hospital beds, and medical staff, a computer network clustering computational power of the processors, and so on. In the service industry, one groups resources together from which several customer classes can be served, rather than having dedicated, separate resources for each individual customer class. In a separated system, the situation might occur that the dedicated resource of a customer is unavailable, although another resource in the system is available. This leads to extra waiting time for or the loss of this customer. By pooling of the resources, this situation can be prevented. This is both beneficial for the individual customer, as well as for the system as a whole.

We focus on two applications for which resources are pooled. Firstly, we consider pooling of inventory, in two settings. The first setting is a common stockpile from which multiple customer classes are served. Here we pool the otherwise separate inventories for these classes. In the second setting, the inventories of multiple local warehouses are pooled by allowing stock transfers between them. These stock transfers are called lateral transshipments. For both settings, one can do with less inventory while keeping
the service at the same level, or even improving it, compared to the situation without pooling. For this, we optimize the allocation of the demands. Secondly, we consider pooling of server capacity. In this part we first consider a server farm, where a large number of servers is clustered to serve a stream of arriving work. Then we focus on a manufacturing model where the production capacity of a single server is pooled for two classes of customers, where the server can work on jobs of both classes simultaneously.

In both parts, we study the optimal use of pooling. That is, we characterize the decisions to be taken for the optimal use of the inventory, respectively servers. In all chapters, we derive optimal dynamic policies, which are policies that may depend on the whole state of the system. E.g. for the inventory models, we let the decisions depend on the actual on-hand inventories at all warehouses upon the decision epoch. In each chapter, we completely characterize and prove the structure of the optimal policy. That is, we derive the optimal policy for satisfying the demands or servicing the customers, minimizing the average (or discounted) costs of the system in the long-run. For this, we use stochastic dynamic programming. In Chapter 2, we outline the general approach along the lines of a single stockpoint example with multiple customer classes. The optimal policy we typically find, is a state-dependent threshold type policy. That is, the optimal policy is characterized by one or multiple switching curves. In addition, in most of the chapters, we also derive (sufficient) conditions under which the optimal policy simplifies. Only in Chapter 5 we assume a given policy structure characterized by a number of parameters, for which we provide an approximation algorithm that can be used to optimize these parameters. As in all models no pooling is a possible policy, the performance of the systems cannot deteriorate by the use of pooling.

The main research questions we address, are the following:

- What is the optimal pooling policy?
- How can the optimal policy be characterized?

Furthermore, we focus on the question when pooling is beneficial and we address the question how the optimal pooling policy relates to simpler policies. In particular, we focus on the following research questions:

- How much costs may be saved by the application of pooling, and what are the conditions under which savings are obtained?
- Under what conditions is a simple policy optimal?
- What is the improvement of the overall optimal policy compared to simpler policies, or a given class of parameterized policies?
- When we assume a specific form of the pooling policy, which is characterized by a number of parameters, how should we optimize these parameters?

Note that the one but last question is also interesting from an implementation point of view, as a simple, straightforward policy, or a parameterized policy, may be much more attractive than the overall optimal policy, which might be highly complex. This relates to the last question, on the optimization within a given class of parameterized policies.

In all chapters (except Chapter 5), we answer the main research questions, by proving the optimal policy structure for the problems considered. The other research questions
are addressed in some of the chapters. In Chapter 5 we solely focus on a parameterized policy.

Remark 1.1.1 (Notation). In each chapter we introduce notation separately, unless stated otherwise. In particular, we repeatedly use the approach for proving the optimal policy structures as outlined in Chapter 2.

Remark 1.1.2 (Optimal control). We assume that the pooled resources are owned by a single entity, who takes system optimal actions. In game theoretic settings, problems are considered where the resources are owned by independent parties, which are not the models we focus on. The optimal policies that we derive, are optimal for the system as a whole.

### 1.2 Pooling of inventory

In the first part we focus our attention on pooling of inventory. We consider models with a single stockpoint where the inventory is pooled between multiple customers classes by the use of stock rationing (Chapters 2 and 6), and we consider multi-location models where inventory is pooled between the stockpoints by the use of stock transfers, so-called lateral transshipments (Chapters 3, 4, and 5).

### 1.2.1 Inventory models

When multiple customer classes are served by a single stockpoint, this can be seen as a form of pooling. By combining the otherwise separated stocks one achieves higher fill rates, or can achieve the same fill rate with less inventory. However, because of differences in the profitability between the customer classes, stock rationing might be applied to achieve higher profit. That is, when the on-hand inventory level becomes low, one may stop serving the least profitable customer classes, in order to keep stock on-hand in case of future demands from more profitable classes. The concept of stock rationing was first addressed by Topkis [183], and has since then been studied for a wide variety of applications and model variations (see [180] for an overview). We study such a model in Chapter 2 for the case that unsatisfied demands are lost, or satisfied via an emergency delivery (from elsewhere). For this, we derive the optimal policy structure for when to accept or reject demands from a certain class, minimizing the average costs in the long run, consisting of the inventory holding costs and the lost sales costs. The optimal action depends on the demand class and the actual stock level. In Chapter 6 we extend this problem by including the option to backorder a demand. Hence, each time a demand arises, we take the optimal action, choosing from satisfying the demand from stock, backlogging it, or a lost sale. For a problem with two demand classes, we derive the optimal dynamic policy structure. That is, we characterize the structure of the optimal actions which depend on both the on-hand stock level and the number of outstanding backorders. Also, we derive conditions under which the optimal policy structure simplifies.

Furthermore, we consider multi-location inventory models, where the inventory is pooled by the use of stock transfers between the locations. These stock transfers are referred to as lateral transshipments. Typically, when a lateral transshipment is applied,
the request part is available at the location earlier than in case one has to wait for a shipment from a central warehouse. However, it depletes the on-hand inventory level at the location the lateral transshipment originated from. Hence, there is a trade-off between these issues.

The beginning of modern inventory management is attributed to Harris [99, 100]. In his 1913 work, he derives the economic order quantity (EOQ) formula, see also [70]. The analysis of models incorporating stochasticity started in the early 1950s [97, 197]. Since the late 1950s, attention has also been given to more complex systems, including models with multiple stocking locations [52]. More recent books about inventory management, in which more elaborate literature reviews can be found, include Zipkin [222], Porteus [154], and Axsäter [13].

### 1.2.2 Spare parts inventory models

The motivation for our studies is found in spare parts inventory models. These provide repairable spare parts for a critical component of advanced technical systems. The loss of revenue because of downtime for these systems may be huge. For that purpose, ready-for-use spare parts are kept on stock, to be able to quickly respond to a breakdown of a system. In that case, the system demands a spare part at one of the stockpoints. Depending on the model considered in each of the chapters, there are multiple options how such a demand can be satisfied: directly from stock, via a lateral transshipment, via an emergency repair procedure, or the demand can be backlogged. We consider spare parts that are typically expensive, while demand rates are low. We investigate when it is beneficial to pool this inventory between multiple demands classes, and between multiple warehouses, respectively.

The cheapest option is to satisfy a demand directly from stock, which is possible when on-hand inventory is available at the stockpoint. In this case, the ready-for-use spare part is shipped to the site of the machine, where the failed part in the machine is replaced by this spare part, after which the machine is working properly again. This strategy is called a repair-by-replacement procedure. The defective part is shipped back to the stockpoint, where it is repaired and added back to stock again. In case of a lateral transshipment, a spare part is shipped from another stockpoint. This is possible when another location has on-hand stock available. In this case, the system is down while it is waiting for the part (i.e. higher loss of revenue), and extra transportation costs are incurred, and hence this procedure is slightly more costly. For an emergency repair procedure, even higher costs are incurred. In this case, the part is repaired in a fast repair procedure, e.g. on site. Alternatively, an emergency shipment from a central warehouse might be applied. A fast repair procedure is expensive, and the system is down for a longer period of time. Because of the expensiveness of an emergency procedure, costs can be saved by the efficient use of lateral transshipments. In Chapter 6, we also allow backlogging of demand. In this case, one time costs are incurred, e.g. for the transportation costs, as well as backlog costs per time unit, because of the downtime of the system. Our goal is to choose the optimal action each time a demand occurs. We let the optimal action depend on the state of the system, i.e. on the inventory levels at all locations (and on the number of outstanding backorders in Chapter 6). Hence, we derive optimal dynamic policies.

We study the models in a continuous review setting, where all stockpoints execute a base stock policy. That is, the number of parts in circulation in fixed. We assume

Poisson demand processes, and allow for asymmetric demand rates and asymmetric costs structures at the locations. Each location has ample repair capacity, and we assume repair times to be exponentially distributed. The repairs can e.g. be done in a repair shop or repair facility nearby the stockpoint, or being outsourced to an external party.

For inventory problems with lateral transshipments, currently only limited insights are available on optimal policy structures; see Gross [93], Krishnan and Rao [121], Das [58], Robinson [162], Archibald et al. [6], Axsäter [11], Wee and Dada [204], Zhao et al. [217], and Herer et al. [104]. There is an urgent need for much better insights. There is a substantial amount of literature in which heuristic policies for lateral transshipments are studied; see Wong et al. [213, 212] and Kranenburg [117], and the references therein. Further, it is known that a lot of costs can be saved via lateral transshipments; see in particular Kranenburg [120], who showed this for a spare parts inventory control problem at ASML. However, there is a lack of insights into when exactly a lot of costs can be saved by the use of lateral transshipments. This depends on the inventory holding costs of spare parts, the costs for lateral transshipments, and the costs for emergency procedures. We try to close this gap in the literature by this study, where we specifically focus on systems with ample repair capacity, where unsatisfied demands are lost (i.e. fulfilled by an emergency procedure).

Remark 1.2.1 (Terminology). We have chosen to use the terminology of repairable spare parts throughout this chapter, although the models described apply more generally. Consumable spare parts fit into the same framework, as does basically any stock keeping unit that is replenished from an exogenous source or being produced to stock, provided a base stock policy is executed (see also the discussion in [212, Section 2.2]).

### 1.2.3 Models

In Chapter 3 we study a model with a so-called quick response warehouse (QR warehouse), and multiple local warehouses. The QR warehouse provides a part to stocked-out local warehouses in a shorter time than the time of an emergency shipment from the central warehouse. However, as different locations might have different costs for not being able to satisfy a demand, the QR warehouse should apply a form of stock rationing to minimize the total costs. Namely, if a location with rather low costs for rejecting a customer demand requests a part at the QR warehouse, while another location with high costs is (nearly) stocked-out, one better holds one or a few parts back in the QR warehouse in order to be able to satisfy future lateral transshipment requests from this warehouse. Compared to Chapter 2, the QR warehouse can be seen as a single-location stockpoint serving multiple demand classes (the lateral transshipment requests from the local warehouses) which is applying stock rationing. However, where the optimal decisions in the problem of Chapter 2 depend only on the on-hand inventory level of the single-location, for the QR warehouse problem, these decisions depend also on the stock levels in all local warehouses. We characterize the optimal policy structure for these decisions, and also provide sufficient conditions under which the optimal policy simplifies.

We continue in Chapter 4 with a model consisting of two locations. Now, we allow lateral transshipments in both directions. That is, each warehouse might request for a lateral transshipment from the other warehouse. We again characterize the optimal policy structure. The decision whether a lateral transshipment is optimally applied, depends on the on-hand inventory levels at both locations. Also, we derive sufficient conditions
under which simpler policies are optimal. In the optimal policy, a form of stock rationing at one of the locations might appear. That is, if one of the locations has (much) higher costs for not satisfying a demand, the other location might hold back one or a few parts from its own demands, in order to be able to satisfy future lateral transshipment requests from the other location. We derive conditions under which both locations always satisfy demands directly from their own stock, i.e. under which this stock rationing is suboptimal. Then, parts can only be held back from lateral transshipment request from the other stockpoint. When this is the optimal strategy for both stockpoints, we call this a hold back pooling policy. Also, we derive conditions under which it is always optimal to apply a lateral transshipment in case of a out-of-stock. Combining these, the optimal policy is a complete pooling policy, in which both warehouses basically act as being one large warehouse. In this chapter we also address so-called proactive lateral transshipment, which are lateral transshipments not triggered by a demand arrival. For example, when the stock levels between the two location become very asymmetric at some point in time, one might decide to already ship parts from the location with excess inventory to the other one. We also characterize the optimal policy for these transshipments.

In Chapter 5 we extend the model of Chapter 4 to multiple locations. However, we are not able anymore to fully characterize the optimal policy structure. Therefore, we assume a given policy, and use that to determine the performance characteristics of the resulting model. More specifically, we let the system execute a hold back pooling policy. Then, we are interested in the fraction of demand that are satisfied directly from stock, satisfied via a lateral transshipment, or lost. For this we introduce a new approximation algorithm, which uses interrupted Poisson processes. In an extensive numerical study, we show that this algorithm is very accurate and results in much smaller approximation errors than algorithms currently used in the literature.

Remark 1.2.2 (Demands and repair lead times). In all chapters, we assume that demands arrive according to Poisson processes, and that the repair lead times are exponentially distributed. Hence, we can formulate the problems as Markov decision problems, where the decisions are based on the actual stock levels, as pipeline information can be ignored. It is known that the performance of the optimal policy can be expected to be nearly insensitive to the distribution of the repair lead times, as shown in a.o. [2, 69, 120] for similar models.

### 1.2.4 Relation to queueing systems

There is a strong relation between models in queueing theory and the inventory models that we consider. Each stockpoint can also be interpreted as a multiserver queue, more specifically, an Erlang loss queueing system. For that, the on-hand inventory corresponds to the idle servers in the queueing model, the demands correspond to customer arrivals, and the replenishments (repairs) are the service completions. The number of servers in the queueing model is equal to the base stock level, i.e., the initial number of spare parts. An Erlang loss system has no waiting positions, and customers arriving when all servers are occupied, are lost. This corresponds to a demand in case of a stock-out. Hence, as the inventory and queueing models coincide from a mathematical point of view, results and insights for the inventory problems can be directly translated into results and insights for queueing problems, and vice versa. Basically, in this way the inventory pooling can also be seen as a form of server pooling between multiple queueing systems.

Pooling in these kind of queueing systems dates back to Smith and Whitt [169]. They show that pooling servers of several Erlang delay systems (i.e. combining the servers into a single system) is always beneficial when the service time distributions are identical. However, as Van Dijk and Van der Sluis [189] show, pooling is not necessarily beneficial if service times are asymmetric, as customers with shorter service time distributions may disproportionately suffer from the customers with long service time distributions. In the models we consider, the service times (i.e. repair times) are typically identically distributed.

### 1.2.5 Outline

The outline of the part on inventory pooling is as follows. We start by a single stockpoint stock rationing problem in Chapter 2. We mainly use this to demonstrate our approach of proving the optimal policy structure, as we use in all other chapters (except in Chapter 5). Then, in Chapter 3, we consider a multi-location setting, where only a so-called quick response warehouse can send out lateral transshipments. In Chapter 4 we consider a two location model, where we allow lateral transshipments between both warehouses. Then, in Chapter 5, we present a new approximation algorithm to determine the performance characteristics of a multi-location setting with lateral transshipments between all locations. Finally, in Chapter 6 we return our attention to a single-location stock rationing problem, now with a combination of backorders and lost sales. We show the remarkable similarity between this model and the two location lateral transshipment model of Chapter 4. We provide a detailed discussion of the relevant literature to each of the models in the chapters concerned.

### 1.3 Pooling of server capacity

The second part consists of two chapters on the pooling of server capacity, which also is a form of pooling of resources. In both chapters we use the same kind of techniques as in the part on pooling of inventory. Also, we assume Poisson arrival processes, and exponentially distributed service times.

Firstly, in Chapter 7, we consider a so-called server farm. This is a cluster of multiple servers which serves a stream of arriving customers. Pooling is achieved by the clustering of the servers. In this way, however, there is an excess of capacity. As costs are incurred for each server that is turned on, e.g. because of power consumption, one can save costs by turning servers off. Moreover, costs are also incurred for switching a server from on to off, and visa versa. When to turn servers on or off might depend on the amount of work the system is facing at the moment. That is, we want to find an optimal dynamic policy for switching the servers on and off. There is a trade-off between the costs for keeping servers idle (keeping them on although there is no work) and the costs for the switching from on to off, and visa versa. Depending on these cost parameters, it might be beneficial to keep one or more server idle, in order to prevent the costs from turning it off and having to turn it on again. We derive the optimal policy structure, determining when one should turn off a server after a service completion, and when it is better to let it idle. This model is a queueing problem with a dynamic number of servers, whereas in the inventory part we considered models where the number of servers is given. By allowing
the numbers of servers to be adapted over time, this becomes a decision variable, where one has extra cost factors for these servers.

In the second chapter, Chapter 8, we consider a production system which serves two classes of customers: regular customers and opportunity customers. The latter provide an opportunity for the system to generate some extra income, as these customers can be accepted or rejected, while it is required that the regular customers are always served. Accepting opportunity customers might be particularly interesting when the workload of the regular customers is low. In that way, the problem can be interpreted as a workload control problem. One has to decide whether to accept or reject an arriving opportunity customer. Moreover, when such a customer is accepted, one has to decide how to allocate the server capacity between the two customers classes. The system has a single server, which is applying the head-of-line processor sharing discipline. That is, one regular and one opportunity customer can be in service at the same time, where the amount of server capacity dedicated to each is a continuous decision variable. Again, we derive the optimal dynamic policy structure, for both decisions.

### 1.4 Pooling and polling

The second part of this thesis focuses on polling models. A polling model consists of multiple queues that are served by a single server. Typically, the server visits the queues in cyclic order, and switchover times are incurred when the server switches the queue it is working on. Basically, this is also a form of pooling. Namely, the server pools its capacity between the queues.

The main differences with the pooling of server capacity, are (i) that we include switchover times between the services of different customers classes, and (ii) the policy structure assumed. Whereas in the pooling studies we derive optimal dynamic control policies, for the polling models we assume a given policy. This policy describes a.o. that the server cyclically works on the customer classes, and when the server switches to the next customer class. For such a policy, we either evaluate the performance characteristics of the studied models, or we optimize the parameters the policy depends on. Also, we introduce new variations on existing policies. When the switchover times tend to zero, the models reduce to the pooling models, when a pre-specified, parameterized control policy is executed. Note that assuming a given policy is typically done in the polling literature, where work on optimal dynamic control policies is scarce. Hence, as this is a different point of view than the optimal dynamic control policies studied in the first part, we devote a separate part of this thesis to polling models.

## Pooling of inventory

## 2

## Stock rationing

As an introduction to the inventory models studied in this part of the thesis, we start of with a basic, one dimensional stock rationing problem. For this model, we prove the optimality of a so-called critical level policy using event based dynamic programming. The analysis of this system serves as a leg up to the more complicated multi-location models with stock transshipments in the sequel of this part.

### 2.1 Introduction

We consider a single stockpoint inventory model, which is facing demands of different importance. These demands are categorized in classes, the so-called demand classes. For example, the demands from long term, loyal customers might be more important than those from occasional customers. The costs for not satisfying a demand depend on the class the customer belongs to. In this way, the priorities of the demand classes can be ordered with respect to these cost. When the on-hand inventory level becomes low, it might be beneficial to stop serving lower priority customers, in order to be able to satisfy future demands of higher priority. In this way, stock is reserved for demands of higher importance. This is called stock rationing.

A model with multiple demand classes was first studied by Veinott [196] in 1965. He introduced the concept of a critical level, an inventory at or below which only high priority demands are served. This results in a critical level policy (cf. [183]), a policy under which there exists a number of critical levels, one for each demand class, such that a demand is satisfied when the on-hand stock is above its critical level, and rejected otherwise. Topkis [183] proves the optimality of this policy for both the backlog and lost sales case, for a periodic review model with zero lead times. The critical levels are non-increasing in the priority of the class.

The stock rationing problem has been extensively studied in the literature, for various settings and a wide range of model variations. Below we list a number of references, classifying whether a periodic or continuous review setting is assumed, and whether unsatisfied demands are backlogged or lost. Teunter and Klein Haneveld [180] provide a more detailed overview of the literature in diagram form, distinguishing between the time modeling (discrete or continuous), the shortage treatment (backorders or lost sales), the number of classes (two or multiple), the system (production or inventory),
whether an ordering policy is used (yes or no), and the stock rationing policy (no, static or dynamic).

There are two types of decisions to be made, namely when a replenishment order should be placed (e.g. by executing a base stock policy), and whether an arriving demand is satisfied (stock rationing). In the first study of Veinott [196] a periodic review setting is considered, where unsatisfied demands are backlogged. He proves the optimality of a base stock replenishment policy, for a model without rationing. Topkis [183] studies a similar model, allowing stock rationing. He proves the optimality of a critical level policy both for the backordering and lost sales cases. Periodic review models are also considered in $[47,66,101,108,145,146,179,180,219]$ for the case of backorders and in [54, 71, 81] for lost sales.

Nahmias and Demmy [148] were the first to study the stock rationing problem in a continuous review setting. They consider both the periodic and continuous review case for a model with backorders. For various settings, continuous review models are also considered in $[7,48,62,63,59,60,74,75,88,95,110,147,198,199,214,201]$ for backorders, and in $[15,16,19,45,61,75,94,96,118,127,141,139,140,190]$ for lost sales. In Chapter 6 we discuss the relevant literature for models that assume a combination of lost sales and backorders [4, 21, 20, 46, 69, 156, 170, 178, 220, 221].

A system with ample production capacity has (infinitely many) parallel servers. Unless a deterministic lead time is assumed, replenishment orders may cross in time. That is, an order placed at a later moment in time than another order, might arrive earlier. For such a system, the optimality of a simple base stock policy for the replenishment orders, cannot be guaranteed, see Erhardt [67]. Bulut and Fadıloğlu [43] study the optimal order policy for a model similar to ours, for a finite number of parallel production channels, making the assumption that previously placed production orders cannot be canceled. They prove that the optimal production policy is a state-dependent base stock policy, which depends on the number of production channels in use. The number of production channels that should be used, is non-increasing in the on-hand inventory level. Furthermore, the optimal rationing policy is proven, which is a state-dependent threshold type policy.

When dropping the assumption that placed orders cannot be canceled, a so-called bang-bang policy, which is characterized by a single threshold, becomes optimal: use all available production channels, until the on-hand inventory level reaches a given threshold, and from then on all channels are idled. Namely, by using all channels, the expected duration until the first replenishment is minimized. In the limit, when the number of production servers tends to infinity, this would mean that this duration tends to zero. For the model with finitely many servers, a critical level policy is optimal for the stock allocation.

Assuming a base stock policy in a continuous review setting with lost sales, we prove in this chapter that a critical level policy is optimal (cf. [143, 190]). For optimization of the critical levels and the base stock level in this setting, Kranenburg and Van Houtum [119] provide three heuristics. These assume a given base stock level, but for optimization purposes this base stock level can be enumerated in a separate loop, using bounds for this level derived by Dekker et al. [61]. Van Jaarsveld and Dekker [190] prove that two of the algorithms in [119] always provide the optimal critical levels and terminate in finitely many steps.

The on-hand inventory level evolves over time in the same way as the number of idle
servers in an Erlang loss queueing model. This is a queueing model with multiple servers and no waiting room. The parts on-stock resemble the idle servers, the demands resemble the customer arrivals, and the replenishments resemble the service completions. Such a queueing model with multiple customers types was first studied by Miller [143] in 1969. He proves that the optimal policy for admitting customers (satisfying demands) is characterized by critical levels, and that customers from the highest priority class are always admitted. In [190] it is proven that these results remain valid when the replenishment assumptions are relaxed.

In this chapter, we consider a continuous review model, with lost sales, where we assume ample production capacity, with circulating stock (base stock policy). As our model is motivated by a spare parts inventory problem with repairable parts, see Chapter 1, we use the terminology of such a problem (see Remark 1.2.1). This justifies the base stock assumption. Moreover, the lost sales are interpreted as emergency procedures, and the productions/replenishments are repairs of broken parts. We prove that the optimal rationing policy is a critical level policy. This result is already known in the literature, however, we use a different technique, namely that of Event Based Dynamic Programming (cf. Koole $[115,116]$ ), to prove it. We present this model as an introduction to the work in this part of this thesis, and to introduce the mentioned technique to the extent that it is used in this thesis.

This chapter is organized as follows. Firstly, we introduce the basic stock rationing model and its notation in Section 2.2. Then, in Section 2.3, we give a general outline along which the structural results derived in this thesis are proven. Returning to the stock rationing problem, we describe its dynamic programming formulation in Section 2.4. The structural results are derived in Section 2.5, which also contains an example. All proofs are given in Appendix 2.A.

### 2.2 Model description and notation

We consider a single stockpoint, keeping repairable spare parts of a single type on stock for technically advanced machines. Initially, there are $S \in \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ parts on stock. By $x$ we denote the on-hand stock, $x \in \mathcal{S}=\{0,1, \ldots, S\}$, where $\mathcal{S}$ is the state space. A demand can be (i) satisfied directly from stock, if $x>0$, or (ii) be satisfied via an emergency procedure. When the demand is fulfilled from stock, the ready-for-use spare part is installed in the machine. The failed part is brought back to the stockpoint, where it is repaired and added back to stock again. In this way, the down time of the machine is reduced to a minimum. In case the demand is not directly satisfied from stock (which might be the case even if there is on-hand stock), the demand must be satisfied via an expensive emergency repair procedure. Then, the failed part is repaired in a fast repair procedure, e.g. on-site, after which the machine is working properly again.

Holding costs $\tilde{h}(x)$ are incurred per time unit, $\tilde{h}(\cdot)$ being a convex non-decreasing function. There are $J$ demands classes, $j=1, \ldots, J$, where a demand from a customer belonging to demand class $j$ is referred to as a class $j$ demand. Each customer demands a single part. The demands from class $j$ follow a Poisson process with rate $\lambda_{j}>0$. The repair times are exponentially distributed with mean $1 / \mu(\mu>0)$, and there is ample repair capacity. That is, the repair rate is linear in the number of outstanding orders. Furthermore, we assume all processes to be mutually independent.

When a demand arises, it is either directly satisfied from stock (possible if $x>0$ ), or rejected. In the latter case, the demand has to be fulfilled by an emergency procedure, at penalty costs $c_{j}$ for a class $j$ demand. We assume (w.l.o.g.)

$$
\begin{equation*}
c_{1} \geq c_{2} \geq \ldots \geq c_{J}>0 \tag{2.2.1}
\end{equation*}
$$

So, it is most expensive to reject a class 1 demand. Hence, we say that these customers have the highest priority, where class $J$ customers belong to the lowest priority class. Because of the cost structure, it might be beneficial to hold parts back from lower priority customers, in order to be able to satisfy future higher priority demands, as those are more expensive to reject.

In the sequel we derive the optimal policy structure for this problem, that is, the policy that minimizes the average long run inventory holding and penalty costs per time unit. For this, we use Event Based Dynamic Programming, which we introduce in the next section.

### 2.3 General outline for proving structural results

In this section we present the general outline along which the optimal policy structures presented in this thesis are derived.

### 2.3.1 Dynamic programming

When facing a decision, we should take into account the direct costs for that decision, as well as the future expected costs this decision brings along. For the expected costs from a state $x$ (in general being a vector), we introduce the value function (see Puterman [155]) $V_{n}: \mathcal{S} \mapsto \mathbb{R}^{+} . V_{n}(x)$ is the minimum expected total costs when there are $n$ events (typically, demands or repairs) left starting in state $x \in \mathcal{S}$. This $V_{n}$ can be recursively expressed for $n>0$, starting from $V_{0}$.

The key in deriving structural properties of an optimal policy, is the characterization of structural properties, such as convexity and supermodularity, of the value function. For this, we write the value function in so-called event operators. We show that the operators of which $V_{n}$ is composed, all preserve the structural properties. Then, when $V_{0}$ satisfies them, it follows directly by induction that the properties hold for $V_{n}$ for all $n \geq 0$. A framework for this was introduced by Koole [115] (see also Koole [116]) as Event Based Dynamic Programming. The main advantage of this approach is that one can prove the propagation of properties for each of the event operators separately. This reduces the complexity of the problem. Also, changes or extensions to the model can easily be made by replacing or adding operators.

As the interarrival times of demands as well as the repair lead times are independent exponentially distributed random variables, we can apply uniformization (cf. Lippman [131]) to convert the semi-Markov decision problem into an equivalent Markov decision problem (MDP). For that, we add fictitious transitions of states to itself, hence ensuring that the total rate out of a state is equal for all states, the so-called uniformization rate. Then, we consider the embedded discrete-time Markov process by looking at the system only at transitions instants, which occur according to a Poisson process, with as rate the uniformization rate.

The existence of a stationary average costs optimal policy is guaranteed by Puterman [155, Theorem 8.4.5a]: as the state space and action space for every state are finite, the costs are bounded and the model is unichain and aperiodic, there exists a stationary average costs optimal policy. A model is said to be unichain if the transition matrix of every (deterministic) stationary policy is unichain, that is, if it consists of a single recurrent class plus a possibly empty set of transient states. Typically, the considered models are unichain and aperiodic, as the state with fully replenished stocks is accessible from every state in the state space, for every stationary policy, and this state has a positive transition probability to itself. From the structural properties of $V_{n}$ the optimal policy follows.

In the next section we apply this framework to the stock rationing problem. First we give the structural properties that are used in the sequel of this thesis, and show the general concept along which we prove optimal policy structures.

### 2.3.2 Structural properties

Let $e_{i}$ denotes the unit vector of appropriate length, consisting of all zeros except for a 1 at position $i$. Consider the following properties of a function $f$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in $\mathcal{S}$ :

$$
\begin{align*}
\operatorname{Decr}(i): & f(x) \geq f\left(x+e_{i}\right), \\
\operatorname{Incr}(i): & f\left(x+e_{i}\right) \geq f(x), \\
\operatorname{BFOD}(i, c): & f\left(x+e_{i}\right)+c \geq f(x), \\
\operatorname{BFODD}(i, j, c): & f\left(x+e_{i}\right)+c \geq f\left(x+e_{j}\right),  \tag{2.3.1}\\
\operatorname{Conv}(i): & f(x)+f\left(x+2 e_{i}\right) \geq 2 f\left(x+2 e_{i}\right), \\
\operatorname{Supermod}(i, j): & f(x)+f\left(x+e_{i}+e_{j}\right) \geq f\left(x+e_{i}\right)+f\left(x+e_{j}\right), \\
\operatorname{SuperC}(i, j): & f\left(x+2 e_{i}\right)+f\left(x+e_{j}\right) \geq f\left(x+e_{i}\right)+f\left(x+e_{i}+e_{j}\right) .
\end{align*}
$$

$\operatorname{Decr}(i)$ stands for (non-strict) decreasingness of $f$ in $x_{i}$, $\operatorname{Incr}(i)$ analogously for (nonstrict) increasingness. $\operatorname{BFOD}(i, c)$ is the abbreviation of bounded first order difference and states that the first order difference of $f$ in component $i$ is bounded below by a constant $-c$. Similarly, BFODD is the bounded first order diagonal difference. Conv(i) stands for convexity of $f$ in $x_{i}$, that is the difference $f(x)-f\left(x+e_{i}\right)$ is decreasing in $x_{i}$. Supermod is supermodularity, the definition of which is symmetric in $i$ and $j$. SuperC( $i, j$ ) stands for superconvexity, adopting the terminology of [116]. It is a straightforward result that the combination of Supermod and SuperC( $i, j$ ) implies Conv $(i)$, which follows by adding the respective inequalities and canceling identical terms.

Decr stands for the combination of all Decr(i)'s,

$$
\operatorname{Decr}=\bigcap_{i=1}^{m} \operatorname{Decr}(i),
$$

where $m$ is the dimensionality of the state space. Similarly,

$$
\operatorname{Conv}=\bigcap_{i=1}^{m} \operatorname{Conv}(i), \quad \operatorname{SuperC}=\bigcap_{\substack{1 \leq i, j \leq m \\ i \neq j}} \operatorname{SuperC}(i, j) .
$$

These definitions are in accordance with the ones in [116].
Multimodularity (MM) (introduced by Hajek [98]) is, for the case of a two-dimensional domain, equal to the combination of Supermod and SuperC:

$$
\begin{equation*}
\text { MM }=\text { Supermod } \cap \text { SuperC. } \tag{2.3.2}
\end{equation*}
$$

We use the following notation, cf. [116], for propagation results by an operator: for an operator $X$ we denote by $X: P_{1}, \ldots, P_{N} \rightarrow P_{1}$ that when a function $f$ satisfies properties $P_{1}, \ldots, P_{N}$, then $X f$ satisfies property $P_{1}$. Note that the results for the propagation of structural properties by operators contribute to the literature as they can be used in other models as well. Libraries of propagation results are given in [116] and [51].

From the structural properties of $V_{n}$, the structure of the optimal policy for this $n$, say $f_{n}$, can be characterized. Typically, such a policy is a threshold type policy, that is, it can be described by one or more so-called switching curves that partition the state space into subsets where a given action is optimal. As this structure holds for all $n$, by letting $n$ tend to infinity, the structure of the optimal long-run average costs policy follows.

### 2.4 Dynamic programming formulation

In this section we give the dynamic programming formulation of the stock rationing problem. We present the value function, which consists a.o. of operators for the demands and for the repairs. Then, we indicate which structural properties we use. We prove that the operators the value function consists of, preserve these and that hence the value function satisfies them. From this, we derive the structure of the optimal stock rationing policy, which is a critical level policy.

Recall that $x$ is the on-hand inventory level. Upon a class $j$ demand, a decision has to be taken whether to fulfill it from stock (action 1), or reject it (action 0 ). The action taken for a class $j$ demand when in state $x$, is denoted by $a_{j}(x) \in\{0,1\}$, and an optimal action is denoted by $a_{j}^{*}(x)$. The action space is $\mathcal{A}_{j}(x)=\{0,1\}$ if $x>0$ and $\mathcal{A}_{j}(0)=\{0\}$ (as backorders are not allowed). Note that the model is unichain (as the state $S$ is accessible from every state $x \in \mathcal{S}$ for every stationary policy) and aperiodic (since the transition probability from state $S$ to itself is positive).

The value function $V_{n}$ is given by:

$$
\begin{equation*}
V_{n+1}(x)=C U\left(\mu G V_{n}(x), \sum_{j=1}^{J} \lambda_{j} H_{j} V_{n}(x)\right), \text { for } x \in \mathcal{S}, n \geq 0 \tag{2.4.1}
\end{equation*}
$$

starting with $V_{0} \equiv 0$. All operators ( $C$ for the costs, $U$ for the uniformization, $G$ for the repairs, $H_{j}$ for class $j$ demands) are defined below. Decisions are only made in the way of fulfilling demands (in the operator $H_{j}$ ). The decision is taken each time a demand occurs, and it is based on the inventory level. For the repairs, no decisions are taken. Let $v=S \mu+\sum_{j=1}^{J} \lambda_{j}$ be the so-called uniformization rate.

The cost operator $C$ is defined by

$$
C f(x)=h(x)+f(x)
$$

where $h(x)=\tilde{h}(x) / v$ are the holding costs per time unit $1 / v$.

The uniformization operator $U$ is, for this model, defined by:

$$
\begin{equation*}
U\left(f_{1}, f_{2}\right)=\frac{1}{v}\left(f_{1}+f_{2}\right) . \tag{2.4.2}
\end{equation*}
$$

The event operator $G$ models (potential) repair completions and is defined by

$$
G f(x)= \begin{cases}(S-x) f(x+1)+x f(x), & \text { if } x<S ; \\ x f(x), & \text { if } x=S\end{cases}
$$

When the on-hand inventory level is $x$, there are $S-x$ parts in repair. Hence, with rate ( $S-x$ ) $\mu$ the stock level $x$ is increased by one. To assure that the rate at which $\mu G$ occurs is always equal to $S \mu$, we apply uniformization. That is, we add fictitious transitions, to let the rates sum to $S \mu$, by adding the term $x f(x)$.

The event operator $H_{j}$ models the class $j$ demands, and is defined by

$$
H_{j} f(x)= \begin{cases}\min \left\{f(x-1), c_{j}+f(x)\right\}, & \text { if } x>0  \tag{2.4.3}\\ c_{j}+f(x), & \text { if } x=0\end{cases}
$$

If a demand occurs, it has to be decided whether to fulfill it or to reject it. $H_{j}$ takes the costs-minimizing action, where the costs consist of the direct costs for an action and the expected remaining costs from the state the system is in after taking that action. Either, the demand is satisfied from stock (at no extra costs, decreasing the on-hand stock level by one), or the demand has to be fulfilled by an emergency procedure (at costs $c_{j}$, leaving $x$ unchanged). When there is no stock on-hand ( $x=0$ ), the only option is to reject the demand.

### 2.5 Structural results

In this section we prove our main result: the structure of the optimal policy. For this we first prove that the value function $V_{n}$ satisfies two structural properties, by proving that the operators $C, G$, and $H_{j}, j=1, \ldots, J$, preserve them. It then follows that $V_{n}$, for all $n \geq 0$, satisfies them. From this we derive the structure of the optimal stock rationing policy, which is a critical level policy.

### 2.5.1 Properties of operators and value function

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in $\mathcal{S}$ :

$$
\begin{align*}
\operatorname{BFOD}\left(c_{1}\right): & f(x+1)+c_{1} \geq f(x),  \tag{2.5.1}\\
\text { Conv : } & f(x)+f(x+2) \geq 2 f(x+1), \tag{2.5.2}
\end{align*}
$$

The next lemma shows that the operators $C, G$, and $H_{j}$ preserve these properties.
Lemma 2.5.1. a) $C U\left(G, \sum_{j=1}^{J} \lambda_{j} H_{j}\right): B F O D\left(c_{1}\right) \rightarrow B F O D\left(c_{1}\right)$,
b) $G: \operatorname{Conv} \rightarrow$ Conv.
c) $H_{j}:$ Conv $\rightarrow$ Conv, for $j=1, \ldots, J$.

The proofs of this lemma and all forthcoming theorems, are given in Appendix 2.A. As $C$ and $U$ take linear combinations, both trivially preserve Conv (noting that the holding costs function $h(\cdot)$ is Conv as well). By induction on $n$, and using the results of Lemma 2.5.1, the next theorem immediately follows.

Theorem 2.5.2. $V_{n}$ satisfies (2.5.1) and (2.5.2) for all $n \geq 0$.
These properties of $V_{n}$ are the key in classifying the structure of the optimal policy.

### 2.5.2 Structure of optimal policy

We now characterize the structure of the optimal stock rationing policy.
Theorem 2.5.3. There exist $R_{1}, R_{2}, \ldots, R_{J}$, such that for all $j=1, \ldots, J$ and for all $x$ :

$$
a_{j}^{*}(x)= \begin{cases}1 & \text { if } x>R_{j} \\ 0 & \text { otherwise }\end{cases}
$$

Furthermore,

$$
\begin{equation*}
0=R_{1} \leq R_{2} \leq \ldots \leq R_{J} \tag{2.5.3}
\end{equation*}
$$

The described optimal policy is a critical level policy, where the $R_{j}$ 's are the critical levels. A class $j$ demand is only satisfied, if the on-hand stock level is above its critical level. The existence of the critical levels is a consequence of the fact that the value function is Conv, the ordering follows from the ordering in the penalty costs (cf. (2.2.1)), and $R_{1}=0$ follows from $\operatorname{BFOD}\left(c_{1}\right)$.

The intuition behind this theorem is as follows. If the on-hand stock level is high, all customer classes are served. When the on-hand stock becomes low, parts are held back from lower priority classes, because the expected costs for not being able to satisfy a coming high priority demand, are higher then the relatively low costs for rejecting this low priority demand. The lower the on-hand stock becomes, the more classes are rejected. Furthermore, as there is no incentive to hold back stock from the highest priority class, clearly $R_{1}=0$, as otherwise there are part(s) kept on stock which are never handed out.

## 2.A Appendix: Proofs

## 2.A. 1 Proof of Lemma 2.5.1

Proof. a) Assume that $f$ is $\operatorname{BFOD}\left(c_{1}\right)$, cf. (2.5.1), then for all $j=1, \ldots, J$ and for all $x>0$ :

$$
\begin{align*}
H_{j} f(x+1)+c_{1} & =\min \left\{f(x)+c_{1}, f(x+1)+c_{j}+c_{1}\right\}  \tag{2.A.1}\\
& \geq \min \left\{f(x-1), f(x)+c_{j}\right\}=H_{j} f(x)
\end{align*}
$$

since $f$ is $\operatorname{BFOD}\left(c_{1}\right)$, applied twice. For $x=0$ :

$$
\begin{equation*}
H_{j} f(1)+c_{1}=\min \left\{f(0)+c_{1}, f(1)+c_{j}+c_{1}\right\} \geq f(0)+c_{j}=H_{j} f(0) \tag{2.A.2}
\end{equation*}
$$

by the fact that $c_{1} \geq c_{j}$ for all $j$ (cf. (2.2.1)), and by applying that $f$ is $\operatorname{BFOD}\left(c_{1}\right)$. Also, for $x+1<S$ :

$$
\begin{align*}
& G f(x+1)+S c_{1}=(S-x-1) f(x+2)+(x+1) f(x+1)+S c_{1} \\
& =(S-x-1)\left(f(x+2)+c_{1}\right)+x\left(f(x+1)+c_{1}\right)+f(x+1)+c_{1} \\
& \geq(S-x-1) f(x+1)+x f(x)+f(x+1)+c_{1}  \tag{2.A.3}\\
& =(S-x) f(x+1)+x f(x)+c_{1} \\
& \geq(S-x) f(x+1)+x f(x)=G f(x),
\end{align*}
$$

since $f$ is $\operatorname{BFOD}\left(c_{1}\right)$, and for $x+1=S$ analogously:

$$
\begin{align*}
& G f(S)+S c_{1} \\
& =S f(S)+S c_{1} \\
& =(S-1)\left(f(S)+c_{1}\right)+f(S)+c_{1}  \tag{2.A.4}\\
& \geq(S-1) f(S-1)+f(S)+c_{1} \\
& \geq f(S)+(S-1) f(S-1)=G f(S-1) .
\end{align*}
$$

Combining these results yields

$$
\begin{aligned}
& C U\left(\mu G f(x+1), \sum_{i=1}^{J} \lambda_{j} H_{j} f(x+1)\right)+c_{1} \\
& =h(x+1)+\frac{1}{S \mu+\sum_{i=1}^{J} \lambda_{j}}\left(\mu G f(x+1)+\sum_{i=1}^{J} \lambda_{j} H_{j} f(x+1)\right)+c_{1} \\
& =h(x+1)+\frac{1}{S \mu+\sum_{i=1}^{J} \lambda_{j}}\left(\mu\left(G f(x+1)+S c_{1}\right)+\sum_{i=1}^{J} \lambda_{j}\left(H_{j} f(x+1)+c_{1}\right)\right) \\
& \geq h(x)+\frac{1}{S \mu+\sum_{i=1}^{J} \lambda_{j}}\left(\mu G f(x)+\sum_{i=1}^{J} \lambda_{j} H_{j} f(x)\right) \\
& =C U\left(\mu G f(x), \sum_{i=1}^{J} \lambda_{j} H_{j} f(x)\right),
\end{aligned}
$$

where in the inequality we use (2.A.1) (or (2.A.2) when $x=0$ ), (2.A.3) (or (2.A.4) when $x+1=S$ ), and that $h(\cdot)$ is non-decreasing.
b) Assume that $f$ is Conv, cf. (2.5.2), then for all $x+2<S$ :

$$
\begin{aligned}
& G f(x)+G f(x+2) \\
& =(S-x) f(x+1)+x f(x)+(S-x-2) f(x+3)+(x+2) f(x+2) \\
& =(S-x-2)(f(x+1)+f(x+3))+2 f(x+1) \\
& \quad+x(f(x)+f(x+2))+2 f(x+2) \\
& \geq 2(S-x-2) f(x+2)+2 f(x+1) \\
& \quad \quad+2 x f(x+1)+2 f(x+2) \\
& =2(S-x-1) f(x+2)+2(x+1) f(x+1) \\
& =2 G f(x+1),
\end{aligned}
$$

since $f$ is Conv, and analogously, for $x+2=S$ :

$$
\begin{aligned}
& G f(S-2)+G f(S) \\
& =2 f(S-1)+(S-2) f(S-2)+S f(S) \\
& =2 f(S-1)+(S-2)(f(S-2)+f(S))+2 f(S) \\
& \geq 2 f(S-1)+2(S-2) f(S-1)+2 f(S) \\
& =2 f(S)+2(S-1) f(S-1) \\
& =2 G f(S-1)
\end{aligned}
$$

c) Assume that $f$ is Conv, cf. (2.5.2), then for all $j=1, \ldots, J$ and for all $x>0$ :

$$
\begin{align*}
& H_{j} f(x)+H_{j} f(x+2) \\
& =\min \left\{\begin{array}{l}
f(x-1)+f(x+1) \\
f(x-1)+f(x+2)+c_{j} \\
f(x)+c_{j}+f(x+1) \\
f(x)+c_{j}+f(x+2)+c_{j}
\end{array}\right. \tag{*}
\end{align*}
$$

Now note that, since $f$ is Conv:

$$
\begin{aligned}
& f(x-1)+f(x+1) \geq 2 f(x), \\
& f(x-1)+f(x+2)+c_{j} \geq f(x-1)+2 f(x+1)-f(x)+c_{j} \\
& \geq f(x)+f(x+1)+c_{j} \\
& f(x)+c_{j}+f(x+2)+c_{j} \geq 2\left(f(x+1)+c_{j}\right)
\end{aligned}
$$

Then, continuing from $(*)$ :

$$
\begin{aligned}
& (*) \geq \min \left\{\begin{array}{l}
2 f(x) \\
f(x)+f(x+1)+c_{j} \\
f(x)+c_{j}+f(x+1) \\
2\left(f(x+1)+c_{j}\right)
\end{array}\right. \\
& \geq 2 \min \left\{f(x), f(x+1)+c_{j}\right\}=2 H_{j} f(x+1)
\end{aligned}
$$

For $x=0$ analogously:

$$
\begin{aligned}
& H_{j} f(0)+H_{j} f(2) \\
& =\min \left\{f(0)+c_{j}+f(1), f(0)+c_{j}+f(2)+c_{j} \geq 2\left(f(1)+c_{j}\right)\right\} \\
& \geq 2 \min \left\{f(0), f(1)+c_{j}\right\}=2 H_{j} f(1) .
\end{aligned}
$$

## 2.A. 2 Proof of Theorem 2.5.3

Proof. Consider a class $j$ demand. For $x \in \mathcal{S}, u \in\{0,1\}$, and $n \geq 0$, define

$$
w^{(n)}(u, x):= \begin{cases}V_{n}(x-1) & \text { if } u=1  \tag{2.A.5}\\ V_{n}(x)+c_{j} & \text { if } u=0\end{cases}
$$

defining $V_{n}(-1):=\infty$. Hence $H_{j} V_{n}(x)=\min _{u \in\{0,1\}} w^{(n)}(u, x)$. Define, for $u \in\{0,1\}$, $n \geq 0$, and $x \in\{0,1, \ldots S-1\}$ :

$$
\Delta w_{x}^{(n)}(u, x):=w^{(n)}(u, x+1)-w^{(n)}(u, x) .
$$

Then for each $n \geq 0$ :

$$
\begin{aligned}
& \Delta w_{x}^{(n)}(1, x)-\Delta w_{x}^{(n)}(0, x) \\
& =w^{(n)}(1, x+1)-w^{(n)}(1, x)-w^{(n)}(0, x+1)+w^{(n)}(0, x) \\
& =V_{n}(x)-V_{n}(x-1)-\left(V_{n}(x+1)+c_{j}\right)+V_{n}(x)+c_{j} \\
& =2 V_{n}(x)-V_{n}(x-1)-V_{n}(x+1) \leq 0,
\end{aligned}
$$

as, by Theorem 2.5.2, $V_{n}$ is Conv. So, $\Delta w_{x}^{(n)}(u, x)$ is decreasing in $u$ :

$$
\Delta w_{x}^{(n)}(1, x) \leq \Delta w_{x}^{(n)}(0, x)
$$

This implies that, for every $n \geq 0$, there exists a threshold for the inventory level $x$, say $R_{j, n}$, from which on it is optimal to satisfy a demand from stock. As this holds for all $j=1, \ldots, J$, if $f_{n+1}$ is the minimizing policy in (2.4.1), then $f_{n+1}$ is a critical level policy. Note that the transition probability matrix of every stationary policy is unichain (since every state can access $S$, i.e. there exists a path with positive probability from every state to state $S$ ) and aperiodic (since the transition probability from state $S$ to itself is positive). Then, by Puterman [155, Theorem 8.5.4], the long run average costs under the stationary policy $f_{n+1}$ converges to the minimal long run average costs as $n$ tends to infinity. Since there are only finitely many stationary critical level policies, this implies that there exists an optimal stationary policy that is a critical level policy, with critical levels, say $R_{j}$.

By the ordering of the $c_{j}$ 's, cf. (2.2.1), it follows that when $f(x) \leq f(x+1)+c_{j}$ also $f(x) \leq f(x+1)+c_{j+1}$, for all $j=1, \ldots, J-1$. Hence, $R_{j+1} \geq R_{j}$. From $\operatorname{BFOD}\left(c_{1}\right)$, applied for $x=0$, if follows that it is optimal to satisfy a class 1 demand in state $x=1$. So, the critical level for a class 1 demand is zero: $R_{1}=0$.

## 3

## Multi-LOcATION INVENTORY MODELS WITH A QUICK RESPONSE WAREHOUSE

We study a multi-location inventory problem with a so-called quick response warehouse. In case of a stock-out at a local warehouse, a demand can be satisfied by a stock transfer from the quick response warehouse. We derive the long-run average costs optimal policy for when to apply such a stock transfer, as well as conditions under which that is always optimal. In a numerical study we compare the performance of the optimal policy to that of simpler policies. Furthermore, we study model variations.

### 3.1 Introduction

In this chapter we study a multi-location inventory model, with the special feature of a so-called Quick Response (QR) warehouse. When a local warehouse is out-of-stock, a demand can be satisfied by a stock transfer from this QR warehouse. This QR warehouse is situated at close distance to the local warehouses. Hence, by a stock transfer the demand is satisfied much faster compared to an emergency shipment from a central warehouse (or from outside the network).

A relevant application of this is found in spare parts inventory networks, where ready-for-use parts are kept on stock for critical components of advanced technical systems. Examples of these include the key manufacturing machines in a production line, trucks for a transportation company, and expensive medical equipment in a hospital. Upon breakdown of such a system, it demands a spare part. During this time, the system is down at very high costs because of loss of production/revenue. So, in order to reduce down time, it is important that demand is quickly satisfied, and a quick response warehouse is a good option for doing so. Axsäter et al. [14] and Howard et al. [105] describe the setting at Volvo Parts Corporation, a global spare parts service provider, which makes use of QR warehouses (referred to as 'support warehouses'). Rijk [161] studies the stock control of Océ, a company in printing and document management. They use quick response stocks for storing parts that need to be within a short time range of the customers, but for which it is not possible or efficient to store these in the car stocks of the maintenance engineers.

Another application of the model with a QR warehouse is the combination of physical stores and an on-line shop, e.g. for books or fashion. Next to the physical stores, the on-
line shop keeps items in inventory as well, located centrally. The demands of customers visiting the physical stores are satisfied immediately when there is stock on-hand, but their demands can be routed to the inventory of the on-line shop in case of a stock-out at the store. Hence, this on-line shop, which also has its own demand stream, acts as a QR warehouse.

Although a relevant problem, to the best of our knowledge, no results are known about the optimal use of a QR warehouse. For that, we study the policy for when the QR warehouse should accept and when it should reject a demand originating at a local warehouse. All warehouses are assumed to follow a base stock policy, with given base stock levels. We formulate the problem as a Markov decision problem (MDP) and use eventbased dynamic programming (cf. [116]) to derive the optimal policy structure of the QR warehouse, minimizing the long-run average costs. Also, we derive simple, sufficient conditions under which it is always optimal to accept a demand at the QR warehouse. The analysis builds on the assumption of exponentially distributed replenishment lead times. This implies that the decisions at the QR warehouse are based on the net stock levels at all warehouses, as pipeline information can be ignored. It is known that then performance of the optimal policy can be expected to be nearly insensitive to the distribution of the replenishment times, as shown in a.o. [2, 69, 120] for similar models.

In inventory models, shipments of stock between warehouses of the same echelon are referred to as lateral transshipments (LTs), see [153] for an overview. Typically, either the optimal policy is derived for a two-location model [6, 218], or for a multi-location setting with symmetric parameters for all warehouses [162]. Results for two-location models cannot be extended by the techniques used to results for general multi-location models. We, however, do so by considering a model in which only lateral transshipments from the QR warehouse to the local warehouses are allowed.

Basically, our model is a combination of a so-called overflow model and a stock rationing model. In overflow models, unsatisfied demands are routed to another source. These models typically arise in telecommunication models, e.g. in call centers (see [87] for an overview). However, in these models, no costs are incorporated for the routing or blocking of demands, whereas we show these costs to play an important role in the optimal policy when incorporated. In stock rationing models (see [180] and the references therein), multiple demand classes are served from a single stock point. If the arrival processes are Poisson, the optimal policy for satisfying demands is a so-called critical level policy (see e.g. [183, 94, 60]), which prescribes a (net) stock level (the critical level) for each demand class from which on their demands are satisfied. However, the overflow demand streams in our model are not Poisson processes and, as a consequence, such a critical level policy fails to be optimal. In fact, an overflow demand stream is a special case of a Markov modulated Poisson process (MMPP, cf. [80]). The optimal policy depends on the states of each of these processes, i.e. on the stock levels at all local warehouses.

The outline of this chapter is as follows. We start by describing the model and introducing the notation in Section 3.2. We formulate the problem as an MDP and introduce the value function. In Section 3.3 we show that the value function satisfies certain structural results. From this the optimal policy at the QR warehouse is derived, as well as the simplifying conditions. Section 3.4 shows numerical results on how much cost savings are achieved by executing the optimal policy. Two model variations are discussed in Section 3.5, and we end by a discussion on further research in Section 3.6. All proofs are
given in Appendix 3.A. This chapter is based on [194].

### 3.2 Model and notation

### 3.2.1 Problem description

We consider the following multi-location inventory model. We have $J$ local warehouses, $j=1, \ldots, J$, and a quick response (QR) warehouse with index $j=0$, keeping on stock a single stock-keeping-unit. Warehouse $j$ follows a base stock policy with base stock level $S_{j}, j=0,1, \ldots, J$, where $S_{0} \geq 1$ to avoid trivialities ( $S_{0}=0$ would be equivalent to a situation without a QR warehouse). All warehouses $j=0,1, \ldots, J$ are replenished from a central warehouse with infinite stock (or equivalently, from an external supplier outside the network), these being one-for-one and having i.i.d. exponentially distributed lead times with mean $1 / \mu_{j}$ for warehouse $j$. The replenishments can also be interpreted as productions to stock, or repair procedures of repairables. Warehouse $j$ faces a demand stream that is Poisson with rate $\lambda_{j}, j=0,1, \ldots, J$. We assume the interarrival and replenishment times to be all mutually independent. Holding costs are incurred for on-hand inventory: $h_{j}\left(x_{j}\right)$ are the costs for keeping $x_{j}$ parts in stock at location $j$ during one time unit. The function $h_{0}(\cdot)$ is assumed to be convex (it appears that this is the only property needed for the structural results derived below).

When local warehouse $j$ is out-of-stock, the demand can be fulfilled by a stock transfer from the QR warehouse, at costs $P_{j}^{Q R}$. This is referred to as an overflow demand of warehouse $j$. In this case a part from the QR warehouse is directly assigned to this demand, and shipped to local warehouse $j$. Hence, the demand and part are instantaneously coupled. We assume this procedure to be much faster than waiting for a regular replenishment. When the demand is not fulfilled from the QR warehouse, it has to be fulfilled by a costly emergency procedure, at penalty costs $P_{j}^{E P}$, e.g. by a shipment from the central warehouse or an external supplier (equivalently, this can be interpreted as a lost sale). Demands that occur at the QR warehouse itself, are either satisfied directly, or fulfilled by an emergency procedure at penalty costs $P_{0}^{E P}$. To avoid trivialities, we assume that $0 \leq P_{j}^{Q R} \leq P_{j}^{E P}$ for all $j$, and define $\Delta P_{j}=P_{j}^{E P}-P_{j}^{Q R}$. For ease of notation, we define $P_{0}^{Q R}=0$ and hence $\Delta P_{0}=P_{0}^{E P}$. This inventory model is graphically presented in Figure 3.1. The question is when the QR warehouse should satisfy an (overflow) demand, and when it is better to reject it, based on the stock levels at all warehouses.

The motivation for this setting is an inventory system which provides spare parts for advanced technical systems. These systems are typically used in the primary processes of their users. Hence, any down time of these systems is extremely costly, so ready-for-use spare parts are kept in stock for the critical component of these systems. Upon failure of a system, the defective part is replaced by a ready-for-use part from inventory, from the warehouse the technical system is assigned to. We assume the penalty costs $P_{j}^{Q R}$ and $P_{j}^{E P}$ to include the down time costs (e.g. because of loss of production) of a machine during the time required for the quick response and emergency procedure, respectively. Note, however, that the model may also apply to other multi-location (or multi-product) inventory systems; see also [153].


Figure 3.1: Multi-location inventory model with a Quick Response warehouse.

### 3.2.2 Dynamic programming formulation

We formulate the problem as a Markov decision problem (MDP, cf. [155]) and use eventbased dynamic programming (cf. [116]) to derive the optimal policy structure, minimizing the long-run average costs. The existence of such an optimal policy is guaranteed by [155, Theorem 8.4.5a].

Let $x_{j}$ be the stock level of location $j$, and let $x=\left(x_{0}, x_{1}, \ldots, x_{J}\right)$ be the vector consisting of all stock levels. So, $x$ is the state of the system, on the state space $\mathcal{S}$ consisting of all possible combinations of stock levels. Let $V_{n}: \mathcal{S} \mapsto \mathbb{R}$ be the value function, the minimum cost function when there are $n$ events (demands or replenishments) left. It is given by:

$$
\begin{equation*}
V_{n+1}(x)=\frac{1}{v}\left(\sum_{j=0}^{J} h_{j}\left(x_{j}\right)+\sum_{j=0}^{J} \mu_{j} G_{j} V_{n}(x)+\sum_{j=1}^{J} \lambda_{j} H_{j} V_{n}(x)+\lambda_{0} H_{Q R} V_{n}(x)\right) \tag{3.2.1}
\end{equation*}
$$

for $x \in \mathcal{S}, n \geq 0$, starting with $V_{0} \equiv 0$, where $v=\sum_{j=0}^{J} S_{j} \mu_{j}+\sum_{j=0}^{J} \lambda_{j}$ is the uniformization rate, and $G_{j}, H_{j}$, and $H_{Q R}$ as defined below.

The operator $H_{j}$ models the demands at local warehouse $j=1, \ldots, J$, and is defined by:

$$
H_{j} f(x)=\left\{\begin{array}{cl}
f\left(x-e_{j}\right) & \text { if } x_{j}>0 \\
\min \left\{P_{j}^{Q R}+f\left(x-e_{0}\right),\right. & \\
\left.P_{j}^{E P}+f(x)\right\} & \text { if } x_{j}=0, x_{0}>0 \\
P_{j}^{E P}+f(x) & \text { otherwise }
\end{array}\right.
$$

Here $e_{j}$ is the unit vector of length $J+1$ with a 1 at position $j(j=0,1, \ldots, J)$. When
$x_{j}>0$ a part is taken from stock. When $x_{j}=0$ (and $x_{0}>0$ ), $H_{j}$ selects the costsminimizing action of taking a part from the QR warehouse (at costs $P_{j}^{Q R}$ ), or applying an emergency procedure (at costs $P_{j}^{E P}$ ). If both the local and the QR warehouse are out-of-stock, the only option is an emergency procedure.

Similarly, $H_{Q R}$ models the demands at QR warehouse, and is defined by:

$$
H_{Q R} f(x)= \begin{cases}\min \left\{f\left(x-e_{0}\right), P_{0}^{E P}+f(x)\right\} & \text { if } x_{0}>0 \\ P_{0}^{E P}+f(x) & \text { if } x_{0}=0\end{cases}
$$

The operator $G_{j}$ models the (potential) replenishments at warehouse $j=0,1, \ldots, J$, and is defined by:

$$
G_{j} f(x)= \begin{cases}\left(S_{j}-x_{j}\right) f\left(x+e_{j}\right)+x_{j} f(x) & \text { if } x_{j}<S_{j} \\ S_{j} f(x) & \text { if } x_{j}=S_{j}\end{cases}
$$

The replenishment rate is linear in the number of outstanding orders, which is $S_{j}$ $x_{j}$. The terms $x_{j} f(x)$ represent fictitious transitions, hence assuring that the total rate at which $\mu_{j} G_{j}$ occurs is $\mu_{j} S_{j}$, for all $x$. In Section 3.5 .1 we consider state-dependent replenishment rates as a model variation.

### 3.3 Structural results

In this section we prove our main result: the structure of the optimal policy of the QR warehouse. For this, we first introduce the properties convexity and supermodularity. Each of the operators in the value function preserves these properties, hence the value function satisfies them. From this, the optimal policy structure is derived, as well as conditions under which it simplifies.

### 3.3.1 Structural properties

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in the state space $\mathcal{S}$ :

$$
\begin{aligned}
\operatorname{Conv}\left(x_{0}\right): & f(x)+f\left(x+2 e_{0}\right) \geq 2 f\left(x+e_{0}\right), \\
\operatorname{Supermod}\left(x_{0}, x_{k}\right): & f(x)+f\left(x+e_{0}+e_{k}\right) \geq f\left(x+e_{0}\right)+f\left(x+e_{k}\right), \text { for } k \neq 0 .
\end{aligned}
$$

Lemma 3.3.1. The operators (i) $H_{j}$, (ii) $H_{Q R}$, and (iii) $G_{j}$ preserve, for all $j=1, \ldots, J$, the properties $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$, for all $k=1, \ldots, J$.

Note that $V_{0} \equiv 0$ trivially is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for all $k=1, \ldots, J$. Hence, by induction and using the results of Lemma 3.3.1, the next result directly follows.

Theorem 3.3.2. For all $n \geq 0, V_{n}$ is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for all $k=1, \ldots, J$.
Note that $V_{0} \equiv 0$ trivially is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for all $k=1, \ldots, J$. Hence, by induction and using the results of Lemma 3.3.1, the next result directly follows.


Figure 3.2: Optimal policy structure when $J=2$ for demands at the local warehouses $j=1,2$ when $x_{j}=0$.

### 3.3.2 Structure of optimal policy

The following theorem describes the structure of the optimal policy at the QR warehouse, characterizing when to apply a stock transfer (accepting the demand), or not (rejecting the demand). For this, we denote by $x^{(0, j)}, j=1, \ldots, J$, the vector $x$ without the component $x_{0}$ and with $x_{j}=0$. That is, $x^{(0, j)}:=\left(x_{1}, \ldots, x_{j-1}, 0, x_{j+1}, \ldots, x_{J}\right)$. Further, $x^{(0,0)}:=\left(x_{1}, \ldots, x_{J}\right)$.

Theorem 3.3.3. The optimal policy at the $Q R$ warehouse is a state-dependent threshold policy. That is, for all $j=0,1, \ldots, J$ there exists a switching curve $T_{j}\left(x^{(0, j)}\right)$ that characterizes the optimal decision for a demand at the $Q R$ warehouse (i.e., $j=0$ ), or an overflow demand from local warehouse $j$ when $x_{j}=0($ for $j=1, \ldots, J)$ :

$$
\begin{aligned}
& \text { - if } x_{0}>T_{j}\left(x^{(0, j)}\right): \text { accept; } \\
& \text { - if } x_{0} \leq T_{j}\left(x^{(0, j)}\right): \text { reject. }
\end{aligned}
$$

$T_{j}\left(x^{(0, j)}\right)$ is decreasing in each component of $x^{(0, j)}$.
The proof makes use of the fact that the value function is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$. Figure 3.2 shows the optimal policy structure for demands at the local warehouses when $J=2$. It shows that a demand is more likely to be accepted when the QR stock level is high, and/or when the stock levels at the other local warehouses are high. This is in line with the fact that $T_{j}\left(x^{(0, j)}\right)$ is decreasing.

We have the following ordering in the optimal actions. Let $j_{1}, j_{2} \in\{1, \ldots, J\}$ with $\Delta P_{j_{1}} \geq \Delta P_{j_{2}}$, i.e. the cost difference $\Delta P_{j_{1}}$ at local warehouse $j_{1}$ is larger than or equal to the cost difference $\Delta P_{j_{2}}$ at local warehouse $j_{2}$. Then their optimal actions for applying a quick response are ordered accordingly. More precisely, denoting by $a_{j}^{*}(x)$ the optimal action at local warehouse $j$ in case of a demand, encoding $a_{j}^{*}(x)=1$ for a quick response (i.e. accepting the demand) and $a_{j}^{*}(x)=0$ for an emergency procedure (rejecting the demand), then the following holds.

Proposition 3.3.4. Let $j_{1}, j_{2} \in\{1, \ldots, J\}$ with $\Delta P_{j_{1}} \geq \Delta P_{j_{2}}$. Then $a_{j_{1}}^{*}(x) \geq a_{j_{2}}^{*}(x)$ for all $x$ with $x_{j_{1}}=x_{j_{2}}=0$.

When the base stock levels at all local warehouses equal zero, the overflow demand stream from each of the local warehouses is a Poisson process with rate $\lambda_{j}$. By Theorem 3.3.3 the switching curve $T_{j}$ is a function of $x^{(0, j)}$, however, there is only one such vector, namely the all zero vector. Hence, in this case, the switching curve $T_{j}$ reduces to a constant, say $C_{j} \in\left\{0,1, \ldots, S_{0}\right\}$, for all $j$. An (overflow) demand is satisfied when $x_{0}>C_{j}$, and is rejected otherwise. This state-independent threshold policy is known as a critical level policy [183], where the $C_{j}$ 's are called the critical levels. It is known to be optimal in this setting for Poisson demand streams, cf. [94]. So, we have proven this result as a special case of our model. Moreover, Proposition 3.3.4 shows that the critical levels are ordered based on the $\Delta P_{j}$, that is, if $\Delta P_{1} \geq \Delta P_{2} \geq \ldots \geq \Delta P_{J}$, then $C_{1} \geq C_{2} \geq \ldots \geq C_{J}$, as in [94]. This model, where inventory at a single warehouse is allocated to multiple customers classes with different costs factors $\Delta P_{1}$, is known as a stock rationing problem.

An overflow demand stream from local warehouse $j$ is a special case of a Markov modulated Poisson process (MMPP [80]): one with $S_{j}$ states, demand rate $\lambda_{j}$ at the QR warehouse when in state $x_{j}=0$, and zero otherwise, where the transition rates follow from the replenishment rate and (local) demand rate. Hence, Theorem 3.3.3 gives the optimal policy for a stock rationing problem with this form of MMPP demand streams, showing that a state-dependent threshold policy is optimal in this case.

### 3.3.3 Conditions

The following theorem provides conditions under which a simpler policy is always optimal. Only the holding cost of the last part at the QR warehouse turn out to be of importance, hence define $\Delta h_{0}=h_{0}(1)-h_{0}(0)$.

Theorem 3.3.5. It is optimal to always accept a demand from local warehouse $j$ at the $Q R$ warehouse (for $j=1, \ldots, J$, when $x_{0}>0$ and $x_{j}=0$ ), or a demand at the $Q R$ warehouse (for $j=0$, when $x_{0}>0$ ) if:

$$
\begin{equation*}
\sum_{k=0}^{J} \lambda_{k}\left(\Delta P_{k}-\Delta P_{j}\right)^{+} \leq \mu_{0} \Delta P_{j}+\Delta h_{0} \tag{3.3.1}
\end{equation*}
$$

where $(x)^{+}=\max \{x, 0\}$.
Recall that $\Delta P_{k}=P_{k}^{E P}-P_{k}^{Q R}, k=1, \ldots, J$, and $\Delta P_{0}=P_{0}^{E P}$. Furthermore, note that the larger $\mu_{0}$ (i.e., the shorter the replenishment lead time), the easier the condition is satisfied. This effect is obtained because a larger $\mu_{0}$ gives a lower risk of not being able to meet a more important demand in the near future. Basically, these conditions give a trade-off between the cost parameters. It is optimal to always satisfy any demand at the QR warehouse, if (3.3.1) holds for all $j=0,1, \ldots, J$.

### 3.4 Numerical results

In a numerical study we show how much is to be gained by executing the optimal policy, compared to two simpler policies. For two examples, we vary the arrival rates and cost
parameters, and compare the average costs per time unit of executing three possible policies: (i) the optimal policy, (ii) a naive policy always satisfying all demands, and (ii) a state-independent threshold policy with optimal thresholds, the so-called optimal critical level policy.

In a critical level policy, for each warehouse a critical level is prescribed, say $C_{j}$ for warehouse $j=0,1, \ldots, J$ where $C_{j} \in\left\{1, \ldots, S_{0}\right\}$. Only when the inventory level at the QR warehouse is above this level, an (overflow) demand from warehouse $j$ is satisfied. The critical level is a fixed constant which does not depend on the state of the system. By an exhaustive search we optimize the vector $\left(C_{0}, C_{1}, \ldots, C_{J}\right)$. Note that at least one critical level will equal zero, as otherwise at least one part of the stock at the QR warehouse remains untouched in any case.

We consider two examples, both with three local warehouses and all base stock levels equal to 3 . All replenishment rates equal $\mu_{j}=1$ and all holdings costs are 0 . The emergency costs are $P_{0}^{E P}=10, P_{1}^{E P}=50, P_{2}^{E P}=20$, and $P_{3}^{E P}=10$. We specify the quick response costs by setting the ratio $P_{j}^{Q R} / P_{j}^{E P}$, taking values in $\{0.1,0.5,0.9\}$. In Example 1, the QR warehouse is facing no direct demand stream: $\lambda_{0}=0$. Furthermore, we vary $\lambda_{1}$ and $\lambda_{2}=\lambda_{3}=2.9$. In Example 2, $\lambda_{0}$ is positive: $\lambda_{0}=\lambda_{2}=\lambda_{3}=1.7$, and again we vary $\lambda_{1}$. For finding the optimal critical level policy, we optimize over 37 possible critical level policies in Example 1, and 175 in Example 2.

We calculate the relative extra costs per time unit for executing the naive and optimal critical level policy compared to the optimal policy. The results are given in Table 3.1. We see that a naive policy can be considerably worse than the optimal policy. The highest relative cost difference ( $7.79 \%$ ) is obtained for a situation with high demand rates (relative to the base stock levels) and relatively low quick response costs (relative to the emergency costs). Then it is important to hold back stock at the QR warehouse for demands from the local warehouses 1 and 2. In the same situation, the optimal critical level policy has a much smaller relative cost difference ( $2.34 \%$ ), but this is still a significant difference. Apparently, looking at the whole state when holding back stock leads to significantly better results than just looking at the stock level at the QR warehouse. The highest relative cost difference for the optimal critical level policy (4.29 \%) is obtained in another situation with high demand rates and low quick response costs.

### 3.5 Model variations

In this section we study two model variations, namely stock level dependent replenishment rates and backlogging at the local warehouses.

### 3.5.1 Stock level dependent replenishment rates

When the stock level at warehouse $j(j=0,1, \ldots, J)$ equals $x_{j}$, there are $y_{j}:=S_{j}-x_{j}$ outstanding orders, where $0 \leq y_{j} \leq S_{j}$. In the preceding we assumed that the replenishment rate at this warehouse is $y_{j} \mu_{j}$. We now investigate the case of stock level dependent replenishment rates. That is, the replenishment rate is given by $\phi_{j}:\left\{0,1, \ldots, S_{j}\right\} \mapsto \mathbb{R}^{+}$, where $\phi_{j}(0)=0$ and furthermore $\phi_{j}\left(y_{j}\right)$ is assumed to be a concave, increasing function of $y_{j}$. Hence, its maximum is attained in $S_{j}$, so $\max _{y_{j} \in\left\{0,1, \ldots, S_{j}\right\}} \phi_{j}\left(y_{j}\right)=\phi_{j}\left(S_{j}\right)=: \bar{\phi}_{j}$, assuming $\bar{\phi}_{j}<\infty$.

| $P_{j}^{Q R}: P_{j}^{E P}$ | $\lambda_{1}$ | Opt | Naive | vs. Opt | Opt CL | vs. Opt | Opt CLs | QR (Opt) | EP (Opt) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 1.5 | 14.95 | 15.30 | $+2.34 \%$ | 15.30 | $+2.34 \%$ | $\{0,0,0\}$ | $19.8 \%$ | $9.5 \%$ |
|  | 2.2 | 22.34 | 23.44 | $+4.93 \%$ | 22.73 | $+1.72 \%$ | $\{0,0,1\}$ | $18.5 \%$ | $12.3 \%$ |
|  | 2.2 | 33.34 | 35.94 | $+7.79 \%$ | 34.13 | $+2.35 \%$ | $\{0,0,2\}$ | $18.0 \%$ | $15.4 \%$ |
| 0.5 | 1.5 | 26.10 | 26.30 | $+0.74 \%$ | 26.30 | $+0.74 \%$ | $\{0,0,0\}$ | $19.7 \%$ | $9.6 \%$ |
|  | 2.2 | 37.50 | 38.11 | $+1.63 \%$ | 37.71 | $+0.57 \%$ | $\{0,0,1\}$ | $18.5 \%$ | $12.4 \%$ |
|  | 2.2 | 53.39 | 54.81 | $+2.66 \%$ | 53.88 | $+0.91 \%$ | $\{0,0,1\}$ | $18.0 \%$ | $15.3 \%$ |
| 0.9 | 1.5 | 37.26 | 37.30 | $+0.10 \%$ | 37.30 | $+0.10 \%$ | $\{0,0,0\}$ | $19.8 \%$ | $9.5 \%$ |
|  | 2.2 | 52.64 | 52.76 | $+0.23 \%$ | 52.69 | $+0.08 \%$ | $\{0,0,1\}$ | $18.5 \%$ | $12.2 \%$ |
|  | 2.9 | 73.36 | 73.64 | $+0.39 \%$ | 73.46 | $+0.13 \%$ | $\{0,0,1\}$ | $18.0 \%$ | $15.4 \%$ |

(a) Example 1

| $P_{j}^{Q R}: P_{j}^{E P}$ | $\lambda_{1}$ | Opt | Naive | vs. Opt | Opt CL | vs. Opt | Opt CLs | QR (Opt) EP (Opt) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.7 | 8.53 | 8.54 | $+0.11 \%$ | 8.54 | $+0.11 \%$ | $\{0,0,0,0\}$ | $6.7 \%$ | $10.4 \%$ |
|  | 1.2 | 10.48 | 10.65 | $+1.62 \%$ | 10.65 | $+1.62 \%$ | $\{0,0,0,0\}$ | $6.9 \%$ | $10.7 \%$ |
|  | 1.7 | 14.45 | 15.07 | $+4.29 \%$ | 15.07 | $+4.29 \%$ | $\{0,0,0,0\}$ | $7.7 \%$ | $11.5 \%$ |
| 0.5 | 0.7 | 11.09 | 11.13 | $+0.39 \%$ | 11.09 | $+0.01 \%$ | $\{0,0,0,1\}$ | $5.4 \%$ | $11.2 \%$ |
|  | 1.2 | 14.31 | 14.39 | $+0.58 \%$ | 14.31 | $+0.02 \%$ | $\{0,0,0,1\}$ | $5.8 \%$ | $11.1 \%$ |
|  | 1.7 | 20.71 | 20.87 | $+0.78 \%$ | 20.73 | $+0.06 \%$ | $\{0,0,0,1\}$ | $6.7 \%$ | $12.0 \%$ |
| 0.9 | 0.7 | 12.94 | 13.72 | $+6.04 \%$ | 12.95 | $+0.02 \%$ | $\{0,1,2,3\}$ | $0.9 \%$ | $14.0 \%$ |
|  | 1.2 | 17.34 | 18.13 | $+4.59 \%$ | 17.34 | $+0.01 \%$ | $\{0,0,2,3\}$ | $1.8 \%$ | $13.8 \%$ |
|  | 1.7 | 25.86 | 26.68 | $+3.16 \%$ | 25.87 | $+0.01 \%$ | $\{0,0,2,3\}$ | $3.4 \%$ | $14.2 \%$ |

(b) Example 2

Table 3.1: Average costs of the optimal policy, the naive policy (always satisfying all demands), and the optimal critical level policy, as well as the relative difference of the last two policies compared to the optimal policy. Also given are the optimal critical levels, as well as the fraction of the demand satisfied via a quick response and via an emergency procedure under the optimal policy.

The replenishment operator, say $\tilde{G}_{j}$, now is given by:

$$
\tilde{G}_{j} f(x)= \begin{cases}\phi_{j}\left(y_{j}\right) f\left(x+e_{j}\right)+\left(\bar{\phi}_{j}-\phi_{j}\left(y_{j}\right)\right) f(x) & \text { if } x_{j}<S_{j}\left(\text { if } y_{j}>0\right) \\ \bar{\phi}_{j} f(x) & \text { if } x_{j}=S_{j}\left(\text { if } y_{j}=0\right)\end{cases}
$$

for $j=0,1, \ldots, J$. The rate out of each state because of $\tilde{G}_{j}$ is equal to $\bar{\phi}_{j}$. Analogously to Lemma 3.3.1(iii), the following results hold.

Lemma 3.5.1. The operator $\tilde{G}_{j}$ preserves, for all $j=1, \ldots, J$, the properties $\operatorname{Decr}\left(x_{0}\right)$, $\operatorname{Conv}\left(x_{0}\right)$, and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$, for all $k=1, \ldots, J$.

Here $\operatorname{Decr}\left(x_{0}\right)$ stands for (non-strict) decreasingness in $x_{0}$, that is: $f(x) \geq f\left(x+e_{0}\right)$ (as introduced in Section 2.3.2).
Example 3.5.1. An example of a stock level dependent replenishment rate where $\phi($.$) is$ increasing and concave, is a multi-server model with $T$ servers. Each server processes a replenishment at rate $\mu$. So, the replenishment rate is linear in $y$, namely $y \mu$, with maximum rate $T \mu$ :

$$
\phi(y)= \begin{cases}y \mu & \text { if } 0 \leq y<T \\ T \mu & \text { if } T \leq y \leq S\end{cases}
$$

Special cases are $T=1$ (single server) and $T=S$ (ample repair capacity, as in the current model). This might also be an appropriate model when $T$ machines are producing (i.e. replenishing) to stock, with exponentially distributed production lead times.

As we need $\operatorname{Decr}\left(x_{0}\right)$ in order for $\tilde{G}_{j}$ to preserve convexity, we cannot include holding costs anymore in the QR warehouse (as these are increasing in $x_{0}$ ). So, the new value function, say $\tilde{V}_{n}$, becomes:

$$
\tilde{V}_{n+1}(x)=\sum_{j=1}^{J} h_{j}\left(x_{j}\right)+\frac{1}{\tilde{v}}\left(\sum_{j=0}^{J} \tilde{G}_{j} \tilde{V}_{n}(x)+\sum_{i=1}^{J} \lambda_{j} H_{j} \tilde{V}_{n}(x)\right), \text { for } x \in \mathcal{S}, n \geq 0
$$

starting again with e.g. $\tilde{V}_{0} \equiv 0$, where now $\tilde{v}=\sum_{j=0}^{J} \bar{\phi}_{j}+\sum_{j=1}^{J} \lambda_{j}$ is the uniformization rate.

As a consequence of Lemma 3.5.1, we have, like in Theorem 3.3.2, that $\tilde{V}_{n}$ is $\operatorname{Decr}\left(x_{0}\right)$, $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for all $j=1, \ldots, J$, when $\tilde{V}_{0}$ satisfies these properties. Hence, Theorem 3.3.3 remains to hold. Theorem 3.3.5 remains valid when $\mu_{0}$ in (3.3.1) is replaced by $\mu_{0}\left(S_{0}\right)-\mu_{0}\left(S_{0}-1\right)$ :

$$
\begin{equation*}
\sum_{k=0}^{J} \lambda_{k}\left(\Delta P_{k}-\Delta P_{j}\right)^{+} \leq\left(\mu_{0}\left(S_{0}\right)-\mu_{0}\left(S_{0}-1\right)\right) \Delta P_{j}+\Delta h_{0} \tag{3.5.1}
\end{equation*}
$$

Again, it is optimal to always satisfy any demand at the QR warehouse, if (3.5.1) holds for all $j=0,1, \ldots, J$.

### 3.5.2 Backlogging at local warehouses

In Ching [49] an approximate evaluation is given for a model that is almost identical to our model as described in Section 3.2. Ching allows backlogging at the local warehouse, up to a (finite) maximum $B_{j}$. Only when this maximum is reached, a demand from a local warehouse flows over to the QR warehouse. He assumes that such a demand is always satisfied at the QR warehouse.

Instead of the stock level $x_{j}$ we now focus on the stock level plus the maximum number of outstanding backorders $B_{j}$, that is: $x_{j}^{(b)}:=x_{j}+B_{j}$. Taking the vector $\left(x_{0}, x_{1}^{(b)}, \ldots, x_{J}^{(b)}\right)$ as the state of the system, we are now back at the original model, however, with a stock level dependent replenishment rate (cf. Section 3.5.1) at each of the local warehouses. The replenishment rate is given by:

$$
\phi_{j}\left(x_{j}^{(b)}\right)= \begin{cases}\left(S_{j}-x_{j}^{(b)}+B_{j}\right) \mu_{j} & \text { if } x_{j}^{(b)}>B_{j} \\ S_{j} \mu_{j} & \text { if } x_{j}^{(b)} \leq B_{j}\end{cases}
$$

Hence, the results of Section 3.5.1 apply to this model as well. As a consequence, when (3.5.1) holds for all $j=0,1, \ldots, J$, always accepting any (overflow) demand at the QR warehouse, the policy assumed in [49], is optimal in this setting. Even if we charge backlog costs per outstanding backorder per time unit (adding the term $\sum_{j=1}^{J} b_{j}\left(\max \left(0,-x_{j}\right)\right)$ where $b_{j}(\cdot)$ is a non-increasing, convex function with $\left.b_{j}(0)=0\right)$, the given structural results and conditions remain valid.

### 3.6 Further research

It would be interesting for further research to study how well the sufficient condition (3.3.1) covers the parameter settings under which all overflow demands from warehouse $j$ are accepted at the QR warehouse under the optimal policy. Moreover, an interesting question is whether the same structural results of the optimal policy hold for more general arrival processes at the QR warehouse. When the overflow demand streams at the QR warehouse are Poisson processes, the optimal policy is known to be state-independent threshold policy. We generalized this by letting the demand processes be the overflow streams of the local warehouses, hence being a special form of Markov modulated Poisson processes (MMPPs). The question is whether this can be generalized even further, to more general MMPPs or Markov arrival processes (MAPs).

## 3.A Appendix: Proofs

## 3.A. 1 Proof of Lemma 3.3.1

Proof. (i) For all $j=1, \ldots, J$ the following holds.

- $H_{j}: \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Conv}\left(x_{0}\right)$.

Assume that $f$ is $\operatorname{Conv}\left(x_{0}\right)$, then we show that $H_{j} f$ is $\operatorname{Conv}\left(x_{0}\right)$ as well. For $x_{j}>0$ we have:
$H_{j} f(x)+H_{j} f\left(x+2 e_{0}\right)=f\left(x-e_{j}\right)+f\left(x+2 e_{0}-e_{j}\right) \geq 2 f\left(x+e_{0}-e_{j}\right)=2 H_{j} f\left(x+e_{0}\right)$,
as $f$ is $\operatorname{Conv}\left(x_{0}\right)$. For $x_{j}=0, x_{0}>0$ we have:

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+2 e_{0}\right) \\
& =\min \left\{\begin{array}{l}
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{0}\right)+P_{j}^{Q R} \\
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+2 e_{0}\right)+P_{j}^{E P} \\
f(x)+P_{j}^{E P}+f\left(x+e_{0}\right)+P_{j}^{Q R} \\
f(x)+P_{j}^{E P}+f\left(x+2 e_{0}\right)+P_{j}^{E P}
\end{array}\right.
\end{aligned}
$$

which has to be greater than or equal to $2 H_{j} f\left(x+e_{0}\right)=2 \min \left\{f(x)+P_{j}^{Q R}, f\left(x+e_{0}\right)+\right.$ $\left.P_{j}^{E P}\right\}$. For the third term in the minimization this trivially holds, for the first and fourth term it directly follows as $f$ is $\operatorname{Conv}\left(x_{0}\right)$, and for the second term we have to use this twice:

$$
\begin{aligned}
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+2 e_{0}\right)+P_{j}^{E P} & \geq f\left(x-e_{0}\right)+P_{j}^{Q R}+2 f\left(x+e_{0}\right)+P_{j}^{E P}-f(x) \\
& \geq f(x)+P_{j}^{Q R}+f\left(x+e_{0}\right)+P_{j}^{E P} .
\end{aligned}
$$

For $x_{j}=0, x_{0}=0$ analogously:

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+2 e_{0}\right) \\
& =\min \left\{f(x)+P_{j}^{E P}+f\left(x+e_{0}\right)+P_{j}^{Q R}, f(x)+P_{j}^{E P}+f\left(x+2 e_{0}\right)+P_{j}^{E P}\right\} \\
& \geq 2 \min \left\{f(x)+P_{j}^{Q R}, f\left(x+e_{0}\right)+P_{j}^{E P}\right\}=2 H_{j} f\left(x+e_{0}\right) .
\end{aligned}
$$

- $H_{j}: \operatorname{Supermod}\left(x_{0}, x_{j}\right), \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$.

Assume that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ and $\operatorname{Conv}\left(x_{0}\right)$, then we show that $H_{j} f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$. For $x_{j}>0$ :

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{j}\right)=f\left(x-e_{j}\right)+f\left(x+e_{0}\right) \\
& \quad \geq f\left(x+e_{0}-e_{j}\right)+f(x)=H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{j}\right)
\end{aligned}
$$

as $f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$. For $x_{j}=0, x_{0}>0$ we have:
$H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{j}\right)=\min \left\{f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{0}\right), f(x)+P_{j}^{E P}+f\left(x+e_{0}\right)\right\}$,
which has to be greater than or equal to

$$
H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{j}\right)=\min \left\{f(x)+P_{j}^{Q R}, f\left(x+e_{0}\right)+P_{j}^{E P}\right\}+f(x)
$$

For the second term in the minimization this trivially hold, for the first term we use that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ :

$$
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{0}\right) \geq 2 f(x)+P_{j}^{Q R} .
$$

For $x_{j}=0, x_{0}=0$ analogously:

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{j}\right)=f(x)+P_{j}^{E P}+f\left(x+e_{0}\right) \\
& \quad \geq \min \left\{f(x)+P_{j}^{Q R}, f\left(x+e_{0}\right)+P_{j}^{E P}\right\}+f(x)=H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{j}\right)
\end{aligned}
$$

- $H_{j}: \operatorname{Supermod}\left(x_{0}, x_{k}\right), \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for all $k \neq j$.

Assume that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ and $\operatorname{Conv}\left(x_{0}\right)$, then we show that $H_{j} f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$. For $x_{j}>0$ :

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{k}\right)=f\left(x-e_{j}\right)+f\left(x+e_{0}+e_{k}-e_{j}\right) \\
& \quad \geq f\left(x+e_{0}-e_{j}\right)+f\left(x+e_{k}-e_{j}\right)=H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{k}\right)
\end{aligned}
$$

as $f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$. For $x_{j}=0, x_{0}>0$ we have:

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{k}\right) \\
& =\min \left\{\begin{array}{l}
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{k}\right)+P_{j}^{Q R} \\
f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{0}+e_{k}\right)+P_{j}^{E P}, \\
f(x)+P_{j}^{E P}+f\left(x+e_{k}\right)+P_{j}^{Q R} \\
f(x)+P_{j}^{E P}+f\left(x+e_{0}+e_{k}\right)+P_{j}^{E P}
\end{array}\right.
\end{aligned}
$$

which has to be greater than or equal to $H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{k}\right)=\min \{f(x)+$ $\left.P_{j}^{Q R}, f\left(x+e_{0}\right)+P_{j}^{E P}\right\}+\min \left\{f\left(x-e_{0}+e_{k}\right)+P_{j}^{Q R}, f\left(x+e_{k}\right)+P_{j}^{E P}\right\}$. For the third term in the minimization this trivially holds, and for the first and fourth term we use that $f$ is Supermod $\left(x_{0}, x_{k}\right)$. For the second term we first use this, followed by using that $f$ is $\operatorname{Conv}\left(x_{0}\right)$ :

$$
\begin{aligned}
& f\left(x-e_{0}\right)+P_{j}^{Q R}+f\left(x+e_{0}+e_{k}\right)+P_{j}^{E P} \\
& \geq f(x)+f\left(x-e_{0}+e_{k}\right)+P_{j}^{Q R}+f\left(x+e_{0}+e_{k}\right)+P_{j}^{E P}-f\left(x+e_{k}\right) \\
& \geq f(x)+P_{j}^{Q R}+f\left(x+e_{k}\right)+P_{j}^{E P}
\end{aligned}
$$

For $x_{j}=0, x_{0}=0$ analogously:

$$
\begin{aligned}
& H_{j} f(x)+H_{j} f\left(x+e_{0}+e_{k}\right) \\
& =\min \left\{f(x)+P_{j}^{E P}+f\left(x+e_{k}\right)+P_{j}^{Q R}, f(x)+P_{j}^{E P}+f\left(x+e_{0}+e_{k}\right)+P_{j}^{E P}\right\} \\
& \geq \min \left\{f(x)+P_{j}^{Q R}, f\left(x+e_{0}\right)+P_{j}^{E P}\right\}+\min \left\{f\left(x-e_{0}+e_{k}\right)+P_{j}^{Q R}, f\left(x+e_{k}\right)+P_{j}^{E P}\right\} \\
& =H_{j} f\left(x+e_{0}\right)+H_{j} f\left(x+e_{k}\right) .
\end{aligned}
$$

(ii) • $H_{Q R}: \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Conv}\left(x_{0}\right)$.

Assume that $f$ is $\operatorname{Conv}\left(x_{0}\right)$, then we show that $H_{Q R} f$ is $\operatorname{Conv}\left(x_{0}\right)$ as well. For $x_{0}>0$ :

$$
\begin{aligned}
& H_{Q R} f(x)+H_{Q R} f\left(x+2 e_{0}\right)=\min \left\{f\left(x-e_{0}\right)+f\left(x+e_{0}\right), f\left(x-e_{0}\right)+f\left(x+2 e_{0}\right)+P_{0}^{E P},\right. \\
& \left.\quad f(x)+P_{0}^{E P}+f\left(x+e_{0}\right), f(x)+P_{0}^{E P}+f\left(x+2 e_{0}\right)+P_{0}^{E P}\right\} .
\end{aligned}
$$

which has to be greater than or equal to $2 H_{Q R} f\left(x+e_{0}\right)=2 \min \left\{f(x), f\left(x+e_{0}\right)+P_{0}^{E P}\right\}$. For the third term in the minimization this trivially holds, for the first and fourth term we use that $f$ is $\operatorname{Conv}\left(x_{0}\right)$, and for the second term we have to use this twice:
$f\left(x-e_{0}\right)+f\left(x+2 e_{0}\right)+P_{0}^{E P} \geq f\left(x-e_{0}\right)+2 f\left(x+e_{0}\right)-f(x)+P_{0}^{E P} \geq f(x)+f\left(x+e_{0}\right)+P_{0}^{E P}$.
For $x_{0}=0$ analogously:

$$
\begin{aligned}
& H_{Q R} f(x)+H_{Q R} f\left(x+2 e_{0}\right) \\
& =\min \left\{f(x)+P_{0}^{E P}+f\left(x+e_{0}\right), f(x)+P_{0}^{E P}+f\left(x+2 e_{0}\right)+P_{0}^{E P}\right\} \\
& \geq 2 \min \left\{f(x), f\left(x+e_{0}\right)+P_{0}^{E P}\right\}=2 H_{Q R} f\left(x+e_{0}\right) .
\end{aligned}
$$

- $H_{Q R}: \operatorname{Supermod}\left(x_{0}, x_{k}\right), \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{k}\right)$, for $j=1, \ldots, J$. Assume that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ and $\operatorname{Conv}\left(x_{0}\right)$, then we show that $H_{Q R} f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$. For $x_{0}>0$ :

$$
\begin{aligned}
& H_{Q R} f(x)+H_{Q R} f\left(x+e_{0}+e_{k}\right) \\
& =\min \left\{\begin{array}{l}
f\left(x-e_{0}\right)+f\left(x+e_{k}\right) \\
f\left(x-e_{0}\right)+f\left(x+e_{0}+e_{k}\right)+P_{0}^{E P}, \\
f(x)+P_{0}^{E P}+f\left(x+e_{k}\right) \\
f(x)+P_{0}^{E P}+f\left(x+e_{0}+e_{k}\right)+P_{0}^{E P}
\end{array}\right.
\end{aligned}
$$

which has to be greater than or equal to $H_{Q R} f\left(x+e_{0}\right)+H_{Q R} f\left(x+e_{k}\right)=\min \{f(x), f(x+$ $\left.\left.e_{0}\right)+P_{0}^{E P}\right\}+\min \left\{f\left(x+e_{k}-e_{0}\right), f\left(x+e_{k}\right)+P_{0}^{E P}\right\}$. For the third term in the minimization this trivially holds, and for the first and fourth term we use that $f$ is $\operatorname{Conv}\left(x_{0}\right)$. For the second term we first use this, followed by using that $f$ is $\operatorname{Conv}\left(x_{0}\right)$ :

$$
\begin{aligned}
& f\left(x-e_{0}\right)+f\left(x+e_{0}+e_{k}\right)+P_{0}^{E P} \\
& \quad \geq f(x)+f\left(x-e_{0}+e_{k}\right)+f\left(x+e_{0}+e_{k}\right)+P_{0}^{E P}-f\left(x+e_{k}\right) \geq f(x)+f\left(x+e_{k}\right)+P_{0}^{E P} .
\end{aligned}
$$

For $x_{0}=0$ analogously:

$$
\begin{aligned}
& H_{Q R} f(x)+H_{Q R} f\left(x+e_{0}+e_{k}\right) \\
& =\min \left\{f(x)+P_{0}^{E P}+f\left(x+e_{k}\right), f(x)+P_{0}^{E P}+f\left(x+e_{0}+e_{k}\right)+P_{0}^{E P}\right\} \\
& \min \left\{f(x), f\left(x+e_{0}\right)+P_{0}^{E P}\right\}+\min \left\{f\left(x+e_{k}-e_{0}\right), f\left(x+e_{k}\right)+P_{0}^{E P}\right\} \\
& =H_{Q R} f\left(x+e_{0}\right)+H_{Q R} f\left(x+e_{k}\right) .
\end{aligned}
$$

(iii) We prove the following, for all $j=0,1, \ldots, J$ :

1) $G_{j}: \operatorname{Conv}\left(x_{j}\right) \rightarrow \operatorname{Conv}\left(x_{j}\right)$,
2) $G_{j}: \operatorname{Conv}\left(x_{k}\right) \rightarrow \operatorname{Conv}\left(x_{k}\right)$ for all $k \neq j$,
3) $G_{0}: \operatorname{Supermod}\left(x_{0}, x_{j}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$,
4) $G_{j}: \operatorname{Supermod}\left(x_{0}, x_{j}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$,
5) $G_{j}: \operatorname{Supermod}\left(x_{0}, x_{k}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for $j \neq 0$ and all $k \neq 0, j$.

From this the result of the lemma directly follows. For that, we note that 1) and 2) imply that $G_{j}: \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Conv}\left(x_{0}\right)$ for $j=0,1, \ldots, J$.

- 1) $G_{j}: \operatorname{Conv}\left(x_{j}\right) \rightarrow \operatorname{Conv}\left(x_{j}\right)$.

Assume that $f$ is $\operatorname{Conv}\left(x_{j}\right)$, then we show that $G_{j} f$ is $\operatorname{Conv}\left(x_{j}\right)$ as well. For $x_{j}+2<S_{j}$ :

$$
\begin{aligned}
& G_{j} f(x)+G_{j} f\left(x+2 e_{j}\right) \\
& =\left(S_{j}-x_{j}\right) f\left(x+e_{j}\right)+x_{j} f(x)+\left(S_{j}-x_{j}-2\right) f\left(x+3 e_{j}\right)+\left(x_{j}+2\right) f\left(x+2 e_{j}\right) \\
& =\left(S_{j}-x_{j}-2\right)\left[f\left(x+e_{j}\right)+f\left(x+3 e_{j}\right)\right]+x_{j}\left[f(x)+f\left(x+2 e_{j}\right)\right] \\
& \quad \quad \quad+2 f\left(x+e_{j}\right)+2 f\left(x+2 e_{j}\right) \\
& \geq 2\left(S_{j}-x_{j}-2\right) f\left(x+2 e_{j}\right)+2 x_{j} f\left(x+e_{j}\right)+2 f\left(x+e_{j}\right)+2 f\left(x+2 e_{j}\right) \\
& =2\left(S_{j}-x_{j}-1\right) f\left(x+2 e_{j}\right)+2\left(x_{j}+1\right) f\left(x+e_{j}\right)=2 G_{j} f\left(x+e_{j}\right),
\end{aligned}
$$

where the inequality holds by applying that $f$ is $\operatorname{Conv}\left(x_{j}\right)$ on the parts between brackets. For $x_{j}+2=S_{j}$ analogously:

$$
\begin{aligned}
& G_{j} f(x)+G_{j} f\left(x+2 e_{j}\right)=2 f\left(x+e_{j}\right)+\left(S_{j}-2\right) f(x)+S_{j} f\left(x+2 e_{j}\right) \\
& \quad=2 f\left(x+e_{j}\right)+\left(S_{j}-2\right)\left[f(x)+f\left(x+2 e_{j}\right)\right]+2 f\left(x+2 e_{j}\right) \\
& \quad \geq 2 f\left(x+e_{j}\right)+2\left(S_{j}-2\right) f\left(x+e_{j}\right)+2 f\left(x+2 e_{j}\right) \\
& \quad=2 f\left(x+2 e_{j}\right)+2\left(S_{j}-1\right) f\left(x+e_{j}\right)=2 G_{j} f\left(x+e_{j}\right)
\end{aligned}
$$

-2) $G_{j}: \operatorname{Conv}\left(x_{k}\right) \rightarrow \operatorname{Conv}\left(x_{k}\right)$ for all $k \neq j$.
Assume that $f$ is $\operatorname{Conv}\left(x_{k}\right)$, then we show that $G_{j} f$ for $k \neq j$ is $\operatorname{Conv}\left(x_{k}\right)$ as well. For $x_{j}<S_{j}$ :

$$
\begin{aligned}
& G_{j} f(x)+G_{j} f\left(x+2 e_{k}\right) \\
& =\left(S_{j}-x_{j}\right) f\left(x+e_{j}\right)+x_{j} f(x)+\left(S_{j}-x_{j}\right) f\left(x+e_{j}+2 e_{k}\right)+x_{j} f\left(x+2 e_{k}\right) \\
& \geq 2\left(S_{j}-x_{j}\right) f\left(x+e_{j}+e_{k}\right)+2 x_{j} f\left(x+e_{k}\right)=2 G_{j} f\left(x+e_{k}\right)
\end{aligned}
$$

and for $x_{j}=S_{j}$ :

$$
G_{j} f(x)+G_{j} f\left(x+2 e_{k}\right)=S_{j} f(x)+S_{j} f\left(x+2 e_{k}\right) \geq 2 S_{j} f\left(x+e_{k}\right)=2 G_{j} f\left(x+e_{k}\right) .
$$

-3) $G_{0}: \operatorname{Supermod}\left(x_{0}, x_{j}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$.
Assume that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$, then we show that $G_{0} f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ as well (for $j \neq 0$ ). For $x_{0}+1<S_{0}$ :

$$
\begin{aligned}
& G_{0} f(x)+G_{0} f\left(x+e_{0}+e_{j}\right) \\
& =\left(S_{0}-x_{0}\right) f\left(x+e_{0}\right)+x_{0} f(x)+\left(S_{0}-x_{0}-1\right) f\left(x+2 e_{0}+e_{j}\right) \\
& \quad \quad \quad+\left(x_{0}+1\right) f\left(x+e_{0}+e_{j}\right) \\
& =\left(S_{0}-x_{0}-1\right)\left[f\left(x+e_{0}\right)+f\left(x+2 e_{0}+e_{j}\right)\right]+f\left(x+e_{0}\right)+x_{0}\left[f(x)+f\left(x+e_{0}+e_{j}\right)\right] \\
& \quad \quad \quad+f\left(x+e_{0}+e_{j}\right) \\
& \geq\left(S_{0}-x_{0}-1\right)\left[f\left(x+e_{0}+e_{j}\right)+f\left(x+2 e_{0}\right)\right]+f\left(x+e_{0}\right)+x_{0}\left[f\left(x+e_{j}\right)+f\left(x+e_{0}\right)\right] \\
& \quad \quad \quad+f\left(x+e_{0}+e_{j}\right) \\
& =\left(S_{0}-x_{0}\right) f\left(x+e_{0}+e_{j}\right)+x_{0} f\left(x+e_{j}\right)+\left(S_{0}-x_{0}-1\right) f\left(x+2 e_{0}\right)+\left(x_{0}+1\right) f\left(x+e_{0}\right) \\
& =G_{0} f\left(x+e_{j}\right)+G_{j} f\left(x+e_{0}\right),
\end{aligned}
$$

and for $x_{0}+1=S_{0}$ :

$$
\begin{aligned}
& G_{0} f(x)+G_{0} f\left(x+e_{0}+e_{j}\right)=f\left(x+e_{0}\right)+\left(S_{0}-1\right) f(x)+S_{0} f\left(x+e_{0}+e_{j}\right) \\
&=\left(S_{0}-1\right)\left[f(x)+f\left(x+e_{0}+e_{j}\right)\right]+f\left(x+e_{0}\right)+f\left(x+e_{0}+e_{j}\right) \\
& \quad \geq\left(S_{0}-1\right)\left[f\left(x+e_{j}\right)+f\left(x+e_{0}\right)\right]+f\left(x+e_{0}\right)+f\left(x+e_{0}+e_{j}\right) \\
& \quad=f\left(x+e_{0}+e_{j}\right)+\left(S_{0}-1\right) f\left(x+e_{j}\right)+S_{0} f\left(x+e_{0}\right)=G_{0} f\left(x+e_{j}\right)+G_{j} f\left(x+e_{0}\right) .
\end{aligned}
$$

- 4) $G_{j}: \operatorname{Supermod}\left(x_{0}, x_{j}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$.

This follows directly from 3) by symmetry of $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ in $x_{0}$ and $x_{j}$. Hence, there is no need to distinguish between $G_{0}$ and $G_{j}$, and the statement follows.

- 5) $G_{j}: \operatorname{Supermod}\left(x_{0}, x_{k}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{k}\right)$ for $j \neq 0$ and all $k \neq 0, j$.

Assume that $f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$, then we show that $G_{j} f$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ as well (for $j \neq 0$ ). For $x_{j}<S_{j}$ :

$$
\begin{aligned}
& G_{j} f(x)+G_{j} f\left(x+e_{0}+e_{k}\right) \\
& =\left(S_{j}-x_{j}\right) f\left(x+e_{j}\right)+x_{j} f(x)+\left(S_{j}-x_{j}\right) f\left(x+e_{0}+e_{j}+e_{k}\right)+x_{j} f\left(x+e_{0}+e_{k}\right) \\
& \geq\left(S_{j}-x_{j}\right) f\left(x+e_{0}+e_{j}\right)+x_{j} f\left(x+e_{0}\right)+\left(S_{j}-x_{j}\right) f\left(x+e_{k}+e_{j}\right)+x_{j} f\left(x+e_{k}\right) \\
& =G_{j} f\left(x+e_{0}\right)+G_{j} f\left(x+e_{k}\right),
\end{aligned}
$$

and for $x_{j}=S_{j}$ :

$$
\begin{aligned}
G_{j} f(x)+G_{j} f\left(x+e_{0}+e_{k}\right) & =S_{j} f(x)+S_{j} f\left(x+e_{0}+e_{k}\right) \\
& \geq S_{j} f\left(x+e_{0}\right)+S_{j} f\left(x+e_{k}\right) \\
& =G_{j} f\left(x+e_{0}\right)+G_{j} f\left(x+e_{k}\right) .
\end{aligned}
$$

## 3.A. 2 Proof of Theorem 3.3.3

Proof. Consider a demand directly at the QR warehouse ( $j=0$ ), or an overflow demand from local warehouse $j \in\{1, \ldots, J\}$ when $x_{j}=0$. There are two options for such a demand: accepting it (if $x_{0}>0$ ) or rejecting it at the QR warehouse. Let

$$
w_{j}(u, x):= \begin{cases}P_{j}^{Q R}+V_{n}\left(x-e_{0}\right) & \text { if } u=1 \text { (accept) } \\ P_{j}^{E P}+V_{n}(x) & \text { if } u=0 \text { (reject) }\end{cases}
$$

Then $H_{j} V_{n}(x)=\min _{u \in\{0,1\}} w_{j}(u, x)$ for $x$ such that $x_{j}=0$ and $x_{0}>0$. Also, when defining $P_{0}^{Q R}=0$, then $H_{Q R} V_{n}(x)=\min _{u \in\{0,1\}} w_{j}(u, x)$ for $x$ such that $x_{0}>0$.

Let $\Delta_{x_{k}} w_{j}(u, x):=w_{j}\left(u, x+e_{k}\right)-w_{j}(u, x)$ for all $x$ with $x_{0}>0$ and $x_{k}<S_{k}$. Then, for $x_{0}>0$ :

$$
\begin{aligned}
& \Delta_{x_{0}} w_{j}(1, x)-\Delta_{x_{0}} w_{j}(0, x)=w_{j}\left(1, x+e_{0}\right)-w_{j}(1, x)-w_{j}\left(0, x+e_{0}\right)+w_{j}(0, x) \\
& \quad=V_{n}(x)-V_{n}\left(x-e_{0}\right)-V_{n}\left(x+e_{0}\right)+V_{n}(x) \leq 0,
\end{aligned}
$$

as $V_{n}$ is $\operatorname{Conv}\left(x_{0}\right)$. Furthermore, for $x_{0}>0, k \neq j$ :

$$
\begin{aligned}
& \Delta_{x_{k}} w_{j}(1, x)-\Delta_{x_{k}} w_{j}(0, x)=w_{j}\left(1, x+e_{k}\right)-w_{j}(1, x)-w_{j}\left(0, x+e_{k}\right)+w_{j}(0, x) \\
& \quad=V_{n}\left(x-e_{0}+e_{k}\right)-V_{n}\left(x-e_{0}\right)-V_{n}\left(x+e_{k}\right)+V_{n}(x) \leq 0,
\end{aligned}
$$

as $V_{n}$ is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$.
This implies that, for every $n \geq 0$, there exists a switching curve, say $T_{j}^{n}$, which is a function of $x^{(0, j)}$, such that the optimal decision at the QR warehouse is to accept the demand if $x_{0}>T_{j}^{n}\left(x^{(0, j)}\right)$, and to reject it if $x_{0} \leq T_{j}^{n}\left(x^{(0, j)}\right)$. As overflow demands from local warehouse $j$ can only occur when $x_{j}=0$, the switching curve does not depend on $x_{j}$. Moreover, it follows that $T_{j}^{n}$ is decreasing in each of its components.

Hence, if $f_{n+1}$ is the minimizing policy in (3.2.1), then $f_{n+1}$ is a state-dependent threshold policy described by the switching curves $T_{j}^{n+1}, j=0,1, \ldots, J$. Note that the transition probability matrix of every stationary policy is unichain (since every state can access $\left(S_{0}, S_{1}, \ldots, S_{J}\right)$ ) and aperiodic (since the transition probability from state ( $S_{0}, S_{1}, \ldots, S_{J}$ ) to itself is positive). Then, by [155, Theorem 8.5.4], the long run average costs under the stationary policy $f_{n+1}$ converges to the minimal long run average costs as $n$ tends to infinity. Since there are only finitely many stationary threshold policies, this implies that there exists an optimal stationary policy that is a state-dependent threshold type policy.

## 3.A. 3 Proof of Proposition 3.3.4

Proof. We show that when $a_{j_{2}}^{*}(x)=1$ then $a_{j_{1}}^{*}(x)=1$ as well, for all states $x$ such that $x_{j_{1}}=x_{j_{2}}=0$. Suppose that $a_{j_{2}}^{*}(x)=1$, i.e. applying a quick response at warehouse $j_{2}$ in case of a stock out is optimal, then

$$
f\left(x-e_{0}\right)+P_{j_{2}}^{Q R} \leq f(x)+P_{j_{2}}^{E P} .
$$

Hence

$$
f\left(x-e_{0}\right) \leq f(x)+\Delta P_{j_{2}} \leq f(x)+\Delta P_{j_{1}},
$$

where the second inequality holds by the condition $\Delta P_{j_{1}} \geq \Delta P_{j_{2}}$. Now

$$
f\left(x-e_{0}\right)+P_{j_{1}}^{Q R} \leq f(x)+P_{j_{1}}^{E P},
$$

and so $a_{j_{1}}^{*}(x)=1$.

## 3.A.4 Proof of Theorem 3.3.5

Proof. We prove the theorem 1) for local warehouse $j, j=1, \ldots, J$, and 2) for the QR warehouse.

1) We prove that when (3.3.1) is satisfied, the following holds:

$$
V_{n}\left(x-e_{0}\right)+P_{j}^{Q R} \leq V_{n}(x)+P_{j}^{E P}, \text { for all } x \text { with } x_{j}=0 \text { and } x_{0}=1
$$

Hence, a demand from local warehouse $j$ is always accepted at the QR warehouse in this case. It follows from the structural results of Theorem 3.3.3 that this action is optimal as well for $x_{0}=2, \ldots, S_{0}$ (and $x_{j}=0$ ).

Write $x_{a, b}$ for $x$ with $x_{0}=a$ and $x_{j}=b$ :

$$
x_{a, b}:=\left(a, x_{1}, \ldots, x_{j-1}, b, x_{j+1}, \ldots, x_{J}\right)
$$

We prove that when (3.3.1) holds, then $V_{n}\left(x_{0,0}\right)-V_{n}\left(x_{1,0}\right) \leq P_{j}^{E P}-P_{j}^{Q R}$, for all $n \geq 0$, where the entries not $x_{0}$ and $x_{j}$ are equal for $x_{0,0}$ and $x_{1,0}$. For this, we use induction on $V_{n}$ and consider each of the operators separately. For $V_{0} \equiv 0$ the inequality clearly holds. Assume that it holds for a certain $n$ and denote this $V_{n}$ by $f$. That is, the induction hypothesis (i.h.) is given by:

$$
\begin{equation*}
f\left(x_{0,0}\right)-f\left(x_{1,0}\right) \leq P_{j}^{E P}-P_{j}^{Q R} . \tag{i.h.}
\end{equation*}
$$

We apply each of the operators separately to $f\left(x_{0,0}\right)-f\left(x_{1,0}\right)$. All inequalities hold by (i.h.) unless stated otherwise.

- $H_{Q R}$ :

$$
H_{Q R} f\left(x_{0,0}\right)-H_{Q R} f\left(x_{1,0}\right)=\max \left\{P_{0}^{E P}, f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right\} \leq \max \left\{P_{0}^{E P}, P_{j}^{E P}-P_{j}^{Q R}\right\} .
$$

- $H_{j}$ :

$$
H_{j} f\left(x_{0,0}\right)-H_{j} f\left(x_{1,0}\right)=\max \left\{P_{j}^{E P}-P_{j}^{Q R}, f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right\} \leq P_{j}^{E P}-P_{j}^{Q R} .
$$

- $H_{k}($ for $k \neq j)$ : if $x_{k}>0$ :

$$
H_{k} f\left(x_{0,0}\right)-H_{k} f\left(x_{1,0}\right)=f\left(x_{0,0}-e_{k}\right)-f\left(x_{1,0}-e_{k}\right) \leq P_{j}^{E P}-P_{j}^{Q R}
$$

and if $x_{k}=0$ :
$H_{k} f\left(x_{0,0}\right)-H_{k} f\left(x_{1,0}\right)=\max \left\{P_{k}^{E P}-P_{k}^{Q R}, f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right\} \leq \max \left\{P_{k}^{E P}-P_{k}^{Q R}, P_{j}^{E P}-P_{j}^{Q R}\right\}$.
Denoting by $\mathbb{I}_{\left\{x_{k}=0\right\}}$ the indicator function being 1 when $x_{k}=0$ and zero otherwise, we have:

$$
H_{k} f\left(x_{0,0}\right)-H_{k} f\left(x_{1,0}\right) \leq \max \left\{\mathbb{I}_{\left\{x_{k}=0\right\}} \cdot\left(P_{k}^{E P}-P_{k}^{Q R}\right), P_{j}^{E P}-P_{j}^{Q R}\right\} .
$$

- $G_{j}$ :

$$
G_{j} f\left(x_{0,0}\right)-G_{j} f\left(x_{1,0}\right)=S_{j}\left[f\left(x_{0,1}\right)-f\left(x_{1,1}\right)\right] \leq S_{j}\left[f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right] \leq S_{j}\left[P_{j}^{E P}-P_{j}^{Q R}\right],
$$

where the first inequality holds as $f$ (i.e. $V_{n}$ ) is $\operatorname{Supermod}\left(x_{0}, x_{k}\right)$ (cf. Theorem 3.3.5).

- $G_{0}$ :

$$
\begin{aligned}
& G_{0} f\left(x_{0,0}\right)-G_{0} f\left(x_{1,0}\right) \\
& =S_{0} f\left(x_{1,0}\right)-\left(S_{0}-1\right) f\left(x_{2,0}\right)-f\left(x_{1,0}\right) \\
& =S_{0}\left[f\left(x_{1,0}\right)-f\left(x_{2,0}\right)\right] \\
& \leq\left(S_{0}-1\right)\left[f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right] \leq\left(S_{0}-1\right)\left[P_{j}^{E P}-P_{j}^{Q R}\right],
\end{aligned}
$$

where the first inequality holds as $f$ (i.e. $V_{n}$ ) is $\operatorname{Conv}\left(x_{0}\right)$ (cf. Theorem 3.3.5).

- $G_{k}$ (for $k \neq 0, j$ ):

$$
\begin{aligned}
& G_{k} f\left(x_{0,0}\right)-G_{k} f\left(x_{1,0}\right) \\
& =\left(S_{k}-x_{k}\right) f\left(x_{0,0}+e_{k}\right)+x_{k} f\left(x_{0,0}\right)-\left(S_{k}-x_{k}\right) f\left(x_{1,0}+e_{k}\right)-x_{k} f\left(x_{1,0}\right) \\
& =\left(S_{k}-x_{k}\right)\left[f\left(x_{0,0}+e_{k}\right)-f\left(x_{1,0}+e_{k}\right)\right]+x_{k}\left[f\left(x_{0,0}\right)-f\left(x_{1,0}\right)\right] \\
& \leq\left(S_{k}-x_{k}\right)\left(P_{j}^{E P}-P_{j}^{Q R}\right)+x_{k}\left(P_{j}^{E P}-P_{j}^{Q R}\right)=S_{k}\left[P_{j}^{E P}-P_{j}^{Q R}\right] .
\end{aligned}
$$

Combining these results yields (recall that $v=\sum_{k=0}^{J} \lambda_{k}+\sum_{k=0}^{J} \mu_{k} S_{k}$ ):

$$
\begin{align*}
& v\left(V_{n+1}\left(x_{0,0}\right)-V_{n+1}\left(x_{1,0}\right)\right)=\left(h_{0}(0)-h_{0}(1)\right)+\lambda_{0}\left(H_{Q R} f\left(x_{0,0}\right)-H_{Q R} f\left(x_{1,0}\right)\right) \\
& \quad+\sum_{k=1}^{J} \lambda_{k}\left(H_{k} f\left(x_{0,0}\right)-H_{k} f\left(x_{1,0}\right)\right)+\sum_{k=0}^{J} \mu_{k}\left(G_{k} f\left(x_{0,0}\right)-G_{k} f\left(x_{1,0}\right)\right) \\
& \leq \\
& \quad\left(h_{0}(0)-h_{0}(1)\right)+\lambda_{0} \max \left\{P_{0}^{E P}, P_{j}^{E P}-P_{j}^{Q R}\right\}+\lambda_{j}\left(P_{j}^{E P}-P_{j}^{Q R}\right) \\
& \quad+\sum_{\substack{k=1 \\
k \neq j}}^{J} \lambda_{k} \max \left\{I_{\left\{x_{k}=0\right\}} \cdot\left(P_{k}^{E P}-P_{k}^{Q R}\right), P_{j}^{E P}-P_{j}^{Q R}\right\}+\mu_{0}\left(S_{0}-1\right)\left[P_{j}^{E P}-P_{j}^{Q R}\right]  \tag{3.A.1}\\
& \quad+\mu_{j} S_{j}\left[P_{j}^{E P}-P_{j}^{Q R}\right]+\sum_{\substack{k=1 \\
k \neq j}}^{J} \mu_{k} S_{k}\left[P_{j}^{E P}-P_{j}^{Q R}\right]
\end{align*}
$$

Now assume that $P_{j}^{E P}-P_{j}^{Q R} \geq P_{0}^{E P}$ and (when $x_{k}=0$ ) $P_{j}^{E P}-P_{j}^{Q R} \geq P_{k}^{E P}-P_{k}^{Q R}$, then, continuing from (3.A.1) we have:

$$
(*)=\left(h_{0}(0)-h_{0}(1)\right)+\left(v-\mu_{0}\right)\left(P_{j}^{E P}-P_{j}^{Q R}\right) \leq v\left(P_{j}^{E P}-P_{j}^{Q R}\right),
$$

as $h_{0}(0)-h_{0}(1)$ is negative. So, under this assumptions the induction step holds. Now assume $P_{j}^{E P}-P_{j}^{Q R} \leq P_{0}^{E P}$ and (when $x_{k}=0$ ) $P_{j}^{E P}-P_{j}^{Q R} \leq P_{k}^{E P}-P_{k}^{Q R}$, then again continuing from (3.A.1) we have:

$$
\begin{aligned}
(*) & =\left(h_{0}(0)-h_{0}(1)\right)+\lambda_{0} P_{0}^{E P}+\sum_{k=1}^{J} \lambda_{k}\left[P_{k}^{E P}-P_{k}^{Q R}\right]+\left(\sum_{k=0}^{J} \mu_{k} S_{k}-\mu_{0}\right)\left(P_{j}^{E P}-P_{j}^{Q R}\right) \\
& \leq\left(\mu_{0}+\sum_{k=0}^{J} \lambda_{k}\right)\left(P_{j}^{E P}-P_{j}^{Q R}\right)+\left(\sum_{k=0}^{J} \mu_{k} S_{k}-\mu_{0}\right)\left(P_{j}^{E P}-P_{j}^{Q R}\right)=v\left(P_{j}^{E P}-P_{j}^{Q R}\right),
\end{aligned}
$$

where the inequality holds by (3.3.1). Hence, also in this case the induction step holds. The other possible cases can easily be checked to follow analogously.
2) We show that when (3.3.1) is satisfied, the following holds:

$$
V_{n}\left(x-e_{0}\right) \leq V_{n}(x)+P_{0}^{E P}, \text { for all } x \text { with } x_{0}=1
$$

Hence, a demand at the QR warehouse $j$ is always accepted in this case. It follows from the structural results of Theorem 3.3.3 that this action is optimal as well for $x_{0}=$ $2, \ldots, S_{0}$.

Write $x_{a}$ for $x$ with $x_{0}=a$, that is $x_{(a)}:=\left(a, x_{1}, \ldots, x_{J}\right)$. We prove that when (3.3.1) holds, then $V_{n}\left(x_{(0)}\right)-V_{n}\left(x_{(1)}\right) \leq P_{0}^{E P}$, for all $n \geq 0$, where the entries not $x_{0}$ are equal for $x_{(0)}$ and $x_{(1)}$. For this, we use induction on $V_{n}$ and consider each of the operators separately. For $V_{0} \equiv 0$ the inequality clearly holds. Assume that it holds for a certain $n$ and denote this $V_{n}$ by $f$. That is, the induction hypothesis (i.h.) is given by:

$$
\begin{equation*}
f\left(x_{(0)}\right)-f\left(x_{(1)}\right) \leq P_{0}^{E P} . \tag{i.h.}
\end{equation*}
$$

We apply each of the operators separately to $f\left(x_{(0)}\right)-f\left(x_{(1)}\right)$. All inequalities hold by (i.h.) unless stated otherwise.

- $H_{Q R}$ :

$$
H_{Q R} f\left(x_{(0)}\right)-H_{Q R} f\left(x_{(1)}\right)=\max \left\{P_{0}^{E P}, f\left(x_{(0)}\right)-f\left(x_{(1)}\right)\right\} \leq P_{0}^{E P} .
$$

- $H_{k}$ : if $x_{k}>0$ :

$$
H_{k} f\left(x_{(0)}\right)-H_{k} f\left(x_{(1)}\right)=f\left(x_{(0)}-e_{k}\right)-f\left(x_{(1)}-e_{k}\right) \leq P_{0}^{E P},
$$

and if $x_{k}=0$ :

$$
H_{k} f\left(x_{(0)}\right)-H_{k} f\left(x_{(1)}\right)=\max \left\{P_{k}^{E P}-P_{k}^{Q R}, f\left(x_{(0)}\right)-f\left(x_{(1)}\right)\right\} \leq \max \left\{P_{k}^{E P}-P_{k}^{Q R}, P_{0}^{E P}\right\} .
$$

- $G_{0}$ :

$$
\begin{aligned}
& G_{0} f\left(x_{(0)}\right)-G_{0} f\left(x_{(1)}\right)=S_{0} f\left(x_{(1)}\right)-\left(S_{0}-1\right) f\left(x_{(2)}\right)-f\left(x_{(1)}\right) \\
& \quad=S_{0}\left[f\left(x_{(1)}\right)-f\left(x_{(2)}\right)\right] \leq\left(S_{0}-1\right)\left[f\left(x_{(0)}\right)-f\left(x_{(1)}\right)\right] \leq\left(S_{0}-1\right) P_{0}^{E P}
\end{aligned}
$$

where the first inequality holds as $f$ (i.e. $\left.V_{n}\right)$ is $\operatorname{Conv}\left(x_{0}\right)$ (cf. Theorem 3.3.5).

- $G_{k}($ for $k \neq 0)$ :

$$
\begin{aligned}
& G_{k} f\left(x_{(0)}\right)-G_{k} f\left(x_{(1)}\right) \\
& =\left(S_{k}-x_{k}\right) f\left(x_{(0)}+e_{k}\right)+x_{k} f\left(x_{(0)}\right)-\left(S_{k}-x_{k}\right) f\left(x_{(1)}+e_{k}\right)-x_{k} f\left(x_{(1)}\right) \\
& =\left(S_{k}-x_{k}\right)\left[f\left(x_{(0)}+e_{k}\right)-f\left(x_{(1)}+e_{k}\right)\right]+x_{k}\left[f\left(x_{(0)}\right)-f\left(x_{(1)}\right)\right] \\
& \leq\left(S_{k}-x_{k}\right) P_{0}^{E P}+x_{k} P_{0}^{E P}=S_{k} P_{0}^{E P} .
\end{aligned}
$$

Combining these results yields:

$$
\begin{align*}
& v\left(V_{n+1}\left(x_{(0)}\right)-V_{n+1}\left(x_{(1)}\right)\right)=\left(h_{0}(0)-h_{0}(1)\right)+\lambda_{0}\left(H_{Q R} f\left(x_{(0)}\right)-H_{Q R} f\left(x_{(1)}\right)\right) \\
& \quad+\sum_{k=1}^{J} \lambda_{k}\left(H_{k} f\left(x_{(0)}\right)-H_{k} f\left(x_{(1)}\right)\right)+\sum_{k=0}^{J} \mu_{k}\left(G_{k} f\left(x_{(0)}\right)-G_{k} f\left(x_{(1)}\right)\right) \\
& \leq\left(h_{0}(0)-h_{0}(1)\right)+\lambda_{0} P_{0}^{E P}+\sum_{k=1}^{J} \lambda_{k} \max \left\{\mathbb{I}_{\left\{x_{k}=0\right\}}\left(P_{k}^{E P}-P_{k}^{Q R}\right), P_{0}^{E P}\right\}  \tag{3.A.2}\\
& \quad+P_{0}^{E P}\left(\sum_{k=0}^{J} \mu_{k} S_{k}-\mu_{0}\right) \cdot(* *) \tag{3.A.3}
\end{align*}
$$

When all $x_{k}>0$, or $P_{0}^{E P} \geq P_{k}^{E P}-P_{k}^{Q R}$ for $x_{k}=0$, then, continuing from (3.A.3) we have:

$$
(* *)=\left(h_{0}(0)-h_{0}(1)\right)+\left(v-\mu_{0}\right) P_{0}^{E P} \leq v P_{0}^{E P},
$$

as $h_{0}(0)-h_{0}(1)$ is negative. So, in this case the induction step holds. When all $x_{k}=0$ and $P_{0}^{E P} \leq P_{k}^{E P}-P_{k}^{Q R}$ then, again continuing from (3.A.3) we have:

$$
\begin{aligned}
(* *)= & \left(h_{0}(0)-h_{0}(1)\right)+P_{0}^{E P}\left(\lambda_{0}+\sum_{k=0}^{J} \mu_{k} S_{k}-\mu_{0}\right)+\sum_{k=1}^{J} \lambda_{k}\left(P_{k}^{E P}-P_{k}^{Q R}\right) \\
& \leq P_{0}^{E P}\left(\mu_{0}+\sum_{k=1}^{J} \lambda_{k}\right)+P_{0}^{E P}\left(\lambda_{0}+\sum_{k=0}^{J} \mu_{k} S_{k}-\mu_{0}\right)=v P_{0}^{E P},
\end{aligned}
$$

where the inequality holds by (3.3.1). Hence, also in this case the induction step holds. The other possible cases can easily be checked to follow analogously.

## 3.A.5 Proof of Lemma 3.5.1

Proof. - $\tilde{G}_{j}: \operatorname{Decr}\left(x_{0}\right) \rightarrow \operatorname{Decr}\left(x_{0}\right)$.
Assume that $f$ is $\operatorname{Decr}\left(x_{0}\right)$, then we show that $\tilde{G}_{j} f$ is $\operatorname{Decr}\left(x_{0}\right)$ as well. The cases $j \in$ $\{1, \ldots, J\}$ are trivial, so we only show $j=0$. For $x_{0}+1<S_{0}$ we have:

$$
\begin{aligned}
& \tilde{G}_{0} f(x)-\tilde{G}_{0} f\left(x+e_{0}\right) \\
& =\phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f(x)-\phi_{0}\left(y_{0}-1\right) f\left(x+2 e_{0}\right) \\
& \quad \quad-\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}-1\right)\right) f\left(x+e_{0}\right) \\
& =\phi_{0}\left(y_{0}-1\right)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right)+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right)\left(f(x)-f\left(x+e_{0}\right)\right) \geq 0
\end{aligned}
$$

and for $x_{0}+1=S_{0}$ :

$$
\begin{aligned}
& \tilde{G}_{0} f(x)-\tilde{G}_{0} f\left(x+e_{0}\right) \\
& =\phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f(x)-\bar{\phi}_{0} f\left(x+e_{0}\right) \\
& =\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right)\left(f(x)-f\left(x+e_{0}\right)\right) \geq 0 .
\end{aligned}
$$

- $\tilde{G}_{j}: \operatorname{Conv}\left(x_{0}\right), \operatorname{Decr}\left(x_{0}\right) \rightarrow \operatorname{Conv}\left(x_{0}\right)$.

For $j \neq 0$ trivially $\tilde{G}_{j}: \operatorname{Conv}\left(x_{0}\right) \rightarrow \operatorname{Conv}\left(x_{0}\right)$. Hence we only show the proof for $j=0$. Assume that $f$ is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Decr}\left(x_{0}\right)$, then we show that $\tilde{G}_{0} f$ is $\operatorname{Conv}\left(x_{0}\right)$. Write $\bar{\phi}_{j}\left(y_{j}\right)=\bar{\phi}_{j}-\phi_{j}\left(y_{j}\right)$. For $x_{0}+2<S_{0}$ we have

$$
\begin{aligned}
& G_{0} f(x)+\tilde{G}_{0} f\left(x+2 e_{0}\right)-\tilde{G}_{0} f\left(x+e_{0}\right) \\
&= \phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+\bar{\phi}_{0}\left(y_{0}\right) f(x)+\phi_{0}\left(y_{0}-2\right) f\left(x+3 e_{0}\right) \\
&+\bar{\phi}_{0}\left(y_{0}-2\right) f\left(x+2 e_{0}\right)-2 \phi_{0}\left(y_{0}-1\right) f\left(x+2 e_{0}\right)-2 \bar{\phi}_{0}\left(y_{0}-1\right) f\left(x+e_{0}\right) \\
&= \phi_{0}\left(y_{0}-2\right)\left(f\left(x+3 e_{0}\right)+f\left(x+e_{0}\right)-2 f\left(x+2 e_{0}\right)\right)+2\left(\bar{\phi}_{0}-\bar{\phi}_{0}(y-2)\right) f\left(x+2 e_{0}\right) \\
&-\left(\bar{\phi}_{0}-\bar{\phi}_{0}(y-2)\right) f\left(x+e_{0}\right)+\left(\bar{\phi}_{0}-\bar{\phi}_{0}(y)\right) f\left(x+e_{0}\right)-2\left(\bar{\phi}_{0}-\bar{\phi}_{0}(y-1)\right) f\left(x+2 e_{0}\right) \\
&+\bar{\phi}_{0}\left(y_{0}\right) f(x)+2 \bar{\phi}_{0}\left(y_{0}-2\right) f\left(x+2 e_{0}\right)-2 \bar{\phi}_{0}\left(y_{0}-1\right) f\left(x+e_{0}\right) \\
& \geq-\bar{\phi}_{0}(y-2) f\left(x+2 e_{0}\right)+\bar{\phi}_{0}(y-2) f\left(x+e_{0}\right)-\phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+2 \phi_{0}\left(y_{0}-1\right) f\left(x+2 e_{0}\right) \\
&+\bar{\phi}_{0}(y) f(x)-2 \bar{\phi}_{0}\left(y_{0}-1\right) f\left(x+e_{0}\right) \\
&= \bar{\phi}_{0}(y-2)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right)-2 \bar{\phi}_{0}(y-1)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right) \\
&+\bar{\phi}_{0}(y)\left(f(x)-f\left(x+e_{0}\right)\right) \\
& \geq\left(\bar{\phi}_{0}(y-2)-2 \bar{\phi}_{0}(y-1)+\bar{\phi}_{0}(y)\right)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right) \geq 0,
\end{aligned}
$$

where the first two inequalities hold as $f$ is $\operatorname{Conv}\left(x_{0}\right)$, and the last as $f$ is $\operatorname{Decr}\left(x_{0}\right)$ and $\bar{\phi}_{0}(\cdot)$ is convex (which holds as $\phi_{0}(\cdot)$ is concave).

For $x_{0}+2=S_{0}$ we have:

$$
\begin{aligned}
& \tilde{G}_{0} f(x)+\tilde{G}_{0} f\left(x+2 e_{0}\right)-\tilde{G}_{0} f\left(x+e_{0}\right) \\
& =\phi_{0}(2) f\left(x+e_{0}\right)+\bar{\phi}_{0}(2) f(x)+\bar{\phi}_{0}(0) f\left(x+2 e_{0}\right)-2 \phi_{0}(1) f\left(x+2 e_{0}\right)-2 \bar{\phi}_{0}(1) f\left(x+e_{0}\right) \\
& =\left(\bar{\phi}_{0}-\bar{\phi}_{0}(2)\right) f\left(x+e_{0}\right)+\bar{\phi}_{0}(2) f(x)+\bar{\phi}_{0}(0) f\left(x+2 e_{0}\right) \\
& \quad-2\left(\bar{\phi}_{0}-\bar{\phi}_{0}(1)\right) f\left(x+2 e_{0}\right)-2 \bar{\phi}_{0}(1) f\left(x+e_{0}\right) \\
& =\bar{\phi}_{0}(2)\left(f(x)-f\left(x+e_{0}\right)\right)-2 \bar{\phi}_{0}(1)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right) \\
& \quad \quad+\bar{\phi}_{0}(0)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right) \\
& \geq\left(\bar{\phi}_{0}(2)-2 \bar{\phi}_{0}(1)+\bar{\phi}_{0}(0)\right)\left(f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)\right) \geq 0 .
\end{aligned}
$$

where the last inequality holds as $f$ is $\operatorname{Decr}\left(x_{0}\right)$ and $\bar{\phi}_{0}(\cdot)$ is convex. Note that we have used that $\bar{\phi}_{0}(0)=\bar{\phi}_{0}-\phi_{0}(0)=\bar{\phi}_{0}$.

- $\tilde{G}_{j}: \operatorname{Supermod}\left(x_{0}, x_{j}\right) \rightarrow \operatorname{Supermod}\left(x_{0}, x_{j}\right)$, for $j=1, \ldots, J$.

Assume that $f$ is $\operatorname{Conv}\left(x_{0}\right)$ and $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ for $j \neq 0$, then we show that $\tilde{G}_{k} f$ is $\operatorname{Supermod}\left(x_{0}, x_{j}\right)$ as well. We consider $\tilde{G}_{0}$ (then $\tilde{G}_{j}$ follows by symmetry) and $\tilde{G}_{k}$ for
$k \neq j$ separately. For $\tilde{G}_{0}$ with $x_{0}+1<S_{0}$ we have:

$$
\begin{aligned}
& \tilde{G}_{0} f(x)+\tilde{G}_{0} f\left(x+e_{0}+e_{j}\right)-\tilde{G}_{0} f\left(x+e_{0}\right)-\tilde{G}_{0} f\left(x+e_{j}\right) \\
&= \phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f(x)+\phi_{0}\left(y_{0}-1\right) f\left(x+2 e_{0}+e_{j}\right) \\
& \quad+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}-1\right)\right) f\left(x+e_{0}+e_{j}\right)-\phi_{0}\left(y_{0}-1\right) f\left(x+2 e_{0}\right)-\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}-1\right)\right) f\left(x+e_{0}\right) \\
& \quad-\phi_{0}\left(y_{0}\right) f\left(x+e_{0}+e_{j}\right)-\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f\left(x+e_{j}\right) \\
&= \phi_{0}\left(y_{0}-1\right)\left(f\left(x+2 e_{0}+e_{j}\right)+f\left(x+e_{0}\right)-f\left(x+2 e_{0}\right)-f\left(x+e_{0}+e_{j}\right)\right) \\
& \quad+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right)\left(f(x)+f\left(x+e_{0}+e_{j}\right)-f\left(x+e_{0}\right)-f\left(x+e_{j}\right)\right) \geq 0
\end{aligned}
$$

and for $x_{0}+1=S_{0}$ we have:

$$
\begin{aligned}
& \tilde{G}_{0} f(x)+\tilde{G}_{0} f\left(x+e_{0}+e_{j}\right)-\tilde{G}_{0} f\left(x+e_{0}\right)-\tilde{G}_{0} f\left(x+e_{j}\right) \\
& =\phi_{0}\left(y_{0}\right) f\left(x+e_{0}\right)+\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f(x)+\bar{\phi}_{0} f\left(x+e_{0}+e_{j}\right) \\
& \quad \quad-\bar{\phi}_{0} f\left(x+e_{0}\right)-\phi_{0}\left(y_{0}\right) f\left(x+e_{0}+e_{j}\right)-\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right) f\left(x+e_{j}\right) \\
& =\left(\bar{\phi}_{0}-\phi_{0}\left(y_{0}\right)\right)\left(f(x)+f\left(x+e_{0}+e_{j}\right)-f\left(x+e_{0}\right)-f\left(x+e_{j}\right)\right) \geq 0 .
\end{aligned}
$$

For $\tilde{G}_{k}(k \neq 0, j)$ with $x_{k}<S_{k}$ we have:

$$
\begin{aligned}
& \tilde{G}_{k} f(x)+\tilde{G}_{k} f\left(x+e_{0}+e_{j}\right)-\tilde{G}_{k} f\left(x+e_{0}\right)-\tilde{G}_{k} f\left(x+e_{j}\right) \\
& =\phi_{k}\left(y_{k}\right) f\left(x+e_{k}\right)+\left(\bar{\phi}_{k}-\phi_{k}\left(y_{k}\right)\right) f(x)+\phi_{k}\left(y_{k}\right) f\left(x+e_{0}+e_{j}+e_{k}\right) \\
& \quad+\left(\bar{\phi}_{k}-\phi_{k}\left(y_{k}\right)\right) f\left(x+e_{0}+e_{j}\right)-\phi_{k}\left(y_{k}\right) f\left(x+e_{0}+e_{k}\right) \\
& \quad-\left(\bar{\phi}_{k}-\phi_{k}\left(y_{k}\right)\right) f\left(x+e_{0}\right)-\phi_{k}\left(y_{k}\right) f\left(x+e_{j}+e_{k}\right)-\left(\bar{\phi}_{k}-\phi_{k}\left(y_{k}\right)\right) f\left(x+e_{j}\right) \\
& = \\
& \quad \phi_{k}\left(y_{k}\right)\left(f\left(x+e_{k}\right)+f\left(x+e_{0}+e_{j}+e_{k}\right)-f\left(x+e_{0}+e_{k}\right)-f\left(x+e_{j}+e_{k}\right)\right) \\
& \quad+\left(\bar{\phi}_{k}-\phi_{k}\left(y_{k}\right)\right)\left(f(x)+f\left(x+e_{0}+e_{j}\right)-f\left(x+e_{0}\right)-f\left(x+e_{j}\right)\right) \geq 0,
\end{aligned}
$$

and for $x_{k}=S_{k}$ we have:

$$
\begin{aligned}
& \tilde{G}_{k} f(x)+\tilde{G}_{k} f\left(x+e_{0}+e_{j}\right)-\tilde{G}_{k} f\left(x+e_{0}\right)-\tilde{G}_{k} f\left(x+e_{j}\right) \\
& \quad=\bar{\phi}_{k}\left(f(x)+f\left(x+e_{0}+e_{j}\right)-f\left(x+e_{0}\right)-f\left(x+e_{j}\right)\right) \geq 0 .
\end{aligned}
$$

## 4

## OPTIMAL LATERAL TRANSSHIPMENT POLICY FOR A TWO-LOCATION INVENTORY MODEL

For an spare parts inventory model with two stockpoints, we completely characterize and prove the structure of the optimal lateral transshipment policy, using dynamic programming. That is, we derive the optimal policy for satisfying demands, minimizing the average costs of the system in the long-run. This optimal policy is a threshold type policy. In addition, we derive conditions under which the so-called hold back and complete pooling policies are optimal, two policies that are often assumed in the literature.

### 4.1 Introduction

In this chapter we study an inventory model with two stockpoints, which provide spare parts for advanced technical systems. These systems are typically used in the primary processes of their users. Hence, any down-time of these systems is extremely costly, so ready-for-use spare parts are kept in stock for the critical component of these systems. We focus on a single, repairable part, for which a repair-by-replacement strategy is executed: upon failure of a system, the defective part is replaced by a part from inventory. The defective part is returned to the stockpoint, where it is repaired and added to the inventory. We take the initial number of spare parts on hand at each location to be given.

The stockpoints service two groups of technical systems, where each group is assigned to one stockpoint. In case of a breakdown of one of the systems, it demands a spare part at its dedicated stockpoint. The demands form a Poisson process at each stockpoint, of which the rates may differ. If a demand for a spare part is directly met at the stockpoint, we refer to this as a demand that is directly fulfilled. Otherwise, there are two other possibilities. The first option is a lateral transshipment, which means that a part is shipped from the other stockpoint. In this case, the system is down while it is waiting for the part, and extra transportation costs are incurred. The second option is an emergency repair procedure: the defective part is repaired in a fast repair procedure, for which high costs are incurred, and the system is down for a longer period of time. As downtime costs are huge, mainly because of loss of production, this option is much more expensive than a lateral transshipment. Due to these downtime costs, backordering of demands is not allowed.

By the use of lateral transshipments, significant costs can be saved, as the costs for a lateral transshipment are much smaller than the costs for an emergency procedure. For example, Kranenburg and Van Houtum [120] show that the company ASML, an original equipment manufacturer in the semiconductor industry, can reduce their spare parts provisioning costs by up to $50 \%$ through the efficient use of lateral transshipments, while keeping the service at the same level. Robinson [162] shows that substantial costs savings can be realized by the use of lateral transshipments, even when the transportation costs are high. Based on two case studies in the computer and automobile industry, Cohen and Lee [55] maintain that stock pooling is an effective way to improve the service levels, even with less on-hand inventory. Also, Cohen et al. [53] point out that the pooling of spare parts is one of the best ways for companies to realize cost reductions.

In this chapter, we focus on the optimization of the lateral transshipment policy. That is, we determine the optimal decision on how to fulfill a demand to minimize the average running costs of the system in the long-run: (i) directly from own stock, (ii) via a lateral transshipment, or (iii) via an emergency procedure. When is it beneficial to apply a lateral transshipment, and when is it better to apply an emergency procedure? A straightforward strategy would be to always fulfill demands from the own stockpoint, if possible, and otherwise via a lateral transshipment, if possible. This strategy is known as complete pooling (or full pooling) of inventory.

Depending on the cost parameters, a complete pooling strategy is suboptimal in certain cases. If a stockpoint has, for example, only one part left in stock, it could be beneficial to hold this one back, even if the other stockpoint requests a lateral transshipment. This situation can occur when the cost parameters for both stockpoints are equal (i.e. symmetric), but its effect may be even larger for asymmetric costs parameters. It could, in fact, be better to hold back parts even in case of a demand at the stockpoint itself, so as to be able to respond to a future lateral transshipment request of the other stockpoint. This situation, where stockpoints can hold back some inventory, is known as partial pooling. A hold back strategy (cf. Xu et al. [215]) is a special case of this in which outgoing transshipments are limited.

A considerable amount of work has already been done on the use of lateral transshipments in various settings (see e.g. Wong et al. [212] and Paterson et al. [153] for an overview). Most of it focuses on (approximate) evaluation of performance characteristics, (approximate) optimization of parameters when the policy is given, or optimization of the replenishment strategy. However, only limited results seem to be known about the optimal lateral transshipments policy. Archibald et al. [6] study a periodic review model and prove the optimal transshipment policy in case of stock-outs. They find a threshold type policy where the thresholds depend on the remaining time in a period. However, they assume zero replenishment lead times and their approach is inappropriate when these are positive. For optimal lateral transshipments rules in a continuous time review setting, hardly any results are available. In Zhao et al. [218] a two location make-tostock system is considered for which the optimal production and optimal transshipment policy are derived. They show that both of them can be described by a switching curve, i.e. by state-dependent thresholds. However, they do not allow inventory to be held back at a location. By generalization of this decision, we show that always satisfying a demand directly from stock might be suboptimal. So the optimization of the lateral transshipment policy in the current setting has not been done before. In Section 2 we present a more detailed literature review.

Our main contribution is as follows. For the described model, (a) we completely characterize and prove the structure of the optimal lateral transshipment policy, which is a threshold type policy. For this model, with positive lead times, the possibility to hold back stock and to allow for asymmetric cost parameters, the optimal policy structure has not been derived before. Next to this, (b) we give conditions under which the optimal policy simplifies to either a hold back policy or a complete pooling policy. The latter strategy is often assumed in the literature about lateral transshipments, see e.g. $[2,10,90,123,126,165,174,212,218]$. So we contribute to the literature by presenting conditions on the cost parameters under which this policy is indeed optimal.

We model the inventory problem as a Markov decision problem (see e.g. Puterman [155]). Based on the inventory levels, a decision has to be taken each time a demand arises at one of the two stockpoints. Using Event Based Dynamic Programming (see Koole $[115,116]$ ), we build up the $n$-period minimal cost function (the value function) of so-called event operators, where the possible events are demands and repairs. Proving structural properties of the value function, such as monotonicity and multimodularity, can then be done by considering each of these operators separately. Hence, this reduces the complexity of the problem. From this we derive the optimal lateral transshipment policy as well as conditions under which it is simplified.

Our model was inspired by an inventory system with repairables, which is common practice in the spare parts industry. However, the model applies much more generally. Inventory systems with replenishments (or productions to stock) fall within the same model, in case a base stock policy is executed, with one-for-one replenishments (or productions). The repair times in the current model resemble the replenishment (or production) lead times and the emergency procedures resemble lost sales. This interpretation would be more suitable when the inventory consists of consumables. Also inventory systems in which substitutions are allowed, fall within the same model. We study these options as model extensions.

The outline of this chapter is as follows. We start with a literature review in Section 4.2. In Section 4.3 we describe the model in more detail and we introduce the notation. We model the system as a Markov decision problem, and introduce the technique of Event Based Dynamic Programming. In Section 4.4 we give the structural properties of the event operators and of the value function. This leads to the characterization of the structure of the optimal policy which is a threshold type policy. Conditions are given under which certain simple policies are optimal and some examples are shown. In Section 4.5 we consider several extensions to the model. Finally, we summarize the results and indicate possibilities for further research in Section 4.6. Appendix 4.A contains all proofs. This chapter is based on [193].

### 4.2 Literature review

A considerable amount of work has already been done on the use of lateral transshipments in various settings. Wong et al. [212] and Paterson et al. [153] provide good overviews. We distinguish between two types of work, depending on the lateral transshipment rule. It can either be a predetermined and fixed rule, or it is subject to optimization. In most of the literature, a given predetermined fixed rule is assumed, and performance characteristics of the system are evaluated, either exactly or approximately
(e.g. [126, 10, 165, 175, 123]), or optimal reorder policies are derived (e.g. [162, 150]).

More relevant in relation to our work, is the literature on the optimization of the lateral transshipment rule. For the periodic-review case, we mention the following results. For a system with two locations, Archibald et al. [6] prove the optimal transshipment policy in case of stock-outs. It states when it is optimal to apply a lateral transshipment in case of a demand at a location with zero stock. The decision is based both on the stock level of the other location, and on the time left until the next replenishment opportunity, where it is assumed that the replenishments occur instantaneously (i.e., if we would let the period length go to zero, we would get a model with zero replenishment lead time). The costs consist of the regular and emergency ordering costs, transshipments costs and holding costs. The model they consider, however, considerably differs from our model. Firstly, we study a model with positive lead times for which the approach of [6] is inappropriate as there are no regeneration points any more. It is generally known in inventory theory, that there is a major difference between positive and zero lead times. Furthermore, it is assumed that a demand at a stockpoint is automatically fulfilled when the stockpoint has at least one unit on stock. In our model, on the contrary, we allow that in any state one can choose to apply a lateral transshipment or an emergency order. In other words, if the stockpoint where the demand occurs has positive stock, then one can choose between satisfying the demand directly from the own stock, applying a lateral transshipment or applying an emergency shipment. I.e., our model has more decisions and thus a higher complexity. Our results show that it is not always optimal to choose for directly satisfying a demand from the own stock if possible. This relates to the following point, namely, that we allow for non-equal emergency order costs. This relaxation is important as a consequence of it is, that it may be optimal to reserve a last unit on stock at one stockpoint for a future demand at the other stockpoint. In that case a demand at that stockpoint is not directly satisfied from stock, although the stockpoint has positive stock.

For multiple locations, Archibald et al. [5] come up with heuristics for the lateral transshipment rule. Hu et al. [106] characterize the optimal production and transshipment decisions in a related setting, also assuming that replenishments occur instantaneously at the beginning of a period. Herer et al. [104] approximate the optimal transshipment rule for multiple locations. In Herer and Tzur [103] an optimal transshipment policy is derived, but here lateral transshipments are not used in reaction to stock-outs, but only to balance stock because of different holding and replenishment costs at the locations. These are called pro-active transshipments. Wee and Dada [204] study the decision for a single period in a system with multiple locations and one central warehouse and give five protocols for a transshipment attempt in case of a stock-out. They prove that the optimal transshipment policy is described by exactly one of them, which can be determined by evaluating a set of conditions.

For optimal lateral transshipments rules in a continuous time review setting, hardly any results are available. Zhao et al. [216, 217] prove the optimal transshipment policy for so-called decentralized networks, where the locations are independently owned and operated. They find a policy where two, respectively three parameters determine when to send and when to accept a transshipment request. The latter resembles work of Xu et al. [215], which consider a hold-back parameter, that limits the amount of outgoing transshipments, however, they work with an ( $Q, R$ ) replenishment policy. For the case of compound Poisson processes, Axsäter [11] comes up with a heuristic rule determining which part of a given demand should be covered by a lateral transshipment. Evers [73]
provides two heuristics giving critical values for on-hand inventory, above which a stock transfers should be applied. Minner et al. [144] improve these heuristics, using an approach based on net present value.

In Zhao et al. [218] a two location make-to-stock system is considered. The demands arrive according to two independent Poisson processes, and at each location the production is modeled by a single-server make-to-stock queue, with exponentially distributed production times. The optimal production and optimal transshipment policy are derived, which both can be described by a switching curve, e.g. the optimal decisions are described by state-dependent thresholds. In their model, demands are backordered, and lateral transshipments can be applied both at the moment of a demand and at the moment of a production completion. However, they do not allow inventory to be held back at a location in order to be able to respond to future lateral transshipment requests of the other location, if it is, or is having a large risk of, facing a stock-out. So, the optimization of the lateral transshipment policy in the current setting (positive lead times in a continuous setting, the possibility to hold back stock and the possibility of asymmetric costs parameters) has not been done before.

The inventory model we consider is closely related to a queueing system. By viewing the stockpoints as multi-server queues, demands as arriving customers and repair lead times as service times, the problem translates into a routing problem in a queueing model with two parallel queues. These problems are often modeled as Markov decision problems, as is the case in the current chapter. Stidham and Weber [172] provide an overview on related problems for the control of (networks of) queues. For example, Menich and Serfozo [142] show optimality of a join-the-shortest-queue routing policy. Brouns [42] gives a partial characterization of the optimal routing policy to two two parallel multi-server queues with no buffers, which is related to our work. The main difference is, however, that in these kind of problems from the queueing literature, no costs are incurred for the routing of customers. These costs, however, turn out here to play an important role in the characterization of optimal policies.

### 4.3 Model and notation

In Section 4.3 .1 we introduce the problem, followed by its modeling as a Markov decision problem in Section 4.3.2. We introduce the value function (the $n$-period minimal cost function) and two types of event operators (for the demands and for the repairs), by which the value function can be recursively expressed.

### 4.3.1 Problem description

We consider a spare part inventory system consisting of two stockpoints, which provision a single spare part for the critical component of an advanced technical system. Initially, each stockpoint has a predetermined number of ready-for-use spare parts in stock of a given stock keeping unit (SKU), $S_{i} \in \mathbb{N} \cup\{0\}$ at stockpoint $i, i=1,2$. There are two groups of systems, where each group is assigned to one stockpoint. When a system breaks down, the critical component has to be replaced by a spare part, i.e., the system demands a spare part at its designated stockpoint. The demands arrive continuously, according to two independent Poisson processes with arrival rate $\lambda_{i} \geq 0$ at stockpoint $i$, such that $\lambda_{1}+\lambda_{2}>0$. A demand can be fulfilled in one of the following three ways: (i) directly
from own stock, (ii) via a lateral transshipment, or (iii) via an emergency procedure. In either of the three cases, the defective part is returned to the stockpoint of which the spare part originated from. The repair times of broken parts are exponentially distributed with mean $1 / \mu$, where $\mu>0$, and both stockpoints have ample repair capacity. As both stockpoints repair the same kind of parts, the repair rates are equal. In Section 4.5.3 we investigate unequal repair rates. We assume that parts can be repaired an unlimited number of times, and that repaired parts attain their original quality. The interarrival and replenishment times are all mutually independent.

Our goal is to minimize the average costs in the long-run. The costs are composed of the costs for the lateral transshipments, emergency procedures, and the downtimes of the systems. We are only interested in the influence of the decisions on the costs, i.e., in the extra costs a lateral transshipment or an emergency procedure causes, compared to a fulfillment of a demand directly from stock. The number of spare parts $S_{1}$ and $S_{2}$ is given, and we do not take into account the acquisition costs of these. Neither do we take into account holding costs, as we have circulating stock. We set the costs when a demand is met directly from own stock to zero. These would be the costs for the downtime of the machine and for the shipment of the spare part to the system, as well as replacing, shipping back and repairing the broken part. But these costs are made in any case, independently of the chosen action. If a lateral transshipment is applied, higher transportation costs are incurred, and as the system is down during the extra transportation time, extra costs for loss of production are incurred too. All these costs together, for applying a lateral transshipment from the other stockpoint to stockpoint $i$, are put in the penalty costs for a lateral transshipment to stockpoint $i$, denoted by $P_{L T_{i}}$. The third option for fulfilling a demand, is an emergency procedure. The broken part is repaired in a fast repair procedure, during which the machine is down. This can be a considerable amount of time. These extra costs form the penalty costs for an emergency procedure for a demand at stockpoint $i$, denoted by $P_{E P_{i}}$. We assume $P_{E P_{i}} \geq P_{L T_{i}} \geq 0$, $i=1$, 2 .

We model the delays for lateral transshipments and emergency procedures entirely in the cost factors $P_{L T_{i}}$ and $P_{E P_{i}}$. This is because, compared to the repair lead times, these delays are on a different time scale. We work together with several companies in the spare parts industry and know the typical orders of magnitude for repair lead times, lateral transshipment times, and emergency shipments. Repair lead times are typically in the order of multiple weeks or months, whereas lateral transshipments and emergency shipments are typically in the order of hours or at most one day, say. As a result, it is very unlikely that a normal repair lead time of a part would be completed in the few hours that a lateral transshipment or emergency procedure is executed. Hence, we model the lateral transshipments and emergency procedures to occur instantaneously and put all costs in the factors $P_{L T_{i}}$ and $P_{E P_{i}}$.

We allow for non-equal lateral transshipment and emergency procedure costs at the two stockpoints. The two groups of customers served by the two stockpoints, possibly have different downtime costs. So, as these are incorporated in $P_{L T_{i}}$ and $P_{E P_{i}}$, these cost factors may differ at both locations. This also reflects possible differences in transportation costs.

Under the given repair strategy, we have a system with circulating stock. The inventory position (the total number of parts in stock and parts in repair) is constant at each stockpoint and equal to the initial amount of spare parts, which is $S_{i}$ at stockpoint $i$. The
model, however, is suitable in a much more general setting, namely with replenishments (or productions to stock) instead of repairs. This holds as long as a base stock policy is executed, where the base stock level is $S_{i}$, and one-for-one replenishments (or productions) are assumed. The repair times are then the equivalent of the replenishment (or production) lead times, and the emergency repair procedures are the equivalent of lost sales.

### 4.3.2 Dynamic programming formulation

The state $x$ of the system is given by the inventory levels at both stockpoints: $x=\left(x_{1}, x_{2}\right)$, where $x_{i} \in\left\{0,1, \ldots, S_{i}\right\}$ is the on-hand stock at stockpoint $i$. The state space $\mathcal{S}$ is given by all possible combinations of inventory levels, $\mathcal{S}=\left\{0,1, \ldots, S_{1}\right\} \times\left\{0,1, \ldots, S_{2}\right\}$. Upon a demand at stockpoint $i$, a decision has to be taken how to fulfill it, in one of the following three ways: (0) directly from own stock, (1) via a lateral transshipment or (2) via an emergency procedure. The action taken for a demand at $i$ when in state $x$, is denoted by $a_{i}(x) \in\{0,1,2\}$, respectively, and an optimal action is denoted by $a_{i}^{*}(x)$. Backorders are not allowed. Hence, the decision space of each $a_{i}(x)$ consist of the decisions under which $x_{1}$ and $x_{2}$ remain greater than or equal to zero.

As the interarrival times of demands as well as the replenishment times are independent exponentially distributed random variables, we can apply uniformization (e.g. Lippman [131]) to convert the semi-Markov decision problem into an equivalent Markov decision problem (MDP).

The existence of a stationary average costs optimal policy is guaranteed by Puterman [155, Theorem 8.4.5a]: if the state space and action space for every state are finite, the costs are bounded and the model is unichain, then there exists a stationary average costs optimal policy. A model is said to be unichain if the transition matrix of every (deterministic) stationary policy is unichain, that is, if it consists of a single recurrent class plus a possibly empty set of transient states. The current model is unichain, as the state ( $S_{1}, S_{2}$ ) is accessible from every state $\left(x_{1}, x_{2}\right) \in \mathcal{S}$ for every stationary policy.

When facing a decision, we should take into account the direct costs for a decision as well as the future expected costs this decision brings along. For the expected costs from a state, we introduce the value function (see e.g. Puterman [155]) $V_{n}: \mathcal{S} \mapsto \mathbb{R}^{+} . V_{n}\left(x_{1}, x_{2}\right)$ is the minimum expected total costs when there are $n$ events (demands or repairs) left starting in state $\left(x_{1}, x_{2}\right) \in \mathcal{S}$. This $V_{n}$ can be recursively expressed. The two types of operators it consists of ( $G_{i}$ for the repairs at a stockpoint, and $H_{i}$ for the demands) are defined below. $V_{n}$ is given by:

$$
\begin{equation*}
V_{n+1}\left(x_{1}, x_{2}\right)=\frac{1}{v}\left(\sum_{i=1}^{2} \mu G_{i} V_{n}\left(x_{1}, x_{2}\right)+\sum_{i=1}^{2} \lambda_{i} H_{i} V_{n}\left(x_{1}, x_{2}\right)\right) \text {, for }\left(x_{1}, x_{2}\right) \in \mathcal{S}, n \geq 0 \text {, } \tag{4.3.1}
\end{equation*}
$$

starting with $V_{0} \equiv 0$, and $v=\lambda_{1}+\lambda_{2}+\left(S_{1}+S_{2}\right) \mu$ is the uniformization rate. Decisions are only made in the way of fulfilling demands (in the operator $H_{i}$ ). The decision is taken each time a demand arrives, and is based on the inventory levels. For the repairs no decisions are taken.

Note that we do not include holding costs, as one can, without loss of generality, assume that these are also charged for items in repair. So they only add a constant factor
to the value function, and hence, we set them to zero. In Section 4.5 . 1 we consider including these costs as a model extension.

The operator $G_{1}$ models the repairs at stockpoint 1 , and is defined by

$$
G_{1} f\left(x_{1}, x_{2}\right)= \begin{cases}\left(S_{1}-x_{1}\right) f\left(x_{1}+1, x_{2}\right)+x_{1} f\left(x_{1}, x_{2}\right) & \text { if } x_{1}<S_{1}  \tag{4.3.2}\\ S_{1} f\left(x_{1}, x_{2}\right) & \text { if } x_{1}=S_{1}\end{cases}
$$

where $f$ is an arbitrary function $f: \mathcal{S} \mapsto \mathbb{R}^{+} . G_{2}$ is defined analogously. If the inventory level is $x_{1}$, there are $S_{1}-x_{1}$ outstanding repairs, hence, the repairs occur at a rate proportional to $S_{1}-x_{1}$. The term $x_{1} f\left(x_{1}, x_{2}\right)$ corresponds to fictitious transitions. In this way, we assure that the total rate at which $G_{1}$ occurs is always equal to $S_{1}$.

The operator $H_{1}$ models the demands at stockpoint 1 , and is defined by

$$
\begin{align*}
& H_{1} f\left(x_{1}, x_{2}\right) \\
& = \begin{cases}P_{E P_{1}}+f\left(x_{1}, x_{2}\right) & \text { if } x_{1}=0, x_{2}=0, \\
\min \left\{f\left(x_{1}-1, x_{2}\right), P_{E P_{1}}+f\left(x_{1}, x_{2}\right)\right\} & \text { if } x_{1}>0, x_{2}=0, \\
\min \left\{P_{L T_{1}}+f\left(x_{1}, x_{2}-1\right), P_{E P_{1}}+f\left(x_{1}, x_{2}\right)\right\} & \text { if } x_{1}=0, x_{2}>0, \\
\min \left\{f\left(x_{1}-1, x_{2}\right), P_{L T_{1}}+f\left(x_{1}, x_{2}-1\right), P_{E P_{1}}+f\left(x_{1}, x_{2}\right)\right\} & \text { if } x_{1}>0, x_{2}>0 .\end{cases} \tag{4.3.3}
\end{align*}
$$

$\mathrm{H}_{2}$ is defined analogously. If a demand occurs, it has to be decided how to fulfill it. There are three options for this: directly from stock, via a lateral transshipment, or via an emergency procedure. $H_{i}$ takes the costs-minimizing action, where the costs consist of the direct costs for an action and the expected remaining costs from the state the system is in after taking that action. Depending on the stock levels $x_{1}$ and $x_{2}$, four cases are distinguished over which the minimization is carried out as stock levels cannot become negative.

### 4.4 Structural results

In this section we prove our main result: the structure of the optimal policy. For this we first prove that the value function $V_{n}$ satisfies certain structural properties, such as monotonicity and multimodularity. We show that the operators of which $V_{n}$ is composed, all preserve these properties. Then, as $V_{0}$ satisfies them, it follows directly by induction that the properties hold for $V_{n}$ for all $n \geq 0$. A framework for this was introduced by Koole [115] (see also Koole [116]) as Event Based Dynamic Programming. The main advantage of this approach is that one can prove the propagation of properties for each of the event operators separately, reducing the complexity of the problem. Changes or extensions to the model can easily be made by replacing or adding events.

In Section 4.4 .1 we introduce the properties and prove that $G_{1}, G_{2}, H_{1}$ and $H_{2}$ preserve them. It then follows that $V_{n}$, for all $n \geq 0$, satisfies them as well. From this we derive, in Section 4.4.2, the structure of the optimal lateral transshipment policy, which is a threshold type policy. We give conditions under which it reduces to a simple policy, such as a hold back or a complete pooling strategy in Section 4.4.3. Some examples are given in Section 4.4.4, and the special case with symmetric system parameters is considered in Section 4.4.5. All proofs are given in the appendix.

### 4.4.1 Properties of operators and value function

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in $\mathcal{S}$ :

$$
\begin{align*}
\operatorname{Decr}(1): & f\left(x_{1}, x_{2}\right) \geq f\left(x_{1}+1, x_{2}\right),  \tag{4.4.1}\\
\operatorname{Decr}(2): & f\left(x_{1}, x_{2}\right) \geq f\left(x_{1}, x_{2}+1\right),  \tag{4.4.2}\\
\operatorname{Conv}(1): & f\left(x_{1}, x_{2}\right)+f\left(x_{1}+2, x_{2}\right) \geq 2 f\left(x_{1}+1, x_{2}\right),  \tag{4.4.3}\\
\operatorname{Conv}(2): & f\left(x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}+2\right) \geq 2 f\left(x_{1}, x_{2}+1\right),  \tag{4.4.4}\\
\text { Supermod: } & f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right) \geq f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right), \\
\text { SuperC(1,2): } & f\left(x_{1}+2, x_{2}\right)+f\left(x_{1}, x_{2}+1\right) \geq f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right),  \tag{4.4.6}\\
\text { SuperC(2,1): } & f\left(x_{1}, x_{2}+2\right)+f\left(x_{1}+1, x_{2}\right) \geq f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right), \tag{4.4.7}
\end{align*}
$$

MM : Supermod $\cap \operatorname{SuperC}(1,2) \cap \operatorname{SuperC}(2,1)$.
Furthermore, $\operatorname{Decr}=\operatorname{Decr}(1) \cap \operatorname{Decr}(2), \operatorname{Conv}=\operatorname{Conv}(1) \cap \operatorname{Conv}(2)$, and SuperC $=$ $\operatorname{SuperC}(1,2) \cap \operatorname{SuperC}(2,1)$.

The following two lemmas give useful properties of the operators $G_{i}$ and $H_{i}$, which enable us to derive the structure of the optimal policy.

Lemma 4.4.1. a) Operator $G_{i}, i=1,2$, preserves each of the following properties:
(i) Decr; (ii) Conv; (iii) Supermod.
b) The sum of the operators $G_{1}+G_{2}$ preserves each of the following properties:
(i) Decr; (ii) Conv; (iii) Supermod; (iv) SuperC; (v) MM.

Note that SuperC (and hence MM), is only preserved by the sum of the operators $G_{1}+G_{2}$, and not by $G_{1}$ and $G_{2}$ separately. When $G_{1}+G_{2}$ is applied to (4.4.6) and (4.4.7) respectively, some terms introduced by $G_{1}$ cancel out against terms introduced by $G_{2}$.

Lemma 4.4.2. Operator $H_{i}, i=1,2$, preserves each of the following properties: (i) Decr, (ii) MM.

By induction on $n$, and using the results of Lemmas 4.4.1 and 4.4.2, the next theorem immediately follows.

Theorem 4.4.3. $V_{n}$ satisfies (4.4.1)-(4.4.7) for all $n \geq 0$.
The properties (4.4.1)-(4.4.7) of $V_{n}$ are the key in classifying the structure of the optimal policy.

### 4.4.2 Structure of optimal policy

We now characterize the structure of the optimal policy in the following two theorems. We state the optimal policy for fulfilling a demand at stockpoint 1 (see Figure 4.1); for stockpoint 2, analogous results hold. First we give the result for $x_{2}$ fixed, next for $x_{1}$ fixed.

Theorem 4.4.4. The optimal policy for fulfilling a demand at stockpoint 1 for fixed $x_{2}$ is a threshold type policy: for each $x_{2} \in\left\{0,1, \ldots, S_{2}\right\}$, there exist thresholds $T_{1}^{l t}\left(x_{2}\right) \in$ $\left\{0,1, \ldots, S_{1}+1\right\}$ and $T_{1}^{d i}\left(x_{2}\right) \in\left\{1, \ldots, S_{1}+1\right\}$, with $T_{1}^{l t}\left(x_{2}\right) \leq T_{1}^{d i}\left(x_{2}\right)$, such that:

$$
\begin{aligned}
& a_{1}^{*}(x)=2 \text { (emergency procedure), for } 0 \leq x_{1} \leq T_{1}^{l t}\left(x_{2}\right)-1 \\
& a_{1}^{*}(x)=1 \text { (lateral transshipment), for } T_{1}^{l t}\left(x_{2}\right) \leq x_{1} \leq T_{1}^{d i}\left(x_{2}\right)-1 \\
& a_{1}^{*}(x)=0 \text { (directly from own stock), for } T_{1}^{d i}\left(x_{2}\right) \leq x_{1} \leq S_{1}
\end{aligned}
$$

where $T_{1}^{l t}(0)=T_{1}^{d i}(0) \geq 1$.
The analogous result holds for demands at stockpoint 2 under a fixed $x_{1} \in\left\{0,1, \ldots, S_{1}\right\}$.
This structure is graphically represented below the horizontal axis in Figure 4.1. For each $x_{2}$, the thresholds divide the set $\left\{0, \ldots, S_{1}\right\}$ into (at most) three subsets. In the first subset, where $x_{1}$ is small, an emergency procedure is optimal; in the second one a lateral transshipment; and in the third one, where $x_{1}$ is large, it is optimal to take a part from stock. A threshold can be equal to $S_{1}+1$, hence, implying that for a given $x_{2}$ taking parts from stock or applying lateral transshipments is never optimal.

A special case is $x_{2}=0$ : as lateral transshipments are not possible at stockpoint 1 , we have $T_{1}^{l t}(0)=T_{1}^{d i}(0)$, where $T_{1}^{d i}(0) \geq 1$. In this case, there are (at most) two subsets: an emergency procedure is applied for $0 \leq x_{1}<T_{1}^{d i}(0)$, and a demand is directly delivered from stock for $T_{1}^{d i}(0) \leq x_{1} \leq S_{1}$.

The intuition behind this theorem is as follows. If the stock level $x_{1}$ is high one is willing to take a part from stock as there are still plenty left afterwards. But if the stock level is low, one might, depending on the costs parameters, decide to hold some parts back for future lateral transshipment requests of the other stockpoint. If $x_{1}=0$ one is forced to apply either an emergency procedure or a lateral transshipment.

A similar characterization of the optimal policy can be made for fixed $x_{1}$, which is given in the following theorem.

Theorem 4.4.5. For the optimal policy for fulfilling a demand at stockpoint 1 for fixed $x_{1} \in\left\{0,1, \ldots, S_{1}\right\}$, there exist $\hat{T}_{1}^{d i}\left(x_{1}\right) \in\left\{0,1, \ldots, S_{2}+1\right\}$ and $\hat{T}_{1}^{l t}\left(x_{1}\right) \in\left\{1, \ldots, S_{2}+1\right\}$, with $\hat{T}_{1}^{d i}\left(x_{1}\right) \leq \hat{T}_{1}^{l t}\left(x_{1}\right)$, such that:

$$
\begin{aligned}
& a_{1}^{*}(x)=2 \text { (emergency procedure), for } 0 \leq x_{2} \leq \hat{T}_{1}^{d i}\left(x_{1}\right)-1 \\
& a_{1}^{*}(x)=0 \text { (direct from own stock), for } \hat{T}_{1}^{d i}\left(x_{1}\right) \leq x_{2} \leq \hat{T}_{1}^{l t}\left(x_{1}\right)-1 \\
& a_{1}^{*}(x)=1 \text { (lateral transshipment), for } \hat{T}_{1}^{l t}\left(x_{1}\right) \leq x_{2} \leq S_{2}
\end{aligned}
$$

where $\hat{T}_{1}^{d i}(0)=\hat{T}_{1}^{l t}(0) \geq 1$.
The analogous result holds for demands at stockpoint 2 under a fixed $x_{2} \in\left\{0,1, \ldots, S_{2}\right\}$.
This structure is graphically represented next to the vertical axis in Figure 4.1. For a given $x_{1}$, the set $\left\{0, \ldots, S_{2}\right\}$ is divided into subsets, such that in each subset one of the three decisions is optimal. Again, a $\hat{T}_{1}^{d i}\left(x_{1}\right)$ or $\hat{T}_{1}^{l t}\left(x_{1}\right)$ larger than the maximum stock level indicates that a certain subset is empty, hence, that decision is never optimal. A special case is $x_{1}=0$, when it is not possible to deliver a demand directly from stock. Hence $\hat{T}_{1}^{d i}(0)=\hat{T}_{1}^{l t}(0)$, where $\hat{T}_{1}^{l t}(0) \geq 1$.

If the stock level at the other stockpoint, $x_{2}$, is high, a lateral transshipment can be a good option as there are still plenty of parts left after the transshipment is carried
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Figure 4.1: General structure of the optimal policy for a demand at location 1. For fixed $x_{2}$ the optimal policy structure is indicated below the horizontal axis, for fixed $x_{1}$ next to the vertical axis.
out. When $x_{2}$ decreases, lateral transshipments are less likely to become the best option. If $x_{2}$ is low, or even zero, stockpoint 1 might hold stock back by applying emergency procedures, which can be optimal if the emergency costs of stockpoint 2 are much higher than those of 1 . We note that this is the general form of the structure. It is unlikely that it turns out to be optimal to take parts via lateral transshipments when $x_{2}$ is large, but hold parts back for stockpoint 2 when $x_{2}$ is small.

Combining Theorem 4.4.4 and Theorem 4.4.5 restricts the possibilities for the optimal policy significantly. The states where an emergency procedure is an optimal action for a demand at stockpoint 1, i.e. the subset $\mathrm{EP}=\left\{x \in \mathcal{S} \mid a_{1}^{*}(x)=2\right\}$, form a connected part of the state space, located in the lower left corner. This follows as given that $a_{1}^{*}(\tilde{x})=2$ for some $\tilde{x}$, we have $a_{1}^{*}(x)=2$ for all $x$ with $x_{1} \leq \tilde{x}_{1}$ (by Theorem 4.4.4), and all $x$ with $x_{2} \leq \tilde{x}_{2}$ (by Theorem 4.4.5). For the remaining states, a lateral transshipment or a delivery from stock is optimal. The curve dividing these two subsets, LT $=\{x \in \mathcal{S} \mid$ $\left.a_{1}^{*}(x)=1\right\}$ respectively $\mathrm{DI}=\left\{x \in \mathcal{S} \mid a_{1}^{*}(x)=0\right\}$, is non-decreasing in $x_{1}$. This implies that the general structure of the optimal policy is as given in Figure 4.1.

### 4.4.3 Conditions simplifying the optimal policy

Under simple, sufficient conditions for the cost parameters, the structure of the optimal policy is simplified. We give two such conditions: under the first one, (i) it is optimal to fulfill a demand directly from own stock, whenever possible, but with a parameter limiting the amount of outgoing lateral transshipment. We refer to this as a hold back
policy (see e.g. Xu et al. [215]) as the parameters indicate the amount of stock that is held back from a transshipment request. Hence, we refer to these as the hold back levels. Next to this, under the second condition, (ii) it is optimal to fulfill a demand directly from own stock, whenever possible, and otherwise to apply a lateral transshipment, whenever possible. For an individual stockpoint, we call this a zero hold back policy, as the hold back level equal zero. When both stockpoints execute this policy, this is called a complete pooling policy.

The following theorem states conditions under which it is optimal to always fulfill a demand directly from own stock:

Theorem 4.4.6. 1a) If

$$
\begin{equation*}
P_{E P_{2}} \leq P_{L T_{2}}+\left(1+\frac{\mu}{\lambda_{2}}\right) P_{E P_{1}} \tag{4.4.9}
\end{equation*}
$$

then $T_{1}^{\text {di }}\left(x_{2}\right)=1$ for all $x_{2} \in\left\{0,1, \ldots, S_{2}\right\}$, i.e. a hold back policy is optimal at stockpoint 1 . b) If

$$
\begin{equation*}
P_{E P_{1}} \leq P_{L T_{1}}+\left(1+\frac{\mu}{\lambda_{1}}\right) P_{E P_{2}} \tag{4.4.10}
\end{equation*}
$$

then $T_{2}^{\text {di }}\left(x_{1}\right)=1$ for all $x_{1} \in\left\{0,1, \ldots, S_{1}\right\}$, i.e. a hold back policy is optimal at stockpoint 2 .
2) If (4.4.9) and (4.4.10) hold, then it is optimal for both stockpoints to execute a hold back policy.

Under condition (4.4.9), whenever there are items in stock at stockpoint 1, they should always be used in case of a demand at stockpoint 1, see Figure 4.2(a). However, stock can possibly be held back from lateral transshipment requests. If both stockpoints execute a hold back policy, the entire policy is prescribed by only 2 parameters ( $\hat{T}_{1}^{l t}(0)$ and $\left.\hat{T}_{2}^{l t}(0)\right)$. The case of symmetric costs at both stockpoints, i.e. $P_{L T_{1}}=P_{L T_{2}}$ and $P_{E P_{1}}=$ $P_{E P_{2}}$, clearly satisfies conditions (4.4.9) and (4.4.10).

Next we give conditions under which the application of lateral transshipments in case of a stock-out, is optimal, when possible:

Theorem 4.4.7. 1a) If

$$
\begin{equation*}
P_{L T_{1}}+\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{E P_{2}} \leq P_{E P_{1}} \tag{4.4.11}
\end{equation*}
$$

then $\hat{T}_{1}^{l t}(0)=1$, i.e. a zero hold back policy is optimal at stockpoint 1 .
1b) If

$$
\begin{equation*}
P_{L T_{2}}+\frac{\lambda_{1}}{\lambda_{1}+\mu} P_{E P_{1}} \leq P_{E P_{2}} \tag{4.4.12}
\end{equation*}
$$

then $\hat{T}_{2}^{l t}(0)=1$, i.e. a zero hold back policy is optimal at stockpoint 2 .
2) If (4.4.11) and (4.4.12) hold, then a complete pooling policy is optimal.

Note that conditions (4.4.11) and (4.4.12) are symmetric in their arguments. Under condition (4.4.11), stockpoint 2 should not hold back stock if stockpoint 1 requests a lateral transshipment when it is out-of-stock, see Figure 4.2(b). As condition (4.4.11) is stronger than condition (4.4.9), i.e. as (4.4.11) implies (4.4.9), it follows that under condition (4.4.11) a zero hold back pooling policy is optimal, see Figure 4.2(c). Under a zero hold back pooling policy, a demand is directly met from own stock if possible, and otherwise always via a lateral transshipment, if possible. The stockpoint does not


Figure 4.2: (a) Always DI (hold back policy, Theorem 4.4.6); (b) Always LT if out-of-stock (Theorem 4.4.7); (c) Complete pooling (again Theorem 4.4.7, as it implies Theorem 4.4.6).
hold back stock in any case. When both stockpoints execute this strategy, this is called a complete pooling policy, a strategy that is often assumed in the literature (see e.g. [2, 10, $90,123,126,165,174,212,218]$ to mention only a few). Theorem 4.4 .7 gives sufficient conditions under which such a policy is indeed optimal.

The implication of (4.4.9) by (4.4.11) can be seen as follows. Rewriting (4.4.11) gives $\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{E P_{2}} \leq P_{E P_{1}}-P_{L T_{1}}$, but this implies $\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{E P_{2}} \leq P_{E P_{1}}+\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{L T_{2}}$ (as both $P_{L T_{1}}$ and $\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{L T_{2}}$ are non-negative), which is equivalent to (4.4.9). Analogously, (4.4.12) implies (4.4.10).

The given conditions in Theorem 4.4.6 and Theorem 4.4.7 are, in general, sufficient, but not necessary. For the cases $S_{1}=1, S_{2}=0$, respectively $S_{1}=0, S_{2}=1$, the conditions are necessary and sufficient. There exist examples not satisfying these conditions, in which case, the optimal policy is neither a hold back nor a zero hold back pooling policy (see Section 4.4.4, Example 4.4.1).

There is an interesting relation between the conditions when considered for both stockpoints: either condition (4.4.9), or condition (4.4.12) holds (or both hold); and either condition (4.4.10), or condition (4.4.11) holds (or both hold). These statements follow from the following (e.g. for the first one): (i) if condition (4.4.9) does not hold, then surely condition (4.4.12) holds; and (ii) if condition (4.4.12) does not hold, then surely condition (4.4.9) holds. This follows by rewriting the conditions: for (i) we have that if (4.4.9) does not hold, then $P_{E P_{2}} \geq P_{L T_{2}}+\frac{\lambda_{2}+\mu}{\lambda_{2}} P_{E P_{1}}$, but this implies $P_{E P_{2}} \geq$ $P_{L T_{2}}+\frac{\lambda_{1}}{\lambda_{1}+\mu} P_{E P_{1}}$ (as $\frac{\lambda_{2}+\mu}{\lambda_{2}} \geq 1$, but $\frac{\lambda_{1}}{\lambda_{1}+\mu} \leq 1$ ), which is exactly (4.4.12); and (ii) follows as $\frac{\lambda_{1}}{\lambda_{1}+\mu} \leq 1$ in (4.4.12), but $1+\frac{\mu}{\lambda_{2}} \geq 1$ in (4.4.9). The analogous reasoning holds for conditions (4.4.10) and (4.4.11). Combined with the properties that (4.4.11) implies (4.4.9), and that (4.4.12) implies (4.4.10), this immediately leads to the following corollary.

Corollary 4.4.8. The optimal lateral transshipment policy is

1. either (at least) a hold back policy at both locations;
2. or a zero hold back policy for (at least) one location.

Demand at location 1


Demand at location 2


Figure 4.3: Optimal policy for the case with $S_{1}=S_{2}=4, \lambda_{1}=2, \lambda_{2}=1, \mu=1 / 3$ and penalty costs $P_{E P_{1}}=25, P_{L T_{1}}=5, P_{E P_{2}}=10, P_{L T_{2}}=2$.

Here, by 'at least' a hold back policy we mean either a hold back policy or a zero hold back policy. In the second case, the optimal policy for one location is a zero hold back policy, and the optimal policy for the other location can be a hold back policy, a zero hold back policy, or neither of the two.

### 4.4.4 Examples

We illustrate our results by two examples.
Example 4.4.1. Consider the following example: $S_{1}=S_{2}=4$, and $\lambda_{1}=2, \lambda_{2}=1$, $\mu=1 / 3$, and cost parameters given by $P_{E P_{1}}=25, P_{L T_{1}}=5$ and $P_{E P_{2}}=10, P_{L T_{2}}=2$. Hence, an emergency procedure is five times as expensive as a lateral transshipment, and at location 1, the demand rate as well as the costs are higher. The optimal policy is given in Figure 4.3.

At stockpoint 1 a zero hold back policy is optimal: the demands are fulfilled directly from own stock if possible $\left(a_{1}^{*}\left(x_{1}, x_{2}\right)=0\right.$ for $\left.x_{1}>0\right)$, or via a lateral transshipment in case of a stock-out $\left(a_{1}^{*}\left(0, x_{2}\right)=1\right.$, for $\left.x_{2}>0\right)$. Only if stockpoint 2 is stocked-out as well, an emergency procedure is applied $\left(a_{1}^{*}(0,0)=2\right)$. This structure is implied by the fact that the parameters satisfy condition (4.4.11), and hence, part 1a) of Theorem 4.4.7 holds.

For stockpoint 2, no further conclusions can be drawn for the optimal policy. Demands are only fulfilled directly from stock if the sum of the inventory levels at both locations is large enough, i.e. if $x_{1}+x_{2} \geq 3$ (and $x_{2}>0$ ), otherwise an emergency procedure is applied. This can be explained in the following way. The costs for lateral transshipments to and emergency procedures at stockpoint 1 are much higher than those at stockpoint 2 . This results in the fact that stockpoint 2 will hold back parts, even when it faces a demand. By holding back parts, the expensive costs for an emergency procedure at stockpoint 1 are saved in case of a demand there, when it is stocked out. This is at the expense of a lateral transshipment from 2 and possibly one or more emergency procedures at 2 . The option of holding back parts at 2, however, is on average less costly.

Demand at location 1


Figure 4.4: Optimal policy for Example 4.4.1, now with $P_{E P_{2}}=20, P_{L T_{2}}=4$.

The optimal policy at location 2 resembles a so-called critical level policy, which is common in stock rationing problems for single inventory point (see e.g. Ha [94]). In such problems, one stockpoint satisfies demands of two (or more) types of customers, which differs in penalty costs for lost sales. In the typical optimal policy, demands from the most expensive customers are always satisfied, and a threshold (called the critical level) exists for the inventory level. From this level on demands for the less expensive customers should be satisfied as well. In the optimal policy in this example the sum of the stock levels at 1 and 2 resembles such a critical level. The sum $x_{1}+x_{2}$ here determines whether a demand at location 2 is directly satisfied or lost.

The optimal policy gives expected average costs per time unit of 18.2. Without lateral transshipments, these costs would be 25.5 ; hence, the optimal policy reduces this by almost $29 \%$. A complete pooling policy has expected average costs per time unit of 20.0, in this case, so the optimal policy reduces these costs by $9.4 \%$.
Example 4.4.2. In Example 4.4.1, condition (4.4.11) (and hence, condition (4.4.9)) was satisfied for stockpoint 1, but not for stockpoint 2. By doubling the penalty costs at 2, into $P_{E P_{2}}=20$ and $P_{L T_{2}}=4$, condition (4.4.10) is satisfied as well. Hence, by Theorem 4.4.6, this results in the optimality of a hold back policy at both locations (with still zero hold back at 1). The optimal policy is given in Figure 4.4.

The two thresholds (the hold back levels), determine the entire policy, and are given by $\hat{T}_{1}^{l t}(0)=1$ and $\hat{T}_{2}^{l t}(0)=2$. These are the inventory levels from which on lateral transshipments ( $a_{i}^{*}=1$ ) are applied instead of emergency procedures ( $a_{i}^{*}=2$ ). The expected average costs per time unit in this case are 22.9. For a policy without lateral transshipments these would be 27.6 (almost $17 \%$ reduction for optimal policy), and complete pooling would give 23.2 . This is only $1.4 \%$ reduction, but this policy differs from the optimal policy only in $a_{2}(1,0)$.

### 4.4.5 Symmetric parameters

A special case is the system in which all parameters are symmetric, i.e. in which all parameters for both stockpoints are equal: $S_{1}=S_{2}=: S, \lambda_{1}=\lambda_{2}=: ~ \lambda, P_{L T_{1}}=P_{L T_{2}}=$ : $P_{L T}, P_{E P_{1}}=P_{E P_{2}}=: P_{E P}$. It is straightforward that in this case there exists a symmetric

Demand at location 1


Figure 4.5: For symmetric system parameters, the optimal policy can be described by only one threshold $T$ (e.g., here $T=3$ ).
optimal policy. As the conditions of Theorem 4.4.6 are clearly satisfied, it follows that for both stockpoints a hold back policy is optimal. The entire policy can now be described by a single (for both stockpoints equal) hold back level $\hat{T}_{1}^{l t}(0)=\hat{T}_{2}^{l t}(0)=: T \in\{1,2, \ldots, S+$ $1\}$, see Figure 4.5. $T=1$ indicates zero hold back, $T=2$ indicates that one part is held back, and so on, and $T=S+1$ indicates that no stock in shared in any way, i.e. there is no interaction between the stockpoints. Hence, there are only $S+1$ possible optimal policies.

Given $\lambda / \mu$, it turns out that the optimal policy is now determined by only the ratio $P_{L T} / P_{E P}$. For $S=4$ it is indicated in Figure 4.6a when each of the five possible policies is optimal. These areas are determined by solving the steady-state distribution of the Markov process for each of the policies and deriving the average costs of a policy from this.

For the symmetric case Theorem 4.4.7 reduces to the following corollary, which also holds when $S_{1} \neq S_{2}$.

Corollary 4.4.9. In case of symmetric system parameters, and if

$$
\begin{equation*}
P_{L T} \leq \frac{\mu}{\lambda+\mu} P_{E P} \tag{4.4.13}
\end{equation*}
$$

a complete pooling policy is optimal.
In Figure 4.6a the curve $P_{L T} / P_{E P}=\mu /(\lambda+\mu)$ is plotted as well. Below it complete pooling is optimal. From this figure it turns out that this condition, although only sufficient, covers a large part of the total, exact area.

### 4.5 Model extensions

In this section we consider several model extensions. First we incorporate holding costs, which would be of interest if we interpret the model as an inventory system with replenishments. The general structure still holds, but the conditions do change. Secondly,


Figure 4.6: For $S=4$ and symmetric system parameters, the $S+1$ regions where each of the thresholds $T$ is optimal.
we restrict lateral transshipments to be carried out in only one direction. This is a suitable model for a substitution problem, which fits exactly within the lateral transshipment model. Then we investigate the case of unequal repair rates, and we study the case where the repair capacity is limited. Finally, we add the option of so-called proactive lateral transshipment, which are lateral transshipments not triggered by a demand. Note that each of the extensions is made to the basic model, although it is possible to combine some of them.

### 4.5.1 Holding costs

The model was presented for an inventory system with repairables. It is, however, also suitable when a base stock policy is executed, either with replenishments or productions to stock. The base stock level then is $S_{i}$. For repairables one can, without loss of generality, charge holding costs for items in repair. Hence, as the inventory position is constant, this constant factor can be left out of the value function. However, if we would include it, the definition of the value function (4.3.1) becomes:

$$
\begin{equation*}
V_{n+1}\left(x_{1}, x_{2}\right)=\sum_{i=1}^{2} h_{i}\left(x_{i}\right)+\frac{1}{v}\left(\sum_{i=1}^{2} \mu G_{i} V_{n}\left(x_{1}, x_{2}\right)+\sum_{i=1}^{2} \lambda_{i} H_{i} V_{n}\left(x_{1}, x_{2}\right)\right) \tag{4.5.1}
\end{equation*}
$$

for $\left(x_{1}, x_{2}\right) \in \mathcal{S}$ and $n \geq 0$, where $h_{i}:\left\{0,1, \ldots, S_{i}\right\} \mapsto \mathbb{R}$ are the holding costs at stockpoint $i$ per part per time unit. We assume that $h_{i}(0)=0$ and that $h_{i}\left(x_{i}\right)$ is non-decreasing and concave in $x_{i}$. Recall that $v=\lambda_{1}+\lambda_{2}+\left(S_{1}+S_{2}\right) \mu$.

It is easily checked that Lemmas 4.4.1 and 4.4.2 still hold, except Decr. Hence, Theorems 4.4.3, 4.4.4 and 4.4.5 still hold (as Decr is not used in the proofs). In the conditions under which the (zero) hold back policy is optimal, however, an extra term incorporation the holding costs should be added.

Analogously to inequalities (4.4.9) and (4.4.10) of Theorem 4.4.6, if

$$
P_{E P_{2}} \leq P_{L T_{2}}+\left(1+\frac{\mu}{\lambda_{2}}\right) P_{E P_{1}}+\frac{h_{1}(1)}{v \lambda_{2}},
$$

respectively if

$$
P_{E P_{1}} \leq P_{L T_{1}}+\left(1+\frac{\mu}{\lambda_{1}}\right) P_{E P_{2}}+\frac{h_{2}(1)}{v \lambda_{1}}
$$

a hold back policy is optimal at stockpoint 1 , respectively at stockpoint 2 . If both conditions hold, it is optimal for both stockpoints to execute a hold back policy.

Analogously to inequalities (4.4.11) and (4.4.12) of Theorem 4.4.7, if

$$
P_{L T_{1}}+\frac{\lambda_{2}}{\lambda_{2}+\mu} P_{E P_{2}} \leq P_{E P_{1}}+\frac{h_{2}(1)}{v\left(\lambda_{2}+\mu\right)},
$$

respectively if

$$
P_{L T_{2}}+\frac{\lambda_{1}}{\lambda_{1}+\mu} P_{E P_{1}} \leq P_{E P_{2}}+\frac{h_{1}(1)}{v\left(\lambda_{1}+\mu\right)}
$$

a zero hold back policy is optimal at stockpoint 1, respectively at stockpoint 2. If both conditions hold, a complete pooling policy is optimal.

### 4.5.2 Unidirectional transshipments and substitutions

In the model we allow transshipments from both stockpoint 1 to 2 , as well as vice versa. A simplification of this is an unidirectional transshipment (c.f. Axsäter [12]) in which case a lateral transshipment can take place in only one way, say only from 1 to 2 . An application of this is a problem with substations, where the parts of stockpoint 1 can substitute those of stockpoint 2, but not the other way around. Another example is a single stockpoint with two types of SKUs on stock, in which one can serve as a substitute of the other. This might be a way to deal with stock-outs in such a system. A substitution might bring along some extra costs, which are the $P_{L T_{1}}$.

The restriction to unidirectional transshipments can be achieved by putting $P_{L T_{2}}=$ $P_{E P_{2}}$. In this way a lateral transshipment will never be an optimal action at stockpoint 2 (as it is as expensive as an emergency procedure, but does not reduce the stock level at 1). Obviously, all structural result will remain to hold.

If $P_{L T_{2}}=P_{E P_{2}}$ inequality (4.4.9) is always satisfied, and so, as is to be expected, a hold back policy is optimal at stockpoint 1. Note that although (4.4.12) is never satisfied, we can not conclude that a zero hold back policy is suboptimal at stockpoint 1 . This is because the conditions in Theorems 4.4.6 and 4.4.7 are sufficient but not necessary.

### 4.5.3 Asymmetric repair rates

As both stockpoints repair the same type of parts, we have taken their repair rates to be equal. In fact, we need this assumption in order to be able to derive the structural results. This is because according to Lemma 4.4.1 only $G_{1}+G_{2}$ preserves MM, and not $G_{1}$ and $G_{2}$ individually. This is a sufficient assumption but not a necessary one, as we can easily construct examples with unequal repair rates for which the structural results do hold. However, there are also examples with unequal repair rates for which the structural results fail to hold, as shown in the following example.

Let $S_{1}=1, S_{2}=2, \lambda_{1}=\lambda_{2}=1$, and $\mu_{1}=1 / 3 \neq \mu_{2}=1$, denoting by $\mu_{i}$ the repair rate at stockpoint $i$. Furthermore, let $P_{E P_{1}}=1000, P_{L T_{1}}=175$ and $P_{E P_{2}}=P_{L T_{2}}=10$. The


Figure 4.7: Example in which $\mu_{1} \neq \mu_{2}$ : the structural properties of the optimal policy does not hold.
(unique) optimal policy is given in Figure 4.7. Clearly, for demands at stockpoint 1 when $x_{1}=1$, the structure of the optimal policy is not the threshold type policy as described by Theorem 4.4.4. This example illustrates that if $\mu_{1} \neq \mu_{2}$ the structural results do not necessarily have to hold.

### 4.5.4 Limited repair capacity

A variant of the described system is a system in which there is limited repair capacity: at each stockpoint there is only one server to repair the returned parts. The repair times remain exponentially distributed with mean $1 / \mu_{i}$ at stockpoint $i$, where, for generality, we allow for non-identical repair rates at both locations. We only have to change the operator $G_{i}$ into, say, $\tilde{G}_{i}$, where

$$
\tilde{G}_{1} f\left(x_{1}, x_{2}\right)= \begin{cases}f\left(x_{1}+1, x_{2}\right) & \text { if } x_{1}<S_{1}  \tag{4.5.2}\\ f\left(x_{1}, x_{2}\right) & \text { if } x_{1}=S_{1}\end{cases}
$$

and $\tilde{G}_{2}$ analogously. The value function $\tilde{V}_{n}$ becomes

$$
\tilde{V}_{n+1}\left(x_{1}, x_{2}\right)=\frac{1}{\tilde{v}}\left(\sum_{i=1}^{2} \mu_{i} \tilde{G}_{i} \tilde{V}_{n}\left(x_{1}, x_{2}\right)+\sum_{i=1}^{2} \lambda_{i} H_{i} \tilde{V}_{n}\left(x_{1}, x_{2}\right)\right), \text { for }\left(x_{1}, x_{2}\right) \in \mathcal{S}, n \geq 0,
$$

with $\tilde{V}_{0} \equiv 0, \tilde{v}=\lambda_{1}+\lambda_{2}+\mu_{1}+\mu_{2}$, and $\mathcal{S}$ and $H_{i}, i=1,2$, unchanged. The following holds for $\tilde{G}_{j}$ :

Lemma 4.5.1. The operator $\tilde{G}_{j}, j=1,2$, preserves each of the following properties:
(i) Decr; (ii) Conv and Decr(j); (iii) Supermod; (iv) SuperC and Conv(j+1); (v) MM and $\operatorname{Conv}(j+1)$.

Here $j+1$ should be read as $j+1 \bmod 2$, and e.g. (ii) states that if $f$ is Conv and $\operatorname{Decr}(j)$, then $\tilde{G}_{j} f$ is so as well. However, it does not hold that $f$ Conv implies $\tilde{G}_{j} f$ Conv.

Corollary 4.5.2. $\tilde{V}_{n}$ satisfies (4.4.1)-(4.4.7) for all $n \geq 0$.
The following theorem is a direct consequence of this corollary.

Theorem 4.5.3. In case of a single repair server at both stockpoints, the same structural results for the optimal policy hold for this system, i.e. Theorem 4.4.4 and Theorem 4.4.5 still hold, even if $\mu_{1} \neq \mu_{2}$.

For Theorem 4.5 .3 we do not need equal $\mu_{i}$ 's, as $\tilde{G}_{1}$ and $\tilde{G}_{2}$ separately preserve MM, and not only the sum of both. For symmetric system parameters, we compare the optimal policy for a single repair server (see Figure 4.6b) with the case of ample repair capacity (see Figure 4.6a). From the graphs it follows that the set of system parameters where one can benefit from lateral transshipments, is much smaller in the case of a single repair server.

### 4.5.5 Proactive lateral transshipments

We can include pro-active lateral transshipments (i.e. lateral transshipments not triggered by a demand) in our two location inventory model. For this, we have to define an operator modeling such an LT. We show that this operator propagates MM, so all structural results remain valid, and we prove that the optimal policy for proactive LTs is a threshold type policy. We assume that, when a proactive LT is carried out, that we ship a part in repair in the other direction. In this way, we the inventory positions $S_{1}, S_{2}$ remain constant. Hence, a proactive LT from location 2 to 1 is possible when $x_{2}>0$ and $x_{1}<S_{1}$, and analogously for a shipment from 1 to 2 .

Let $P_{i}^{P A}$ be the costs for a pro-active LT to location $i$, and let transshipment time be exponentially distributed with mean $1 / \tau_{i}$. Let $F_{i}$ be the operator for a pro-active LT to location $i$, for $i=1$ defined by:

$$
F_{1} f\left(x_{1}, x_{2}\right) \begin{cases}\min \left\{P_{1}^{P A}+f\left(x_{1}+1, x_{2}-1\right),\right. & \\ \left.f\left(x_{1}, x_{2}\right)\right\} & \text { if } x_{1}>0 \text { and } x_{2}<S_{2} \\ f\left(x_{1}, x_{2}\right) & \text { otherwise }\end{cases}
$$

and $F_{2}$ defined analogously.
Lemma 4.5.4. For $i=1,2$ :

$$
F_{i}: M M \rightarrow M M .
$$

Including pro-active LTs, the value function becomes:

$$
V_{n+1}^{F}\left(x_{1}, x_{2}\right)=\frac{1}{v^{F}}\left(\sum_{i=1}^{2} \mu G_{i} V_{n}^{F}\left(x_{1}, x_{2}\right)+\sum_{i=1}^{2} \lambda_{i} H_{i} V_{n}^{F}\left(x_{1}, x_{2}\right)+\sum_{i=1}^{2} \tau_{i} F_{i} V_{n}^{F}\left(x_{1}, x_{2}\right)\right)
$$

for $\left(x_{1}, x_{2}\right) \in \mathcal{S}, n \geq 0$, again starting with $V_{0}^{F} \equiv 0$, where $v^{F}=\lambda_{1}+\lambda_{2}+S_{1} \mu_{1}+S_{2} \mu_{2}+$ $\tau_{1}+\tau_{2}$ in the uniformization rate.

Theorem 4.5.5. 1) $V^{F}$ is $M M$ for all $n \geq 0$.
2) The optimal policy for applying proactive LTs to stockpoint 1 is described by a switching curve $T_{1}^{p a}\left(x_{1}\right)$, such that a proactive LT is optimal if $x_{2} \geq T_{1}^{p a}\left(x_{1}\right)$, and suboptimal otherwise. Furthermore, $T_{1}^{p a}\left(x_{1}\right)$ is increasing in $x_{1}$.
The analogous result holds for proactive LTs to stockpoint 2.


Figure 4.8: Optimal policy, including proactive lateral transshipments, for Example 4.5.1.

Example 4.5.1. Consider an example with $S_{1}=S_{2}=4$ and the following parameters: $\lambda_{1}=\lambda_{2}=2, \mu_{1}=\mu_{2}=1, \tau_{1}=\tau_{2}=5$, and cost parameters $P_{1}^{E P}=10, P_{2}^{E P}=50$, $P_{1}^{L T}=1, P_{2}^{L T}=5$, and $P_{1}^{P A}=P_{2}^{P A}=0.2$. The optimal policy for the demand fulfillments and proactive lateral transshipments is given in Figure 4.8.

### 4.6 Conclusion

In this chapter, we proved that the structure of the optimal lateral transshipment policy is a threshold type policy, and we gave sufficient conditions under which a (zero) hold back policy or a complete pooling policy is optimal. We studied a number of model extensions fitting within the same framework.

Interesting problems for further research would be the extension to three or more stockpoints, variations in the repair time distribution (such as Erlang ${ }_{k}$ distributed repair times, or state-dependent repair rates), and the incorporation of so-called pro-active lateral transshipments, i.e. rebalancing of the stock levels triggered by a replenishment.

## 4.A Appendix: Proofs

## 4.A. 1 Proof of Lemma 4.4.1

Proof. a) We give the proofs for the operator $G_{1}$. By interchanging the numbering of the locations, the results directly follow for the operator $G_{2}$ as well.
(i) It is straightforward to check that if $f$ is $\operatorname{Decr}(1)\left(c f\right.$. (4.4.1)), then $G_{1} f$ is $\operatorname{Decr}(1)$ as well, i.e. if $f\left(x_{1}, x_{2}\right) \geq f\left(x_{1}+1, x_{2}\right)$, then $G_{1} f\left(x_{1}, x_{2}\right) \geq G_{1} f\left(x_{1}+1, x_{2}\right)$, for all $\left(x_{1}, x_{2}\right)$ such that the states appearing exists $\in \mathcal{S}$. Along the same lines it follows that if $f$ is $\operatorname{Decr}(2)$ (cf. (4.4.2)), then $G_{1} f$ is $\operatorname{Decr}(2)$ as well, i.e. then $G_{1} f\left(x_{1}, x_{2}\right) \geq G_{1} f\left(x_{1}, x_{2}+1\right)$. Combining this proves that the operator $G_{1}$ preserves Decr.
(ii) Assume that $f$ is $\operatorname{Conv(1)~(cf.~(4.4.3)),~then~we~show~that~} G_{1} f$ is $\operatorname{Conv(1)~as~well.~}$

For $x_{1}+2<S_{1}$ :

$$
\begin{aligned}
& G_{1} f\left(x_{1}, x_{2}\right)+G_{1} f\left(x_{1}+2, x_{2}\right) \\
&=\left(S_{1}-x_{1}\right) f\left(x_{1}+1, x_{2}\right)+x_{1} f\left(x_{1}, x_{2}\right) \\
&+\left(S_{1}-x_{1}-2\right) f\left(x_{1}+3, x_{2}\right)+\left(x_{1}+2\right) f\left(x_{1}+2, x_{2}\right) \\
&=\left(S_{1}-x_{1}-2\right)\left[f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+3, x_{2}\right)\right]+x_{1}\left[f\left(x_{1}, x_{2}\right)+f\left(x_{1}+2, x_{2}\right)\right] \\
&+2 f\left(x_{1}+1, x_{2}\right)+2 f\left(x_{1}+2, x_{2}\right) \\
& \geq 2\left(S_{1}-x_{1}-2\right) f\left(x_{1}+2, x_{2}\right)+2 x_{1} f\left(x_{1}+1, x_{2}\right)+2 f\left(x_{1}+1, x_{2}\right)+2 f\left(x_{1}+2, x_{2}\right) \\
&= 2\left(S_{1}-x_{1}-1\right) f\left(x_{1}+2, x_{2}\right)+2\left(x_{1}+1\right) f\left(x_{1}+1, x_{2}\right) \\
&= 2 G_{1} f\left(x_{1}+1, x_{2}\right),
\end{aligned}
$$

where the inequality holds by applying that $f$ is $\operatorname{Conv}(1)$ on the parts between brackets. And for $x_{1}+2=S_{1}$ :

$$
\begin{aligned}
& G_{1} f\left(S_{1}-2, x_{2}\right)+G_{1} f\left(S_{1}, x_{2}\right) \\
& =2 f\left(S_{1}-1, x_{2}\right)+\left(S_{1}-2\right) f\left(S_{1}-2, x_{2}\right)+S_{1} f\left(S_{1}, x_{2}\right) \\
& =2 f\left(S_{1}-1, x_{2}\right)+\left(S_{1}-2\right)\left[f\left(S_{1}-2, x_{2}\right)+f\left(S_{1}, x_{2}\right)\right]+2 f\left(S_{1}, x_{2}\right) \\
& \geq 2 f\left(S_{1}-1, x_{2}\right)+2\left(S_{1}-2\right) f\left(S_{1}-1, x_{2}\right)+2 f\left(S_{1}, x_{2}\right) \\
& =2 f\left(S_{1}, x_{2}\right)+2\left(S_{1}-1\right) f\left(S_{1}-1, x_{2}\right) \\
& =2 G_{1} f\left(S_{1}-1, x_{2}\right),
\end{aligned}
$$

where again the inequality holds by applying that $f$ is $\operatorname{Conv}(1)$ on the part between brackets.

It is straightforward to check that if $f$ is $\operatorname{Conv(2)}$ (cf. (4.4.4)), then $G_{1} f$ is $\operatorname{Conv(2)~as~}$ well, i.e. then $G_{1} f\left(x_{1}, x_{2}\right)+G_{1} f\left(x_{1}, x_{2}+2\right) \geq 2 G_{1} f\left(x_{1}, x_{2}+1\right)$. Combining this proves that the operator $G_{1}$ preserves Conv.
(iii) Along the same lines of the proof of (ii) one can prove that if $f$ is Supermod (cf. (4.4.5)), then $G_{1} f$ is Supermod as well. Hence the operator $G_{1}$ preserves Supermod. b) (i)-(iii) trivially follow from part a).
(iv) We show that $G_{1}+G_{2}$ preserves $\operatorname{SuperC}(1,2)$; then $\operatorname{SuperC}(2,1)$ follows by interchanging the numbering of the locations. Assume that $f$ is $\operatorname{SuperC}(1,2)$ (cf. (4.4.6)), then, for $x_{1}+2<S_{1}$ and $x_{2}+1<S_{2}$ :

$$
\begin{aligned}
&\left(G_{1}+G_{2}\right) f\left(x_{1}, x_{2}+1\right)+\left(G_{1}+G_{2}\right) f\left(x_{1}+2, x_{2}\right) \\
&=\left(S_{1}-x_{1}-2\right)\left[f\left(x_{1}+1, x_{2}+1\right)+f\left(x_{1}+3, x_{2}\right)\right]+2 f\left(x_{1}+1, x_{2}+1\right) \\
&+x_{1}\left[f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+2, x_{2}\right)\right]+2 f\left(x_{1}+2, x_{2}\right) \\
&+\left(S_{2}-x_{2}-1\right)\left[f\left(x_{1}, x_{2}+2\right)+f\left(x_{1}+2, x_{2}+1\right)\right]+f\left(x_{1}+2, x_{2}+1\right) \\
&+\left(x_{2}+1\right)\left[f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+2, x_{2}\right)\right]-f\left(x_{1}+2, x_{2}\right) .
\end{aligned}
$$

Now we use that $f$ is $\operatorname{Super} C(1,2)$, and apply this to the terms between brackets. This
gives

$$
\begin{aligned}
&\left(G_{1}+G_{2}\right) f\left(x_{1}, x_{2}+1\right)+\left(G_{1}+G_{2}\right) f\left(x_{1}+2, x_{2}\right) \\
& \geq\left(S_{1}-x_{1}-2\right)\left[f\left(x_{1}+2, x_{2}\right)+f\left(x_{1}+2, x_{2}+1\right)\right]+2 f\left(x_{1}+1, x_{2}+1\right) \\
& \quad+x_{1}\left[f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)\right]+2 f\left(x_{1}+2, x_{2}\right) \\
&+\left(S_{2}-x_{2}-1\right)\left[f\left(x_{1}+1, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+2\right)\right]+f\left(x_{1}+2, x_{2}+1\right) \\
&+\left(x_{2}+1\right)\left[f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)\right]-f\left(x_{1}+2, x_{2}\right) \\
&=\left(S_{1}-x_{1}-1\right) f\left(x_{1}+2, x_{2}\right)+\left(x_{1}+1\right) f\left(x_{1}+1, x_{2}\right) \\
&+\left(S_{1}-x_{1}-1\right) f\left(x_{1}+2, x_{2}+1\right)+\left(x_{1}+1\right) f\left(x_{1}+1, x_{2}+1\right) \\
&+\left(S_{2}-x_{2}\right) f\left(x_{1}+1, x_{2}+1\right)+x_{2} f\left(x_{1}+1, x_{2}\right) \\
&+\left(S_{2}-x_{2}-1\right) f\left(x_{1}+1, x_{2}+2\right)+\left(x_{2}+1\right) f\left(x_{1}+1, x_{2}+1\right) \\
&=\left(G_{1}+G_{2}\right) f\left(x_{1}+1, x_{2}\right)+\left(G_{1}+G_{2}\right) f\left(x_{1}+1, x_{2}+1\right) .
\end{aligned}
$$

The cases $x_{1}+2=S_{1}$ and/or $x_{2}+1=S_{2}$ are along the same lines.
(v) As $\mathrm{MM}=$ Supermod $\cap$ SuperC (cf. (4.4.8)), it directly follows from parts (iii) and (iv) that $G_{1}+G_{2}$ preserves MM.

## 4.A. 2 Proof of Lemma 4.4.2

Proof. (i) It is straightforward to check that if $f$ is $\operatorname{Decr}(j)$, then $H_{i} f$ is $\operatorname{Decr}(j)$, for $i, j=1,2$.
(ii) In order to prove that $H_{i}$ preserves MM, we prove (cf. (4.4.8)) that it preserves Supermod, $\operatorname{SuperC}(1,2)$ and $\operatorname{SuperC}(2,1)$ (cf. (4.4.5)-(4.4.7)) together, that is, given that $f$ is Supermod, $\operatorname{SuperC}(1,2)$ and $\operatorname{SuperC}(2,1)$, we show that $H_{i} f$ is Supermod, $\operatorname{SuperC}(1,2)$ and $\operatorname{SuperC}(2,1)$ as well. We show this for $H_{1}$; then for $H_{2}$ it follows by interchanging the numbering of the locations. Recall that Supermod and $\operatorname{SuperC}(i, j)$ imply Conv(i) (cf. (4.4.3) and (4.4.4)).

The proofs come down to case checking: applying $H_{1}$ to $f(x)$ introduces a minimization over three terms, so the sum of two gives a total of $3 \times 3=9$ possibilities, which we all check separately. For this we use the trivial result:

$$
a \geq \min \{a, b\}, \forall a, b \in \mathbb{R} .
$$

The proofs are given for $x_{1}>0, x_{2}>0$, but it is straightforward to check that they also hold for the cases $x_{1}=0, x_{2}>0$, and $x_{1}>0, x_{2}=0$, and $x_{1}=0, x_{2}=0$.

Assume that $f$ is Supermod, $\operatorname{Super} C(1,2)$ and $\operatorname{SuperC}(2,1)$, which implies that $f$ is also $\operatorname{Conv}(1)$ and $\operatorname{Conv}(2)$. Below we prove that $H_{1}$ preserves (i) Supermod, (ii) $\operatorname{SuperC}(1,2)$, and (iii) $\operatorname{SuperC}(2,1)$.

## (i) Supermod

For $x_{1}>0, x_{2}>0$ :

$$
\begin{aligned}
& H_{1} f\left(x_{1}, x_{2}\right)+H_{1} f\left(x_{1}+1, x_{2}+1\right) \\
& =\min \left\{f\left(x_{1}-1, x_{2}\right), f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}, f\left(x_{1}, x_{2}\right)+P_{E P_{1}}\right\}
\end{aligned}
$$

$$
\begin{aligned}
&+\min \left\{f\left(x_{1}, x_{2}+1\right), f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}\right\} \\
&=\min \left\{f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right), f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}},\right. \\
& f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}, f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right), \\
& f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}, \\
& f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}, \\
& f\left(x_{1}, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}+1\right), f\left(x_{1}, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}, \\
&\left.f\left(x_{1}, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}\right\} .
\end{aligned}
$$

It holds that:

$$
\begin{aligned}
& f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right) \geq f\left(x_{1}, x_{2}\right)+f\left(x_{1}-1, x_{2}+1\right)(\text { by }(4.4 .5)), \\
& f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}} \geq 2 f\left(x_{1}, x_{2}\right)+P_{L T_{1}}(\text { by }(4.4 .3)), \\
& f\left(x_{1}-1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq 2 f\left(x_{1}, x_{2}\right)-f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}(\text { by (4.4.3), resp. (4.4.5)), } \\
& f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right) \geq 2 f\left(x_{1}, x_{2}\right)+P_{L T_{1}}(\text { by }(4.4 .4)), \\
& f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}(\text { by (4.4.5)), } \\
& f\left(x_{1}, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq 2 f\left(x_{1}, x_{2}\right)-f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}(\text { by (4.4.4), resp. (4.4.5)), } \\
& f\left(x_{1}, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}(\text { by (4.4.5)). }
\end{aligned}
$$

This implies that:

$$
\begin{aligned}
& H_{1} f\left(x_{1}, x_{2}\right)+H_{1} f\left(x_{1}+1, x_{2}+1\right) \\
& \geq \min \left\{f\left(x_{1}, x_{2}\right)+f\left(x_{1}-1, x_{2}+1\right), 2 f\left(x_{1}, x_{2}\right)+P_{L T_{1}},\right. \\
& \quad f\left(x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}, f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}-1\right)+2 P_{L T_{1}}, \\
& \left.\quad f\left(x_{1}, x_{2}\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}, f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+2 P_{E P_{1}}\right\} \\
& \geq \min \left\{f\left(x_{1}, x_{2}\right), f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}\right\} \\
& \quad+\min \left\{f\left(x_{1}-1, x_{2}+1\right), f\left(x_{1}, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}\right\} \\
& =H_{1} f\left(x_{1}+1, x_{2}\right)+H_{1} f\left(x_{1}, x_{2}+1\right) .
\end{aligned}
$$

## (ii) $\operatorname{SuperC}(1,2)$

For $x_{1}>0, x_{2}>0$ :
$H_{1} f\left(x_{1}+2, x_{2}\right)+H_{1} f\left(x_{1}, x_{2}+1\right)$

$$
\begin{aligned}
= & \min \left\{f\left(x_{1}+1, x_{2}\right), f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}, f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}\right\} \\
& +\min \left\{f\left(x_{1}-1, x_{2}+1\right), f\left(x_{1}, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}\right\} \\
= & \min \left\{f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}-1, x_{2}+1\right), f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}\right)+P_{L T_{1}},\right. \\
& f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}, f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}-1, x_{2}+1\right), \\
& f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}\right)+P_{L T_{1}}, \\
& f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}, \\
& f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}-1, x_{2}+1\right), f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}\right)+P_{L T_{1}}, \\
& \left.f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}\right\}
\end{aligned}
$$

It holds that:

$$
\begin{aligned}
& f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}-1, x_{2}+1\right) \geq f\left(x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)(\text { by }(4.4 .6)), \\
& f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}-1, x_{2}+1\right) \\
& \quad \geq f\left(x_{1}+1, x_{2}-1\right)+f\left(x_{1}+1, x_{2}\right)-f\left(x_{1}, x_{2}\right)+P_{L T_{1}}+f\left(x_{1}-1, x_{2}+1\right) \\
& \quad \geq f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right)(\text { by twice (4.4.6)), } \\
& f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}(\text { by (4.4.6)), } \\
& f\left(x_{1}+2, x_{2}-1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}+1, x_{2}-1\right)+f\left(x_{1}+1, x_{2}\right)-f\left(x_{1}, x_{2}\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}} \\
& \quad \geq 2 f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}+P_{E P_{1}} \text { (by (4.4.6), resp. (4.4.7)), } \\
& f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}-1, x_{2}+1\right) \\
& \quad \geq f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)-f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}+f\left(x_{1}-1, x_{2}+1\right) \\
& \quad \geq f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}(\text { by }(4.4 .6), \text { resp. (4.4.3)), } \\
& f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}\right)+P_{L T_{1}} \geq 2 f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}+P_{L T_{1}}(\text { by }(4.4 .3)), \\
& f\left(x_{1}+2, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}
\end{aligned}
$$

$$
\geq f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}(\text { by }(4.4 .6)) .
$$

This implies that:

$$
\begin{aligned}
& H_{1} f\left(x_{1}+2, x_{2}\right)+H_{1} f\left(x_{1}, x_{2}+1\right) \\
& \geq \min \left\{f\left(x_{1}, x_{2}\right)+f\left(x_{1}, x_{2}+1\right), f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}\right)+P_{L T_{1}},\right. \\
& \quad f\left(x_{1}+1, x_{2}-1\right)+f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}-1\right)+f\left(x_{1}+1, x_{2}\right)+2 P_{L T_{1}}, \\
& \quad f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}, 2 f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}+P_{E P_{1}}, \\
& \left.\quad f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+1, x_{2}+1\right)+2 P_{E P_{1}}\right\} \\
& \geq \min \left\{f\left(x_{1}, x_{2}\right), f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}\right\} \\
& +\min \left\{f\left(x_{1}, x_{2}+1\right), f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}\right\}
\end{aligned}
$$

$$
=H_{1} f\left(x_{1}+1, x_{2}\right)+H_{1} f\left(x_{1}+1, x_{2}+1\right)
$$

(iii) SuperC(2,1)

For $x_{1}>0, x_{2}>0$ :

$$
\begin{aligned}
& H_{1} f\left(x_{1}, x_{2}+2\right)+H_{1} f\left(x_{1}+1, x_{2}\right) \\
& =\min \left\{f\left(x_{1}-1, x_{2}+2\right), f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}, f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}\right\} \\
& \quad+\min \left\{f\left(x_{1}, x_{2}\right), f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}\right\} \\
& =\min \left\{f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}, x_{2}\right), f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}},\right. \\
& \\
& \quad f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}, f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}\right), \\
& \\
& \quad f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}, \\
& \quad \\
& \quad f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}, \\
& \quad f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}\right), f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}}, \\
& \\
& \left.\quad f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}\right\} .
\end{aligned}
$$

It holds that:

$$
\begin{aligned}
& f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}, x_{2}\right) \geq f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}, x_{2}+1\right)(\text { by }(4.4 .7)), \\
& f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}, x_{2}+1\right)-f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}(\text { by twice (4.4.7)), } \\
& f\left(x_{1}-1, x_{2}+2\right)+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}, x_{2}+1\right)-f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}} \\
& \quad \geq 2 f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}(\text { by }(4.4 .7) \text {, resp. (4.4.6)), } \\
& f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}} \geq f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}\right)+2 P_{L T_{1}} \text { (by (4.4.7)), } \\
& f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}, x_{2}\right) \geq 2 f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}(\text { by }(4.4 .4)), \\
& f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right)-f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}-1\right)+P_{L T_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}} \text { (by (4.4.7), resp. (4.4.4)), } \\
& f\left(x_{1}, x_{2}+2\right)+P_{E P_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}} \\
& \quad \geq f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right)+2 P_{E P_{1}} \text { (by (4.4.7)). }
\end{aligned}
$$

This implies that:

$$
\begin{aligned}
& H_{1} f\left(x_{1}, x_{2}+2\right)+H_{1} f\left(x_{1}+1, x_{2}\right) \\
& \geq \min \left\{f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}, x_{2}+1\right), f\left(x_{1}-1, x_{2}+1\right)+f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}},\right. \\
& \quad f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}, x_{2}\right), f\left(x_{1}, x_{2}\right)+f\left(x_{1}+1, x_{2}\right)+2 P_{L T_{1}},
\end{aligned}
$$

$$
\begin{aligned}
& 2 f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}, f\left(x_{1}, x_{2}+1\right)+P_{L T_{1}}+f\left(x_{1}+1, x_{2}\right)+P_{E P_{1}}, \\
&\left.f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right)+2 P_{E P_{1}}\right\} \\
& \geq \min \left\{f\left(x_{1}-1, x_{2}+1\right), f\left(x_{1}, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}, x_{2}+1\right)+P_{E P_{1}}\right\} \\
&+\min \left\{f\left(x_{1}, x_{2}+1\right), f\left(x_{1}+1, x_{2}\right)+P_{L T_{1}}, f\left(x_{1}+1, x_{2}+1\right)+P_{E P_{1}}\right\} \\
&= H_{1} f\left(x_{1}, x_{2}+1\right)+H_{1} f\left(x_{1}+1, x_{2}+1\right) .
\end{aligned}
$$

## 4.A. 3 Proof of Theorem 4.4.4

Proof. Consider a demand at stockpoint 1. For $\left(x_{1}, x_{2}\right) \in \mathcal{S}$ and $u \in\{0,1,2\}$, define

$$
w\left(u, x_{1}, x_{2}\right):= \begin{cases}V_{n}\left(x_{1}-1, x_{2}\right) & \text { if } u=0  \tag{4.A.1}\\ V_{n}\left(x_{1}, x_{2}-1\right)+P_{L T_{1}} & \text { if } u=1 \\ V_{n}\left(x_{1}, x_{2}\right)+P_{E P_{1}} & \text { if } u=2\end{cases}
$$

where $V_{n}\left(x_{1}, x_{2}\right):=\infty$ if $\left(x_{1}, x_{2}\right) \notin \mathcal{S}$. Hence $H_{1} V_{n}\left(x_{1}, x_{2}\right)=\min _{u \in\{0,1,2\}} w\left(u, x_{1}, x_{2}\right)$. Define, for $u \in\{0,1,2\}$ and $x_{1} \in\left\{0,1, \ldots S_{1}-1\right\}, x_{2} \in\left\{0,1, \ldots S_{2}\right\}$ :

$$
\Delta w_{x_{1}}\left(u, x_{1}, x_{2}\right):=w\left(u, x_{1}+1, x_{2}\right)-w\left(u, x_{1}, x_{2}\right) .
$$

Then for each $n \geq 0$, and for $x_{2}>0$ :

$$
\begin{aligned}
& \Delta w_{x_{1}}\left(1, x_{1}, x_{2}\right)-\Delta w_{x_{1}}\left(0, x_{1}, x_{2}\right) \\
& =V_{n}\left(x_{1}+1, x_{2}-1\right)-V_{n}\left(x_{1}, x_{2}-1\right)-V_{n}\left(x_{1}, x_{2}\right)+V_{n}\left(x_{1}-1, x_{2}\right) \geq 0
\end{aligned}
$$

(as, by Theorem 4.4.3, $V_{n}$ is $\operatorname{SuperC}(1,2)$ ), and:

$$
\begin{aligned}
& \Delta w_{x_{1}}\left(2, x_{1}, x_{2}\right)-\Delta w_{x_{1}}\left(1, x_{1}, x_{2}\right) \\
& =V_{n}\left(x_{1}+1, x_{2}\right)-V_{n}\left(x_{1}, x_{2}\right)-V_{n}\left(x_{1}+1, x_{2}-1\right)+V_{n}\left(x_{1}, x_{2}-1\right) \geq 0
\end{aligned}
$$

(as $V_{n}$ is Supermod). So, for $x_{2}>0, \Delta w_{x_{1}}\left(u, x_{1}, x_{2}\right)$ is increasing in $u$ :

$$
\Delta w_{x_{1}}\left(2, x_{1}, x_{2}\right) \geq \Delta w_{x_{1}}\left(1, x_{1}, x_{2}\right) \geq \Delta w_{x_{1}}\left(0, x_{1}, x_{2}\right)
$$

This implies that, for every $n \geq 0$, there exists a threshold for the inventory level $x_{1}$, which can depend on $x_{2}$, say $T_{n, 1}^{d i}\left(x_{2}\right)$, from which on it is optimal to fulfill demands directly from stock. Next there exists a threshold, say $T_{n, 1}^{l t}\left(x_{2}\right)$, such that $T_{n, 1}^{l t}\left(x_{2}\right) \leq$ $T_{n, 1}^{d i}\left(x_{2}\right)$, from which on (until $T_{n, 1}^{d i}\left(x_{2}\right)-1$ ) it is optimal to fulfill demands via a lateral transshipment, and on the interval $x_{1}=0$ up till $T_{n, 1}^{l t}\left(x_{2}\right)-1$ an emergency procedure is optimal. Hence, if $f_{n+1}$ is the minimizing policy in (4.3.1), then $f_{n+1}$ is a threshold policy. Note that the transition probability matrix of every stationary policy is unichain (since every state can access $\left(S_{1}, S_{2}\right)$ ) and aperiodic (since the transition probability from state ( $S_{1}, S_{2}$ ) to itself is positive). Then, by Puterman [155, Theorem 8.5.4], the long run average costs under the stationary policy $f_{n+1}$ converges to the minimal long run average
costs as $n$ tends to infinity. Since there are only finitely many stationary threshold policies, this implies that there exists an optimal stationary policy that is a threshold type policy.

For $x_{2}=0$, lateral transshipments $(u=1)$ are not possible, and we have, for each $n \geq 0$ :

$$
\begin{aligned}
& \Delta w_{x_{1}}\left(2, x_{1}, x_{2}\right)-\Delta w_{x_{1}}\left(0, x_{1}, x_{2}\right) \\
& =V_{n}\left(x_{1}+1, x_{2}\right)-V_{n}\left(x_{1}, x_{2}\right)-V_{n}\left(x_{1}, x_{2}\right)+V_{n}\left(x_{1}-1, x_{2}\right) \geq 0
\end{aligned}
$$

(as $V_{n}$ is $\left.\operatorname{Conv}(1)\right)$. Hence $\Delta w_{x_{1}}\left(2, x_{1}, 0\right) \geq \Delta w_{x_{1}}\left(0, x_{1}, 0\right)$, and so, for the special case $x_{2}=0$, there exists only one threshold. By the analogous reasoning as for $x_{2}>0$, it follows that there exists a $T_{1}^{d i}(0)$ (which is equal to $T_{1}^{l t}(0)$ ). As it is only possible to deliver directly from stock if $x_{1} \geq 1$, it follows that $T_{1}^{d i}(0) \geq 1$.

By interchanging the numbering of the stockpoints, the analogous results for stockpoint 2 directly follow.

## 4.A. 4 Proof of Theorem 4.4.5

Proof. Analogously to the proof of Theorem 4.4.4, consider a demand at stockpoint 1, and define:

$$
\Delta w_{x_{2}}\left(u, x_{1}, x_{2}\right):=w\left(u, x_{1}, x_{2}+1\right)-w\left(u, x_{1}, x_{2}\right),
$$

where $w\left(u, x_{1}, x_{2}\right)$ is as defined in (4.A.1). Then for each $n \geq 0$, and for $x_{1}>0$ :

$$
\begin{aligned}
& \Delta w_{x_{2}}\left(0, x_{1}, x_{2}\right)-\Delta w_{x_{2}}\left(1, x_{1}, x_{2}\right) \\
& =V_{n}\left(x_{1}-1, x_{2}+1\right)-V_{n}\left(x_{1}-1, x_{2}\right)-V_{n}\left(x_{1}, x_{2}\right)+V_{n}\left(x_{1}, x_{2}-1\right) \geq 0,
\end{aligned}
$$

(as, by Theorem 4.4.3, $V_{n}$ is $\operatorname{SuperC}(2,1)$ ), and:

$$
\begin{aligned}
& \Delta w_{x_{2}}\left(2, x_{1}, x_{2}\right)-\Delta w_{x_{2}}\left(0, x_{1}, x_{2}\right) \\
& =V_{n}\left(x_{1}, x_{2}+1\right)-V_{n}\left(x_{1}, x_{2}\right)-V_{n}\left(x_{1}-1, x_{2}+1\right)+V_{n}\left(x_{1}-1, x_{2}\right) \geq 0
\end{aligned}
$$

(as $V_{n}$ is Supermod). Hence, for $x_{1}>0$ :

$$
\Delta w_{x_{2}}\left(2, x_{1}, x_{2}\right) \geq \Delta w_{x_{2}}\left(0, x_{1}, x_{2}\right) \geq \Delta w_{x_{2}}\left(1, x_{1}, x_{2}\right)
$$

Analogously to the reasoning in the proof of Theorem 4.4.4, it now follows that, for $n$ to infinity, there exist two thresholds $\hat{T}_{2}^{d i}\left(x_{1}\right)$ and $\hat{T}_{2}^{l t}\left(x_{1}\right)$, where $\hat{T}_{2}^{d i}\left(x_{1}\right) \leq \hat{T}_{2}^{l t}\left(x_{1}\right)$, such that from $\hat{T}_{2}^{l t}\left(x_{1}\right)$ lateral transshipments are optimal, from $\hat{T}_{2}^{\text {di }}\left(x_{1}\right)$ to $\hat{T}_{2}^{l t}\left(x_{1}\right)-1$ direct delivering from stock is optimal, and from 0 to $\hat{T}_{2}^{\text {di }}\left(x_{1}\right)-1$ emergency procedures are optimal.

For $x_{1}=0$, directly satisfying a demand from stock ( $u=0$ ) is not possible, and we have, for each $n \geq 0$ :
$\Delta w_{x_{2}}\left(2, x_{1}, x_{2}\right)-\Delta w_{x_{2}}\left(1, x_{1}, x_{2}\right)=V_{n}\left(x_{1}, x_{2}+1\right)-V_{n}\left(x_{1}, x_{2}\right)-V_{n}\left(x_{1}, x_{2}\right)+V_{n}\left(x_{1}, x_{2}-1\right) \geq 0$,
(as $V_{n}$ is $\operatorname{Conv}(2)$ ). Hence $\Delta w_{x_{1}}\left(2, x_{1}, 0\right) \geq \Delta w_{x_{1}}\left(0, x_{1}, 0\right)$, and so, for the special case $x_{1}=0$, there exists only one threshold: $\hat{T}_{2}^{l t}(0)$ (which is equal to $\hat{T}_{2}^{d i}(0)$ ). As it is only possible to apply a lateral transshipment if $x_{2} \geq 1$, it follows that $\hat{T}_{2}^{l t}(0) \geq 1$.

By interchanging the numbering of the stockpoints, the analogous results for stockpoint 2 directly follow.

## 4.A. 5 Proof of Theorem 4.4.6

Proof. We prove part 1a). Part 1b) then directly follows by interchanging the stockpoints, and 2) is a trivial consequence of 1a) and 1 b ).

For 1a), we prove that $a_{1}^{*}\left(1, x_{2}\right)=0$ for all $x_{2} \in\left\{0,1, \ldots, S_{2}\right\}$, then it follows by Theorem 4.4.4 that $T_{1}^{d i}\left(x_{2}\right)=1$ for all $x_{2}$. It suffices to prove that, for all $n \geq 0$ :

$$
\begin{align*}
V_{n}\left(1, x_{2}\right)+P_{E P_{1}} \geq V_{n}\left(0, x_{2}\right), & \text { for } x_{2} \in\left\{0, \ldots, S_{2}\right\},  \tag{4.A.2}\\
V_{n}\left(1, x_{2}-1\right)+P_{L T_{1}} \geq V_{n}\left(0, x_{2}\right), & \text { for } x_{2} \in\left\{1, \ldots, S_{2}\right\} . \tag{4.A.3}
\end{align*}
$$

For $S_{1}=0$ trivially $T_{1}^{d i}\left(x_{2}\right)=1$ for all $x_{2}$, and for $S_{1}>0, S_{2}=0$ we only have to prove (4.A.2).

We prove the inequalities by induction, using that, by Theorem 4.4.3, $V_{n}$ satisfies (4.4.1)(4.4.7). For $V_{0} \equiv 0$ both inequalities trivially hold. We first prove (i) the induction step of (4.A.2), then (ii) that of (4.A.3), both for $S_{1}>0$. All given inequalities hold by the induction hypothesis, unless stated otherwise.
(i) Assume that (4.A.2) holds for a given $n$ (induction hypothesis), and let $S_{1}>0$. We consider the operators $H_{1}, H_{2}, G_{1}$ and $G_{2}$ separately.

For $x_{2}=0$ :

$$
\begin{aligned}
H_{1} V_{n}(1,0)+P_{E P_{1}} & =\min \left\{P_{E P_{1}}+V_{n}(0,0), 2 P_{E P_{1}}+V_{n}(1,0)\right\} \\
& \geq \min \left\{P_{E P_{1}}+V_{n}(0,0), P_{E P_{1}}+V_{n}(0,0)\right\} \\
& =P_{E P_{1}}+V_{n}(0,0)=H_{1} V_{n}(0,0)
\end{aligned}
$$

and for $x_{2} \in\left\{1,2, \ldots, S_{2}\right\}$ :

$$
\begin{aligned}
H_{1} V_{n}\left(1, x_{2}\right)+P_{E P_{1}} & =\min \left\{P_{E P_{1}}+V_{n}\left(0, x_{2}\right), P_{E P_{1}}+P_{L T_{1}}+V_{n}\left(1, x_{2}-1\right), 2 P_{E P_{1}}+V_{n}\left(1, x_{2}\right)\right\} \\
& \geq \min \left\{P_{L T_{1}}+V_{n}\left(0, x_{2}-1\right), P_{E P_{1}}+V_{n}\left(0, x_{2}\right)\right\}=H_{1} V_{n}\left(0, x_{2}\right) .
\end{aligned}
$$

For $x_{2}=0$ :

$$
\begin{aligned}
H_{2} V_{n}(1,0)+P_{E P_{1}} & =\min \left\{P_{E P_{1}}+P_{L T_{2}}+V_{n}(0,0), P_{E P_{1}}+P_{E P_{2}}+V_{n}(1,0)\right\} \\
& \geq \min \left\{P_{E P_{1}}+P_{L T_{2}}-P_{E P_{2}}+H_{2} V_{n}(0,0), H_{2} V_{n}(0,0)\right\} \\
& =H_{2} V_{n}(0,0)+\min \left\{P_{E P_{1}}+P_{L T_{2}}-P_{E P_{2}}, 0\right\} ;
\end{aligned}
$$

and for $x_{2} \in\left\{1,2, \ldots, S_{2}\right\}$ :

$$
\begin{aligned}
H_{2} V_{n}\left(1, x_{2}\right)+P_{E P_{1}} & =\min \left\{P_{E P_{1}}+V_{n}\left(1, x_{2}-1\right), P_{E P_{1}}+P_{L T_{2}}+V_{n}\left(0, x_{2}\right), P_{E P_{1}}+P_{E P_{2}}+V_{n}\left(1, x_{2}\right)\right\} \\
& \geq \min \left\{V_{n}\left(0, x_{2}-1\right), P_{E P_{1}}+P_{L T_{2}}+V_{n}\left(0, x_{2}\right), P_{E P_{2}}+V_{n}\left(0, x_{2}\right)\right\} \\
& \geq H_{2} V_{n}\left(0, x_{2}\right)+\min \left\{P_{E P_{1}}+P_{L T_{2}}-P_{E P_{2}}, 0\right\},
\end{aligned}
$$

as $H_{2} V_{n}\left(0, x_{2}\right)=\min \left\{V_{n}\left(0, x_{2}-1\right), P_{E P_{2}}+V_{n}\left(0, x_{2}\right)\right\}$.
For the operator $G_{1}$ we obtain:

$$
\begin{aligned}
G_{1} V_{n}\left(1, x_{2}\right)+\left(S_{1}-1\right) P_{E P_{1}} & =\left(S_{1}-1\right) V_{n}\left(2, x_{2}\right)+V_{n}\left(1, x_{2}\right)+\left(S_{1}-1\right) P_{E P_{1}} \\
& =\left(S_{1}-1\right)\left[V_{n}\left(2, x_{2}\right)-V_{n}\left(1, x_{2}\right)\right]+S_{1} V_{n}\left(1, x_{2}\right)+\left(S_{1}-1\right) P_{E P_{1}} \\
& \geq\left(S_{1}-1\right)\left[V_{n}\left(1, x_{2}\right)-V_{n}\left(0, x_{2}\right)\right]+S_{1} V_{n}\left(1, x_{2}\right)+\left(S_{1}-1\right) P_{E P_{1}} \\
& \geq S_{1} V_{n}(0,1)=G_{1} V_{n}\left(0, x_{2}\right),
\end{aligned}
$$

where the first inequality holds as $V_{n}$ is $\operatorname{Conv}(1)$ (cf. Theorem 4.4.3).
For $x_{2} \in\left\{0,1, \ldots, S_{2}-1\right\}$ we obtain:

$$
\begin{aligned}
G_{2} V_{n}\left(1, x_{2}\right)+S_{2} P_{E P_{1}} & =\left(S_{2}-x_{2}\right) V_{n}\left(1, x_{2}+1\right)+x_{2} V_{n}\left(1, x_{2}\right)+S_{2} P_{E P_{1}} \\
& \geq\left(S_{2}-x_{2}\right) V_{n}\left(0, x_{2}+1\right)+x_{2} V_{n}\left(0, x_{2}\right)=G_{2} V_{n}\left(0, x_{2}\right) ;
\end{aligned}
$$

and for $x_{2}=S_{2}$ trivially:

$$
G_{2} V_{n}\left(1, S_{2}\right)+S_{2} P_{E P_{1}}=S_{2} V_{n}\left(1, S_{2}\right)+S_{2} P_{E P_{1}} \geq S_{2} V_{n}\left(0, S_{2}\right)=G_{2} V_{n}\left(0, S_{2}\right)
$$

Combining these give, for all $x_{2}$ (recall $v=\lambda_{1}+\lambda_{2}+\mu S_{1}+\mu S_{2}$ ):

$$
\begin{align*}
& v\left(V_{n+1}\left(1, x_{2}\right)+P_{E P_{1}}\right) \\
& =\lambda_{1} H_{1} V_{n}\left(1, x_{2}\right)+\lambda_{2} H_{2} V_{n}\left(1, x_{2}\right)+\mu G_{1} V_{n}\left(1, x_{2}\right)+\mu G_{2} V_{n}\left(1, x_{2}\right)+v P_{E P_{1}} \\
& =\lambda_{1}\left[H_{1} V_{n}\left(1, x_{2}\right)+P_{E P_{1}}\right]+\lambda_{2}\left[H_{2} V_{n}\left(1, x_{2}\right)+P_{E P_{1}}\right]+\mu\left[G_{1} V_{n}\left(1, x_{2}\right)+\left(S_{1}-1\right) P_{E P_{1}}\right] \\
& \quad+\mu\left[G_{2} V_{n}\left(1, x_{2}\right)+S_{2} P_{E P_{1}}\right]+\mu P_{E P_{1}} \\
& \geq  \tag{4.A.4}\\
& \quad \lambda_{1} H_{1} V_{n}\left(0, x_{2}\right)+\lambda_{2}\left[H_{2} V_{n}\left(0, x_{2}\right)+\min \left\{P_{E P_{1}}+P_{L T_{2}}-P_{E P_{2}}, 0\right\}\right] \\
& \quad+\mu G_{1} V_{n}\left(0, x_{2}\right)+\mu G_{2} V_{n}\left(0, x_{2}\right)  \tag{4.A.5}\\
& \geq v V_{n+1}\left(0, x_{2}\right),
\end{align*}
$$

where the last inequality holds by condition (4.4.9). This completes the induction step, and hence (4.A.2) holds for all $n \geq 0$.
(ii) Assume that (4.A.3) holds for a given $n$ (induction hypothesis), and let $S_{1}, S_{2}>0$. We consider the operators $H_{1}, H_{2}$ and $G_{1}+G_{2}$ separately:

For $x_{2} \in\left\{2, \ldots, S_{2}\right\}$ :

$$
\begin{aligned}
& H_{1} V_{n}\left(1, x_{2}-1\right)+P_{L T_{1}} \\
& =\min \left\{P_{L T_{1}}+V_{n}\left(0, x_{2}-1\right), 2 P_{L T_{1}}+V_{n}\left(1, x_{2}-2\right), P_{L T_{1}}+P_{E P_{1}}+V_{n}\left(1, x_{2}-1\right)\right\} \\
& \geq \min \left\{P_{L T_{1}}+V_{n}\left(0, x_{2}-1\right), P_{E P_{1}}+V_{n}\left(0, x_{2}\right)\right\}=H_{1} V_{n}\left(0, x_{2}\right)
\end{aligned}
$$

and for $x_{2}=1$ :

$$
\begin{aligned}
& H_{1} V_{n}(1,0)+P_{L T_{1}} \\
& =\min \left\{P_{L T_{1}}+V_{n}(0,0), P_{L T_{1}}+P_{E P_{1}}+V_{n}(1,0)\right\} \\
& \geq \min \left\{P_{L T_{1}}+V_{n}(0,0), P_{E P_{1}}+V_{n}(0,1)\right\}=H_{1} V_{n}(0,1)
\end{aligned}
$$

For $x_{2} \in\left\{2, \ldots, S_{2}\right\}$ :

$$
\begin{aligned}
& H_{2} V_{n}\left(1, x_{2}-1\right)+P_{L T_{1}} \\
& =\min \left\{P_{L T_{1}}+V_{n}\left(1, x_{2}-2\right), P_{L T_{1}}+P_{L T_{2}}+V_{n}\left(0, x_{2}-1\right), P_{L T_{1}}+P_{E P_{2}}+V_{n}\left(1, x_{2}-1\right)\right\} \\
& \geq \min \left\{V_{n}\left(0, x_{2}-1\right), P_{E P_{2}}+V_{n}\left(0, x_{2}\right)\right\}=H_{2} V_{n}\left(0, x_{2}\right)
\end{aligned}
$$

and for $x_{2}=1$ :

$$
\begin{aligned}
& H_{2} V_{n}(1,0)+P_{L T_{1}} \\
& =\min \left\{P_{L T_{1}}+P_{L T_{2}}+V_{n}(0,0), P_{L T_{1}}+P_{E P_{2}}+V_{n}(1,0)\right\} \\
& \geq \min \left\{V_{n}(0,0), P_{E P_{2}}+V_{n}(0,1)\right\}=H_{2} V_{n}(0,1)
\end{aligned}
$$

For $x_{2} \in\left\{1, \ldots, S_{2}-1\right\}$ :

$$
\begin{aligned}
&\left(G_{1}+G_{2}\right) V_{n}\left(1, x_{2}-1\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
&=\left(S_{1}-1\right) V_{n}\left(2, x_{2}-1\right)+V_{n}\left(1, x_{2}-1\right) \\
& \quad+\left(S_{2}-x_{2}+1\right) V_{n}\left(1, x_{2}\right)+\left(x_{2}-1\right) V_{n}\left(1, x_{2}-1\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
&=\left(S_{1}-1\right)\left[V_{n}\left(2, x_{2}-1\right)-V_{n}\left(1, x_{2}\right)\right]+\left(S_{1}-1\right) V_{n}\left(1, x_{2}\right)+V_{n}\left(1, x_{2}-1\right) \\
&+\left(S_{2}-x_{2}\right)\left[V_{n}\left(1, x_{2}\right)-V_{n}\left(0, x_{2}+1\right)\right]+V_{n}\left(1, x_{2}\right)+\left(S_{2}-x_{2}\right) V_{n}\left(0, x_{2}+1\right) \\
&+x_{2}\left[V_{n}\left(1, x_{2}-1\right)-V_{n}\left(0, x_{2}\right)\right]-V_{n}\left(1, x_{2}-1\right)+x_{2} V_{n}\left(0, x_{2}\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
& \geq\left(S_{1}-1\right)\left[V_{n}\left(1, x_{2}-1\right)-V_{n}\left(0, x_{2}\right)\right]+S_{1} V_{n}\left(1, x_{2}\right) \\
&+\left(S_{2}-x_{2}\right)\left[V_{n}\left(1, x_{2}\right)-V_{n}\left(0, x_{2}+1\right)\right]+\left(S_{2}-x_{2}\right) V_{n}\left(0, x_{2}+1\right) \\
&+x_{2}\left[V_{n}\left(1, x_{2}-1\right)-V_{n}\left(0, x_{2}\right)\right]+x_{2} V_{n}\left(0, x_{2}\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
& \geq S_{1} V_{n}\left(1, x_{2}\right)+\left(S_{2}-x_{2}\right) V_{n}\left(0, x_{2}+1\right)+x_{2} V_{n}\left(0, x_{2}\right)+P_{L T_{1}} \\
&=\left(G_{1}+G_{2}\right) V_{n}\left(0, x_{2}\right)+P_{L T_{1}},
\end{aligned}
$$

where the first inequality holds as $V_{n}$ is $\operatorname{SuperC}(1,2)$ (cf. Theorem 4.4.3). For $x_{2}=S_{2}$ :

$$
\begin{aligned}
&\left(G_{1}+G_{2}\right) V_{n}\left(1, S_{2}-1\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
&=\left(S_{1}-1\right) V_{n}\left(2, S_{2}-1\right)+V_{n}\left(1, S_{2}-1\right) \\
& \quad+V_{n}\left(1, S_{2}\right)+\left(S_{2}-1\right) V_{n}\left(1, S_{2}-1\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
&=\left(S_{1}-1\right)\left[V_{n}\left(2, S_{2}-1\right)-V_{n}\left(1, S_{2}\right)\right]+S_{1} V_{n}\left(1, S_{2}\right) \\
& \quad+S_{2}\left[V_{n}\left(1, S_{2}-1\right)-V_{n}\left(0, S_{2}\right)\right]+S_{2} V_{n}\left(0, S_{2}\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
& \geq\left(S_{1}-1\right)\left[V_{n}\left(1, S_{2}-1\right)-V_{n}\left(0, S_{2}\right)\right]+S_{1} V_{n}\left(1, S_{2}\right) \\
& \quad+S_{2}\left[V_{n}\left(1, S_{2}-1\right)-V_{n}\left(0, S_{2}\right)\right]+S_{2} V_{n}\left(0, S_{2}\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}} \\
& \geq S_{1} V_{n}\left(1, S_{2}\right)+S_{2} V_{n}\left(0, S_{2}\right)+P_{L T_{1}}=\left(G_{1}+G_{2}\right) V_{n}\left(0, S_{2}\right)+P_{L T_{1}},
\end{aligned}
$$

where the first inequality again holds as $V_{n}$ is $\operatorname{SuperC}(1,2)$.
Combining these gives, for all $x_{2} \in\left\{1, \ldots, S_{2}\right\}$ :

$$
\begin{aligned}
& v\left(V_{n+1}\left(1, x_{2}-1\right)+P_{L T_{1}}\right) \\
& =\lambda_{1} H_{1} V_{n}\left(1, x_{2}-1\right)+\lambda_{2} H_{2} V_{n}\left(1, x_{2}-1\right)+\mu\left(G_{1}+G_{2}\right) V_{n}\left(1, x_{2}-1\right)+v P_{L T_{1}} \\
& =\lambda_{1}\left[H_{1} V_{n}\left(1, x_{2}-1\right)+P_{L T_{1}}\right]+\lambda_{2}\left[H_{2} V_{n}\left(1, x_{2}-1\right)+P_{L T_{1}}\right] \\
& \quad \quad+\mu\left[\left(G_{1}+G_{2}\right) V_{n}\left(1, x_{2}-1\right)+\left(S_{1}+S_{2}\right) P_{L T_{1}}\right] \\
& \geq \lambda_{1} H_{1} V_{n}\left(0, x_{2}\right)+\lambda_{2} H_{2} V_{n}\left(0, x_{2}\right)+\mu\left(G_{1}+G_{2}\right) V_{n}\left(0, x_{2}\right)=v V_{n+1}\left(0, x_{2}\right),
\end{aligned}
$$

which completes the induction step, and hence (4.A.3) holds for all $n \geq 0$.

## 4.A. 6 Proof of Theorem 4.4.7

Proof. We again prove only part 1a), as again part 1b) directly follows by interchanging the stockpoints, and 2) is a trivial consequence of 1a) and 1b).

For 1a), analogously to the proof of Theorem 4.4.6, we prove that $a_{1}^{*}(0,1)=1$, then it follows by Theorem 4.4.5 that $\hat{T}_{1}^{l t}(0)=1$. By induction, we prove that, for all $n \geq 0$ :

$$
\begin{equation*}
V_{n}(0,1)+P_{E P_{1}} \geq V_{n}(0,0)+P_{L T_{1}} \tag{4.A.6}
\end{equation*}
$$

For $V_{0} \equiv 0$ this trivially holds.
Assume that (4.A.6) holds for a given $n$ (induction hypothesis), and we consider the operators $H_{1}, H_{2}, G_{1}$ and $G_{2}$ separately:

$$
\begin{aligned}
& H_{1} V_{n}(0,1)+P_{E P_{1}}=\min \left\{P_{E P_{1}}+P_{L T_{1}}+V_{n}(0,0), 2 P_{E P_{1}}+V_{n}(0,1)\right\} \\
& \geq P_{E P_{1}}+P_{L T_{1}}+V_{n}(0,0)=H_{1} V_{n}(0,0)+P_{L T_{1}} ; \\
& H_{2} V_{n}(0,1)+P_{E P_{1}}=\min \left\{P_{E P_{1}}+V_{n}(0,0), P_{E P_{1}}+P_{E P_{2}}+V_{n}(0,1)\right\} \\
& \geq \min \left\{P_{E P_{1}}-P_{E P_{2}}+P_{E P_{2}}+V_{n}(0,0), P_{E P_{2}}+V_{n}(0,0)+P_{L T_{1}}\right\} \\
& =H_{2} V_{n}(0,0)+\min \left\{P_{E P_{1}}-P_{E P_{2}}, P_{L T_{1}}\right\},
\end{aligned}
$$

as $H_{2} V_{n}(0,0)=P_{E P_{2}}+V_{n}(0,0)$;

$$
\begin{aligned}
G_{1} V_{n}(0,1)+S_{1} P_{E P_{1}} & =S_{1}\left[V_{n}(1,1)-V_{n}(1,0)+V_{n}(1,0)+P_{E P_{1}}\right] \\
& \geq S_{1}\left[V_{n}(0,1)-V_{n}(0,0)+V_{n}(1,0)+P_{E P_{1}}\right] \\
& \geq S_{1}\left[V_{n}(1,0)+P_{L T_{1}}\right]=G_{1} V_{n}(0,0)+S_{1} P_{L T_{1}}
\end{aligned}
$$

where the first inequality holds as $V_{n}$ is Supermod;

$$
\begin{aligned}
G_{2} V_{n}(0,1)+\left(S_{2}-1\right) P_{E P_{1}} & =\left(S_{2}-1\right)\left[V_{n}(0,2)-V_{n}(0,1)+P_{E P_{1}}\right]+S_{2} V_{n}(0,1) \\
& \geq\left(S_{2}-1\right)\left[V_{n}(0,1)-V_{n}(0,0)+P_{E P_{1}}\right]+S_{2} V_{n}(0,1) \\
& =S_{2} V_{n}(0,1)+\left(S_{2}-1\right) P_{L T_{1}}=G_{2} V_{n}(0,0)+\left(S_{2}-1\right) P_{L T_{1}},
\end{aligned}
$$

where the first inequality holds as $V_{n}$ is $\operatorname{Conv}(2)$.
Combining these, using condition (4.4.11), gives, analogously to (4.A.5), the induction step, and hence (4.A.6) holds for all $n \geq 0$.

## 4.A. 7 Proof of Lemma 4.5.1

Proof. We give the proofs for the operator $\tilde{G}_{1}$. By interchanging the numbering of the locations, the results directly follow for the operator $\tilde{G}_{2}$ as well.
(i) It is straightforward to check that if $f$ is $\operatorname{Decr}(1)\left(c f\right.$. (4.4.1)), then $\tilde{G}_{1} f$ is $\operatorname{Decr}(1)$ as well, and if $f$ is $\operatorname{Decr}(2)$ (cf. (4.4.2)), then $\tilde{G}_{1} f$ is $\operatorname{Decr}(2)$ as well. Combining this proves that $\tilde{G}_{1}$ preserves Decr.
(ii) Assume that $f$ is $\operatorname{Conv}(1)$ (cf. (4.4.3)), then we show that $\tilde{G}_{1} f$ is $\operatorname{Conv(1)~as~well.~}$ For $x_{1}+2<S_{1}$ this is straightforward to check, for the case $x_{1}+2=S_{1}$ we need $\operatorname{Decr}(1)$ :

$$
\begin{aligned}
\tilde{G}_{1}\left(f\left(x_{1}, x_{2}\right)+f\left(x_{1}+2, x_{2}\right)\right) & =f\left(x_{1}+1, x_{2}\right)+f\left(x_{1}+2, x_{2}\right) \\
& \geq f\left(x_{1}+2, x_{2}\right)+f\left(x_{1}+2, x_{2}\right)=2 \tilde{G}_{1} f\left(x_{1}+1, x_{2}\right) .
\end{aligned}
$$

The preservation of $\operatorname{Conv}(2)$ (cf. (4.4.4)) is again straightforward to check, and hence $\tilde{G}_{1}$ preserves Conv.
(iii) It is straightforward to check that if $f$ is Supermod (cf. (4.4.5)), then $\tilde{G}_{1} f$ is Supermod as well, hence $\tilde{G}_{1}$ preserves Supermod.
(iv) It is straightforward to check that if $f$ is $\operatorname{SuperC}(1,2)$ (cf. (4.4.6)), then $\tilde{G}_{1} f$ is $\operatorname{SuperC}(1,2)$ as well, hence $\tilde{G}_{1}$ preserves $\operatorname{SuperC}(1,2)$. Assume that $f$ is $\operatorname{SuperC}(2,1)$
(cf. (4.4.6)), then we show that $\tilde{G}_{1} f$ is $\operatorname{SuperC}(2,1)$ as well. For $x_{1}+1<S_{1}$ this is straightforward to check, for the case $x_{1}+1=S_{1}$ we need Conv(2):

$$
\begin{aligned}
\tilde{G}_{1}\left(f\left(x_{1}, x_{2}+2\right)+f\left(x_{1}+1, x_{2}\right)\right) & =f\left(x_{1}+1, x_{2}+2\right)+f\left(x_{1}+1, x_{2}\right) \\
& \geq f\left(x_{1}+1, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right) \\
& =\tilde{G}_{1}\left(f\left(x_{1}, x_{2}+1\right)+f\left(x_{1}+1, x_{2}+1\right)\right) .
\end{aligned}
$$

(v) By (4.4.8), this is a direct consequence of parts (iii) and (iv).

## 4.A. 8 Proof of Lemma 4.5.4

Proof. The proof is cf. Koole [116], as $F_{i}$ without the condition $x_{j}<S_{j}$ is a special case of $T_{C T D(j)}$, defined on [116, p.25]. Hence, by applying [116, Theorem 7.4], the result follows. It remains to check that $\operatorname{Supermod}, \operatorname{SuperC}(1,2)$ and $\operatorname{SuperC}(2,1)$ also hold for the border $x_{j}=S_{j}$, which is straightforwardly checked to be the case.

## 4.A. 9 Proof of Theorem 4.5.5

Proof. 1) By induction on $n$, as $V_{0}^{F} \equiv 0$ is MM, and using the result of Lemma 4.5.4.
2) Analogously to the proofs of Theorems 4.4 .4 and 4.4.5, in particular using that $V^{F}$ is $\operatorname{SuperC}(1,2)$ and $\operatorname{SuperC}(2,1)$ (which holds as $V^{F}$ is MM).

## 5

# Approximate evaluation of MULTI-LOCATION MODELS WITH HOLD BACK 

## LEVELS

In this chapter, we consider a continuous-time, single-echelon, multi-location inventory model with Poisson demand processes. In case of a stock-out at a local warehouse, a demand can be fulfilled via a lateral transshipment (LT). Each warehouse is assigned a pre-determined sequence of other warehouses where it will request for an LT. However, a warehouse can hold its last part(s) back from such a request. This is called a hold back pooling policy, where each warehouse has hold back levels determining whether a request for an LT by another warehouse is satisfied. We are interested in the fractions of demand satisfied from stock (fill rate), via an LT, and via an emergency procedure from an external source. From these, the average costs of a policy can be determined. We present a new approximation algorithm for the evaluation of a given policy, approximating the above mentioned fractions.

Whereas algorithms currently known in the literature approximate the stream of LT requests from a warehouse by a Poisson process, we use an interrupted Poisson process. This is a process that is turned alternatingly On and Off for exponentially distributed durations. This leads to the On/Off overflow algorithm. In a numerical study we show that this algorithm is significantly more accurate than the algorithm based on Poisson processes, although it requires a longer computation time. Furthermore, we show the benefits of hold back levels, and we illustrate how our algorithm can be used in a heuristic search for the setting of the hold back levels.

### 5.1 Introduction

Pooling of inventory has proven to be an interesting option for costs reductions and service level improvements. By sharing inventory between local warehouses such pooling benefits can be achieved. In case of a stock-out at one warehouse, a demand can be satisfied via a stock transfer from another warehouse. These stock transfers, which happen within the same echelon, are called lateral transshipments (LTs). One possible strategy
for this is complete pooling, under which all parts at all local warehouses may be used for an LT. Complete pooling however, is not always optimal. In this chapter we study the so-called hold back pooling policy. In Chapter 4, we have proven this policy to be optimal under certain conditions in a two location setting. The policy was introduced by Xu et al. [215] in a periodic review setting, and also arose to be optimal in a related two location problem by Archibald et al. [6]. Under a hold back pooling policy, a warehouse can hold back its last part(s) in stock from an LT request from another warehouse. The hold back levels of the warehouses determine how many parts are held back. For determining the optimal hold back levels, evaluation of the costs of a given setting is necessary. These costs can be calculated when one knows the fractions of the demand that are satisfied from stock (fill rate), satisfied via an LT, and satisfied via an emergency procedure. For this, we present a new approximate evaluation algorithm. Such an algorithm facilitates the search for optimal hold back and base stock levels. The distinct feature of our algorithm is that it approximates the LT requests between the warehouses more precisely than current algorithms. These are commonly approximated by Poisson processes (see Axsäter [10], Alfredsson and Verrijdt [2], Kukreja et al. [123], Kutanoglu [124], Kranenburg and Van Houtum [120], and Reijnen et al. [157]), where we use more accurate interrupted Poisson processes. This improves the accuracy of the results, which we show in an extensive numerical study. Moreover, compared to current algorithms given in the literature, our algorithm can deal with hold back levels. To make comparison of results possible, we extend an existing Poisson approximation algorithm for hold back levels.

In the present chapter, we consider an inventory model consisting of $N$ local warehouses, with a given base stock policy. In case of positive on-hand stock at a particular warehouse, an incoming demand at that warehouse is directly satisfied. In case of a stock-out, the demand is satisfied via either an LT or an emergency procedure. A local warehouse is only willing to hand out a part to an LT if it has sufficient inventory, that is, if its on-hand stock level is above a certain threshold, called the hold back level. This hold back level can depend on the location the LT request originates from. Furthermore, each warehouse has a prescribed sequence of at most $N-1$ other warehouses that will be contacted for an LT.

Our model is motivated by spare parts inventory systems that serve installed bases of technically advanced machines. As downtimes of these machines are very expensive, spare parts stocks are needed to quickly respond to failures of machines. Further, backorders are not allowed, and thus LTs and emergency (repair) procedures are applied. Typically, demand rates are low and many spare parts are expensive. In such situations, the application of LTs may be very beneficial. Robinson [162] showed that substantial cost savings can be realized by the use of LTs, even when the transportation costs for LTs are high. Based on two case studies in the computer and automobile industry, Cohen and Lee [55] showed that stock pooling is an effective way to improve the service levels with even less on-hand inventory. A case study by Kranenburg and Van Houtum [120] at ASML has shown that using LTs at both the tactical and operational planning level leads to a $30 \%$ cost reduction in comparison to using LTs at the operational planning level only. Cohen et al. [53] point out that the pooling of spare parts is one of the best ways for companies to realize cost reductions.

As inventory pooling can simultaneously reduce costs and improve service levels, a lot of research has been devoted to the use of LTs, see Wong et al. [212] and Paterson et al. [153] for overviews. There are many options for the decisions on when to apply

LTs. Generally, we distinguish between complete pooling and partial pooling. For partial pooling all kinds of restrictions are possible, e.g. LTs can only take place between geographically nearby warehouses [124, 44, 125, 157], the LTs might be executed in only one way [12, 132, 151], not all inventory has to be shared [215, 193]. We take these restrictions into account in the following way. Firstly, each warehouse is assigned a sequence of warehouses it consults for an LT. Reijnen et al. [157] motivate this by a time constraint on the fulfillment of a demand: only warehouses close enough are consulted. Another motivation may be the transport facilities nearby some warehouses. In this way, also transshipments in one-direction only can be taken into account. Next to this, we use a hold back policy, cf. [215]. Note that by the combination of these options, we have a very general form of partial pooling. Complete pooling forms a special case, obtained when each warehouse can request for an LT from all other warehouses and all hold back levels are set to zero.

LTs limited by holding back inventory is mainly considered in decentralized inventory models, see e.g. [217, 218]. In such a setting, the local warehouses are independently owned and operated, which gives a game theoretical setting. Another reason for holding back parts is a periodic review setting. Based on the remaining time until a scheduled replenishment, the decision is taken if an LT takes places, as in Archibald et al. [6]. This also occurs in a periodic review setting when the replenishment lead times are non-zero, see Tagaras and Cohen [175]. We, however, concentrate on a continuous review model under centralized control.

Our incentive for the introduction of hold back levels are the results in Chapter 4 (see also Van Wijk et al. [193]) in which it is proven for two local warehouses that the optimal LT policy structure is a hold back policy, under two (sufficient) conditions on the cost parameters. These conditions are typically satisfied when the LT costs are nonnegligible, and the emergency procedure costs at both locations are not too asymmetric. The setting assumed is identical to the setting as presented here. The benefit of holding back inventory occurs when a warehouse has only one or a few parts left in stock. When handing e.g. the last part out to an LT request, costs have to be made for this. This warehouse is stocked out until the next replenishment. When it faces a demand during this time, this demand has to be satisfied either via an LT or emergency procedure. In both cases, more costs have to be made than when the first LT request was refused.

From the results of Chapter 4 for two locations, we might expect such a policy to be optimal too, or at least to perform well, for a multi-location setting. Hence, in this work we assume a hold back policy. Although, under the given policy structure, exact evaluation and optimization is theoretically possible via Markov chain analysis, this is infeasible for large instances by the curse of dimensionality, and calculation times explode. Large problem instances require both accurate and fast approximate evaluation algorithms and effective and efficient heuristic optimization procedures (which are built on approximate evaluations). The focus of this chapter is on the development of evaluation algorithms. The development of heuristics requires a study in itself and, in essence, is left outside the scope of this chapter (we do touch this topic in Section 5.5, where we show benefits of hold back levels and we consider the heuristic optimization of hold back levels under given base stock levels).

The presented approximation algorithm is related to the approximate evaluation method as described in Axsäter [10]. He decomposes the network of local warehouses into individual local warehouses. The LTs between them are modeled as overflow de-
mand streams, which are approximated by Poisson processes. In an iterative approach the rates of these Poisson streams and the performance characteristics of the individual local warehouses, are alternately updated. Similar algorithms are used in a.o. [2, 123, $124,120,157]$, each focusing on a different setting.

This chapter extends the above approximate evaluation methods in two directions. First, our model extends all earlier partial pooling models, as we allow for all earlier studied options for partial pooling. Second, our algorithm uses a more accurate approximation of the overflow demand streams. We approximate these streams by a Poisson process that can be turned On and Off, known as an interrupted Poisson process (IPP, cf. Kuczura [122]). When a warehouse has parts in stock, the demand overflow to another local warehouse where it requests for LTs, is turned Off. During a stock-out, the demand overflow is turned On and follows a Poisson process. When the consulted warehouse is that low on inventory that it does not fulfill LT requests, the overflow demand stream is routed to a next warehouse, etc. We approximate the durations of these On and Off times by exponential distributions. We call this the On/Off overflow algorithm. We refer to the algorithms using an ordinary Poisson overflow process, as the Poisson overflow algorithm. By an extensive numerical study, we show that the On/Off overflow algorithm is very accurate, while still being efficient in terms of computations time. We also show that it is significantly more accurate than the Poisson overflow algorithm.

An IPP is a special case of a Markov modulated Poisson process (MMPP, see Fischer and Meier-Hellstern [80] and the reference therein). MMPPs have often been used to describe the arrival process of data and telecommunication traffic, see e.g. [102]. An IPP is a 2 -state MMPP where one arrival rate is zero, and arises as a natural approximation for the overflow process of (multi-server) queues, see [122]. E.g., Meier-Hellstern [138] uses IPPs for the approximative analysis of a queueing system consisting of multiple multi-server queues, in which overflows are rerouted to other queues.

The LT problem as studied here is also related to call center models (see Gans et al. [87] for an overview). In these systems, calling customers can be handled by different so-called operators or groups of operators. The inventory in our model is the equivalent of the operators in these call center models. Certain types of calls can only be handled by a subset of operators having appropriate skills. This leads to skill-basedrouting of the customers, which gives a form of partial pooling. For structures with many alternative routings, hardly any fast evaluation methods seem to be available in the call center literature. Our type of approximation may be applied to such call centers as well. A complication that has to be incorporated is that in call centers a rerouted customer typically has a slower service rate.

Finally, the idea of hold back levels is related to so-called critical levels for stock rationing problems, see Topkis [183]. In these problems, a single warehouse faces multiple classes of customers, with different penalty costs (and hence priorities) for not satisfying a demand. The last part(s) are kept back from lower priority demands, reserving them for the higher priority demand classes. The optimal policy in this case is proven to be a critical level policy, see [143, 183], where the critical levels determine whether a demand is satisfied. Our model can be seen as an extension to a multi-location setting with one class of customers per location.

The outline of this chapter is as follows. We describe the model in more detail and introduce the notation in Section 5.2. In Section 5.3, we describe the Poisson overflow algorithm and present our On/Off overflow algorithm. In Section 5.4, a numerical study
is conducted to test the performance of the On/Off overflow algorithm, using the Poisson overflow algorithm as the benchmark. In Section 5.5, we show the benefits of hold back levels and present a simple heuristic optimization procedure for hold back levels under given base stock levels. Finally, we conclude in Section 5.6. This chapter is based on [195].

### 5.2 Model and notation

We consider a spare parts inventory system with $N$ local warehouses, numbered $i=$ $1,2, \ldots, N$, which provide repairable spare parts for a single critical component of an advanced technical system. This initial stock level at local warehouse $i, i=1, \ldots, N$, is denoted by $S_{i} \in \mathbb{N} \cup\{0\}$, which is referred to as the base stock level. The actual on-hand stock is denoted by $x_{i} \in\left\{0,1, \ldots, S_{i}\right\}$. Define $\underline{x}=\left\{x_{1}, \ldots, x_{N}\right\}$. In case of a stock-out, a demand can be fulfilled from another warehouse. In this case, a part is transshipped from a warehouse with positive on-hand stock. This is called a lateral transshipment (LT). Each warehouse has a set of hold back levels, determining if LT requests from other warehouses will be accepted. Let $h_{i, j} \in\left\{0, \ldots, S_{i}\right\}$ be the hold back level at warehouse $i$ for accepting an LT request from warehouse $j \neq i$. Only if $x_{i}>h_{i, j}$, the request is fulfilled. Define $h_{i, i}=0$ and $\underline{h}_{i}=\left(h_{i, 1}, \ldots, h_{i, N}\right)$.

When a system breaks down, the failed part has to be replaced by a spare part. The failed part is returned to the stockpoint that supplied the requested spare part, repaired, and is added back to stock after repair. The repair process at local warehouse $i$ is modeled as an ample server queue with exponential service times with mean $1 / \mu_{i}$; i.e., the repair rate equals $\left(S_{i}-x_{i}\right) \mu_{i}$. This is equivalent to assuming that repair lead times at warehouse $i$ are exponentially distributed and mutually independent. This assumption facilitates the analysis and is known to be justified, because the performance characteristics of the system as a whole are relatively insensitive to the lead time distributions for repairs, see [2,157]. Note that only minor changes would have to be made in our analysis to deal with other settings for the repair process, such as a repair rate of $\mu_{i}$, independently of the number of outstanding orders.

The demand at warehouse $i$ is given by a Poisson process with rate $\lambda_{i}>0, i=$ $1, \ldots, N$. We refer to this as class $i$ demand. If there is on-hand stock at the warehouse where a demand arises, the demand is directly fulfilled. Otherwise, the warehouse requests for an LT at other warehouses. For this, each warehouse has a pre-specified order by which it will contact other warehouses. Denote this sequence for warehouse $i$ by $\sigma_{i}$, whose entries are in $\{1, \ldots, N\} \backslash\{i\}$. If e.g. $\sigma_{1}=\{2,3\}$, then warehouse 1 will first consult 2 for an LT, then 3, and otherwise the demand is satisfied by an external source and thus lost for the local warehouses (see Figure 5.1). The latter is referred to as an emergency procedure. By $j \in \sigma_{i}$ we denote that $j$ is an element of the sequence $\sigma_{i}$, and $\sigma_{i}(k)$ denotes the $k$ th element of the sequence, $1 \leq k \leq\left|\sigma_{i}\right|$, where $\left|\sigma_{i}\right|$ denotes the number of elements in the sequence. As $i \notin \sigma_{i}$, we have $0 \leq\left|\sigma_{i}\right| \leq N-1$. Location $j \neq i$ accepts warehouse $i$ 's LT request only if $x_{j}>h_{j, i}$. In this case, a part is taken from warehouse $j$ 's stock and used to fulfill warehouse $i$ 's demand. If $x_{j} \leq h_{j, i}$ for all $j \in \sigma_{i}$ (or if $\sigma_{i}=\emptyset$ ), then the demand is lost for the local warehouses. We do not allow for backorders, neither for rebalancing of stock. We assume all demand and repair processes to be mutually independent.


Figure 5.1: Demand overflow from warehouse 1 when $\sigma_{1}=(2,3)$.

So, for a demand at warehouse $i$, there are three possibilities to fulfill it: directly from stock, via an LT, or via an emergency procedure. We are interested in the fractions of the demands that are fulfilled in either way, so we define for warehouse $i$ :

- $\beta_{i}$ : fraction of the class $i$ demand that is fulfilled directly from stock;
- $\alpha_{i, j}$ : fraction of the class $i$ demand that is fulfilled via an $\operatorname{LT}$ from $j(j \neq i)$, and by definition $\alpha_{i, j}=0$ if $j \notin \sigma_{i}$;
- $\theta_{i}$ : fraction of the class $i$ demand fulfilled via emergency procedure.

Furthermore, we define $\alpha_{i}$ to be the total fraction of the class $i$ demand at warehouse $i$ that is fulfilled via an LT:

$$
\begin{equation*}
\alpha_{i}=\sum_{j \in \sigma_{i}} \alpha_{i, j}, \tag{5.2.1}
\end{equation*}
$$

where an empty sum equals zero. By definition, for all $i$ it holds that:

$$
\begin{equation*}
\beta_{i}+\alpha_{i}+\theta_{i}=1 \tag{5.2.2}
\end{equation*}
$$

The model can be evaluated exactly as a Markov process for given hold back and base stock levels. The state of the system is given by the vector of on-hand stock levels $\underline{x}=$ $\left\{x_{1}, \ldots, x_{N}\right\} \in \mathcal{S}$ where the state space $\mathcal{S}$ is given by $\mathcal{S}=\left\{0,1, \ldots, S_{1}\right\} \times \ldots \times\left\{0,1, \ldots, S_{N}\right\}$. For $N=2$ the transition rates are shown in Figure 5.2. Denote by $Q$ the transition rate matrix and by $\pi$ the stationary probability distribution of $\underline{x}$. It is well known that $\pi$ can be found by solving the following system:

$$
\left\{\begin{array}{l}
\pi Q=\underline{0}  \tag{5.2.3}\\
\sum_{\underline{x} \in \mathcal{S}} \pi(\underline{x})=1
\end{array}\right.
$$

From $\pi$, the values of $\beta_{i}, \alpha_{i, j}$, and $\theta_{i}$ follow.
By the dimension of $\mathcal{S}$, which is $|\mathcal{S}|=\prod_{i=1}^{N}\left(S_{i}+1\right)$, and hence the dimension of $Q$, evaluation of the stationary probability distribution by solving (5.2.3) is not feasible for larger values of $N$ and $S_{i}$ because of the curse of dimensionality. Hence, there is a need for fast and accurate approximations for the $\beta_{i}$ 's, $\alpha_{i, j}$ 's, and $\theta_{i}$ 's.


Figure 5.2: Diagram of the transition rates for $N=2$, when $\sigma_{1}=(2), \sigma_{2}=(1)$ and the hold back levels are given by $h_{1,2}=2$ and $h_{2,1}=1$. Note that when $x_{1}=0$ and $x_{2}>h_{2,1}=1$, demands at warehouse 1 are satisfied by an LT from warehouse 2, and vice versa when $x_{2}=0$ and $x_{1}>h_{1,2}=2$. Indicated are the states that contribute to $\beta_{1}$ (light gray), $\alpha_{1}$ ( $=\alpha_{1,2}$, gray), and $\theta_{1}$ (dark gray).

### 5.3 Approximation algorithms

In this section we present the Poisson overflow algorithm and the On/Off overflow algorithm. Both approximate the $\beta_{i}, \alpha_{i, j}$, and $\theta_{i}$ for all $i$ and $j$ when the hold back and base stock levels are given. We first explain the general idea behind both algorithms. Then, for each one separately, we discussion the steps it consists of in more detail.

### 5.3.1 Idea behind approximations

Our approximation is based on a decomposition of the network of warehouses into individual warehouses, as in Axsäter [10]. In this way, we only deal with solving a Markov process per local warehouse, with states $x_{i}$, instead of solving the multi-dimensional Markov process with state $\underline{x}$. The LT requests are modeled as overflow demand streams. These constitute an additional demand stream at other warehouses. The stream from warehouse $i$ at $j \in \sigma_{i}$ is referred to as the overflow stream $(i, j)$. This is graphically depicted in Figure 5.1. Consequently, each warehouse can be evaluated individually as an Erlang loss system $(\cdot / M / S / S$ queue) with state-dependent arrival rates. In earlier approximations [10, 2, 123, 124, 120, 157], these overflow demand streams have been assumed to be Poisson processes. For the sake of selfcontainedness and in order to show how this approximation can be extended for hold back levels, we first present this algorithm, which we call the Poisson overflow algorithm. In our second and main algorithm, the On/Off algorithm, we approximate each overflow stream by an interrupted Poisson process, cf. [122], a Poisson process that is alternatingly turned On and Off.

We expect the approximation using the On/Off processes to be more precise, as it better follows the actual overflow demand streams. Overflow demands occur when the warehouse is stocked out. So, during a stock-out the overflow demand process is turned

On. The demands it is then facing, flow over to other warehouses as LT requests, following a Poisson process. On the other hand, when the warehouse has a positive stock level, there are no overflow demands. So, the overflow process is turned Off. Hence, it is one step more accurate than a Poisson process. The approximation here is that we assume the On and Off durations to be independently, exponentially distributed. We take the means of both to be equal to the actual means. It will turn out that this approximation performs very well.

Both algorithms consist of two main steps, which are alternately executed:
Step 1: Evaluation of the steady-state distribution (and hence performance characteristics) of the individual warehouses, given the overflow demand streams;

Step 2: Updating of the overflow demand streams, given the steady-state distribution of the individual warehouses.

The two steps are executed until the changes in consecutive iterations are smaller than some pre-specified, small value $\varepsilon$.

### 5.3.2 Poisson overflow algorithm

We approximate the overflow demand streams by Poisson processes. Let $\lambda_{i, j}$ be the rate of the overflow demand stream $(i, j), j \in \sigma_{i}$. Define $\lambda_{i, i}=\lambda_{i}$ and $\lambda_{i, j}=0, j \notin \sigma_{i}, j \neq i$. The overflow demand rates $\lambda_{i, j}$ for all $j \in \sigma_{i}$ are calculated from the probabilities that a demand is satisfied either directly from stock or via an LT. Recall that an LT is carried out from warehouse $j$ to warehouse $i$ only if $x_{j}>h_{j, i}$. We denote the probability that the latter is true by $p_{i, j}$ for all $i$ and $j \in \sigma_{i} \cup\{i\}$, defining $p_{i, i}=\mathbb{P}\left[x_{i}>0\right]$. So, $p_{i, i}$ equals $\beta_{i}$, the probability that a demand is directly fulfilled from stock. The $p_{i, j}$ are derived when evaluating an individual warehouse. We initially assume that $\lambda_{i, j}=0$ for all overflow demand streams $(i, j)$.

## Evaluation of individual warehouses

Given the overflow rates $\lambda_{i, j}$ for all $i$ and $j \in \sigma_{i}$, we determine the probabilities that a demand can be fulfilled, either directly from stock, or via an LT. Each of the warehouses is evaluated individually. For warehouse $i$, we consider the Markov process, the state of which is given by its stock level $x_{i}$ on the state space $\left\{0,1, \ldots, S_{i}\right\}$. We have the following transitions. The repair rate is given by $\left(S_{i}-x_{i}\right) \mu_{i}$. Class $i$ demands arise with rate $\lambda_{i}$, and are satisfied when $x_{i}>0$. Moreover, the warehouse faces the demand overflow streams from the other warehouses, namely with rate $\lambda_{j, i}$ from warehouse $j$. Only when $x_{i}>h_{i, j}$ such a demand is satisfied. Therefore, the demand rate depends on the state of the system.

The arrival rate $\gamma_{i}\left(x_{i}\right)$ when the on-hand stock is $x_{i}$, equals $\gamma_{i}\left(x_{i}\right)=\sum_{j=1}^{N} \lambda_{j, i} \cdot 1\left\{x_{i}>\right.$ $\left.h_{i, j}\right\}$. Note that $\gamma_{i}(0)=0$, and that $\gamma_{i}\left(x_{i}\right)$ always includes $\lambda_{i}=\lambda_{i, i}$ for $x_{i}>0$. Figure 5.3 shows an example of the transitions rates (where per state both the on-hand stock $x_{i}$ and the number of outstanding orders $y=S_{i}-x_{i}$ is denoted).

Consequently, we can analyze warehouse $i$ separately using the Erlang loss model. The steady-state behavior of the number of outstanding orders is identical to the steadystate behavior of the number of busy servers $y$ in an Erlang loss system ( $M / M / S_{i} / S_{i}$ queue) with $S_{i}$ servers, a state-dependent arrival (i.e. demand) rate $\gamma_{i}\left(S_{i}-y\right)$, and mean


Figure 5.3: Example of the transitions rates at warehouse 1, where $N=4, S_{1}=5$, and $h_{1}=(0,1,5,2)$.
repair lead time $1 / \mu_{i}$ as mean service time. Define $\tilde{L}_{i}$ to be the stationary probability distribution of $y \in\left\{0,1, \ldots, S_{i}\right\}$ at warehouse $i$, denoting by $\tilde{L}_{i}(y)$ its $y$ th element:

$$
\tilde{L}_{i}(y)=\frac{\frac{\prod_{j=0}^{y-1} \gamma_{i}\left(S_{i}-j\right)}{\mu_{i}^{y} y!}}{\sum_{n=0}^{S_{i}} \frac{\prod_{m=0}^{n-1} \gamma_{i}\left(S_{i}-m\right)}{\mu_{i}^{n} n!}}, \quad y=0, \ldots, S_{i} .
$$

Recall that $\gamma_{i}(\cdot)$ is fully determined by the vectors $\underline{h}_{i}$ and $\left(\lambda_{1, i}, \ldots, \lambda_{N, i}\right)$. From the stationary probability distribution $\tilde{L}_{i}(\cdot)$ the probabilities $p_{i, j}$ can be computed:

$$
\begin{equation*}
p_{i, j}=\mathbb{P}\left[x_{j}>h_{j, i}\right]=\sum_{y=0}^{S_{j}-h_{j, i}-1} \tilde{L}_{j}(y), \text { for all } i \text { and } j \in \sigma_{i}, \tag{5.3.1}
\end{equation*}
$$

and 0 otherwise. Note that $\tilde{L}_{i}(\cdot)$ depends on the overflow demand rates $\lambda_{i, j}$.

## Updating overflow rates

Given the probabilities $p_{i, j}$, for all $i, j$, we derive the overflow demand rates $\lambda_{i, j}$. The fraction of demand that is directly satisfied from stock (the fill rate) is given by:

$$
\begin{equation*}
\beta_{i}=p_{i, i} . \tag{5.3.2}
\end{equation*}
$$

Hence, the rate of overflow stream $\left(i, \sigma_{i}(1)\right)$ is $\lambda_{i, \sigma_{i}(1)}=\left(1-\beta_{i}\right) \lambda_{i}$ (assuming $\sigma_{i} \neq \emptyset$ ). Of this stream, a fraction $p_{i, \sigma_{i}(1)}$ is satisfied by warehouse $\sigma_{i}(1)$, and hence the remaining overflow to $\sigma_{i}(2)$ has rate $\lambda_{i, \sigma_{i}(2)}=\left(1-p_{i, \sigma_{i}(1)}\right) \lambda_{i, \sigma_{i}(1)}$. In general, defining $p_{i, \sigma_{i}(0)}=\beta_{i}$, the rate $\lambda_{i, \sigma_{i}(k)}$ is recursively given by $\lambda_{i, \sigma_{i}(k)}=\left(1-p_{i, \sigma_{i}(k-1)}\right) \lambda_{i, \sigma_{i}(k-1)}$. Hence, for $k=1, \ldots,\left|\sigma_{i}\right|:$

$$
\begin{equation*}
\lambda_{i, \sigma_{i}(k)}=\lambda_{i} \prod_{l=0}^{k-1}\left(1-p_{i, \sigma_{i}(l)}\right) . \tag{5.3.3}
\end{equation*}
$$

Here we use of the assumption that the stock levels at the local warehouses are independent.

For the fraction of the demands that is satisfied by an LT from warehouse $j$, we have

$$
\begin{equation*}
\alpha_{i, j}=p_{i, j} \frac{\lambda_{i, j}}{\lambda_{i}}, \text { for all } i \text { and } j \in \sigma_{i} . \tag{5.3.4}
\end{equation*}
$$

```
Algorithm 1: Poisson overflow algorithm
    Input: \(\lambda_{i}, \mu_{i}, S_{i}, \underline{h}_{i}, \sigma_{i}\), for \(i=1, \ldots, N, \varepsilon\);
    Output: \(\beta_{i}, \alpha_{i, j}\) and so \(\alpha_{i}, \theta_{i}\), for \(i, j=1, \ldots, N, i \neq j\);
    Step 0: Initialize for all \(i, j \in \sigma_{i}: \lambda_{i, j}=0\) and \(\lambda_{i, i}=\lambda_{i}\).
    Step 1: Calculate for all \(i, j \in \sigma_{i} \cup\{i\}: p_{i, j}\) using (5.3.1).
    Step 2: \(\quad\) Calculate for all \(i, j \in \sigma_{i}: \lambda_{i, j}\) using (5.3.3).
    Step 3: Repeat Steps 1 and 2 until the \(p_{i, j}\) 's do not change more than \(\varepsilon\), for all \(i, j\).
        Then return, for all \(i, j \in \sigma_{i}: \beta_{i}\) using (5.3.2), \(\alpha_{i, j}\) using (5.3.4), \(\alpha_{i}\) using (5.2.1),
        and \(\theta_{i}\) using (5.2.2).
```

Here $\lambda_{i, j} / \lambda_{i}$ is the fraction of the demand of $i$ that is offered to warehouse $j$, and of this, a fraction $p_{i, j}$ is satisfied. Next, the total fraction that is satisfied via LT, $\alpha_{i}$, is given by (5.2.1). Given $\beta_{i}$ and $\alpha_{i}$, the fraction of the demand that is not satisfied by the local warehouses, $\theta_{i}$, follows from (5.2.2). Algorithm 1 summarizes all steps.

### 5.3.3 On/Off overflow algorithm

We now develop a more precise approximation for the overflow demand processes. Namely, instead of a Poisson process, we use an interrupted Poisson process, cf. [122]: a Poisson process which is alternately turned On, for an exponentially distributed time, and then turned Off, for another (independent) exponentially distributed time. This process is described by three parameters. For the overflow demand stream $(i, j)$, let $1 / \phi_{j, i}$ be the mean Off duration, $1 / \eta_{j, i}$ the mean On duration, and $\lambda_{i}$ the rate while On. So, we have to estimate two out of three parameters of the interrupted Poisson process.

The idea is as follows. The overflow demand process of warehouse $i$ at warehouse $\sigma_{i}(1)$ can be in two states, based on warehouse $i$ 's stock level. If warehouse $i$ has on-hand stock, there is no overflow. So, the overflow process is turned Off. However, if warehouse $i$ faces a stock-out, all demands flow over to warehouse $\sigma_{i}(1)$ : the overflow process is turned On, and is given by a Poisson process with rate $\lambda_{i}$.

The same reasoning is applicable for the overflow demand of $i$ at warehouse $\sigma_{i}(k)$ for $k=2, \ldots,\left|\sigma_{i}\right|$. The overflow process is On at $\sigma_{i}(2)$ exactly when $i$ is stocked out and warehouse $\sigma_{i}(1)$ 's inventory level is below or at its hold back level for $i$, i.e., when $x_{\sigma_{i}(1)} \leq h_{\sigma_{i}(1), i}$. The overflow is turned Off otherwise.

When precisely overflows are turned On or Off, basically depends on the entire state space. The approximation we apply here, is to approximate the On and Off durations by exponential distributions. We choose the means of these to be equal to the estimated mean durations. These means are updated in each iteration of the algorithm.

The mean On duration at $\sigma_{i}(1)$ is the duration that the stock level $x_{i}$ equals zero. It is exactly exponentially distributed, with mean

$$
\begin{equation*}
1 / \eta_{\sigma_{i}(1), i}=1 /\left(S_{i} \mu_{i}\right) \tag{5.3.5}
\end{equation*}
$$

In general, for the other On and Off durations, the exponential distribution is an approximation. Like in the Poisson overflow algorithm, we initialize by putting all overflow demand streams to zero. That is, all On/Off processes start being turned Off:

$$
\begin{equation*}
\phi_{j, i}=0 \text { for } j \in \sigma_{i}, \quad \eta_{j, i}=\infty \text { for } j \in \sigma_{i} . \tag{5.3.6}
\end{equation*}
$$



Figure 5.4: Example of the Markov processes of warehouse 1, where $N=3, S_{1}=4, h_{1}=$ $(0,0,2)$, and $d_{1}=\{2,3\}$.

## Evaluation of individual warehouses

Given the mean On and Off durations, we evaluate each of the individual warehouses. Consider warehouse $i$. Next to its own demand stream, it faces a number of overflow demands streams, namely from the warehouses $j$ for which $i \in \sigma_{j}$. Denote this vector by $d_{i}=\left(j \mid i \in \sigma_{j}, j=1, \ldots, N\right)$, and by $d_{i}(k)$ its $k$ th element. As each of these overflow demand streams can either be turned On or Off, we have $2^{\left|d_{i}\right|}$ possible combinations, where $\left|d_{i}\right| \leq N-1$. Hence the joint process of the stock level and this state of the overflow demand streams, is a Markov process on a state space of dimension $2^{\left|d_{i}\right|}$ by $S_{i}+1$. We encode the states by $(y, \underline{\delta})$ with $y=S_{i}-x_{i}$ the number of outstanding orders, $y \in$ $\left\{0,1, \ldots, S_{i}\right\}$, and $\underline{\delta} \in\{0,1\}^{\left|d_{i}\right|}$, where the $k$ th component of $\underline{\delta}$ equals 0 if the overflow stream from $d_{i}(k)$ is Off, and 1 if On. This state space is denoted by $\mathcal{S}_{i}$. Figure 5.4 shows an example.

The transition rates of this Markov process are as follows. When the process is in state $(y, \underline{\delta})$ three types of transitions can occur: a replenishment, an (overflow) demand, or a change in whether one of the processes is On or Off. With rate $y \mu_{i}$ replenishments take place, moving the process to state $(y-1, \underline{\delta})$. A demand, occurring with rate $\lambda_{i}$, moves the process to $(y+1, \underline{\delta})$ if $y<S_{i}$. An overflow demand, occurring at rate $\lambda_{k}$ for all $k \in d_{i}$ when the overflow demand stream $(k, i)$ is On, is only accepted if $S_{i}-$ $y>h_{i, k}$. This also moves the process to state $(y+1, \underline{\delta})$. Finally, each of the overflow demand processes can switch from On to Off or vice versa. Transitions are only possible between states for which $\underline{\delta}$ differs in exactly one entry. With rate $\phi_{i, d_{i}(j)}$ the overflow from warehouse $d_{i}(j)$ is switched On, $j=1, \ldots,\left|d_{i}\right|$, hence with this rate the process moves to state $\left(y, \underline{\delta}+\underline{e}_{d_{i}(j)}\right)$, where $\underline{e}_{k}$ denotes the unit vector of appropriate length with an 1 at position $k$. Analogously, with rate $\eta_{i, d_{i}(j)}$ the process moves to state $\left(y, \underline{\delta}-\underline{e}_{d_{i}(j)}\right)$. See again Figure 5.4 for an example.

Denote by $Q_{i}$ the matrix of transitions rates and denote by $\pi_{i}(y, \underline{\delta})$ the stationary probability distribution of this process. Then $\pi_{i}$ can be found by solving the system:

$$
\left\{\begin{array}{l}
\pi_{i} Q_{i}=\underline{0}  \tag{5.3.7}\\
\sum_{(y, \underline{\delta}) \in \mathcal{S}_{i}} \pi_{i}(y, \underline{\delta})=1
\end{array}\right.
$$

The dimension of $Q_{i}$ is $\left(S_{i}+1\right) 2^{\left|d_{i}\right|}$ by $\left(S_{i}+1\right) 2^{\left|d_{i}\right|}$, where $\left|d_{i}\right| \leq N-1$. We have to solve the system for all $i=1, \ldots, N$ in each iteration of the algorithm. Note that this is of a much smaller order than the original problem (5.2.3), where the dimension of $Q$ is $\prod_{i=1}^{N}\left(S_{i}+1\right)$ by $\prod_{i=1}^{N}\left(S_{i}+1\right)$. We solve (5.3.7) as a regular system of equation using standard techniques. More tailored methods have been developed for solving steadystate distributions, see e.g. [50] for an efficient algorithm for solving (5.3.7).

## Updating On and Off durations

Given the stationary probability distribution of each of the individual warehouses, we update the mean On and Off durations. Consider warehouse $i$ and first concentrate on stream $\left(i, \sigma_{i}(1)\right)$. Its mean On duration is given by (5.3.5). We show that, by using the stationary probability distribution $\pi_{i}$, we can directly find the mean Off duration $1 / \phi_{\sigma_{i}(1), i}$.

The fraction of class i's demands that is satisfied from stock is $\beta_{i}$. Hence, by PASTA, $\beta_{i}$ is also the fraction of time that class $i$ 's overflow is turned Off. And thus the fraction of time the overflow is turned On is $1-\beta_{i}$. The state space $\mathcal{S}_{i}$ can be split into two mutually exclusive subsets, say $\mathcal{S}_{i, \text { off }}$ (all states $(y, \underline{\delta}) \in \mathcal{S}_{i}$ for which $y<S_{i}$ ) and $\mathcal{S}_{i, \text { on }}$ (all states $(y, \underline{\delta}) \in \mathcal{S}_{i}$ for which $\left.y=S_{i}\right)$. Denote by $\mathbb{E}\left[\mathcal{S}_{i, \text { off }}\right]$ the expected duration the process is in subset $\mathcal{S}_{i, \text { off }}$, once first entered it, before leaving it again. Define $\mathbb{E}\left[\mathcal{S}_{i, \text { on }}\right]$ analogously. It holds that

$$
\frac{\beta_{i}}{1-\beta_{i}}=\frac{\mathbb{E}\left[\mathcal{S}_{i, \text { off }}\right]}{\mathbb{E}\left[\mathcal{S}_{i, \text { on }}\right]} .
$$

Using that $\phi_{\sigma_{i}(1), i}=1 / \mathbb{E}\left[\mathcal{S}_{i, \text { off }}\right]$ and $\eta_{\sigma_{i}(1), i}=1 / \mathbb{E}\left[\mathcal{S}_{i, \text { on }}\right]=S_{i} \mu_{i}$, it follows that:

$$
\begin{equation*}
\phi_{\sigma_{i}(1), i}=S_{i} \mu_{i} \frac{1-\beta_{i}}{\beta_{i}} \tag{5.3.8}
\end{equation*}
$$

The $\beta_{i}$ follows from the stationary probability distribution $\pi_{i}$ :

$$
\beta_{i}=1-\sum_{\left(S_{i}, \underline{\delta}\right) \in \mathcal{S}_{i}} \pi_{i}\left(S_{i}, \underline{\delta}\right)
$$

For the On and Off durations of $i$ at $\sigma_{i}(k)$ for $k=2, \ldots,\left|\sigma_{i}\right|$ some more work has to be done. Firstly, note that when the overflow stream $\left(i, \sigma_{i}(1)\right)$ is turned On, there are periods that these demands are satisfied by warehouse $\sigma_{i}(1)$, and periods that this is not the case because $x_{\sigma_{i}(1)} \leq h_{\sigma_{i}(1), i}$. During the latter periods, the overflow $\left(i, \sigma_{i}(2)\right)$ is turned On. The duration of this On period, and that of the Off period as well, depends on the (Markov) process at warehouse $\sigma_{i}(1)$. Hence, in general, the durations of the On and Off periods of $i$ at warehouse $\sigma_{i}(k)$ follow from evaluation of the Markov process at warehouse $\sigma_{i}(k-1), k=2, \ldots,\left|\sigma_{i}\right|$.

To find the expected On and Off durations of an overflow stream, we have to determine the expected time the Markov process is in a certain subset of states from the
moment on the process enters it, before leaving it again. For this, we split the state space $\mathcal{S}_{\sigma_{i}(k-1)}$ into two mutually independent subsets, one consisting of the states in which the overflow of $i$ to warehouse $\sigma_{i}(k)$ in turned On, and the other for which it is turned Off. To calculate the mean time spent in a certain subset, we view all states except the subset of interest as absorbing states, i.e. states that the Markov process cannot leave anymore once entered. Then we need to derive the mean time until absorption in these states. We first describe, following [91], how the mean time to absorption can be computed in general. Next we explain how this can be used to calculate the mean On and Off durations.

Consider a general, irreducible Markov process with state space $\mathcal{S}^{\prime}=\mathcal{S}_{1}^{\prime} \cup \mathcal{S}_{2}^{\prime}$, where $\mathcal{S}_{1}^{\prime} \cap \mathcal{S}_{2}^{\prime}=\emptyset$, with transition rates $q_{i j}$ for $i, j \in \mathcal{S}^{\prime}$. Let the matrix $P$ be the transition probability matrix, given by $p_{i i}=\left(v_{\max }-\left|q_{i i}\right|\right) / v_{\text {max }}$, and $p_{i j}=q_{i j} / v_{\max }$ for $i \neq j$, where $v_{\max }=\max _{i}\left|q_{i i}\right|$. Let $P_{\mathcal{S}_{1}^{\prime}}$ be an $\left|\mathcal{S}_{1}^{\prime}\right|$ by $\left|\mathcal{S}_{1}^{\prime}\right|$ matrix with only the rows and columns of $P$ that correspond to states in $\mathcal{S}_{1}^{\prime}$. Its row sums are $\leq 1$. Given that we start in a state $s \in \mathcal{S}_{1}^{\prime}$, let $t_{s}$ denote the expected number of steps to get absorbed in $\mathcal{S}_{2}^{\prime}$. It is the unique solution of $\left(I-P_{\mathcal{S}_{1}^{\prime}}\right) \underline{t}=(1,1 \ldots, 1)^{T}$, where $\underline{t}=\left(t_{1}, \ldots, t_{\left|\mathcal{S}_{1}^{\prime}\right|}\right)^{T}$ and $I$ is the identity matrix of appropriate size. Then the vector with the mean times until absorption of the Markov process is $t / v_{\text {max }}$.

When we are given an initial distribution over the starting states in $\mathcal{S}_{1}^{\prime}$, say $\underline{p}=$ ( $p_{1}, \ldots, p_{\left|\mathcal{S}_{1}^{\prime}\right|}$ ), the mean time until absorption is

$$
\begin{equation*}
\mathbb{E}\left[T\left(\mathcal{S}_{1}^{\prime}\right)\right]=\underline{p} \cdot \underline{t} / v_{\max }, \tag{5.3.9}
\end{equation*}
$$

where the dot denotes the inner product of two vectors. When we want to find the mean duration the system is in $\mathcal{S}_{1}^{\prime}$ before going to $\mathcal{S}_{2}^{\prime}$, this initial distribution is given by the steady-state probability distribution that the first step out of $\mathcal{S}_{2}^{\prime}$ is to $s \in \mathcal{S}_{1}^{\prime}$, say $p_{s}$. Denote by $\pi=\left(\pi_{\mathcal{S}_{1}^{\prime}}, \pi_{\mathcal{S}_{2}^{\prime}}\right)$ the stationary probability distribution. Let

$$
\underline{\tilde{p}}=\pi_{\mathcal{S}_{2}^{\prime}} \cdot P_{\mathcal{S}_{2}^{\prime}, \mathcal{S}_{1}^{\prime}},
$$

where $P_{\mathcal{S}_{2}^{\prime}, \mathcal{S}_{1}^{\prime}}$ denotes the (non-square) matrix, which is the part of the transition probability matrix $P$ of which the rows correspond to states in $\mathcal{S}_{2}^{\prime}$, and the columns to states in $\mathcal{S}_{1}^{\prime}$. We normalize $\underline{\tilde{p}}$ to find $\underline{p}=\left\{p_{1}, \ldots, p_{\left|\mathcal{S}_{1}^{\prime}\right|}\right\}$ :

$$
\underline{p}=\underline{\tilde{p}} / \sum_{s \in \mathcal{S}_{1}^{\prime}} \tilde{p}_{s} .
$$

Hence, using (5.3.9) we have $\mathbb{E}\left[T\left(\mathcal{S}_{1}^{\prime}\right)\right]$ and the rate at which the process jumps from subset $\mathcal{S}_{1}^{\prime}$ to $\mathcal{S}_{2}^{\prime}$ is $1 / \mathbb{E}\left[T\left(\mathcal{S}_{1}^{\prime}\right)\right]$.

In order to calculate the mean On and Off durations of the stream $\left(i, \sigma_{i}(k)\right)$, we split the state space $\mathcal{S}_{\sigma_{i}(k-1)}$ into two mutually independent subsets. Let $j=\sigma_{i}(k-1)$. The overflow of $i$ to $\sigma_{i}(k)$ is turned On when $i$ 's overflow to $j$ is On but is not satisfied there, because the stock level $x_{j} \leq h_{j, i}$. Denote by $\mathcal{S}_{j}(i)$ the subset of states of $\mathcal{S}_{j}$ for which this holds. Recall that $y=S_{i}-x_{i}$, then this subset is given by:

$$
\mathcal{S}_{j}(i)=\left\{(y, \underline{\delta}) \in \mathcal{S}_{j} \mid \underline{\delta}^{(i)}=1 \text { and } y>h_{j, i}\right\},
$$

where $\underline{\delta}^{(i)}$ denotes the component of $\underline{\delta}$ corresponding to the overflow demand stream $(i, j)$. Furthermore, define $\overline{\mathcal{S}}_{j}(i)=\mathcal{S}_{j} \backslash \overline{\mathcal{S}}_{j}(i)$, that is, the complement of $\mathcal{S}_{j}(i)$ with respect to $\mathcal{S}_{j}$.

```
Algorithm 2: On/Off overflow algorithm
    Input: \(\lambda_{i}, \mu_{i}, S_{i}, \underline{h}_{i}, \sigma_{i}\), for \(i=1, \ldots, N, \varepsilon\);
    Output: \(\beta_{i}, \alpha_{i, j}\) and so \(\alpha_{i}\), and \(\theta_{i}\), for \(i, j=1, \ldots, N, i \neq j\);
    Step 0: Initialize for all \(i, j: \phi_{j, i}\) and \(\eta_{j, i}\) using (5.3.6).
    Step 1: \(\quad\) Solve for all warehouses \(i\) the stationary probability distribution \(\pi_{i}\) using (5.3.7).
    Step 2: \(\quad\) Calculate for all \(i, j \in \sigma_{i}: \eta_{j, i}\) and \(\phi_{j, i}\) using (5.3.5), (5.3.8), and (5.3.10).
    Step 3: Repeat Steps 1 and 2 until the elements of \(\pi_{i}\) do not change more than \(\varepsilon\), for all \(i\).
        Then return, for \(i, j \in \sigma_{i}: \beta_{i}, \alpha_{i, j}, \alpha_{i}\), and \(\theta_{i}\) using (5.3.11).
```

In the example of Figure 5.4, $S_{1}(2)$ consists of only two states: $(4,(1,0))$ and $(4,(1,1))$. Only when warehouse 1 is out-of-stock $(y=4)$, the overflow demand stream $(2,1)$ is not satisfied when On. Hence, in these states, the overflow stream $\left(2, \sigma_{2}(k)\right)$ is On, when $\sigma_{2}(k-1)=1$. Analogously, $S_{1}(3)$ consists of six states, given by $S_{1}(3)=\left\{\left(y_{1}, \underline{\delta}\right) \in \mathcal{S}_{1} \mid\right.$ $\underline{\delta} \in\{(0,1),(1,1)\}$ and $\left.y_{1}>2=h_{3,1}\right\}$. In these states the overflow stream $\left(3, \sigma_{3}(k)\right)$ is On, when $\sigma_{3}(k-1)=1$.

The mean On and Off durations of $\left(i, \sigma_{i}(k)\right)$ now follow from the mean times spent in subset $\mathcal{S}_{\sigma_{i}(k-1)}(i)$, respectively subset $\overline{\mathcal{S}}_{\sigma_{i}(k-1)}(i)$, from the moment on the process enters the subset, before leaving it again. Hence, the rates $\eta_{j, i}$ and $\phi_{j, i}$ follow and are given by:

$$
\begin{equation*}
\eta_{\sigma_{i}(k), i}=1 / \mathbb{E}\left[T\left(\mathcal{S}_{\sigma_{i}(k-1)}(i)\right)\right], \quad \phi_{\sigma_{i}(k), i}=1 / \mathbb{E}\left[T\left(\overline{\mathcal{S}}_{\sigma_{i}(k-1)}(i)\right)\right] \tag{5.3.10}
\end{equation*}
$$

for all $i$ and $k=2, \ldots,\left|\sigma_{i}\right|$. Here we define $1 / 0:=\infty$ and $1 / \infty:=0$. If, for example, $\mathbb{E}\left[T\left(\mathcal{S}_{\sigma_{i}(k-1)}(i)\right)\right]=0$, then the overflow demand stream basically skips warehouse $\sigma_{i}(k-1)$ and is entirely routed to warehouse $\sigma_{i}(k)$. This overflow process then has the same mean On and Off durations. Furthermore, recall that when On, the demand rate of the overflow stream $\left(i, \sigma_{i}(k)\right)$ equals $\lambda_{i}$.

## Finalization

When the algorithm terminates, it remains to calculate the $\beta_{i}, \alpha_{i, j}, \alpha_{i}$, and $\theta_{i}$ from the $\pi_{i}$ 's. This comes down to taking the summation of $\pi_{i}$ over certain subsets of states:

$$
\begin{align*}
\beta_{i} & =1-\sum_{\substack{\left(S_{i}, \underline{\delta}\right) \in \mathcal{S}_{i}}} \pi_{i}\left(S_{i}, \underline{\delta}\right), \\
\alpha_{i, j} & =\sum_{\substack{(y, \underline{\delta}) \in \mathcal{S}_{j}: \\
y \leq S_{j}-h_{j, i}-1}} \pi_{j}(y, \underline{\delta}), \text { for } j \in \sigma_{i}, \text { and } 0 \text { otherwise, }  \tag{5.3.11}\\
\alpha_{i} & =\sum_{j \in \sigma_{i}} \alpha_{i, j} \\
\theta_{i} & =1-\beta_{i}-\alpha_{i} .
\end{align*}
$$

Algorithm 2 summarizes all steps. As an additional result, the steady-state distribution of the stock levels at each of the locations, are easily derived from the $\pi_{i}$ 's calculated by the algorithm.

### 5.4 Numerical study

In order to determine the performance of the two presented approximation algorithms, we execute a numerical study. We first focus on the case where all hold back levels are set to 0 . For that the Poisson overflow algorithm boils down to the algorithm given in [157]. Hence we can test the performance gained by the use of the On/Off approximation compared to an algorithm currently known in the literature. Then we allow for hold back levels. In both cases, we compare both the performance of the algorithms with respect to the exact outcomes (via Markov analysis as described in Section 5.2), as well as the mutual performance of the algorithms.

## Testbed

We consider $N=2$, 3 , and 5 local warehouses. We perform a factorial design of the test bed given in Table 5.1. In the table, the values of $\lambda_{i}, \mu_{i}$, and $\sigma_{i}$ are given, as well as $f_{i}$. The variable $f_{i}$ is the minimum fill rate of warehouse $i$ in isolation, i.e. in a situation without any LTs. From $f_{i}$ the base stock level $S_{i}$ follows:

$$
\begin{equation*}
S_{i}=\min \left\{S \in \mathbb{N} \cup\{0\} \mid L\left(S, \lambda_{i} / \mu_{i}\right) \leq 1-f_{i}\right\}, \tag{5.4.1}
\end{equation*}
$$

where $L$ is the Erlang loss function: $L(S, \rho)=\left(\rho^{S} / S!\right) /\left(\sum_{n=0}^{S} \rho^{n} / n!\right)$. With respect to the possibilities for LTs, we distinguish three types of pooling strategies:

- complete overflow: $\sigma_{i}=\{i+1, \ldots, i+N-1\} \bmod N$ (is complete pooling when no hold back levels are set);
- one step: $\sigma_{i}=\{i+1 \bmod N\}$;
- all to 1: $\sigma_{i}=\{1\}$ for $i \neq 1$ and $\sigma_{1}=\emptyset$.

For $N=2$, 3, and 5, we test 384, 1500, respectively 2500 instances without hold back levels, and 1000, 3000, respectively 5000 instances with hold back levels. That is, for $N=2$ without hold back levels, we perform a full factorial design of the settings given in Table 5.1, and for the other cases we randomly select the indicated number of instances from the full factorial designs. We restrict our attention to a single hold back level per warehouse, i.e. $\underline{h}_{i}=\left(\bar{h}_{i}, \ldots, \bar{h}_{i}, 0, \bar{h}_{i}, \ldots, \bar{h}_{i}\right)$ with a 0 on the $i$-th position. For the instances with hold back levels, we take $\bar{h}_{i} \in\left\{0,1, \ldots, S_{i}-1\right\}$, excluding instances where $\left\{\bar{h}_{1}, \ldots, \bar{h}_{N}\right\}=\{0, \ldots, 0\}$. So, we can both have instances where all hold back levels are positive, as well as instances with combinations of zero and positive hold back levels. For all instances we run:

- Poisson overflow algorithm, using $\varepsilon=10^{-10}$;
- On/Off overflow algorithm, using $\varepsilon=10^{-10}$;
- Exact Markov analysis (see Section 5.2).

We concentrate on the average and maximum absolute errors in the $\beta_{i}, \alpha_{i}$, and $\theta_{i}(i=$ $1, \ldots, N$ ). Let

$$
\Delta \beta_{i}=\left|\beta_{i, \text { approx }}-\beta_{i, \text { exact }}\right| * 100
$$

| Parameter | Set of values |
| ---: | :--- |
| $\mu_{1}, \mu_{2}, \ldots, \mu_{5}$ | 1, |
| $f_{1}, f_{2}, f_{3}, f_{4}, f_{5}$ | $50 \%, 70 \%, 90 \%, 95 \% \rightarrow$ determines $S_{1}, \ldots, S_{5}$ using (5.4.1), |
| $\bar{h}_{i}$ | $0,1, \ldots, S_{i}-1($ for all $i)$, |
| $\lambda_{1}$ | $0.2,0.5,1,2$, |
| $\lambda_{2}, \lambda_{3}$ | $0.2,0.5,1$, |
| $\lambda_{4}, \lambda_{5}$ | 1, |
| $\left(\sigma_{1}, \ldots, \sigma_{N}\right)$ | $\sigma_{i}=\{i+1, i+2, \ldots, i+N-1\} \bmod N, i=1, \ldots, N ;$ |
|  | $\sigma_{i}=\{i+1\} \bmod N, i=1, \ldots, N ;$ |
|  | $\sigma_{1}=\emptyset, \sigma_{i}=\{1\}, i=2, \ldots, N$. |

Table 5.1: Test bed for numerical study: factorial design of the given possibilities.


Figure 5.5: Scatter plot of the absolute relative errors in $\alpha_{i}$ versus $\beta_{i}$, for $N=2(i=1,2$, in each plot 2,768 data points).


Figure 5.6: Scatter plot of the absolute relative errors, in the Poisson overflow algorithm minus those in the On/Off overflow algorithm, plotted for $\alpha_{i}$ versus $\beta_{i}$, for $N=2$ ( $i=1,2$, 2,768 data points). Explanation: each data point on the right of (above) 0 indicates a case where the On/Off overflow algorithm performs better for $\beta_{i}\left(\alpha_{i}\right)$; on the left (below) a case where the Poisson overflow algorithm performs better for $\beta_{i}\left(\alpha_{i}\right)$.

That is, we consider the error $\Delta \beta_{i}$ as the differences in the percentages $\beta_{i, a p p r o x}$ and $\beta_{i, \text { exact }}$. By ' $\operatorname{av} \Delta \beta$ ' and ' $\max \Delta \beta$ ' we denote the average respectively maximum over all $\Delta \beta_{i}$ ( $\alpha$ and $\theta$ analogously).

The summary of all results is given in Table 5.2, which gives the average absolute errors and the maximal absolute errors for $\beta_{i}, \alpha_{i}$, and $\theta_{i}$ for both the Poisson overflow algorithm as well as the On/Off overflow algorithm. From these results, it turns out that the On/Off algorithm clearly outperforms the Poisson algorithm. The average error for On/Off in $\beta$ is about four times smaller. Also, the maximal errors are much smaller. Already from $N=3$ on the errors in the On/Off algorithm are almost nil. In Figures 5.5 and 5.6 the errors are graphically represented. Again it becomes clear that the On/Off overflow algorithm outperforms the Poisson overflow algorithm. In the following, we further investigate the results.

## Hold back levels

When we split out the results according to whether we include hold back levels or not, the results are given in Table 5.3. Both algorithms perform better for the case with hold back levels, about a factor two to three. Under the presence of hold back levels, a higher fraction of the demand is already satisfied at the own warehouse, and thus the overflow to the first candidate warehouse for an LT is smaller (the overflows to next warehouse may increase in case of a positive hold back level at this first candidate). As a result, the correlation in on-hand stocks at the local warehouses will reduce and the modeling of the overflow streams as Poisson/On-Off processes becomes more accurate. Both effects lead to an increased accuracy of the approximation algorithms.

## Complete pooling

For the special case of complete pooling, we compare the results to those of the approximation algorithm given in [120]. Under complete pooling, all warehouses basically act as being one large warehouse. Hence, the fraction $\theta_{i}$ is the same for all warehouses and can be computed exactly (by the Erlang loss formula). This is exploited in their approximation. For the rest, Kranenburg and Van Houtum's algorithm is identical to our Poisson overflow algorithm. As $\theta_{i}$ is determined exactly, the absolute errors in $\beta_{i}$ and $\alpha_{i}$ are always equal.

The results for complete pooling are given in Table 5.4. Both our On/Off algorithm and Kranenburg and Van Houtum's algorithm perform significantly better than the Poisson algorithm. Due to the exact calculation of the $\theta_{i}$ 's, Kranenburg and Van Houtum's algorithm performs slightly better than our On/Off algorithm. However, the errors are of the same order, and thus we may conclude that the On/Off algorithm achieves (almost) the same accuracy as Kranenburg and Van Houtum's algorithm, without the use of the exact $\theta_{i}$ 's.

## Pooling

In the testbed, we distinguish three types of pooling strategies, which we have denoted as complete overflow, one step, and all to 1 . Note that for $N=2$ the first two strategies coincide. We split out the results according to these pooling strategies, see Table 5.5. Clearly, the results are best for the all-to- 1 strategy, and remarkably of the same order for both the complete overflow and the one step strategies.

 Table 5．2：Summary of numerical results：average and maximal absolute relative errors in $\beta_{i}$ ，$\alpha_{i}$ ，and $\theta_{i}$ ，for both the Poisson overflow
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| Compl. pool. <br> N (\# inst.) | Poisson overflow alg. |  |  |  |  |  | On Off overflow alg. |  |  |  |  |  | Kranenburg \& Van Houtum |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ |
| all $N$ (1539) | 0.060 | 5.510 | 0.215 | 8.390 | 0.165 | 3.406 | 0.023 | 1.384 | 0.112 | 5.396 | 0.091 | 4.406 | 0.026 | 1.622 | 0.026 | 1.622 |
| $N=2$ (192) | 0.461 | 5.510 | 1.681 | 8.390 | 1.296 | 3.406 | 0.170 | 1.384 | 0.868 | 5.396 | 0.706 | 4.406 | 0.179 | 1.622 | 0.179 | 1.622 |
| $N=3$ (501) | 0.002 | 0.040 | 0.008 | 0.088 | 0.007 | 0.054 | 0.002 | 0.040 | 0.008 | 0.088 | 0.007 | 0.054 | 0.003 | 0.038 | 0.003 | 0.038 |
| $N=5$ (846) | 0.004 | 0.062 | 0.005 | 0.102 | 0.002 | 0.039 | 0.002 | 0.036 | 0.003 | 0.073 | 0.002 | 0.039 | 0.004 | 0.051 | 0.004 | 0.051 |

Table 5.4: Complete pooling: summary of numerical results. Results of algorithm Kranenburg \& Van Houtum added for comparison (for
which by construction $\Delta \theta_{i} \equiv 0$ ).

| Pooling strategy | Poisson overflow alg. |  |  |  |  |  | On Off overflow alg. |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| strategy (\# inst.) | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ |
| compl. overflow (4694) | 0.039 | 5.510 | 0.162 | 8.390 | 0.133 | 3.406 | 0.012 | 1.384 | 0.066 | 5.396 | 0.056 | 4.406 |
| one step (4749) | 0.037 | 5.510 | 0.161 | 8.39 | 0.13 | 3.40 | 0.011 | 1.384 | 0.06 | 5.39 | 0.05 | 4.406 |
| all to 1 (4633) | 0.006 | 2.017 | 0.032 | 2.420 | 0.038 | 2.420 | 0.001 | 0.155 | 0.003 | 0.19 | 0.00 | 0.191 |
| Table 5.5: Results of Table 5.2 split out to pooling strategy. Note: for $N=2$ 'complete overflow' and 'one step' coincide. |  |  |  |  |  |  |  |  |  |  |  |  |
| Fill rate at 1 |  |  | Poisson | erflow alg. |  |  |  |  | On Off over | iflow alg. |  |  |
| fill rate (\# inst.) | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ | av $\Delta \beta$ | $\max \Delta \beta$ | av $\Delta \alpha$ | $\max \Delta \alpha$ | av $\Delta \theta$ | $\max \Delta \theta$ |
| $f_{1}=50 \%$ (2072) | 0.038 | 5.510 | 0.134 | 8.390 | 0.111 | 3.406 | 0.011 | 1.305 | 0.051 | 5.396 | 0.041 | 4.406 |
| $f_{1}=70 \%$ (2737) | 0.025 | 5.374 | 0.102 | 8.328 | 0.087 | 2.993 | 0.007 | 1.384 | 0.038 | 4.720 | 0.032 | 3.570 |
| $f_{1}=90 \%$ (3802) | 0.011 | 3.418 | 0.060 | 5.438 | 0.055 | 2.418 | 0.003 | 0.989 | 0.021 | 3.313 | 0.018 | 2.659 |
| $f_{1}=95 \%(4773)$ | 0.005 | 1.505 | 0.031 | 2.838 | 0.031 | 2.418 | 0.001 | 0.523 | 0.010 | 1.664 | 0.009 | 1.349 |

Table 5.6: Results of Table 5.2 split out to fill rate at location 1.

## Fill rates

We specified four fill rates in the testbed: $50 \%, 70 \%, 90 \%$, and $95 \%$. In Table 5.6 we split out the results according to the fill rate at location 1 . The accuracy of both algorithms increases as the fill rate increases. This is due to similar effects as when one goes from zero to positive hold back levels. Note that the number of instance increases in $f_{1}$, as the higher $f_{1}$ the higher $S_{1}$, allowing for more possibilities for $\bar{h}_{1}$.

## Calculation time

The calculation time of the Poisson algorithm is extremely fast, it needs merely a fraction of a second to run. In every iteration, for all $N$ warehouses a Markov process on $S_{i}+1$ states has to be solved. In the numerical study, on average the algorithm converged in 8.4 iterations, where the On/Off algorithm used on average 9.4 iteration before convergence. The On/Off algorithm requires also more calculation time in every iteration, but is still reasonably fast. In every iteration a Markov process with $\left(S_{i}+1\right) \cdot 2^{\left|d_{i}\right|}$ states has to be solved, for all $N$ warehouses. Hence, its speed depends on the pooling strategy chosen: complete overflow is slower than 'one step' and 'all to 1 ', as in the first case the Markov processes contains more states than in the latter two cases. However, there is a large gain compared to exact evaluation, which requires solving the steady-state distribution of a Markov process with $\prod_{i=1}^{N}\left(S_{i}+1\right)$ states. Furthermore, in the cases with zero hold back levels, both the Poisson and the On/Off algorithm needs on average two extra steps to converge, compared to the case hold back levels are set. This is due to the fact that with hold back levels, more demands are directly satisfied at the warehouse itself, and hence the overflow stream will be smaller.

### 5.5 Advantage of hold back levels

In this section we illustrate the advantage of hold back levels and we introduce a simple and effective heuristic for the setting of hold back levels under given base stock levels. We assume the following cost structure. Location $i$ incurs holding costs $c_{i}$ per item per time unit, where holding costs are also charged for items in repair. A demand at location $i$ satisfied by an LT incurs costs $p_{i}^{l t}$, regardless of the location from which the part is transshipped. When the demand is satisfied by an emergency procedure, the costs are $p_{i}^{e p}$ ( $\geq p_{i}^{l t}$ ). We focus on the long run average costs for all locations together, denoted by $C$ :

$$
C=\sum_{i=1}^{N}\left(c_{i} S_{i}+\lambda_{i} \alpha_{i} p_{i}^{l t}+\lambda_{i} \theta_{i} p_{i}^{e p}\right) .
$$

We propose the following greedy approach as a heuristic to set the hold back levels. We start by setting all hold back levels to 0 . Then, the $h_{i, j}$ which decreases the average costs most, is increased by 1 (ties are broken with equal probabilities). We repeat this until there is no cost reduction possible any more. For the evaluations of given policies that are needed in this heuristic, we use exact evaluations. Notice, that the Poisson or On/Off overflow algorithm could be used as well and would lead to much faster calculation times. However, in this section we use the exact evaluation procedure to exclude the effect of inaccuracies within the evaluations.

We consider a series of symmetric instances, with $N=3$ location, and $\lambda_{i}=2$ and $\mu_{i}=1$ for all $i$. Furthermore, $\sigma_{i}=\{i+1, i+2\} \bmod 3$ for all $i$, and $c_{i}=1$ for all $i$.

| $\begin{gathered} \text { setting } \\ p_{i}^{\text {let }}: p_{i}^{e p} p_{i}^{e p} \\ \hline \end{gathered}$ | $S_{i}=2:$ opt. vs. |  |  | $S_{i}=3: \mathrm{opt}$. vs. |  |  | $S_{i}=4: \mathrm{opt}$. vs. |  |  | $S_{i}=5$ : opt. vs. |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | np | cp | hr | np | cp | hr | np | cp | hr | np | cp | hr |
| $\begin{array}{\|cr\|}1: 1 & 5 \\ & 10 \\ & 25 \\ & 50 \\ & 100\end{array}$ | 0.0 | 22.4 | 0.0* | 0.0 | 16.5 | 0.0* | 0.0 | 6.1 | 0.0* | 0.0 | 1.1 | 0.0* |
|  | 0.0 | 25.7 | 0.0* | 0.0 | 21.8 | 0.0* | 0.0 | 9.8 | 0.0* | 0.0 | 2.1 | 0.0* |
|  | 0.0 | 28.2 | 0.0* | 0.0 | 27.1 | 0.0* | 0.0 | 15.5 | 0.0* | 0.0 | 4.4 | 0.0* |
|  | 0.0 | 29.2 | 0.0* | 0.0 | 29.5 | 0.0* | 0.0 | 19.2 | 0.0* | 0.0 | 6.7 | 0.0* |
|  | 0.0 | 29.7 | 0.0* | 0.0 | 30.9 | 0.0* | 0.0 | 21.8 | 0.0* | 0.0 | 9.2 | 0.0* |
| $1: 2$ 5 <br>  10 <br> 25  <br>  50 <br>  100 | 1.4 | 4.4 | 0.0* | 5.0 | 1.7 | 0.0* | 5.7 | 0.5 | 0.0* | 2.9 | 0.1 | 0.0* |
|  | 1.7 | 5.3 | 0.0* | 7.1 | 2.4 | 0.0* | 9.5 | 0.8 | 0.0* | 5.4 | 0.2 | 0.0* |
|  | 2.0 | 6.0 | 0.0* | 9.5 | 3.3 | 0.0* | 16.0 | 1.5 | 0.0* | 11.3 | 0.5 | 0.0* |
|  | 2.1 | 6.3 | 0.0* | 10.7 | 3.7 | 0.0* | 20.8 | 2.0 | 0.0* | 17.8 | 0.9 | 0.0* |
|  | 2.1 | 6.4 | 0.0* | 11.4 | 4.0 | 0.0* | 24.4 | 2.5 | 0.0* | 25.0 | 1.3 | 0.0* |
| $1: 3$ 5 <br>  10 <br> 25  <br>  50 <br>  100 | 5.4 | 0.0 | 0.0* | 11.1 | 0.0 | 0.0* | 9.2 | 0.0 | 0.0 | 4.1 | 0.1 | 0.0* |
|  | 6.5 | 0.0 | 0.0* | 15.7 | 0.0 | 0.0* | 15.4 | 0.1 | 0.1 | 7.7 | 0.1 | 0.0* |
|  | 7.4 | 0.0 | 0.0* | 20.9 | 0.0 | 0.0* | 25.9 | 0.2 | 0.2 | 16.1 | 0.2 | 0.0* |
|  | 7.7 | 0.0 | 0.0* | 23.6 | 0.0 | 0.0* | 33.6 | 0.2 | 0.2 | 25.4 | 0.4 | 0.0* |
|  | 7.9 | 0.0 | 0.0* | 25.1 | 0.0 | 0.0* | 39.4 | 0.3 | 0.3 | 35.7 | 0.6 | 0.0* |
| $\begin{array}{rr}1: 4 & 5 \\ 10 \\ 25 \\ & 50 \\ & 100\end{array}$ | 9.7 | 0.0 | 0.0* | 15.0 | 0.0 | 0.0* | 11.1 | 0.0 | 0.0* | 4.7 | 0.0 | 0.0 |
|  | 11.6 | 0.0 | 0.0* | 21.2 | 0.0 | 0.0* | 18.6 | 0.0 | 0.0* | 8.9 | 0.0 | 0.0 |
|  | 13.2 | 0.0 | 0.0* | 28.2 | 0.0 | 0.0* | 31.3 | 0.0 | 0.0* | 18.6 | 0.1 | 0.1 |
|  | 13.8 | 0.0 | 0.0* | 31.7 | 0.0 | 0.0* | 40.6 | 0.0 | 0.0* | 29.3 | 0.1 | 0.1 |
|  | 14.2 | 0.0 | 0.0* | 33.9 | 0.0 | 0.0* | 47.6 | 0.0 | 0.0* | 41.1 | 0.2 | 0.2 |

Table 5.7: Results for the test bed of Section 5.5: relative decrease in costs when using the optimal hold back policy instead of respectively no pooling (np), complete pooling (cp), and a hold back policy where the hold back levels are determined by the greedy heuristic (hr, where $0.0^{*}$ denotes that the heuristic and optimal hold back levels coincide).

For base stock levels, we take $S_{i} \in\{2,3,4,5\}$. This corresponds to service percentages of $70 \%, 90 \%, 95 \%$, respectively $99 \%$ for satisfying the demands either directly from stock or via an LT, under the assumption of complete pooling. We also vary the costs for satisfying demands by emergency procedures ( $p_{i}^{e p} \in\{5,10,25,50,100\}$ ) and the ratio between the costs for an emergency procedure and an LT ( $p_{i}^{l t}: p_{i}^{e p} \in\{1: 1,1: 2,1: 3,1: 4\}$ ).

To find the optimal hold back policy, we conduct an exhaustive search over all $h_{i, j} \in$ $\left\{0,1, \ldots, S_{i}\right\}$. Next, we consider the following policies: (i) no pooling (i.e., hold back levels equal to the base stock levels); (ii) complete pooling (i.e., zero hold back levels); (iii) a hold back policy where the hold back levels are determined via the greedy approach. For each of these policies, we determine the relative decrease in costs when switching from this policy to the optimal policy. The comparison with no pooling and complete pooling shows the beneficial effect of hold back levels. The comparison with the third policy shows the effectiveness of the greedy approach for the hold back levels. The results are listed in Table 5.7.

The results show that the optimal hold back policy is better than the no pooling policy in all instances with $p_{i}^{e p}>p_{i}^{l t}$, and in many instances the improvement is large. The optimal hold back policy is considerably better than complete pooling in those instances where $p_{i}^{e p} / p_{i}^{l t}$ is not too large. In fact, especially at medium levels of $p_{i}^{e p} / p_{i}^{l t}$, we see that the optimal hold back policy may be significantly better than both the no pooling and complete pooling policy.

The comparison of the optimal hold back policy to the policy obtained via the greedy approach shows that the greedy approach finds the optimal hold back levels in 70 out
of 80 instances. In the other 10 instances, the optimal policy is at most $0.3 \%$ more expensive than the policy obtained by the greedy approach. Hence, we may conclude that the greedy heuristic performs very well (i.e., within our small test bed), and it may be a good basis for the development of heuristics for the determination of both base stock and hold back levels.

### 5.6 Conclusion and further research

In this chapter, we introduced the On/Off overflow algorithm for the approximation of the performance characteristics of a multi-location inventory model with both LTs and hold back levels. In this algorithm we approximate overflow demand streams more accurately than currently done in the literature, by using interrupted Poisson processes. We compared the performance of this algorithm to an extended version of the Poisson overflow algorithm (extended compared to Reijnen et al. [157], the extension is made for the hold back levels). In an extensive numerical study, the On/Off algorithm turned out to be very accurate, and considerably more accurate than the Poisson overflow algorithm.

The approximate evaluation algorithms can be used to optimize hold back and base stock levels, where heuristic optimization procedures are needed for large-size instances. The development of such heuristics requires further research. As an illustration, we showed that, under given base stock levels, a greedy heuristic works well for the hold back levels. We also showed that hold back levels may reduce costs significantly compared to no pooling and complete pooling.

We assumed a pre-specified static order per location by which it will contact other warehouses for an LT request. Instead, one could consider dynamic orders, which take actual on-hand stocks into account. Recently, this has been studied by Tiemessen et al. [181]. They show that in multi-location networks with delivery time constraints, dynamic policies instead of static policies (with zero hold back levels) reduces costs by $5-10 \%$ for many instances in their test bed. In their study, base stock levels are taken as given and hold back levels are implicit (whether the last part(s) are taken away from a local warehouse is also determined dynamically). Obviously, the above cost difference would be smaller when hold back levels are incorporated in the static policies. What is most convenient in applications in practice, static or dynamic policies, depends on multiple factors, such as requirements with respect to information systems and the people who are involved at the tactical and operational decision levels.

## 6

## Stock rationing in a system with BACKORDERS AND LOST SALES

We study a single-location stock rationing problem with two demand classes. Demands can be (i) satisfied directly from stock, (ii) backordered, or (iii) satisfied via an emergency procedure. We derive the optimal policy structure which minimizes the long-run average costs, where the costs consist of inventory holding and backordering costs per time-unit, and one-time penalty costs per backorder and per emergency procedure. We show that a high priority demand is always satisfied from stock, if on-hand stock is available. Furthermore, we address the similarity between this model and the two-location lateral transshipment problem of Chapter 4.

### 6.1 Introduction

In this chapter we return our attention to a stock rationing problem, where a single stockpoint faces two types of customer demands. However, we relax our assumption of Chapter 2 concerning the way a demand can be fulfilled. In Chapter 2 we had two possibilities: a demand is satisfied either directly from stock or via an emergency procedure. Now we add the possibility of backordering a demand. Each demand class has its own one-time backorder costs and one-time emergency costs, and costs per outstanding backorder per time unit are incurred. We want to optimize the decision which of the three options is taken, in case of a demand from either of the two classes. We show that the optimal policy is described by state-dependent threshold levels, i.e. by monotone switching curves. Note that a distinctive feature of this model is that there can be outstanding backorders and on-hand stock at the same time, e.g. because demands of lower priority are backordered, holding back on-hand stock for higher priority demands. We show the remarkable similarity between this model and the two-location lateral transshipment problem of Chapter 4. We again use the terminology of a spare parts provisioning system, see Remark 1.2.1. Note that essentially an emergency procedure can be interpreted as a lost sales, as from a modeling point of view, these coincide. Hence, we refer to the problem as a stock rationing problem with backorders and lost sales.

The initial motivation for this model comes from a stock rationing problem with two demand classes (high and low priority), where the high priority demands are always
satisfied from stock, if possible, and lost otherwise, whereas low priority demands can be backordered. Enders et al. [69] study this model, where a single, static critical level determines whether a low priority demand is backordered or satisfied from stock, and whether an arriving replenished part (i.e. repair completion) is used to increase the stock level or to decrease the number of outstanding backorders. They provide an exact evaluation procedure and an extensive performance evaluation, comparing their critical level policy to other policies.

In [69], three application areas for the model under consideration are discussed. The first one occurs when the stockpoint faces demands from both loyal, long term customers with high service level requirements, and occasional walk-in customers. Here, inventory can be held back from the occasional customers by backlogging their demands, to be able to satisfy the loyal customers from stock. In line with our spare parts provisioning motivation (see Section 1.2.2), is the application of an OEM, which is both operating a central warehouse as well as fulfilling emergency demands from a set of local warehouses. Such an emergency demand has a higher priority than a replenishment order of a local warehouse, which might be backlogged when on-hand inventory is low. Another application of a model with both backorders and lost sales is a combination of a physical store and an on line shop. The customers in the physical shop are typically satisfied from the on-hand stock, if possible, whereas the on line customers can be backlogged when the on-hand stock is low, as they anticipate some lead time anyways.

This model fits into the stream of literature considering single-location, stock rationing models with multiple customer classes (see Section 2.1 for a discussion of the literature on these models). In that literature, however, typically models with either purely backorders are studied, or models with only lost sales (emergency procedures). Below we discuss the literature that includes both of these options, as in the model of this chapter. We start by discussing the literature on models with an optimal dynamic policy, and then turn our attention to those with static decision rules.

The optimal policy structures for a model similar to ours, with a single production (i.e. repair) server, are derived in Benjaafar et al. [21]. Our type of results strongly resemble these. However, we consider a different setting. The main difference is that we study a model with ample repair (i.e. production) capacity under a base stock policy, whereas in [21] a model with a single production server is studied, with a state-dependent order-up-to level. As we motivate our study with a closed-loop system providing repairable spare parts (see Remark 1.2.1), a base stock policy is a natural choice here.

Benjaafar and ElHafsi [20] study is a model with a patient class of customers, whose demands can be backordered, and an impatient class, of which the demands must be satisfied directly or are lost otherwise. The way in which the demands are handled is similar to that of [69]. They derive the optimal dynamic policy structures for this model. Also Ha [95] studies a model with both on-hand stock and backorders at the same time, for a problem with two customer classes. He proves that a single switching curve both determines the optimal decision for whether to satisfy or backlog a class 2 demand, as well as for whether to increase the on-hand stock level or decrease the number of outstanding class 2 backorders in case of a production completion. He, however, does not include the option of emergency procedures.

In Cattani and Souza [46] and Alvarez et al. [4] backorder-lost sales models with a static policy are studied. In Cattani and Souza [46] six different policies are compared for a single-location stock rationing problem with two demand classes. They either use
lost sales, backlogging or a combination of both, where for each two policies are considered: either no stock rationing is applied, or rationing using a static critical level. Their focus, however, is on shipment flexibility. They conclude that inventory rationing and shipment flexibility are possibilities to increase profitability. They show the benefit of backlogging low priority demands before being stocked-out, and rejecting these demands when inventory is depleted.

Alvarez et al. [4] allow backorders and lost sales only in case of a stock-out. They assume that the decision is only based on the demand class of a customer. More specifically, they partition the set of demand classes into two subsets, where for one subset emergency procedures are used, while the demands of the other subset are backlogged. Although addressing the issue that a dynamic policy would lead to cost reductions, they do not take this kind of policies into account in their study. Moreover, they impose a static, critical level on the on-hand stock, which determines whether the on-hand stock is increased (if the on-hand stock is below the critical level), or a backorder is cleared. In an extensive numerical experiment they show the combination of both policies to outperform so-called 'one-size-fits-all' strategies by $14 \%$.

Models with both backorders and lost sales have also been studied for a periodic review setting, assuming zero lead times. In Tang et al. [178] the optimality of a socalled base stock rationing policy is proven, which consists of the combination of a base stock level and a (single) rationing level in each period. In a numerical study, they compare the optimal policy to two heuristics, and find that the benefits of the optimal control policy can be significant. As in [69], they differentiate the use of backorders and lost sales based on the demand class. A similar model is studied in Zhou and Zhao [220, 221] for multiple demand classes, and in Sobel and Zhang [170] for a combination of deterministic and random demands. Finally, Rabinowitz et al. [156] limit the maximum number of accumulated backorders in one period, where this number is used as a control variable.

The contribution of this chapter is as follows. We study a new model with both backorders and lost sales for both demand classes and ample repair capacity. We prove the optimal policy structure, which is a state-dependent threshold type policy, and determine when the optimal policy simplifies. Moreover, we identify the relation between this backorder-lost sales model and the two-location lateral transshipment model.

The outline of this chapter is as follows. We start by introducing the model in more detail and the notation in Section 6.2. In this section, we also present the dynamic programming formulation and make the connection with the model of Chapter 4. Then, in Section 6.3, we derive the structural results, from which we derive the structure of the optimal policy. We also show when the optimal policy simplifies. We outline a model variation in Section 6.4, and end with conclusions in Section 6.5. All proofs are given in Appendix 6.A.

### 6.2 Model and notation

In Section 6.2 .1 we introduce the problem, followed by its dynamic programming formulation in Section 6.2.2. We introduce the value function (the $n$-period minimal cost function) and the event operators. In Section 6.2 .3 we discuss the connection with the two-location lateral transshipment problem of Chapter 4.

### 6.2.1 Problem description

We consider a single stockpoint, keeping repairable spare parts of a single type on stock for technically advanced machines. Upon a breakdown of a machine, it demands a spare part. A demand can be (i) satisfied directly from stock, (ii) backordered, or (iii) satisfied via an emergency procedure. When the demand is directly fulfilled from stock, the ready-for-use spare part is installed in the machine. The failed part is brought back to the stockpoint, where it is repaired and added to stock again. In this way, the down time of the machine is reduced to a minimum. In case the demand is not directly satisfied from stock (which might be the case even if on-hand stock is available), there are two remaining options. The demand can be satisfied via an expensive emergency repair procedure. Then, the failed part is repaired in a fast repair procedure, e.g. on-site, after which the machine is working properly again. Otherwise, the demand can be backlogged. As the machine is down and hence not making any revenue, backlog cost per outstanding order per time unit are incurred. Also in this case, the failed part is brought back to the stockpoint. There it is repaired, and used to satisfy an outstanding backorder. Backlogs are satisfied in order of arrival.

Initially, there are $S \in \mathbb{N}_{0}$ parts on stock. Holding costs are incurred at rate $\tilde{h}(\cdot)$ per time unit, as a function of the number of parts on stock, where $\tilde{h}(\cdot)$ is non-negative, nondecreasing, and convex. There are $J=2$ demand classes. We refer to these as class $j$ demands, more specifically as high $(j=1)$ and low $(j=2)$ priority demands. Hence, the set of technical systems served using the spare parts of this stock point, can be divided into two subsets, of which the one is of higher importance than the other. Each demand consists of the request for one part, and for each class, the demand arrivals form a Poisson process with rate $\lambda_{j}, j=1,2$. Upon a demand request, a decision has to be taken on how to fulfill it. For this, both the direct costs, as well as the future costs should be taken into account.

We set the costs for satisfying a demand directly from stock to 0 , as these costs are made anyways, and hence would only add a constant to the cost function. This option is only possible if on-hand stock is available. The costs for fulfilling a demand by an emergency procedure are denoted by $p_{j}, j=1,2$. When a demand is backordered, we charge a one-time penalty cost $b_{j}$, and costs $\tilde{b}(\cdot)$ per time unit as a function of the total number of outstanding backorders. We assume $0 \leq b_{j} \leq p_{j}$ for $j=1,2$, and $p_{1} \geq p_{2}$, $b_{1} \geq b_{2}$. Hence, not satisfying a class 1 customers' demand is more expensive, and hence this demand class is of higher priority than class 2.

Note that the backlog costs per time unit are equal for both demand classes. If these were different, say $\tilde{b}_{j}(\cdot)$ for class $j$, one would need a three-dimensional model in order to keep track of the on-hand stock, the number of outstanding class 1 backorders, and the number of outstanding class 2 backorders. By assuming them equal, we obtain a two-dimensional model. This model is, from a mathematical point of view, almost identical to the model of Chapter 4. Hence, all structural results readily follow. Moreover, we prove that it is always suboptimal to not satisfy a class 1 demand directly from stock, when on-hand stock is available. We can generalize this result to the case where $\tilde{b}_{1}(i) \geq \tilde{b}_{2}(i)$. Hence, when we allow class 1 demands to be backlogged or satisfied by emergency procedures only when out-of-stock, this does not affect the model. We then interpreted the backorders of class 1 as negative on-hand stock, and hence have a twodimensional model again. However, we need to make a small adjustment to the way in
which repairs are used, in order for this to work. Therefore, we discuss this setting, with class dependent backlog costs per time unit, as a model variation in Section 6.4.

For the purpose of analyzing the model, we limit the maximum number of outstanding backorders to be $B$. This, however, is not restrictive, as $B$ can always be chosen that large that it does not influence the costs nor the optimal policy.

When a demand is satisfied from stock or the demand is backlogged, the failed part is brought back to the stockpoint. This part is repaired and, after repair completion, either added to stock or used to satisfy a backorder. We assume that there are two repair shops: one for the repairs of parts to clear the backlog and one for the repair of parts that will be added to stock. The first mentioned are referred to as backlog repairs, whereas the latter are referred to as stock repairs. All repair lead times are exponentially distributed with rate $\mu>0$, where we assume that ample repair capacity for both repair shops. That is, the repair lead time of each part is exponentially distributed with mean $1 / \mu$, independently of the number of parts in repair. Hence, the rate of repair completions is linear in the number of outstanding repairs at a repair shop. We assume all arrival and repair processes to be mutually independent.

### 6.2.2 Dynamic programming formulation

Let the state of the system be given by $(x, y)$, where $x$ is the on-hand inventory, $x \in$ $\{0,1, \ldots, S\}$, and $B-y$ is the number of outstanding backorders, $y \in\{0,1, \ldots, B\}$. By letting $B-y$ (instead of $y$ ) be the number of outstanding backorders, all the transition rates and operators turn out to be identical to those in the model of Chapter 4 (see Section 6.2.3). Now, $y$ is the maximum number of outstanding backorders $B$, minus the actual number of outstanding backorders. The state space $\mathcal{S}$ is given by

$$
\mathcal{S}=\{(x, y) \mid x \in\{0,1, \ldots, S\}, y \in\{0,1, \ldots, B\}\} .
$$

As the interarrival times of demands as well as the repair lead times are independent, exponentially distributed random variables, we can apply uniformization (see [131]) to convert the semi-Markov decision problem into an equivalent Markov decision problem (MDP). For this, we use our technical assumption that there is a maximum number of outstanding backorders, and that hence the maximum rate out of a state is finite. The existence of a stationary average costs optimal policy is guaranteed by [155, Theorem 8.4.5a], as the state space and action space for every state are finite, the costs are bounded and the model is both unichain and aperiodic.

Let $V_{n}: \mathcal{S} \mapsto \mathbb{R}$ be the value function, given by

$$
V_{n+1}(x, y)=C\left(U\left(H_{1} V_{n}(x, y), H_{2} V_{n}(x, y), G_{S} V_{n}(x, y), G_{B} V_{n}(x, y)\right)\right)
$$

starting with $V_{0} \equiv 0$, where $C$ is the costs operator, $U$ the uniformization operator, $H_{j}$ the demand operator for class $j$ customers, $j=1,2$, and $G_{S}$ and $G_{B}$ are the repair operators corresponding to a stock repair, respectively a backorder repair. All operators are defined below. Let $v=\lambda_{1}+\lambda_{2}+(S+B) \mu$ be the uniformization rate.

The cost operator $C$ is defined by

$$
C f(x, y)=h(x)+b(B-y)+f(x, y),
$$

where $h(x)=\tilde{h}(x) / v$ and $b(B-y)=\tilde{b}(B-y) / v$.

The uniformization operator $U$ is, for this model, defined by:

$$
\begin{equation*}
U\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=\frac{1}{v}\left(\lambda_{1} f_{1}+\lambda_{2} f_{2}+\mu f_{3}+\mu f_{4}\right) . \tag{6.2.1}
\end{equation*}
$$

The operator $H_{j}$ models the demand of a class $j$ customer, and is given by:

$$
H_{j} f(x, y)= \begin{cases}\min \left\{f(x-1, y), b_{j}+f(x, y-1), p_{j}+f(x, y)\right\} & \text { if } x>0, y>0  \tag{6.2.2}\\ \min \left\{b_{j}+f(x, y-1), p_{j}+f(x, y)\right\} & \text { if } x=0, y>0 \\ \min \left\{f(x-1, y), p_{j}+f(x, y)\right\} & \text { if } x>0, y=0 \\ p_{j}+f(x, y) & \text { if } x=0, y=0\end{cases}
$$

Basically, there are three options to fulfill a demand in state $(x, y)$ : directly from stock (possible when $x>0$, decreasing the on-hand stock level $x$ by one), by backordering it (possible when $y>0$, at direct costs $b_{j}$, decreasing $y$ by one), or via an emergency shipment (at direct costs $p_{j}$ ).

The operator $G_{S}$ models the (potential) stock repairs and is given by:

$$
\begin{equation*}
G_{S} f(x, y)=(S-x) f(x+1, y)+x f(x, y) . \tag{6.2.3}
\end{equation*}
$$

In state $(x, y)$ there are $S-x$ outstanding stock orders. Hence, with this rate the on-hand stock is increased by one. The term $x f(x, y)$ represents fictitious transitions, hence assuring that the total rate at which $\mu G_{S}$ occurs is equal to $\mu S$. Analogously, the operator $G_{B}$ models the (potential) backorder repairs and is given by:

$$
\begin{equation*}
G_{B} f(x, y)=(B-y) f(x, y+1)+y f(x, y) . \tag{6.2.4}
\end{equation*}
$$

Remark 6.2.1. In the setting with linear backlog costs, when one assumes no maximum level on the number of outstanding backorders, the system can be reduced to a onedimensional model. For this, only keep track of the on-hand stock level $x$, and note that each backlogged demand has essentially its own repair process (as we assumed ample repair capacity), with mean duration $1 / \mu$, independently of the number of other outstanding backorders and on-hand stock level. Hence upon a demand arrival, the decision can be made only based on the on-hand stock level.
However, the current model allows for non-linear backlog costs, as well as variations of the assumptions for the repair process, such as state-dependent repair rates, and e.g. a model with a single repair server for the stock orders and one for the backorders.
The two-location lateral transshipment problem does not reduce to a one-dimensional model, as the number of parts on-hand at location 2 is limited (compare: there is a maximum level on the number of outstanding backorders). The reasoning above can only be applied to this model when one assumes unlimited on-hand stock at location 2.

Remark 6.2.2. The extension to multiple customers classes, say $j=1,2, \ldots, J$ is easily made, by use of the operator $H_{j}$. Instead of the two terms in the value function involving $H_{1}$ and $H_{2}$, one would get $\sum_{j=1}^{J} \lambda_{j} H_{j} V_{n}(x, y)$, and $\sum_{j=1}^{J} \lambda_{j}$ in the uniformization rate $v$ (i.e. in the denominator in (6.2.1)). The values of $b_{j}$ and $p_{j}$ can be set differently for each of the classes.

### 6.2.3 Connection with two-location lateral transshipment problem

The model of this chapter, and in particular that of this section, is closely related to the two-location inventory model with lateral transshipments of Chapter 4, see Figure 6.1. Essentially, the mathematical model is the same, where we give another interpretation to the variables and events. In Chapter 4 we deal with two stockpoints, each having their own inventory, demand streams and repairs. Here we have one inventory point (stockpoint 1), where stockpoint 2 resembles the outstanding backorders. Hence, the base stock levels $S_{1}$ and $S_{2}$ of Chapter 4, are equivalent to the base stock level $S$ respectively maximum number of outstanding backorders $B$ in this chapter.

We now only have stock at a single point, say at location 1 . The demand operator $H_{j}$ in (6.2.2) then is the same as $H_{1}$ (!) as defined in (4.3.3), for both $j=1,2$ (with $P_{L T_{1}}=b_{j}$ and $P_{E P_{1}}=p_{j}$ ). Note that $H_{2}$ in (6.2.2) does not coincide with $H_{2}$ (as defined analogously to (4.3.3)), because one has a different cost structure for the possible transitions.

Because of this, we cannot reuse the conditions (4.4.9)-(4.4.12) of Theorems 4.4.6 and 4.4 .7 to simplify the structure of the optimal policy. However, we derive (other) conditions in Section 6.3.3, which also take into account the fact that we have holding and backlog costs.

In Figure 6.1 the Markov processes of both problems are shown next to each other. For the two-location lateral transshipment problem, demands and repairs at both locations are depicted. The rates and costs are indicated. For the stock rationing problem with backorders and lost sales, demands of class 1 and 2, a stock repair, and a backorder repair are indicated. There is pairwise correspondence between these four events. The main difference, however, is the ordering of the costs, for a demand at location 2 , i.e., for a class 2 demand. In the two-location problem, the costs for the transition from $(x, y)$ to $(x, y-1)$ are smaller than those for the transition to $(x-1, y)$. Contrary, in the backorder-lost sales problem, the opposite is true for a class 2 demand. The other difference between the two models, is that we added backlog and holding costs for the backorder-lost sales problem. When one assumes that holding costs are also charged for parts in repair, as in Chapter 4, the holding costs are a constant, and hence can be left out of the model. For generality, we have added them here.


Figure 6.1: The Markov processes for the two-location lateral transshipment problem (Chapter 4), and that of the backorder-lost sales stock rationing problem of this chapter.

### 6.3 Structural results

In this section we prove our main result: the structure of the optimal policy. For this we first prove that the value function $V_{n}$ is multimodular. From this we derive the structure of the optimal lateral transshipment policy, which is a threshold type policy. We illustrate this by an example. Finally, we give conditions under which the optimal policy structure simplifies.

### 6.3.1 Properties of operators and value function

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $(x, y)$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in $\mathcal{S}$ :

$$
\begin{align*}
\operatorname{BFOD}\left(1, p_{1}\right): & f(x+1, y)+p_{1} \geq f(x, y),  \tag{6.3.1}\\
\operatorname{BFODD}\left(1,2, b_{1}\right): & f(x+1, y)+b_{1} \geq f(x, y+1),  \tag{6.3.2}\\
\operatorname{Decr}(2): & f(x, y) \geq f(x, y+1),  \tag{6.3.3}\\
\operatorname{Conv}(1): & f(x, y)+f(x+2, y) \geq 2 f(x+1, y),  \tag{6.3.4}\\
\operatorname{Conv}(2): & f(x, y)+f(x, y+2) \geq 2 f(x, y+1),  \tag{6.3.5}\\
\operatorname{Supermod}: & f(x, y)+f(x+1, y+1) \geq f(x+1, y)+f(x, y+1),  \tag{6.3.6}\\
\operatorname{SuperC}(1,2): & f(x+2, y)+f(x, y+1) \geq f(x+1, y)+f(x+1, y+1),  \tag{6.3.7}\\
\operatorname{SuperC}(2,1): & f(x, y+2)+f(x+1, y) \geq f(x, y+1)+f(x+1, y+1),  \tag{6.3.8}\\
\text { MM : } & \text { Supermod } \cap \operatorname{SuperC}(1,2) \cap \operatorname{SuperC}(2,1) . \tag{6.3.9}
\end{align*}
$$

In the proof of the following lemma, parts $a$ ) and b) reuse results of Chapter 4 for the propagation of MM.

Lemma 6.3.1. a) Operator $H_{j}, j=1,2$, preserves $\operatorname{Decr}(2)$ and $M M$.
b) The sum of the operators $G_{S}+G_{B}$ preserves $\operatorname{Decr}(2)$ and $M M$.
c) $C\left(U\left(H_{1}, H_{2}, G_{S}, G_{B}\right)\right)$ preserves (i) $\operatorname{BFOD}\left(1, p_{1}\right)$ and (ii) $\operatorname{BFODD}\left(1,2, b_{1}\right)$.

Parts a) and b) are a direct consequence of Lemmas 4.4.1 and 4.4.2, respectively. Part $c$ ) is proven in the Appendix. It uses the assumptions $p_{1} \geq p_{2}$ and $b_{1} \geq b_{2}$ for part (i) and part (ii), respectively. By induction on $n$, the following result directly follows from Lemma 6.3.1.

Theorem 6.3.2. $V_{n}$ satisfies properties (6.3.1)-(6.3.9) for all $n \geq 0$.

### 6.3.2 Structure of optimal policy

We now characterize the structure of the optimal policy. For this, we note that the results in Theorems 4.4.4 and 4.4.5 hold as well, providing the structure of the optimal policy, i.e. the existence of a monotone switching curve (dynamic threshold level) for the optimal decision when to satisfy a class $j$ demand from stock, when to backorder it, and when to satisfy it by an emergency procedure. The optimal policy is graphically depicted in Figure 6.2 (compare to Figure 4.1 for the relation with the two-location lateral transshipment problem).

Denote by $a_{j}^{*}(x, y)$ the optimal decision for a class $j$ demand when in state $(x, y)$.


Figure 6.2: Structure of the optimal policy for fulfilling a class $j$ demand.

Theorem 6.3.3. a) The optimal policy for fulfilling a demand from class $j$ for fixed $y$ is a threshold type policy: for each $y \in\{0,1, \ldots, B\}$, there exist thresholds $T_{j}^{b o}(y) \in$ $\{0,1, \ldots, S+1\}$ and $T_{j}^{s t}(y) \in\{1, \ldots, S+1\}$, with $T_{j}^{b o}(y) \leq T_{j}^{s t}(y)$, such that:

$$
\begin{aligned}
& a_{j}^{*}(x, y)=2 \text { (emergency procedure), for } 0 \leq x \leq T_{j}^{b o}(y)-1 ; \\
& a_{j}^{*}(x, y)=1 \text { (backorder), for } T_{j}^{b o}(y) \leq x \leq T_{j}^{s t}(y)-1 ; \\
& a_{j}^{*}(x, y)=0 \text { (directly from stock), for } T_{j}^{s t}(y) \leq x \leq S,
\end{aligned}
$$

where $T_{j}^{b o}(0)=T_{j}^{s t}(0) \geq 1$.
b) $T_{1}^{s t}(y)=1$ for all $y \in\{0,1, \ldots, B\}$, that is

$$
a_{1}^{*}(x, y)=0 \text { (directly from stock), for all } x \geq 1, y \geq 0
$$

This structure is graphically represented below the horizontal axis in Figure 6.2. If $y=0$, only one threshold describes the optimal policy for when to fulfill the demand from stock, and when to apply an emergency procedure.

The intuition behind this theorem is as follows. If the stock level $x$ is high, one is willing to take a part from stock as there are still plenty left afterwards. But if the stock level is low, one might, depending on the cost parameters, decide to hold some parts back for future higher priority demands. By part b), high priority demands are always satisfied from stock, if on-hand stock is available.

This is intuitively correct, as there are no incentives for holding back parts for customers from this demand class.

A similar characterization of the optimal policy can be made for fixed $x$, which is given in the following theorem.

Theorem 6.3.4. For the optimal policy for fulfilling a demand of class $j$ for fixed $x \in$ $\{0,1, \ldots, S\}$, there exist $\hat{T}_{j}^{s t}(x) \in\{0,1, \ldots, B+1\}$ and $\hat{T}_{j}^{b o}(x) \in\{1, \ldots, B+1\}$, with


Figure 6.3: Optimal policy for Example 6.3.1.
$\hat{T}_{j}^{s t}(x) \leq \hat{T}_{j}^{b o}(x)$, such that:

$$
\begin{aligned}
& a_{j}^{*}(x)=2 \text { (emergency procedure), for } 0 \leq y \leq \hat{T}_{j}^{s t}(x)-1 ; \\
& a_{j}^{*}(x)=0 \text { (direct from stock), for } \hat{T}_{j}^{s t}(x) \leq y \leq \hat{T}_{j}^{b o}(x)-1 ; \\
& a_{j}^{*}(x)=1 \text { (backorder), for } \hat{T}_{j}^{b o}(x) \leq y \leq B,
\end{aligned}
$$

where $\hat{T}_{j}^{s t}(0)=\hat{T}_{j}^{b o}(0) \geq 1$.
This structure is graphically represented next to the vertical axis in Figure 6.2. If $x=0$, a single threshold describes the optimal policy, for either backordering or applying an emergency procedure.

Note that if $b_{j}=p_{j}$, one never backorders a demand. This follows from the minimization in the definition of $H_{j}$, as $V_{n}$ is $\operatorname{Decr}(2)$, cf. (6.3.3).

As in Chapter 4, combining Theorems 6.3.3 and 6.3.4 restricts the possibilities for the optimal policy significantly, see the discussion in Section 4.4.2.
Example 6.3.1. Let $\lambda_{1}=3, \lambda_{2}=10, \mu=1, S=4, B=10$ and $h(x)=0.1 x, b(y)=$ $\ln (11 /(11-j))$. Furthermore, let $p_{1}=100, b_{1}=50$ and $p_{2}=15, b_{2}=2$. Then the optimal policy is as given in Figure 6.3. Note that it satisfies the optimal policy structure described by Theorems 6.3.3 and 6.3.4, which is depicted in Figure 6.2.

This optimal policy structure for satisfying the demands is in line with the optimal policy structure of [21]. In Enders et al. [69] a static, critical level is assumed which determines whether a class 2 demand is satisfied from stock, or backlogged. Although this policy satisfies the optimal policy structure, it typically is sub-optimal. In [69] it is argued that the main advantage of such a single, static critical level is that it is easily explained to practitioners and that it is easy to implement, as it does not depend on other factors, such as the repair pipeline. In a testbed over 1,232 instance, they show an


Figure 6.4: Simplified optimal policy structure when condition (6.3.10) is satisfied.
average relative difference of $2.1 \%$, comparing the costs of the optimal state-dependent policy, versus the optimal critical level policy.

### 6.3.3 Conditions simplifying the optimal policy

Under a sufficient condition on the cost parameters, the structure of the optimal policy is simplified.

Theorem 6.3.5. If

$$
\begin{equation*}
\frac{\lambda_{2}}{v} \min \left\{\left(p_{1}-b_{1}\right)-\left(p_{2}-b_{2}\right), 0\right\} \geq b(B)-b(B-1) \tag{6.3.10}
\end{equation*}
$$

then $\hat{T}_{1}^{b o}(0)=1$.
Also, if

$$
\begin{equation*}
\frac{\lambda_{1}}{v} \min \left\{\left(p_{2}-b_{2}\right)-\left(p_{1}-b_{1}\right), 0\right\} \geq b(B)-b(B-1) \tag{6.3.11}
\end{equation*}
$$

then $\hat{T}_{2}^{b o}(0)=1$.
That is, the optimal action is to always backorder a demand in case of a stock-out (unless the maximum number of backorders is already reached).

Hence, under condition (6.3.10), the optimal policy for a class 1 demand is a greedy policy: use a part from stock, if possible, otherwise backlog the demand, if possible, and only when out-of-stock and already fully backordered, apply an emergency procedure (see Figure 6.4). This is the equivalent of a complete pooling strategy at location 1 for the two-location model of Chapter 4.

In Example 6.3.1, condition (6.3.10) is clearly satisfied, hence the optimal policy found for class 1 demands in this example (see Figure 6.3, left) coincides with the simplified optimal policy structure of Figure 6.4.

Remark 6.3.6. In Enders et al. [69] a slightly different version of the options for satisfying the demands is studied. Namely, a class 1 demand is directly satisfied from stock, if possible, and lost otherwise; and a class 2 demand may be directly satisfied from stock,
or can be backordered. In [69] a static threshold is used to determine which option is used for a class 2 demand. The optimization, however, is a special case of our setting. To achieve this, set $b_{1}=p_{1}$ in (6.2.2), then the option to backorder a class 1 demand is always suboptimal. Moreover, by (6.3.1), a demand is always satisfied from stock, if possible. For a class 2 demand, if one lets $p_{2} \rightarrow \infty$, the option of an emergency procedure is always suboptimal. One should take $B$ large enough, to avoid boundary effects influencing the optimal policy.

Remark 6.3.7. With the approach followed in this chapter, one is not able to optimize the decision whether a repair completion is used to increase the stock level or to decrease the number of outstanding backorders. The operator that would be used to optimize this decision does not (necessarily) propagate the property Supermod, cf. (6.3.6). As a consequence, also MM (6.3.9) is not propagated. Hence, the value function does not (necessarily) satisfy the properties (6.3.4)-(6.3.9), and the structural results derived in Section 6.3 does not have to hold.
Although examples for which the value function does not satisfy (6.3.6) are easily constructed, we did not succeed in finding a counter example violating the optimal policy structure of Theorems 6.3.3 and 6.3.4. In such an example, the optimal policy is not described by a switching curve. This means that there is no monotonicity in the optimal actions when either $x$ or $y$ is fixed.
This problem arises in models that have (a finite or infinite number of) parallel severs. For a model with a single repair server (for both backorders and stock) the optimization is possible. Such an assumption is made in Benjaafar et al. [21] for a model similar to ours (see also Ha [95]). In this case, one is then also able to prove the optimality of a state-dependent base stock level. That is, one optimizes the decision whether to repair a part for stock, clear a backorder, or do neither of the two.
Next to the optimized decisions, the following (heuristic) policies for using repair completions also lead to value functions that do not necessarily satisfy properties (6.3.4)-(6.3.9) on $\mathcal{S}$ :

- Use all repair completions to increase the stock level until $x=S$, then use them to decrease the number of outstanding backorders (until $y=B$ );
- Use all repair completions to decrease the number of outstanding backorders until $y=B$, then use them to increase the stock level (until $x=S$ );
- Use a fixed threshold, as in e.g. [4, 69].


### 6.4 Model variation

In this section we outline a model variation, allowing asymmetric backlog cost per time unit for class 1 and class 2 demands. In this way, the model becomes similar to the model studied in Benjaafar et al. [21] (with a slightly different assumption on the repair rates), to which we refer for the analysis.

We have assumed that the backlog cost per time unit are equal for both class 1 and class 2 demands (see Section 6.2.1). In this way, the obtained model is two-dimensional. For this model, we proved that a class 1 demand is always satisfied from stock, if possible (see Section 6.3.2). Hence, one can restrict the options for how a class 1 demand is
satisfied, without changing the model, by only allowing the options of backlogging and emergency procedures when out-of-stock. One now counts class 1 backlogs as negative on-hand stock (one can do so, as class 1 backlogs only occur when $x=0$ ). Only the class 2 backorders are now counted in the direction of $y$. In this way, the class 1 and class 2 backorders are separated. Hence, one can now allow for different backlog cost per time unit, while keeping a two-dimensional model. There is an extra assumption necessary for this to work, namely that class 1 backorders are first cleared, before parts are added to stock. Moreover, one cannot charge one-time backlog cost for class 1 demands: as these are non-convex in $x$, the resulting value function would not necessarily be convex in $x$, and the propagation of the structural properties cannot be guaranteed.

Let $b_{j}(\cdot)$ be the backlog costs per time unit as a function of the number of outstanding class $j$ backlogs, $j=1,2$, assuming $b_{j}(\cdot)$ to be non-negative, non-decreasing, and convex for $j=1,2$, such that $b_{1}(i) \geq b_{2}(i)$ for all $i$. Let $B_{j}$ be the maximum number of outstanding backorders for class $j$. The state of the system is still given by $(x, y)$, where $x$ is now the stock level, such that $x^{+}=\max \{x, 0\}$ is the on-hand inventory, and $x^{-}=-\min \{x, 0\}$ is the number of outstanding class 1 backorders. Hence, $x \in\left\{-B_{1}, \ldots, 0,1, \ldots, S\right\}$, and $B_{2}-y$ is the number of outstanding class 2 backorders, $y \in\left\{0,1, \ldots, B_{2}\right\}$. The state space $\tilde{\mathcal{S}}$ is given by

$$
\tilde{\mathcal{S}}=\left\{(x, y) \mid x \in\left\{-B_{1}, \ldots, 0,1, \ldots, S\right\}, y \in\left\{0,1, \ldots, B_{2}\right\}\right\} .
$$

One has to adapt the demand operators $H_{1}$ and $H_{2}$ :

$$
\tilde{H}_{1} f(x, y)= \begin{cases}\min \left\{f(x-1, y), p_{j}+f(x, y)\right\} & \text { if } x>-B_{1} \\ p_{j}+f(x, y) & \text { if } x=-B_{1}\end{cases}
$$

and

$$
\tilde{H}_{2} f(x, y)= \begin{cases}\min \left\{f(x-1, y), b_{2}+f(x, y-1), p_{2}+f(x, y)\right\} & \text { if } x>0, y>0 \\ \min \left\{b_{2}+f(x, y-1), p_{2}+f(x, y)\right\} & \text { if } x \leq 0, y>0 \\ \min \left\{f(x-1, y), p_{2}+f(x, y)\right\} & \text { if } x>0, y=0 \\ p_{2}+f(x, y) & \text { if } x \leq 0, y=0\end{cases}
$$

One has to adapt the other operators to fit the state space $\tilde{\mathcal{S}}$.
The resulting model is similar to the model of [21]. They assume a single production server for the replenishments (where we assume ample repair capacity), and hence they are also able to optimize the production decision (see Remark 6.3.7). Also, we bounded the state space for computational purposes by the use of maximum numbers of outstanding backorders, which is not a restriction, as these can be taken arbitrarily large. Hence, the analysis follows along the same lines as in [21], where is it proven that the optimal policy structure for satisfying the demands is again given by a state-dependent threshold policy for both classes.

### 6.5 Conclusion

In this chapter we studied a stock rationing problem which combines the options of backorders and emergency procedures. We derived the optimal policy structure, minimizing
the long-run average costs, for a problem with two demand classes. Furthermore, we derived conditions under which the optimal policy simplified, and outlined a model variation with different backlog costs per time unit for the two demand classes.

For further research, it would be interesting to investigate whether one can derive conditions such that value function remains Supermod, when the use of repairs is optimized (see Remark 6.3.7). This also is an open question for the heuristic rules for the use of the repairs. Both need further study.

## 6.A Appendix: Proofs

## 6.A.1 Proof of Lemma 6.3.1

Proof. a) By Lemma 4.4.2, parts (i) and (ii), as the definitions of $H_{j}$ in (6.2.2) and $H_{1}$ as in (4.3.3) coincide, for $j=1,2$.
b) By Lemma 4.4.1, parts b), (i) and (v), as one can write $G=G_{S}+G_{B}$, where the definitions of $G_{S}$ and $G_{1}$ as in (4.3.2) coincide, and analogously the definitions of $G_{B}$ and $G_{2}$ coincide.
c) (i) Assume that $f$ satisfies (6.3.1). Then, for $y>0$ :

$$
\begin{aligned}
& H_{j} f(x+1, y)+p_{1} \\
& =\min \begin{cases}f(x, y)+p_{1} & \geq f(x, y)+p_{j} \\
b_{j}+f(x+1, y-1)+p_{1} & \geq b_{j}+f(x, y-1) \\
p_{j}+f(x+1, y)+p_{1} & \geq p_{j}+f(x, y)\end{cases} \\
& \geq \min \left\{f(x-1, y), b_{j}+f(x, y-1), p_{j}+f(x, y)\right\}=H_{j} f(x, y),
\end{aligned}
$$

for $j=1,2$, since $f$ satisfies property (6.3.1), and $p_{1} \geq p_{j}$ for all $j$. The case $y=0$ proceeds along the same lines.
Also, for $x<S, y<B$, writing $G=G_{S}+G_{B}$ :

$$
\begin{aligned}
& G f(x+1, y)+(S+B) p_{1} \\
& =(S-x-1) f(x+2, y)+(B-y) f(x+1, y+1)+(x+y+1) f(x+1, y)+(S+B) p_{1} \\
& =(S-x-1)\left(f(x+2, y)+p_{1}\right)+(B-y)\left(f(x+1, y+1)+p_{1}\right) \\
& \quad \quad+(x+y)\left(f(x+1, y)+p_{1}\right)+f(x+1, y)+p_{1} \\
& \geq(S-x-1) f(x+1, y)+(B-y) f(x, y+1)+(x+y) f(x, y)+f(x+1, y)+p_{1} \\
& =(S-x) f(x+1, y)+(B-y) f(x, y+1)+(x+y) f(x, y)+p_{1} \\
& \geq(S-x) f(x+1, y)+(B-y) f(x, y+1)+(x+y) f(x, y)=G f(x, y),
\end{aligned}
$$

since $f$ satisfies property (6.3.1) (used in the first inequality), and $p_{1} \geq 0$ (second inequality). The cases $x=S, y<B$, and $x<S, y=B$, and $x=S, y=B$ proceed along
the same lines. Then $U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f$ satisfies property (6.3.1) as well:

$$
\begin{align*}
& U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x+1, y)+p_{1} \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1}+\lambda_{2} H_{2}+\mu G\right) f(x+1, y)+p_{1} \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1}\left(H_{1} f(x+1, y)+p_{1}\right)+\lambda_{2}\left(H_{2} f(x+1, y)+p_{1}\right)\right. \\
& \left.+\mu\left(G f(x+1, y)+(S+B) p_{1}\right)\right)  \tag{6.A.1}\\
& \geq \frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1} f(x, y)+\lambda_{2} H_{2} f(x, y)+\mu G f(x, y)\right) \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1}+\lambda_{2} H_{2}+\mu G\right) f(x, y) \\
& =U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x, y) .
\end{align*}
$$

This leads to

$$
\begin{align*}
& C\left(U\left(H_{1}, H_{2}, G_{S}, G_{B}\right)\right) f(x+1, y)+p_{1} \\
& =h(x+1)+b(B-y)+U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x+1, y)+p_{1} \\
& \geq h(x+1)+b(B-y)+U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x, y)  \tag{6.A.2}\\
& \geq h(x)+b(B-y)+U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x, y) \\
& =C\left(U\left(H_{1}, H_{2}, G_{S}, G_{B}\right)\right) f(x, y),
\end{align*}
$$

where the first inequality holds by (6.A.1), and the second as $h(x)$ is non-decreasing in $x$. (ii) Assume that $f$ satisfies (6.3.2). Then, for $x>0, y>0$ :

$$
\begin{aligned}
& H_{j} f(x+1, y)+p_{1} \\
& =\min \begin{cases}f(x, y)+b_{1} & \geq f(x, y)+b_{j} \\
b_{j}+f(x+1, y-1)+b_{1} & \geq b_{j}+f(x, y) \\
p_{j}+f(x+1, y)+b_{1} & \geq p_{j}+f(x, y+1)\end{cases} \\
& \geq \min \left\{f(x-1, y+1), b_{j}+f(x, y), p_{j}+f(x, y+1)\right\}=H_{j} f(x, y+1),
\end{aligned}
$$

for $j=1,2$, since $f$ satisfies property (6.3.2), and $b_{1} \geq b_{j}$ for all $j$. The cases $x>0$, $y=0$, and $x=0, y>0$, and $x=0, y=0$ proceed along the same lines.
Also, for $x<S, y<B$, writing $G=G_{S}+G_{B}$ :

$$
\begin{aligned}
& G f(x+1, y)+(S+B) b_{1} \\
& =(S-x-1) f(x+2, y)+(B-y) f(x+1, y+1)+(x+y+1) f(x+1, y)+(S+B) b_{1} \\
& =(S-x-1)\left(f(x+2, y)+b_{1}\right)+(B-y)\left(f(x+1, y+1)+b_{1}\right) \\
& \quad \quad+(x+y+1)\left(f(x+1, y)+b_{1}\right) \\
& \geq(S-x-1) f(x+1, y+1)+(B-y)\left(f(x+1, y+1)+b_{1}\right)+(x+y+1) f(x, y+1) \\
& =(S-x) f(x+1, y+1)+(B-y-1)\left(f(x+1, y+1)+b_{1}\right)+(x+y+1) f(x, y+1)+b_{1} \\
& \geq(S-x) f(x+1, y+1)+(B-y-1) f(x, y+2)+(x+y+1) f(x, y+1)+b_{1} \\
& \geq(S-x) f(x+1, y+1)+(B-y-1) f(x, y+2)+(x+y+1) f(x, y+1)=G f(x, y+1),
\end{aligned}
$$

since $f$ satisfies property (6.3.1) (used in the first two inequalities), and $b_{1} \geq 0$ (third inequality). The cases $x=S, y<B$, and $x<S, y=B$, and $x=S, y=B$ proceed along the same lines.Then $U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f$ satisfies property (6.3.2) as well:

$$
\begin{align*}
& U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x+1, y)+b_{1} \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1}+\lambda_{2} H_{2}+\mu G\right) f(x+1, y)+b_{1} \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1}\left(f(x+1, y)+b_{1}\right)+\lambda_{2}\left(H_{2} f(x+1, y)+b_{1}\right)\right. \\
&  \tag{6.A.3}\\
& \left.+\mu\left(G f(x+1, y)+(S+B) b_{1}\right)\right) \\
& \geq \frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1} f(x, y+1)+\lambda_{2} H_{2} f(x, y+1)+\mu G f(x, y+1)\right) \\
& =\frac{1}{\lambda_{1}+\lambda_{2}+(S+B) \mu}\left(\lambda_{1} H_{1}+\lambda_{2} H_{2}+\mu G\right) f(x, y+1) \\
& =U\left(H_{1}, H_{2}, G_{S}, G_{B}\right) f(x, y+1) .
\end{align*}
$$

Analogously to (6.A.2), now using inequality (6.A.3), this leads to

$$
C\left(U\left(H_{1}, H_{2}, G_{S}, G_{B}\right)\right) f(x+1, y)+b_{1} \geq C\left(U\left(H_{1}, H_{2}, G_{S}, G_{B}\right)\right) f(x, y+1)
$$

## 6.A.2 Proof of Theorem 6.3.3

Proof. a) The proof is along the same lines as the proof of Theorem 4.4.4.
b) By inequality (6.3.1) it directly follows that $T_{1}^{s t}(0)=1$. By inequality (6.3.2) it follows that $T_{1}^{s t}(y)=1$ for all $y \geq 1$.

## 6.A. 3 Proof of Theorem 6.3.5

Proof. We prove the result for class 1 demands, as the result for class 2 demands follows along the same lines, by interchanging the demand classes. We prove that $a_{1}^{*}(0,1)=$ 1 (backorder), then it follows by Theorem 6.3.4 that $\hat{T}_{1}^{b o}(0)=1$. It suffices to prove that, for all $n \geq 0$ :

$$
\begin{equation*}
V_{n}(0,1)+p_{1}-b_{1} \geq V_{n}(0,0) . \tag{6.A.4}
\end{equation*}
$$

We prove this inequality by induction. For $V_{0} \equiv 0$, (6.A.4) trivially holds, as by assumption $p_{1} \geq b_{1}$. Assume that (6.A.4) holds for a given $n$ (induction hypothesis). We consider the operators $H_{1}, H_{2}$, and $G_{S}+G_{B}$ separately. All given inequalities hold by the induction hypothesis, unless stated otherwise.

$$
\begin{aligned}
& H_{1} V_{n}(0,1)+p_{1}-b_{1}-H_{1} V_{n}(0,0) \\
& =\min \left\{V_{n}(0,0)+p_{1}, V_{n}(0,1)+2 p_{1}-b_{1}\right\}-\left(V_{n}(0,0)+p_{1}\right) \\
& \geq V_{n}(0,0)+p_{1}-\left(V_{n}(0,0)+p_{1}\right) \geq 0 . \\
& H_{2} V_{n}(0,1)+p_{1}-b_{1}-H_{2} V_{n}(0,0)
\end{aligned}
$$

$$
\begin{aligned}
& =\min \left\{V_{n}(0,0)+b_{2}+p_{1}-b_{1}, V_{n}(0,1)+p_{2}+p_{1}-b_{1}\right\}-\left(V_{n}(0,0)+p_{2}\right) \\
& \geq \min \left\{V_{n}(0,0)+b_{2}+p_{1}-b_{1}, V_{n}(0,0)+p_{2}\right\}-\left(V_{n}(0,0)+p_{2}\right) \\
& \geq \min \left\{\left(p_{1}-b_{1}\right)-\left(p_{2}-b_{2}\right), 0\right\} . \\
& \\
& \left(G_{S}+G_{B}\right) V_{n}(0,1)+(S+B)\left(p_{1}-b_{1}\right)-\left(G_{S}+G_{B}\right) V_{n}(0,0) \\
& =S V_{n}(1,1)+(B-1) V_{n}(0,2)+V_{n}(0,1)+(S+B)\left(p_{1}-b_{1}\right)-S V_{n}(1,0)-B V_{n}(0,1) \\
& =S\left(V_{n}(1,1)+p_{1}-b_{1}-V_{n}(1,0)\right)+(B-1)\left(V_{n}(0,2)+p_{1}-b_{1}-V_{n}(0,1)\right) \\
& \quad \quad+V_{n}(0,1)-V_{n}(0,1)+p_{1}-b_{1} \\
& \geq p_{1}-b_{1} \geq 0,
\end{aligned}
$$

where the last inequality holds by assumption. Combining these give

$$
\begin{aligned}
& V_{n+1}(0,1)+p_{1}-b_{1}-V_{n+1}(0,0)=h(0)+b(B-1)-h(0)-b(B) \\
& \quad+\frac{1}{v}\left(\lambda_{1}\left(H_{1} V_{n}(0,1)+p_{1}-b_{1}-H_{1} V_{n}(0,0)\right)+\lambda_{2}\left(H_{2} V_{n}(0,1)+p_{1}-b_{1}-H_{2} V_{n}(0,0)\right)\right. \\
& \left.\quad+\mu\left(\left(G_{S}+G_{B}\right) V_{n}(0,1)+(S+B)\left(p_{1}-b_{1}\right)-\left(G_{S}+G_{B}\right) V_{n}(0,0)\right)\right) \\
& \geq b(B-1)-b(B)+\lambda_{2} \min \left\{\left(p_{1}-b_{1}\right)-\left(p_{2}-b_{2}\right), 0\right\} / v \geq 0,
\end{aligned}
$$

where the last inequality holds by condition (6.3.10). This completes the induction step, and hence (6.A.4) holds for all $n \geq 0$.

## Pooling of server capacity

## Optimal control of a Server farm

A server farm consists of ample servers that serve a stream of arriving customers. Upon a service completion, a server can be turned off. This might be beneficial to save power, and hence costs. However, for shutting down and starting up a server, extra power (i.e. costs) is incurred. Thus, there is a trade-off between the savings by turning servers off, and the extra costs made for the start-ups and shut-downs. We consider a model where arriving customers are taken into service directly. For this, we study the optimal control of such a server farm, that is, we derive the optimal dynamic control policy deciding when a server should be turned off after a demand completion, minimizing the expected discounted long-run costs. We prove this policy to be a state-dependent threshold type policy.

### 7.1 Introduction

A server farm consists of an unlimited amount of servers, that serve an arriving stream of customers. Each server in the system can be in one of the following three states: busy, idle, or off. Busy servers consume power, idle servers consume less power, and off servers consume no power at all. Hence, by turning an idle server off, power, and hence costs, can be saved. However, for starting-up and shutting-down a server, extra power (i.e. costs) is incurred. In this way, there is a trade-off between the potential costs savings, and the extra costs incurred. Thus the question is, when servers should be turned off, and when they should be idled. In this chapter we derive the optimal control policy for such a server farm, answering this question.

Bell [18] studies a server farm consisting of only two servers (i.e., an $M / M / 2$ system), for which he characterizes the optimal policy by four parameters. Lu and Serfozo [133] consider an $M / M / 1$, where they choose the arrival and departure rate from a finite set of possibilities. Szarkowicz and Knowles [173] allow to turn on or off an arbitrary number of servers at decision epoch, i.e. they take the decision to have $u \in\{0,1, \ldots, S\}$ servers on until the next decision epoch. Artalejo et al. [8] derive the steady-state behavior of a system without control. That is, servers are turned on or off when a customer arrives respectively departs. Moreover, they assume an exponentially distributed setup time for turning a server on. In Feinberg and Zhang [77] an $M / M / \infty$ system is studied, where all servers can be turned on and off at once. An exponential setup time is required when
all are turned on. They prove that the optimal policy can be described by two thresholds on the number of customers in the system.

By controlling the servers in a server farm, the energy consumption can be decreased, see e.g. [85, 86]. There is a variety of systems referred to as server farms, with different options for control. Our focus is on a server farm consisting of an unlimited number of servers, where costs are incurred for turning servers on or off, and per time unit a server is on. We assume that customers arrive according to a Poisson process, each requiring an exponentially distributed service time. An arriving customer has to be taken into service directly, either by occupying an idle server, or by switching on a server. We want to minimize the expected long-run discounted costs. When a server completes service to a customer, we can decide whether to turn this server off, or let it idle. For this system, we derive the optimal control policy, which we prove to be a dynamic state-dependent threshold type policy.

The outline of this chapter is as follows. We start by describing the model and introducing the notation in Section 7.2, where we also formulate the problem as an MDP and introduce the value function. In Section 7.3 we show that the value function satisfies certain structural results, from which we derive the optimal policy structure. We end by an example and possibilities for further research. All proofs are in the Appendix 7.A. This chapter is based on [1].

### 7.2 Model and notation

### 7.2.1 Problem description

We study a server farm consisting of an unlimited number of servers. Each server can be in one of three states: busy, idle, or off. Customers are arriving to the system according to a Poisson process with rate $\lambda>0$. Each customer requests an i.i.d. exponentially distributed service time with mean $1 / \mu$, for $\mu>0$. If an incoming customer finds a server in idle state, he starts getting served immediately by that server, and that server state instantaneously changes to busy. If there are no idle servers, the customer occupies one of the servers turned off and starts getting served. The state of that server instantaneously changes to busy. As there is an unlimited number of servers, there is always an off server available. When a service completes at a server, we have an option of switching the server state to idle or off instantaneously. We do not allow turning an idle server off.

Costs are incurred for keeping servers on, and turning them on and off. As we require all jobs to be taken into service directly, the costs for busy servers add up to a constant, for all policies. Hence, we do not take those costs into account, since they do not influence the optimal decisions, and we only charge costs $\tilde{c}(i)$ per unit time to keep $i$ servers idle. We assume that $\tilde{c}(i)$ is convex in $i$. It costs $K^{\text {on }}$ to turn a server from off to on (i.e. busy), while it costs $K^{\text {off }}$ to switch a server off after a service completion. We assume that the state change of a server happens immediately. When $j$ servers are busy, the next service completion occurs at rate $\mu(j)$, which is an increasing, bounded function, with $\mu(0)=0$ and a finite upper bound $\bar{\mu}$. This upper bound is required to be able to apply uniformization. In this way, the infinite server case $\mu(j)=j \mu$ is not included, however, the many server case $\mu(j)=\min \{j, M\} \mu$, for some finite $M$, is. We want to derive an optimal policy that minimizes the expected long-run discounted cost, with continuous discount factor $\alpha>0$.


Figure 7.1: Transition rates for the server farm model.

### 7.2.2 Dynamic programming formulation

We model the problem as a Markov decision process (MDP, cf. [155]). Denote by $i$ the number of servers in idle state and by $j$ the number of servers in busy state. Then the state space $\mathcal{S}$ is given by

$$
\mathcal{S}=\{(i, j) \mid i \geq 0, j \geq 0\}
$$

There are two types of events that can occur: customer arrivals and service completions. At rate $\lambda$ customers arrive to the system. When it finds a server idle ( $i>0$ ), it directly occupies this server (at no extra costs), changing the server's state to busy. If $i=0$, an off server has to be turned on, at costs $K^{\text {on }}$, and the customer directly occupies this server, changing the server's state state to busy as well. When service to a customer is completed (at rate $\mu(j)$ ), we have two option to choose from. Either, one can leave the server idle (at no direct extra costs), or one can decide to switch off the server, incurring costs $K^{\text {off }}$. Note that lower costs per time unit are made in the latter case, as one pays per time unit for each server being idle.

As the interarrival times of demands as well as the service times are independent exponentially distributed random variables, we can apply uniformization (cf. [131]) to convert the semi-Markov decision problem into an equivalent Markov decision problem (MDP). For this, we add fictitious transitions, to let the service completion event occur at rate $\bar{\mu}$. The existence of a stationary optimal policy is guaranteed by [155, Theorem 11.5.3].

Let $V_{n}: \mathcal{S} \mapsto \mathbb{R}$ be the value function, the minimum cost function when there are $n$ events (customer arrivals or service completions) left. It is given by:

$$
\begin{equation*}
V_{n+1}(i, j)=c(i)+\frac{1}{v}\left(\lambda T_{\mathrm{arr}} V_{n}(i, j)+T_{\mathrm{dep}} V_{n}(i, j)\right), \tag{7.2.1}
\end{equation*}
$$

starting with $V_{0} \equiv 0$, where $v=\lambda+\bar{\mu}+\alpha$ is the uniformization rate, and $c(i)=\tilde{c}(i) / v$. The operators $T_{\text {arr }}$ (customer arrival) and $T_{\text {dep }}$ (service completion, i.e., departure) are defined below. The costs $c(i)$ represent the costs for keeping $i$ servers idle during one time unit $1 / v$. Recall that $\tilde{c}(\cdot)$, and hence $c(\cdot)$, is assumed to be convex.

The operator $T_{\text {arr }}$ models the customer arrivals, and is defined by

$$
T_{\mathrm{arr}} f(i, j)= \begin{cases}f(i-1, j+1) & \text { if } i>0 \\ f(i, j+1)+K^{\text {on }} & \text { if } i=0\end{cases}
$$

When there or no idle servers ( $i=0$ ), a server has to be turned on (at costs $K^{\text {on }}$ ) to serve the arriving customer. When there is at least one server idle ( $i>0$ ), the arriving customer occupies one of these servers. Hence one server switches from idle to busy.

The operator $T_{\text {dep }}$ models (potential) service completions (i.e., departures), and is defined by

$$
T_{\mathrm{dep}} f(i, j)=\mu(j) \min \left\{f(i+1, j-1), f(i, j-1)+K^{\text {off }}\right\}+(\bar{\mu}-\mu(j)) f(i, j) .
$$

When there are $j$ servers busy, a service completion occurs with rate $\mu(j)$. The operator $T_{\text {dep }}$ takes the cost minimizing decision to either keep the vacant server idle, or turn it off (at costs $K^{\text {off }}$ ). The part $(\bar{\mu}-\mu(j)) f(i, j)$ is a fictitious transition, to assure that the rate at which $T_{\text {dep }}$ occurs is always equal to $\bar{\mu}$.

In Figure 7.1 the transition rates are graphically depicted.

### 7.3 Structural results

In this section we prove our main result: the structure of the optimal control policy for a server farm. For this, we first introduce a number of structural properties. Each of the operators in the value function preserves these properties, hence the value function satisfies them. From this the optimal policy structure is derived.

### 7.3.1 Properties of operators and value function

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $i, j \geq 0$ :

$$
\begin{align*}
\operatorname{Conv}(i): & f(i, j)+f(i+2, j) \geq 2 f(i+1, j),  \tag{7.3.1}\\
\operatorname{Supermod}(i, j): & f(i, j)+f(i+1, j+1) \geq f(i+1, j)+f(i, j+1),  \tag{7.3.2}\\
\operatorname{SuperC}(i, j): & f(i, j+1)+f(i+2, j) \geq f(i+1, j)+f(i+1, j+1),  \tag{7.3.3}\\
\operatorname{BFOD}\left(i, K^{\text {on }}\right): & f(i+1, j)+K^{\text {on }} \geq f(i, j) . \tag{7.3.4}
\end{align*}
$$

Note that we prove $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$ for all $i \geq 0$, although we only need it for $i=0$.
The next two lemmas show that the operators $T_{\text {arr }}$ and $T_{\text {dep }}$ preserve properties (7.3.1)(7.3.3). Furthermore, the third lemma shows that (7.3.4) is preserved as well. The proofs are given in the Appendix 7.A. Recall that $X: P_{1}, \ldots, P_{N} \rightarrow P_{1}$ denotes that when a function $f$ satisfies properties $P_{1}, \ldots, P_{N}$, then $X f$ satisfies property $P_{1}$, for operator $X$.

Lemma 7.3.1. For all $i, j \geq 0$ :

1) $T_{\text {arr }}: \operatorname{Conv}(i), B F O D\left(i, K^{o n}\right) \rightarrow \operatorname{Conv}(i)$,
2) $T_{\text {arr }}: \operatorname{Supermod}(i, j) \rightarrow \operatorname{Supermod}(i, j)$,
3) $T_{\text {arr }}: \operatorname{Super} C(i, j), \operatorname{BFOD}\left(i, K^{o n}\right) \rightarrow \operatorname{SuperC}(i, j)$.

|  | leave idle | turn off | struc. prop. |
| ---: | :--- | :--- | :--- |
| i) | $\leftarrow:(i-1, j)$ | $\rightarrow:(i+1, j)$ | $\operatorname{Conv}(i)$ |
| ii) | $\downarrow:(i, j-1)$ | $\uparrow:(i, j+1)$ | $\operatorname{Supermod}(i, j)$ |
| iii $)$ | $\searrow:(i-1, j+1)$ | $\searrow:(i+1, j-1)$ | $\operatorname{SuperC}(i, j)$ |

Table 7.1: If in state $(i, j)$ the optimal action is to leave the server idle (to turn the server off), then the left (middle) column indicates the states in which that is the optimal action as well (see Figure 7.2). The right column indicates the structural properties of the value function needed for that result.

Lemma 7.3.2. For all $i, j \geq 0$ :

1) $T_{\text {dep }}: \operatorname{Conv}(i) \rightarrow \operatorname{Conv}(i)$,
2) $T_{\text {dep }}: \operatorname{Supermod}(i, j), \operatorname{Super} C(i, j) \rightarrow \operatorname{Supermod}(i, j)$,
3) $T_{\text {dep }}: \operatorname{SuperC}(i, j)$, Supermod$(i, j) \rightarrow \operatorname{SuperC}(i, j)$.

Lemma 7.3.3. For all $i, j \geq 0$ :

$$
\frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda T_{\text {arr }}+T_{\text {dep }}\right): B F O D\left(i, K^{o n}\right) \rightarrow B F O D\left(i, K^{o n}\right) .
$$

Remark 7.3.4. In both Lemma 7.3.1 and 7.3.2 it suffices to prove parts 2) and 3), since they imply 1). For completeness, we also give the proofs for 1 ).

Since $V_{0}(i, j)=0$ for all $(i, j), V_{0}$ satisfies the properties (7.3.1)-(7.3.4). We assumed that the cost function $\tilde{c}(i)$ is convex. Moreover, taking a linear combination preserves these properties. Then, by induction on $n$, Lemmas 7.3.1, 7.3.2, and 7.3.3 lead to the following result:

Theorem 7.3.5. $V_{n}$ satisfies properties (7.3.1)-(7.3.4) for all $n \geq 0$.

### 7.3.2 Structure of optimal policy

Using the result of Theorem 7.3.5, we derive the structure of the optimal policy.
Theorem 7.3.6. The optimal policy is described by a switching curve $T(i)$, such that if service completes in state $(i, j)$ it is optimal to leave the server idle if $j \leq T(i)$, and turn the server off if $j>T(i)$. Furthermore, $T(i)$ is strictly decreasing in i, i.e. $T(i)>T(i+1)$, for all $i \geq 0$ (until it reaches 0 ).

The optimal policy structure is shown in Figure 7.2. Suppose that in state $(i, j)$ the optimal action is to leave the server idle, then this is also the optimal action in states ( $i-1, j$ ), $(i, j-1)$, and $(i-1, j+1)$. When in state $(i, j)$ the optimal action is to turn the server off, then this is also the optimal action in states $(i+1, j),(i, j+1)$, and $(i+$ $1, j-1$ ) (for both, see again Figure 7.2). Table 7.1 summarizes this, and also indicates the structural properties of the value function needed for each of the statements.

We end by an example and suggestions for model variations.


Figure 7.2: Structure of the optimal policy.


Figure 7.3: Optimal policy for Examples 7.3.1(a) and 7.3.1(b).

Example 7.3.1. Consider the following example, with $\lambda=5, \mu=1$, for $\alpha \downarrow 0$, where $K^{\text {off }}=0$.
(a) When $K^{\text {on }} / c=1$, the optimal policy that minimizes the long run cost per unit time is given by the following switching curve: $T(1)=14, T(2)=3$ and $T(i)=0$ for $i \geq 3$ (see Figure 7.3), with long run cost $2.49 \mathrm{~K}^{\text {on }}$.
(b) When $K^{\text {on }} / c=5$, the optimal policy is given by $T(1) \geq 50, T(2)=18, T(3)=$ $8, T(4)=5, T(5)=3, T(6)=2$, and $T(i)=0$ for $i \geq 7$ (see again Figure 7.3), with long run cost $.95 K^{\text {on }}$.

Remark 7.3.7. Possible extensions for the model include (i) adding the option of turning off an idle server at any time (i.e. not triggered by a service completion), (ii) limiting the number of servers, (iii) considering an unbounded rate for the total server rate, (iv) investigating the long-run average costs case, (v) adding a positive start-up and/or shut down time when turning a server on or off, e.g. following an exponential distribution,
and (vi) allowing customers to queue, charging holding costs for waiting customers.

## 7.A Appendix: Proofs

## 7.A. 1 Proof of Lemma 7.3.1

Proof. 1) Suppose that $f$ is $\operatorname{Conv}(i)$ and $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$, then we show that $T_{\text {arr }} f$ is $\operatorname{Conv}(i)$. For $i>0$ :

$$
\begin{aligned}
T_{\mathrm{arr}} f(i, j)+T_{\mathrm{arr}} f(i+2, j) & =f(i-1, j+1)+f(i+1, j+1) \\
& \geq 2 f(i, j+1)=2 T_{\mathrm{ar}} f(i+1, j),
\end{aligned}
$$

since $f$ is $\operatorname{Conv}(i)$, and for $i=0$ :

$$
\begin{aligned}
T_{\text {arr }} f(0, j)+T_{\mathrm{arr}} f(2, j) & =f(0, j+1)+K^{\mathrm{on}}+f(1, j+1) \\
& \geq 2 f(0, j+1)=2 T_{\mathrm{arr}} f(1, j),
\end{aligned}
$$

since $f$ is $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$.
2) Suppose that $f$ is $\operatorname{Supermod}(i, j)$, then we show that $T_{\text {arr }} f$ is $\operatorname{Supermod}(i, j)$. For $i>0$ :

$$
\begin{aligned}
T_{\mathrm{arr}} f(i, j)+T_{\mathrm{ar}} f(i+1, j+1) & =f(i-1, j+1)+f(i, j+2) \\
& \geq f(i, j+1)+f(i-1, j+2)=T_{\mathrm{ar}} f(i+1, j)+T_{\mathrm{ar}} f(i, j+1),
\end{aligned}
$$

since $f$ is $\operatorname{Supermod}(i, j)$, and for $i=0$ :

$$
\begin{aligned}
T_{\mathrm{arr}} f(0, j)+T_{\mathrm{arr}} f(1, j+1) & =f(0, j+1)+K^{\mathrm{on}}+f(0, j+2) \\
& =T_{\mathrm{arr}} f(1, j)+T_{\mathrm{arr}} f(0, j+1) .
\end{aligned}
$$

3) Suppose that $f$ is $\operatorname{SuperC}(i, j)$ and $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$, then we show that $T_{\text {arr }} f$ is $\operatorname{SuperC}(i, j)$. For $i>0$ :

$$
\begin{aligned}
T_{\mathrm{arr}} f(i, j+1)+T_{\mathrm{arr}} f(i+2, j) & =f(i-1, j+2)+f(i+1, j+1) \\
& \geq f(i, j+1)+f(i, j+2)=T_{\mathrm{arr}} f(i+1, j)+T_{\mathrm{arr}} f(i+1, j+1),
\end{aligned}
$$

since $f$ is $\operatorname{SuperC}(i, j)$, and for $i=0$ :

$$
\begin{aligned}
T_{\text {arr }} f(0, j+1)+T_{\text {arr }} f(2, j) & =f(0, j+2)+K^{\text {on }}+f(1, j+1) \\
& \geq f(0, j+1)+f(0, j+2)=T_{\text {arr }} f(1, j)+T_{\text {arr }} f(1, j+1),
\end{aligned}
$$

since $f$ is $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$.

## 7.A. 2 Proof of Lemma 7.3.2

Proof. The proofs of parts 1)-3) come down to case checking: applying $T_{\text {dep }}$ to $f$ introduces a minimization over two terms, so the sum of two gives a total of four possibilities, which we each check separately. For this we use the trivial results: $a \geq \min \{a, b\}$, and hence $a+b \geq 2 \min \{a, b\}, \forall a, b \in$ $\mathbb{R}$. Furthermore, we use that $\mu(j)$ is increasing in $j$, hence $\mu(j+1)-\mu(j) \geq 0$, and we use that $\mu(j) \leq \bar{\mu}$ for all $j$, hence $\bar{\mu}-\mu(j) \geq 0$ for all $j$. Moreover, for a few cases we use:
$\mu(j) a+(\mu(j+1)-\mu(j)) b \geq \mu(j) \min \{a, b\}+(\mu(j+1)-\mu(j)) \min \{a, b\}=\mu(j+1) \min \{a, b\}$,
for all $a, b \in \mathbb{R}$.

1) Suppose that $f$ is $\operatorname{Conv}(i)$, then we show that $T_{\text {dep }} f$ is $\operatorname{Conv}(i)$. For $j>0$ :

$$
\begin{aligned}
& T_{\text {dep }} f(i, j)+T_{\text {dep }} f(i+2, j) \\
& =(\bar{\mu}-\mu(j))(f(i, j)+f(i+2, j)) \\
& \quad+\mu(j) \min \left\{\begin{array}{r}
(1) f(i+1, j-1)+f(i+3, j-1) \geq 2 f(i+2, j-1) \\
(2) f(i+1, j-1)+f(i+2, j-1)+K^{\text {off }} \\
(3) f(i, j-1)+K^{\text {off }}+f(i+3, j-1) \\
\geq 2 f(i+1, j-1)+f(i+3, j-1)-f(i+2, j-1)+K^{\text {off }} \\
\geq f(i+1, j-1)+f(i+2, j-1)+K^{\text {off }}
\end{array}\right. \\
& \begin{array}{c}
\geq \text { (4) } f(i, j-1)+K^{\text {off }}+f(i+2, j-1)+K^{\text {off }} \geq 2 f(i+1, j-1)+2 K^{\text {off }}
\end{array} \\
& \geq 2(\bar{\mu}-\mu(j)) f(i+1, j)+2 \mu(j) \min \left\{f(i+2, j-1), f(i+1, j-1)+K^{\text {off }}\right\}=2 T_{\text {dep }} f(i+1, j),
\end{aligned}
$$

where all inequalities hold since $f$ is $\operatorname{Conv}(i)$, and for $j=0$ :

$$
T_{\text {dep }} f(i, 0)+T_{\text {dep }} f(i+2,0)=\bar{\mu}(f(i, 0)+f(i+2,0)) \geq 2 \bar{\mu} f(i+1,0)=2 T_{\text {dep }} f(i+1,0),
$$

since $f$ is $\operatorname{Conv}(i)$.
2) Suppose that $f$ is $\operatorname{Supermod}(i, j)$ and $\operatorname{SuperC}(i, j)$ (and hence $\operatorname{Conv}(i)$ ), then we show that $T_{\text {dep }} f$ is Supermod $(i, j)$. For $j>0$ :

$$
\begin{aligned}
& T_{\text {dep }} f(i, j)+T_{\text {dep }} f(i+1, j+1) \\
& =(\bar{\mu}-\mu(j)) f(i, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1) \\
& \quad+\min \left\{\begin{array}{l}
(1) \mu(j) f(i+1, j-1)+\mu(j+1) f(i+2, j) \\
(2) \mu(j) f(i+1, j-1)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
(3) \mu(j)\left(f(i, j-1)+K^{\text {off }}\right)+\mu(j+1) f(i+2, j) \\
(4) \mu(j)\left(f(i, j-1)+K^{\text {off }}\right)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right)
\end{array}\right. \\
& \geq(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j) \min \left\{f(i+2, j-1), f(i+1, j-1)+K^{\text {off }}\right\} \\
& \quad+\mu(j+1) \min \left\{f(i+1, j), f(i, j)+K^{\text {off }}\right\} \\
& =T_{\text {dep }} f(i+1, j)+T_{\text {dep }} f(i, j+1) .
\end{aligned}
$$

Here (1) holds because:

$$
\begin{gathered}
(\bar{\mu}-\mu(j)) f(i, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j) f(i+1, j-1)+\mu(j+1) f(i+2, j) \\
=(\bar{\mu}-\mu(j))(f(i, j)+f(i+1, j+1))+\mu(j)(f(i+1, j-1)+f(i+2, j)) \\
\quad+(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)) \\
\geq(\bar{\mu}-\mu(j))(f(i+1, j)+f(i, j+1))+\mu(j)(f(i+2, j-1)+f(i+1, j)) \\
\quad+(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)) \\
=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j) f(i+2, j-1)+\mu(j+1) f(i+1, j) \\
\quad+(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)-f(i+1, j)+f(i, j+1)) \\
\geq(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j) f(i+2, j-1)+\mu(j+1) f(i+1, j),
\end{gathered}
$$

since $f$ is $\operatorname{Supermod}(i, j)$, respectively $\operatorname{SuperC}(i, j)$.

And (2) holds because:

$$
\begin{gathered}
\begin{array}{c}
(\bar{\mu}-\mu(j)) f(i, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j) f(i+1, j-1)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
=(\bar{\mu}-\mu(j+1))(f(i, j)+f(i+1, j \\
+1))+\mu(j) f(i+1, j-1)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
\\
\quad+(\mu(j+1)-\mu(j)) f(i, j) \\
\geq(\bar{\mu}-\mu(j+1))(f(i+1, j)+f(i, j+1))+\mu(j) f(i+1, j-1)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
\\
\quad+(\mu(j+1)-\mu(j)) f(i, j) \\
=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right)+\mu(j+1) f(i+1, j) \\
\\
\quad+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}-f(i+1, j)\right) \\
=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right)+\mu(j) f(i+1, j) \\
\\
+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}\right),
\end{array}
\end{gathered}
$$

since $f$ is $\operatorname{Supermod}(i, j)$ and since by (7.A.1):

$$
\mu(j) f(i+1, j)+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}\right) \geq \mu(j+1) \min \left\{f(i+1, j), f(i, j)+K^{\text {off }}\right\}
$$

For (3) first note that

$$
\begin{align*}
f(i, j-1)+f(i+2, j) & =f(i, j-1)+f(i+2, j)+f(i+1, j)-f(i+1, j) \\
& \geq f(i+1, j-1)+f(i, j)+f(i+2, j)-f(i+1, j) \\
& \geq 2 f(i+1, j)+f(i+1, j-1)-f(i+1, j) \\
& =f(i+1, j)+f(i+1, j-1), \tag{7.A.2}
\end{align*}
$$

since $f$ is $\operatorname{Supermod}(i, j)$, respectively $\operatorname{Conv}(i)$. Now (3) holds because:

$$
\begin{aligned}
& (\bar{\mu}-\mu(j)) f(i, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j)\left(f(i, j-1)+K^{\text {off }}\right)+\mu(j+1) f(i+2, j) \\
& =(\bar{\mu}-\mu(j))(f(i, j)+f(i+1, j+1))+\mu(j)\left(f(i, j-1)+K^{\text {off }}+f(i+2, j)\right) \\
& +(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)) \\
& \geq(\bar{\mu}-\mu(j))(f(i+1, j)+f(i, j+1))+\mu(j)\left(f(i+1, j)+K^{\text {off }}+f(i+1, j-1)\right) \\
& +(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)) \\
& =(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right)+\mu(j+1) f(i+1, j) \\
& +(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+1, j+1)+f(i, j+1)-f(i+1, j)) \\
& \geq(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right)+\mu(j+1) f(i+1, j) \text {, }
\end{aligned}
$$

where the first inequality holds since $f$ is $\operatorname{Supermod}(i, j)$ (part with $\bar{\mu}-\mu(j))$ and by (7.A.2) (part with $\mu(j)$ ), and the second inequality holds since $f$ is $\operatorname{SuperC}(i, j)$.
Finally, (4) holds because:

$$
\begin{aligned}
&(\bar{\mu}-\mu(j)) f(i, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j)\left(f(i, j-1)+K^{\text {off }}\right) \\
&+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
&=(\bar{\mu}-\mu(j+1))(f(i, j)+f(i+1, j+1))+\mu(j)\left(f(i, j-1)+K^{\text {off }}+f(i+1, j)+K^{\text {off }}\right) \\
&+(\mu(j+1)-\mu(j))\left(f(i, j)+f(i+1, j)+K^{\text {off }}\right) \\
& \geq(\bar{\mu}-\mu(j+1))(f(i+1, j)+f(i, j+1))+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}+f(i, j)+K^{\text {off }}\right) \\
&+(\mu(j+1)-\mu(j))\left(f(i, j)+f(i+1, j)+K^{\text {off }}\right) \\
&=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right) \\
&+\mu(j+1)\left(f(i, j)+K^{\text {off }}\right),
\end{aligned}
$$

since $f$ is $\operatorname{Supermod}(i, j)$.

Furthermore, for $j=0$ :

$$
\begin{aligned}
& T_{\text {dep }} f(i, 0)+T_{\text {dep }} f(i+1,1) \\
& =\bar{\mu} f(i, 0)+\mu(1) \min \left\{\begin{array}{l}
(1) f(i+2,0) \\
(2) f(i+1,0)+K^{\text {off }}
\end{array}\right\}+(\bar{\mu}-\mu(1)) f(i+1,1) \\
& \geq \bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i, 1)+\mu(1) \min \left\{f(i+1,0), f(i, 0)+K^{\text {off }}\right\} \\
& =T_{\text {dep }} f(i+1,0)+T_{\text {dep }} f(i, 1),
\end{aligned}
$$

where (1) holds because:

$$
\begin{aligned}
& \bar{\mu} f(i, 0)+\mu(1) f(i+2,0)+(\bar{\mu}-\mu(1)) f(i+1,1) \\
& =\bar{\mu}(f(i, 0)+f(i+1,1))+\mu(1)(f(i+2,0)-f(i+1,1)) \\
& \geq \bar{\mu}(f(i+1,0)+f(i, 1))+\mu(1)(f(i+2,0)-f(i+1,1)) \\
& =\bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i, 1)+\mu(1)(f(i+2,0)-f(i+1,1)+f(i, 1)) \\
& \geq \bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i, 1)+\mu(1) f(i+1,0),
\end{aligned}
$$

since $f$ is $\operatorname{Supermod}(i, j)$, respectively $\operatorname{SuperC}(i, j)$, and (2) holds because:

$$
\begin{aligned}
& \bar{\mu} f(i, 0)+\mu(1)\left(f(i+1,0)+K^{\text {off }}\right)+(\bar{\mu}-\mu(1)) f(i+1,1) \\
& =(\bar{\mu}-\mu(1))(f(i, 0)+f(i+1,1))+\mu(1)\left(f(i+1,0)+K^{\text {off }}+f(i, 0)\right) \\
& \geq(\bar{\mu}-\mu(1))(f(i+1,0)+f(i, 1))+\mu(1)\left(f(i+1,0)+K^{\text {off }}+f(i, 0)\right) \\
& =\bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i, 1)+\mu(1)\left(f(i, 0)+K^{\text {off }}\right),
\end{aligned}
$$

since $f$ is Supermod $(i, j)$.
3) Suppose that $f$ is $\operatorname{SuperC}(i, j)$ and $\operatorname{Supermod}(i, j)$, then we show that $T_{\text {dep }} f$ is $\operatorname{SuperC}(i, j)$. For $j>0$ :

$$
\begin{aligned}
& T_{\text {dep }} f(i, j+1)+T_{\text {dep }} f(i+2, j) \\
& =(\bar{\mu}-\mu(j+1)) f(i, j+1)+(\bar{\mu}-\mu(j)) f(i+2, j) \\
& \quad+\min \left\{\begin{array}{l}
(1) \mu(j+1) f(i+1, j)+\mu(j) f(i+3, j-1) \\
(2) \mu(j+1) f(i+1, j)+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right) \\
(3) \mu(j+1)\left(f(i, j)+K^{\text {off }}\right)+\mu(j) f(i+3, j-1) \\
\text { (4) } \mu(j+1)\left(f(i, j)+K^{\text {off }}\right)+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right)
\end{array}\right. \\
& \geq(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1) \\
& \quad+\mu(j) \min \left\{f(i+2, j-1), f(i+1, j-1)+K^{\text {off }}\right\}+\mu(j+1) \min \left\{f(i+2, j), f(i+1, j)+K^{\text {off }}\right\} \\
& =T_{\text {dep }} f(i+1, j)+T_{\text {dep }} f(i+1, j+1) .
\end{aligned}
$$

Here (1) holds because:

$$
\begin{aligned}
& \begin{array}{r}
(\bar{\mu}-\mu(j+1)) f(i, j+1)+(\bar{\mu}-\mu(j)) f(i+2, j)+\mu(j+1) f(i+1, j)+\mu(j) f(i+3, j-1) \\
=(\bar{\mu}-\mu(j+1))(f(i, j+1)+f(i+2, j))+\mu(j)(f(i+1, j)+f(i+3, j-1)) \\
\\
\quad+(\mu(j+1)-\mu(j))(f(i+1, j)+f(i+2, j)) \\
\geq(\bar{\mu}-\mu(j+1))(f(i+1, j)+f(i+1, j+1))+\mu(j)(f(i+2, j)+f(i+2, j-1)) \\
\\
\quad+(\mu(j+1)-\mu(j))(f(i+1, j)+f(i+2, j)) \\
=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j+1) f(i+2, j)+\mu(j) f(i+2, j-1)
\end{array}
\end{aligned}
$$

since $f$ is $\operatorname{SuperC}(i, j)$.
And (2) holds because:

$$
\begin{gathered}
(\bar{\mu}-\mu(j+1)) f(i, j+1)+(\bar{\mu}-\mu(j)) f(i+2, j)+\mu(j+1) f(i+1, j)+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right) \\
=(\bar{\mu}-\mu(j+1))(f(i, j+1)+f(i+2, j))+\mu(j+1) f(i+1, j)+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right) \\
\quad+(\mu(j+1)-\mu(j)) f(i+2, j) \\
\geq(\bar{\mu}-\mu(j+1))(f(i+1, j)+f(i+1, j+1))+\mu(j+1) f(i+1, j)+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right) \\
+(\mu(j+1)-\mu(j)) f(i+2, j) \\
=(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j)\left(f(i+1, j)+K^{\text {off }}\right)+\mu(j) f(i+2, j-1) \\
+(\mu(j+1)-\mu(j)) f(i+2, j),
\end{gathered}
$$

since $f$ is $\operatorname{SuperC}(i, j)$, and since by (7.A.1):
$\mu(j)\left(f(i+1, j)+K^{\text {off }}\right)+(\mu(j+1)-\mu(j))(f(i+2, j)) \geq \mu(j+1) \min \left\{f(i+2, j), f(i+1, j)+K^{\text {off }}\right\}$.

For (3) first note that

$$
\begin{align*}
f(i, j)+f(i+3, j-1) & =f(i, j)+f(i+3, j-1)+f(i+1, j)-f(i+1, j) \\
& \geq f(i, j)+f(i+2, j)+f(i+2, j-1)-f(i+1, j) \\
& \geq f(i+1, j-1)+f(i+1, j)+f(i+2, j)-f(i+1, j) \\
& =f(i+1, j-1)+f(i+2, j), \tag{7.A.3}
\end{align*}
$$

since $f$ is $\operatorname{SuperC}(i, j)$ (used twice). Now (3) holds because:

$$
\begin{aligned}
& (\bar{\mu}-\mu(j+1)) f(i, j+1)+(\bar{\mu}-\mu(j)) f(i+2, j)+\mu(j+1)\left(f(i, j)+K^{\text {off }}\right)+\mu(j) f(i+3, j-1) \\
& =(\bar{\mu}-\mu(j))(f(i, j+1)+f(i+2, j))+\mu(j)\left(f(i, j)+K^{\text {off }}+f(i+3, j-1)\right) \\
& \quad+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}-f(i, j+1)\right) \\
& \geq(\bar{\mu}-\mu(j))(f(i+1, j)+f(i+1, j+1))+\mu(j)\left(f(i+1, j-1)+f(i+2, j)+K^{\text {off }}\right) \\
& \quad+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}-f(i, j+1)\right) \\
& =(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right) \\
& \quad+\mu(j) f(i+2, j)+(\mu(j+1)-\mu(j))\left(f(i, j)+K^{\text {off }}+f(i+1, j+1)-f(i, j+1)\right) \\
& \geq(\bar{\mu}-\mu(j)) f(i+1, j)+(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right) \\
& +\mu(j) f(i+2, j)+(\mu(j+1)-\mu(j))\left(f(i+1, j)+K^{\text {off }}\right),
\end{aligned}
$$

where the first inequality holds since $f$ is $\operatorname{SuperC}(i, j)$ (part with $\bar{\mu}-\mu(j))$ and by (7.A.3) (part with $\mu(j)$ ), and the second inequality holds since $f$ is $\operatorname{Supermod}(i, j)$, and using that by (7.A.1):

$$
\mu(j) f(i+2, j)+(\mu(j+1)-\mu(j))\left(f(i+1, j)+K^{0 \text { off }}\right) \geq \mu(j+1) \min \left\{f(i+2, j), f(i+1, j)+K^{\text {off }}\right\}
$$

Finally, (4) holds because:

$$
\begin{aligned}
& (\bar{\mu}-\mu(j+1)) f(i, j+1)+(\bar{\mu}-\mu(j)) f(i+2, j)+\mu(j+1)\left(f(i, j)+K^{\text {off }}\right) \\
& \quad+\mu(j)\left(f(i+2, j-1)+K^{\text {off }}\right) \\
& =(\bar{\mu}-\mu(j+1))(f(i, j+1)+f(i+2, j))+\mu(j+1)\left(f(i, j)+K^{\text {off }}+f(i+2, j-1)+K^{\text {off }}\right) \\
& \quad+(\mu(j+1)-\mu(j))\left(f(i+2, j)-f(i+2, j-1)-K^{\text {off }}\right) \\
& \geq \\
& \quad(\bar{\mu}-\mu(j+1))(f(i+1, j+1)+f(i+1, j))+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}+f(i+1, j-1)+K^{\text {off }}\right) \\
& \quad \quad+(\mu(j+1)-\mu(j))\left(f(i+2, j)-f(i+2, j-1)-K^{\text {off }}\right) \\
& =(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+(\bar{\mu}-\mu(j)) f(i+1, j)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
& \quad \quad+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right) \\
& \quad+(\mu(j+1)-\mu(j))(f(i+2, j)-f(i+2, j-1)-f(i+1, j)+f(i+1, j-1)) \\
& \geq(\bar{\mu}-\mu(j+1)) f(i+1, j+1)+(\bar{\mu}-\mu(j)) f(i+1, j)+\mu(j+1)\left(f(i+1, j)+K^{\text {off }}\right) \\
& \quad+\mu(j)\left(f(i+1, j-1)+K^{\text {off }}\right),
\end{aligned}
$$

since $f$ is $\operatorname{SuperC}(i, j)$, respectively $\operatorname{Supermod}(i, j)$.
Furthermore, for $j=0$ :

$$
\begin{aligned}
& T_{\mathrm{dep}} f(i, 1)+T_{\mathrm{dep}} f(i+2,0) \\
& =(\bar{\mu}-\mu(1)) f(i, 1)+\mu(1) \min \left\{\begin{array}{l}
(1) f(i+1,0) \\
(2) f(i, 0)+K^{\text {off }}
\end{array}\right\}+\bar{\mu} f(i+2,0) \\
& \geq \bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i+1,1)+\mu(1) \min \left\{f(i+2,0), f(i+1,0)+K^{\text {off }}\right\} \\
& =T_{\text {dep }} f(i+1,0)+T_{\text {dep }} f(i+1,1)
\end{aligned}
$$

where (1) holds because:

$$
\begin{aligned}
& (\bar{\mu}-\mu(1)) f(i, 1)+\mu(1) f(i+1,0)+\bar{\mu} f(i+2,0) \\
& =(\bar{\mu}-\mu(1))(f(i, 1)+f(i+2,0))+\mu(1)(f(i+1,0)+f(i+2,0)) \\
& \geq(\bar{\mu}-\mu(1))(f(i+1,0)+f(i+1,1))+\mu(1)(f(i+1,0)+f(i+2,0)) \\
& =\bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i+1,1)+\mu(1) f(i+2,0)
\end{aligned}
$$

since $f$ is $\operatorname{SuperC}(i, j)$, and (2) holds because:

$$
\begin{aligned}
& (\bar{\mu}-\mu(1)) f(i, 1)+\mu(1)\left(f(i, 0)+K^{\text {off }}\right)+\bar{\mu} f(i+2,0) \\
& =\bar{\mu}(f(i, 1)+f(i+2,0))+\mu(1)\left(f(i, 0)+K^{\text {off }}-f(i, 1)\right) \\
& \geq \bar{\mu}(f(i+1,0)+f(i+1,1))+\mu(1)\left(f(i, 0)+K^{\text {off }}-f(i, 1)\right) \\
& =\bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i+1,1)+\mu(1)\left(f(i, 0)+K^{\text {off }}-f(i, 1)+f(i+1,1)\right) \\
& \geq \bar{\mu} f(i+1,0)+(\bar{\mu}-\mu(1)) f(i+1,1)+\mu(1)\left(f(i+1,0)+K^{\text {off }}\right)
\end{aligned}
$$

since $f$ is $\operatorname{SuperC}(i, j)$, respectively Supermod $(i, j)$.

## 7.A. 3 Proof of Lemma 7.3.3

Proof. Suppose that $f$ is $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$, then we show that $\frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda T_{\text {arr }}+T_{\text {dep }}\right) f$ is $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$ as well. For $i>0$, respectively $i=0$ :

$$
\begin{aligned}
& \frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda T_{\text {arr }} f(i+1, j)+T_{\text {dep }} f(i+1, j)\right)+K^{\text {on }} \\
& =\frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda f(i, j+1)+\mu(j) \min \left\{f(i+2, j-1), f(i+1, j-1)+K^{\text {off }}\right\}\right. \\
& \left.+(\bar{\mu}-\mu(j)) f(i+1, j)+(\lambda+\bar{\mu}+\alpha) K^{\text {on }}\right) \\
& =\frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda\left(f(i, j+1)+K^{\mathrm{on}}\right)+\mu(j) \min \left\{f(i+2, j-1)+K^{\mathrm{on}}, f(i+1, j-1)+K^{\mathrm{off}}+K^{\mathrm{on}}\right\}\right. \\
& \left.+(\bar{\mu}-\mu(j))\left(f(i+1, j)+K^{\text {on }}\right)+\alpha K^{\text {on }}\right) \\
& \geq \frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda\left\{\begin{array}{ll}
i>0: & f(i-1, j+1) \\
i=0: & f\left(i, j+1+K^{\text {on }}\right.
\end{array}\right)\right\}+\mu(j) \min \left\{f(i+1, j-1), f(i, j-1)+K^{\text {off }}\right\} \\
& +(\bar{\mu}-\mu(j)) f(i, j))+\frac{\alpha}{\lambda+\bar{\mu}+\alpha} K^{\text {on }} \\
& \geq \frac{1}{\lambda+\bar{\mu}+\alpha}\left(\lambda T_{\text {arf }} f(i, j)+T_{\text {dep }} f(i, j)\right),
\end{aligned}
$$

since $f$ is $\operatorname{BFOD}\left(i, K^{\text {on }}\right)$ and $\alpha /(\lambda+\bar{\mu}+\alpha) K^{\text {on }} \geq 0$.

## 7.A. 4 Proof of Theorem 7.3.6

Proof. Define, for all $i \geq 0, j>0$, and $n \geq 0$ :

$$
\begin{aligned}
& w^{(n)}(\text { on, } i, j):=V_{n}(i+1, j-1), \\
& w^{(n)}(\mathrm{off}, i, j):=V_{n}(i, j-1)+K^{\text {off }} .
\end{aligned}
$$

Hence

$$
T_{\text {dep }} V_{n}(i, j)=\mu(j) \min _{u \in\{0,0 \text { off }} w^{(n)}(u, i, j)+(\bar{\mu}-\mu(j)) V_{n}(i, j) .
$$

i) Define $\Delta w_{i}^{(n)}(u, i, j):=w^{(n)}(u, i+1, j)-w^{(n)}(u, i, j)$. Then

$$
\begin{aligned}
& \Delta w_{i}^{(n)}(\mathrm{on}, i, j+1)-\Delta w_{i}^{(n)}(\mathrm{off}, i, j+1) \\
& =w^{(n)}(\mathrm{on}, i+1, j+1)-w^{(n)}(\mathrm{on}, i, j+1)-w^{(n)}(\mathrm{off}, i+1, j+1)+w^{(n)}(\mathrm{off}, i, j+1) \\
& =V_{n}(i+2, j)-V_{n}(i+1, j)-V_{n}(i+1, j)+V_{n}(i, j) \geq 0
\end{aligned}
$$

as, by Corollary 7.3.5, $V_{n}$ is $\operatorname{Conv}(i)$. Hence, if the optimal action in state $(i, j)$ is to keep the server on upon a service completion, then this is the optimal action as well in state ( $i-1, j$ ). Also, if the optimal action in state $(i, j)$ is to turn the server off upon a service completion, then this is the optimal action as well in state $(i+1, j)$.
ii) Define $\Delta w_{j}^{(n)}(u, i, j):=w^{(n)}(u, i, j+1)-w^{(n)}(u, i, j)$. Then

$$
\begin{aligned}
& \Delta w_{j}^{(n)}(\mathrm{on}, i, j+1)-\Delta w_{j}^{(n)}(\mathrm{off}, i, j+1) \\
& =w^{(n)}(\mathrm{on}, i, j+2)-w^{(n)}(\mathrm{on}, i, j+1)-w^{(n)}(\mathrm{off}, i, j+1)+w^{(n)}(\mathrm{off}, i, j+2) \\
& =V_{n}(i+1, j+1)-V_{n}(i+1, j)-V_{n}(i, j+1)+V_{n}(i, j) \geq 0
\end{aligned}
$$

as, by Corollary 7.3.5, $V_{n}$ is $\operatorname{Supermod}(i, j)$. Hence, if the optimal action in state $(i, j)$ is to keep the server on upon a service completion, then this is the optimal action as well in state $(i, j-1)$. Also, if the optimal action in state $(i, j)$ is to turn the server off upon a service completion, then this is the optimal action as well in state $(i, j+1)$.
iii) Define $\Delta w_{j-i}^{(n)}(u, i, j):=w^{(n)}(u, i-1, j+1)-w^{(n)}(u, i, j)$. Then

$$
\begin{aligned}
& \Delta w_{j-i}^{(n)}(\text { on }, i, j+1)-\Delta w_{j-i}^{(n)}(\text { off }, i, j+1) \\
& =w^{(n)}(\text { on, } i, j+2)-w^{(n)}(\text { on }, i, j+1)-w^{(n)}(\text { off }, i, j+1)+w^{(n)}(\text { off }, i, j+2) \\
& =V_{n}(i, j+1)-V_{n}(i+1, j)-V_{n}(i-1, j+1)+V_{n}(i, j) \geq 0
\end{aligned}
$$

as, by Corollary 7.3.5, $V_{n}$ is $\operatorname{SuperC}(i, j)$. Hence, if the optimal action in state $(i, j)$ is to keep the server on upon a service completion, then this is the optimal action as well in state $(i-1, j+1)$. Also, if the optimal action in state $(i, j)$ is to turn the server off upon a service completion, then this is the optimal action as well in state $(i+1, j-1)$.

This proves that the described optimal policy structure holds for an arbitrary $n \geq 0$. As $V_{n} \rightarrow V$ as $n \rightarrow \infty$, it follows that $V$ satisfies properties (7.3.1)-(7.3.4) (cf. Lemma 7.3.1), and hence satisfies the above results as well. Then, from (7.2.1) (for $n \rightarrow \infty$ ) it follows that this is also the optimal policy structure in the limit as $n \rightarrow \infty$.

## 8

## OPTIMAL CONTROL OF A HEAD-OF-LINE PROCESSOR SHARING MODEL

Motivated by a workload control setting, we study a model where two types of customers are served by a single server according to the head-of-line processor sharing discipline. Regular customers and opportunity customers are arriving to the system according to two independent Poisson processes, each requiring an exponentially distributed service time. The regular customers will queue, incurring some holding costs. On contrary, an opportunity customer has to be taken into service directly, or is lost otherwise. There can be at most one opportunity customer in the system. The server can work on both one regular and one opportunity customer at the same time, where one can decide on how the server speed is split out. Moreover, one can decide whether to accept or reject an opportunity customer, incurring penalty costs for the latter. In this way, one has partial control about the workload in the system. We formulate the model as a Markov decision problem. We prove that the optimal policy, minimizing the expected discounted long-run cost, has a monotone structure in the number of regular customers. That is, the optimal policy for accepting an opportunity customer is described be a threshold, and the fraction of the server's attention devoted to the opportunity customer is a monotone decreasing function.

### 8.1 Introduction

Motived by a workload control setting, we study a model where two types of customers are served by a single server. These two types are regular customers and opportunity customers. The regular customers are willing to wait before taken into service, whereas the opportunity customers have to be taken into service directly, or are lost otherwise. We allow at most one such a customer in the system. When, for example, the workload of the regular customers is low, an opportunity customer provides the opportunity for some extra revenue. Hence, we have control over the workload by deciding whether to take such a customer into service. For this system, we derive the optimal control policy in this chapter.

We model this problem as a single server queueing model servicing the two types of customers. The regular customers form a queue upon arrival to the system. The server
can work on both one regular and one opportunity customer at the same time. The (total) service rate of the server is given and fixed, but one can adjust how it is split out among these two customers. This is known as the head-of-line processor sharing discipline, with adjustable service rate. Moreover, one can decide whether to accept or reject an opportunity customer, incurring penalty costs for the latter. Hence, we have to balance the server speed and acceptance decision. If the service rate of the opportunity customer is set too low, we face the risk of the next opportunity customer already arriving before service completion (having to reject it). On the other hand, a higher server speed will let all regular customers queue for a longer time, incurring longer and higher holding costs.

We formulate the model as Markov decision problem. Based on the number of regular customers in the system, a decision has to be taken whether to accept or reject an arriving opportunity customer. Moreover, one has to decide on the server speed for an opportunity customer, if such a customer is present in the system. Using event-based dynamic programming, we prove that the value function is increasing and multimodular. From that, the structure of the optimal policy follows. This optimal policy is a threshold policy for admitting an opportunity customer, and a monotone decreasing function for the server rate assigned to the opportunity customer.

The optimal control of a head-of-line processor sharing is to the best of our knowledge an open problem. We mention the following related results. Konheim et al. [113] give a complete analysis of a system with two parallel queueing lines, served by a single server, but assume that each is served with half of the service rate. Fayolle et al. [76] study a more general framework than [113], where the fraction of the attention to each queue is flexible. However, they assume that from a given number of customers on, the service rates are independent. Wasserman and Bambos [202] study the dynamic allocation of a single server to parallel queues with finite-capacity buffers, characterizing the allocation policy that stochastically minimizes the number of customers lost due to buffer overflows. A similar problem is studied in Towsley et al. [184]. Stidham [171] focuses on the optimal control of admission to queueing systems, and uses dynamicprogramming to show that an optimal control is monotonic or characterized by one or more critical levels. Weber and Stidham [203] study the optimal control of service rates in a network of queues. The optimal control of limited processor sharing is studied in Van der Weij et al. [188]. They dynamically adjust the number of servers in a queue with processor sharing, where every customer in service receives a proportional fraction of the processing time. They use the same kind of techniques and derive the same kind of structural results as we do, namely monotonicity properties and optimal dynamic policies using dynamic programming.

The outline of this chapter is as follows. We start by introducing the model and notation in Section 8.2. We describe the problem in more detail and give the dynamic programming formulation. In Section 8.3 we present the optimal policy structure, and show some examples. We derive the steady-state probability distribution in Section 8.4. In Section 8.5 we consider two model generalizations, which we show to fit in the same framework. Combining them leads to a general two queue head-of-line processor sharing model. We conclude in Section 8.6. All proofs are in Appendix 8.A, and the details of the derivation of the steady-state probability distribution are given in Appendix 8.B. This chapter is based on [191].

### 8.2 Model and notation

In this section we describe the model in more detail and introduce the notation used. We then formulate the model as a Markov decision problem (MDP). We also present the value function and the event operators.

### 8.2.1 Problem description

We consider the following queuing model, with two types of customers served by a single server. Regular customers arrive according to a Poisson process with rate $\lambda_{\text {reg }}$, and form a queue; opportunity customers arrive according to a Poisson process with rate $\lambda_{\text {opp }}$. An opportunity customer has to be taken into service directly, or is lost otherwise, at penalty cost $C_{\text {opp }} \geq 0$. Holding costs are charged for both regular and opportunity customers in the system: $\tilde{h}_{\text {reg }}(\cdot)$ and $\tilde{h}_{\text {opp }}(\cdot)$ respectively, per time unit as a function of the number of regular, respectively opportunity customers in the system. We assume $\tilde{h}_{\text {reg }}(\cdot)$ and $\tilde{h}_{\text {opp }}(\cdot)$ to be non-negative, increasing and convex. By incorporating holding costs for an opportunity customer in service, we try to prevent the model from choosing a very low service rate for this customer.

A single server servers both queues, applying the head-of-line processor sharing strategy with adjustable weights. That is, the server can simultaneously serve an opportunity customer and the first in line regular customer. The total service rate of the server is fixed, say $\bar{\mu}$, but it can be decided how this is split out between both customer types. Denote by $\mu \in[0,1]$ the fraction of the rate dedicated to the opportunity customer. Then, with rate $0 \leq \mu \bar{\mu} \leq \bar{\mu}$ the opportunity customer is served, leaving rate $(1-\mu) \bar{\mu}$ for the regular customer. Here $\mu$ is a decision variable, where we assume $\mu=0$ when there are no opportunity customers in the system. For generality, we charge costs $c(\mu)$ when rate $\mu$ is chosen, assuming $c(0)=\min _{\mu \in[0,1]} c(\mu)$. The service times of both opportunity and regular customers are exponentially distributed with mean 1 . We assume all processes to be mutually independent. Furthermore, we require $\lambda_{\text {reg }}<\bar{\mu}$, hence a policy resulting in a stable system always exists. We derive the optimal policy structure that minimizes the expected long-run discounted cost, with continuous discount factor $\alpha>0$.

### 8.2.2 Dynamic programming formulation

Denote by $x \in\{0,1\}$ the number of opportunity customers in the system, and by $y \in \mathbb{N}_{0}$ the number of regular customers in the system, hence

$$
(x, y) \in \mathcal{S}=\left\{(x, y) \mid x \in\{0,1\}, y \in \mathbb{N}_{0}\right\}
$$

denoting by $\mathcal{S}$ the state space.
As the interarrival times of customer arrivals as well as service times are independent exponentially distributed random variables, we can apply uniformization (cf. [131]) to convert the semi-Markov decision problem into an equivalent Markov decision problem (MDP). The existence of a stationary optimal policy is guaranteed by [155, Theorem 11.5.3].

Let the value function $V_{n}: \mathcal{S} \mapsto \mathbb{R}^{+}$be the minimum expected discounted costs when there are $n$ events (customer arrivals or (potential) service completions) left, starting in
state $(x, y) \in \mathcal{S}$. It is given by:

$$
\begin{equation*}
V_{n+1}(x, y)=T_{\text {costs }}\left(T_{\text {unif }}\left(T_{C A(1)} V_{n}(x, y), T_{A(2)} V_{n}(x, y), \tilde{T}_{C T D(1)} V_{n}(x, y)\right)\right), \tag{8.2.1}
\end{equation*}
$$

starting with $V_{0} \equiv 0$. Below, we define the operators the value function consists of. Let $v=\lambda_{\text {opp }}+\lambda_{\text {reg }}+\bar{\mu}+\alpha$ be the uniformization rate.

The costs operator $T_{\text {costs }}$ is defined by

$$
T_{\text {costs }} f(x, y)=h_{\text {opp }}(x)+h_{\text {reg }}(y)+f(x, y),
$$

where $h_{\text {opp }}(x)=\tilde{h}_{\text {opp }}(x) / v$ and $h_{\text {reg }}=\tilde{h}_{\text {reg }}(x) / v$ are the holding costs per time unit $1 / v$. These are non-negative, increasing, and convex as well.

The uniformization operator $T_{\text {unif }}$ for this problem is defined by

$$
T_{\text {unif }}\left(f_{1}, f_{2}, f_{3}\right)(x, y)=\frac{1}{v}\left(\lambda_{\text {opp }} f_{1}(x, y)+\lambda_{r e g} f_{2}(x, y)+\bar{\mu} f_{3}(x, y)\right) .
$$

The operator $T_{C A(1)}$ models the (controlled) arrivals of opportunity customers, and is defined by

$$
T_{C A(1)} f(x, y)= \begin{cases}\min \left\{V_{n}(x+1, y), V_{n}(x, y)+C_{o p p}\right\} & \text { if } x=0  \tag{8.2.2}\\ \left.V_{n}(x, y)+C_{o p p}\right\} & \text { otherwise }\end{cases}
$$

Upon arrival of an opportunity customer, one has to decide to either accept it (moving the process to state $(x+1, y)$ ) or reject it (at costs $C_{o p p}$ ), with the restriction that there can maximally be one opportunity customer in the system at a time.

The operator $T_{A(2)}$ models the (uncontrolled) arrivals of regular customers, and is defined by

$$
\begin{equation*}
T_{A(2)} f(x, y)=V_{n}(x, y+1) . \tag{8.2.3}
\end{equation*}
$$

The operator $\tilde{T}_{C T D(1)}$ models the (potential) service completions, and is defined by

$$
\begin{equation*}
\tilde{T}_{C T D(1)} f(x, y)=\min _{\mu \in[0,1]}\left\{c(\mu)+\mu V_{n}\left((x-1)^{+}, y\right)+(1-\mu) V_{n}\left(x,(y-1)^{+}\right)\right\} \tag{8.2.4}
\end{equation*}
$$

where $x^{+}=\max \{x, 0\}$. Here, $\mu$ is a decision variable, deciding which part of the server speed is allocated to the opportunity customer. Hence, with rate $\mu, x$ decreases by one (when $x$ is positive). A fraction $1-\mu$ is left to the regular customers, hence with this rate $y$ decreases by one (when $y$ is positive). Costs $c(\mu)$ are incurred when $\mu$ is chosen. Recall that we assume $\mu=0$ when $x=0$, where $c(0)=\min _{\mu \in[0,1]} c(\mu)$. If $y=0$, fictitious transitions are made to a state itself, hence assuring that the rate at which $\tilde{T}_{C T D(1)}$ occurs is always equal to $\bar{\mu}$.

The operator $\tilde{T}_{C T D(1)}$ is almost equal to the operator that is used for modeling the service completions in a two-stage tandem queue, where the total service capacity is split out between the two queues, such that $\mu$ is a decision variable. This operator is defined as $T_{C T D(1)}$ in [116, Definition 5.4]. Remarkably, this operator coincides with our operator $\tilde{T}_{C T D(1)}$, when a coordinate transformation is $y$ is made. Hence, known results for $T_{C T D(1)}$ can easily be adapted for $\tilde{T}_{C T D(1)}$. We use this in the proofs of the propagation results for $\tilde{T}_{C T D(1)}$.

### 8.3 Structural results

In this section we prove our main result: the structure of the optimal policy. For this, we prove that the value function $V_{n}$ is increasing and multimodular by showing that each of the operators in $V_{n}$ preserve these properties. From this we derive the structure of the optimal policy, which is a threshold policy for accepting an opportunity customer, and a monotone deceasing function for the optimal server speed dedicated to the opportunity customer. We illustrate the policy by examples. All proofs are given in Appendix 8.A.

### 8.3.1 Properties of operators and value function

Consider, as introduced in Section 2.3.2, the following properties of a function $f$, defined for all $x$ such that the states appearing in the right-hand and left-hand side of the inequalities exist in $\mathcal{S}$ :

$$
\begin{align*}
\operatorname{Incr}(x): & f(x+1, y) \geq f(x, y),  \tag{8.3.1}\\
\operatorname{Incr}(y): & f(x, y+1) \geq f(x, y),  \tag{8.3.2}\\
\operatorname{Conv}(x): & f(x, y)+f(x+2, y) \geq 2 f(x+1, y),  \tag{8.3.3}\\
\operatorname{Conv}(y): & f(x, y)+f(x, y+2) \geq 2 f(x, y+1),  \tag{8.3.4}\\
\operatorname{Supermod}: & f(x, y)+f(x+1, y+1) \geq f(x+1, y)+f(x, y+1),  \tag{8.3.5}\\
\operatorname{SuperC}(x, y): & f(x+2, y)+f(x, y+1) \geq f(x+1, y)+f(x+1, y+1),  \tag{8.3.6}\\
\operatorname{SuperC}(y, x): & f(x, y+2)+f(x+1, y) \geq f(x, y+1)+f(x+1, y+1),  \tag{8.3.7}\\
\operatorname{Incr}: & \operatorname{Incr}(x) \cap \operatorname{Incr}(y),  \tag{8.3.8}\\
\text { MM : } & \operatorname{Supermod} \cap \operatorname{SuperC}(x, y) \cap \operatorname{SuperC}(y, x) . \tag{8.3.9}
\end{align*}
$$

Lemma 8.3.1. The operators $T_{C A(1)}, T_{A(2)}, \tilde{T}_{C T D(1)}, T_{\text {unif }}$, and $T_{\text {costs }}$ preserve Incr and MM.
That is, if some function $f$ is Incr and MM, then $T f$ is Incr and MM as well, where $T$ is one of the mentioned operators. By induction on $n$, and using that $V_{0} \equiv 0$, the next result immediately follows.

Theorem 8.3.2. $V_{n}$ is Incr and $M M$ for all $n \geq 0$.
We use this result to derive the structure of the optimal policy.

### 8.3.2 Structure of optimal policy

The next theorem states the optimal policy structure, which minimizes the expected longrun discounted costs.

Theorem 8.3.3. a) The optimal policy for admitting an opportunity customer is a threshold policy. That is, there exist a threshold, say $T \in \mathbb{N}_{0}$, such that the optimal decision is to accept the opportunity customer if $y \leq T$, and to reject it otherwise.
b) The optimal server speed dedicated to the opportunity customer is a monotone deceasing function in $y$.

Here, the decreasingness in part b) is understood to be non-strict (i.e., the server speed is non-increasing). The optimal policy structure is in line with our intuition. When
the workload of regular customers is low, one is more likely to accept an opportunity customer. Also, the more regular customers there are in the system, the larger the fraction of the server's attention is assigned to these customers. As a consequence, the server speed for the opportunity customer is decreasing in $y$.

Remark 8.3.4. In the case that no holding costs are charged for an opportunity customer in service, i.e. when $h_{\text {opp }}(1)=0$, or in case $h_{\text {opp }}(0)=h_{\text {opp }}(1)$, the opportunity customer is always accepted. That is, $T=\infty$. However, it might receive no service $(\mu=0)$ when $y$ is large. It might even be the case that when taken into service, $\mu$ is positive, but if it happens that the number of regular customers increases, the service rate may decrease to zero.

When $c(\mu) \equiv 0$, the optimal $\mu$ is always either 0 or 1 . This follows directly from the fact that in this case a linear function is minimized in (8.2.4). Hence, the optimal policy can be described by a single threshold.

Corollary 8.3.5. If $c(\mu) \equiv 0$, then the optimal policy for the server speed dedicated to the opportunity customer is a threshold policy. That is, there exist a threshold, say $M \in \mathbb{N}_{0}$, such that when $x=1$, the optimal fraction of the service rate dedicated to the opportunity customer is 1 if $y \leq M$, and 0 otherwise.

### 8.3.3 Examples

We consider two examples, one for which $c(\mu) \equiv 0$, and one for which it is positive for some values of $\mu$.
Example 8.3.1. Consider an example with the following parameters: $\lambda_{\text {reg }}=3, \lambda_{\text {opp }}=1$, $\bar{\mu}=10, \alpha \downarrow 0, C_{o p p}=8, c(\mu)=0, h_{o p p}(x)=x$ and

$$
h_{\text {reg }}(y)= \begin{cases}0.05 y^{2} & \text { if } y<20 \\ 100 y & \text { otherwise }\end{cases}
$$

Hence, the holding costs are more than linearly increasing. Moreover, for computational purposes, we can truncate the state space for $y$ large, as the optimal policy avoids getting to states for which $y \geq 20$. The optimal policy for accepting opportunity customers is given by:

| $x \backslash y$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Here a 1 indicates acceptance, and a 0 indicates that the customer is reject under the optimal policy. So, the optimal policy is indeed a threshold policy for accepting an opportunity customer. The threshold is $T=6$, where the opportunity customer is accepted when $y \leq T$, and rejecting otherwise. The optimal fraction $\mu \in[0,1]$ of the server speed dedicated to the opportunity customer is given by:

| $x \backslash y$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |



Figure 8.1: Transition rates when executing the optimal policy in case $c(\mu) \equiv 0$. Figure for $T<M$.

In line with Corollary 8.3.5, the opportunity customers either gets full attention of the server, or no attention at all. The threshold for this is $M=10$.

Example 8.3.2. We use the same parameter values as in Example 8.3.1, however, for $c(\mu)$ we now take:

$$
c(\mu)= \begin{cases}0 & \text { if } 0 \leq \mu<0.25 \\ 0.5 & \text { if } 0.25 \leq \mu<0.50 \\ 1 & \text { if } 0.50 \leq \mu<0.75 \\ 1.5 & \text { if } 0.75 \leq \mu \leq 1\end{cases}
$$

which clearly satisfies the assumption $c(0)=\min _{\mu \in[0,1]} c(\mu)$. The threshold for accepting opportunity customers now is $T=5$. The optimal fraction $\mu \in[0,1]$ of the server speed dedicated to the opportunity customer, is given by:

| $x \backslash y$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0.75 | 0.25 | 0.25 | 0.25 | 0.25 | 0 | 0 | 0 |

So, the server speed for the opportunity customer is indeed monotone decreasing.

### 8.4 Steady-state probability distribution

Given the optimal policy structure, we now derive a closed-form expression for the steady-state probability distribution (i.e., for the equilibrium probabilities), for the case that $c(\mu) \equiv 0$. Hence, $\mu$ is either 0 or 1 . By deriving the steady-state probabilities, the average costs of a policy can easily and quickly be calculated. In this way, one can also easily and quickly calculate the optimal policy parameters. We state the results in this section, where the details of the derivation are given in Appendix 8.B.

The transition rates when executing the optimal policy are indicated in Figure 8.1. Denote by $p(x, y)$ the stationary probability of being in state $(x, y)$. When $T<M$, these are given by:

$$
p(x, y)= \begin{cases}c_{1} v_{1}(x)+c_{2} v_{2}(x) \alpha_{2}^{y}+c_{3} v_{3}(x) \alpha_{3}^{y} & \text { for } 0 \leq y<T \\ d_{1} w_{1}(x)+d_{2} w_{2}(x)\left(\frac{\lambda_{\text {reg }}}{\mu}\right)^{y-T}+d_{3} w_{3}(x)\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{y-T} & \text { for } T \leq y<M ; \\ q(x)\left(\frac{\lambda_{r e g}}{\mu}\right)^{y-M} & \text { for } y \geq M\end{cases}
$$

The constants $\alpha_{2}, \alpha_{3}, v_{i}(x)$, and $w_{i}(x)$, for $i=1,2,3$, are given in (8.B.4), (8.B.5), and (8.B.12) respectively. The remaining 8 constants ( $q(0), q(1), d_{1}, d_{2}, d_{3}, c_{1}, c_{2}$,


Figure 8.2: Example of the steady-state probabilities $p(x, y)$ (where $p(0, y)$ in dark gray and $p(1, y)$ in light gray) for $T=6, M=10$, when $\lambda_{\text {opp }}=1, \lambda_{\text {reg }}=3$, and $\bar{\mu}=4$.
and $c_{3}$ ) follow from solving a system of 8 equations, see Appendix 8.B. An example of the steady-state probabilities is given in Figure 8.2. For the cases $T>M$ and $T=M$ similar expressions can be obtained.

Denote the average costs per time unit when executing the (not necessarily optimal) described threshold policy with thresholds $T$ and $M$, for the case that $c(\mu) \equiv 0$, by $c(T, M)$. Using the steady-state probabilities $p(x, y)$, it can be expressed as:

$$
\begin{align*}
& c(T, M)=\sum_{y}\left(\tilde{h}_{r e g}(y) p(0, y)+\left(\tilde{h}_{\text {opp }}(1)+\tilde{h}_{r e g}(y)\right) p(1, y)\right) \\
& \quad+\lambda_{\text {opp }} C_{o p p}\left(\sum_{y>T} p(0, y)+\sum_{y} p(1, y)\right) . \tag{8.4.1}
\end{align*}
$$

The optimal thresholds, say $T^{*}$ and $M^{*}$, are now given by

$$
\left(T^{*}, M^{*}\right)=\underset{(T, M)}{\operatorname{argmin}} c(T, M)
$$

In Figure 8.3, $c(T, M)$ is given for multiple values of $T$ and $M$ for the parameter settings of Example 8.3.1. Indeed, the minimum costs are attained for $T=6$ and $M=10$, as we established using value iteration in Example 8.3.1. Note that by the expressions for $p(x, y)$, the resulting infinite geometric sums in (8.4.1) can be calculated exactly.

### 8.5 Generalized model

We consider two generalizations of the model of Section 8.2. Firstly, we allow opportunity customers to queue as well. Secondly, we allow regular customers to be rejected as well. We show that both generalizations fit in the same framework as the original model. Combining them leads to a general two-queue head-of-line processor sharing model.


Figure 8.3: Average costs per time unit $c(T, M)$ as in (8.4.1) for Example 8.3.1, where $c(T, M)$ is plotted against $M$. The costs are minimized for $(T, M)=(6,10)$.

### 8.5.1 Queueing of opportunity customers

Instead of having to take an opportunity customer directly into service, we now allow them to queue as well. Here, we assume that both types of customers (regular and opportunity) form separate queues. The server can only work on the first in line customers of both queues.

For this generalization, we have to adapt $T_{C A(1)}$ of (8.2.2) into say $\tilde{T}_{C A(1)}$ :

$$
\begin{equation*}
\tilde{T}_{C A(1)} f(x, y)=\min \left\{V_{n}(x+1, y), V_{n}(x, y)+C_{o p p}\right\} . \tag{8.5.1}
\end{equation*}
$$

This removes the restriction that there can maximally be one opportunity customer in the system at a time. In $V_{n}$ of (8.2.1), we replace $T_{C A(1)}$ by $\tilde{T}_{C A(1)}$. The resulting $V_{n}$ is Incr and MM for all $n \geq 0$, on the state space $\left\{(x, y) \mid x \in \mathbb{N}_{0}, y \in \mathbb{N}_{0}\right\}$.

For this model, the following theorem describes the optimal policy. We encode acceptance of a customer by 1 , and rejecting by 0 .

Theorem 8.5.1. a) The optimal policy for admitting opportunity customers is a state-dependent threshold policy. That is, there exist a switching curve, say $T_{\text {opp }}(x)$, such that the optimal decision in state $(x, y)$ is to accept the opportunity customer when $y \leq T_{\text {opp }}(x)$, and to reject it otherwise. Moreover, $T_{\text {opp }}(x)$ is strictly decreasing in $x$ (until it reaches 0 ). b) The optimal server speed dedicated to an opportunity customer is a function, say $M(x, y)$, which is monotone increasing in $x$ and monotone decreasing in $y$.

Again, the increasingness and decreasingness in part b) are understood to be nonstrict.

### 8.5.2 Rejecting of regular customers

We now allow regular customers to be rejected as well, at costs $C_{r e g} \geq 0$. To model this decision, instead of the operator $T_{A(2)}$ of (8.2.3), we now have controlled arrivals of regular customers:

$$
T_{C A(2)} f(x, y)=\min \left\{V_{n}(x, y+1), V_{n}(x, y)+C_{r e g}\right\} .
$$

In $V_{n}$ of (8.2.1), we replace $T_{A(2)}$ by $T_{C A(2)}$. The resulting $V_{n}$ is Incr and MM for all $n \geq 0$.
Analogously to Theorem 8.5.1, part a), the optimal decision for accepting customers can again be characterized by a state-depended threshold:

Theorem 8.5.2. The optimal policy for admitting regular customers is a state-dependent threshold policy. That is, there exist a switching curve, say $T_{\text {reg }}(x)$, such that the optimal decision in state $(x, y)$ is to accept the regular customer when $y \leq T_{\text {reg }}(x)$, and to reject it otherwise. Moreover, $T_{\text {reg }}(x)$ is strictly decreasing in $x$ (until it reaches 0 ).

The optimal server speed dedicated to the opportunity customer is still as described in Theorem 8.5.1, part b).

Remark 8.5.3 (General model). When combining the generalizations of Sections 8.5.1 and 8.5.2, we have a general two queue head-of-line processor sharing model, controlling the allocation of the service rate as well as the acceptance of customers in both queues. For this model, the optimal control policy is as described in Theorems 8.5.1 and 8.5.2.

### 8.6 Conclusion

We presented a single server head-of-line processor sharing model. For this, we derived the structure of the optimal policy. The results are in line with one's intuition for the control of such a system. We derived the steady-state probability distribution of the number of customers in the system, when executing a threshold policy. This policy structure is optimal for $c(\mu) \equiv 0$. We also discussed a more general model, allowing opportunity customers to queue, and regular customers to be rejected.

Using the steady-state probabilities, the average costs follow. In further research, this can be used in a numerical study, to compare the performance of the optimal policy to simple policies, e.g. a policy that always accepts or always rejects the opportunity customers, or that always gives full attention to the opportunity customer in service. Another interesting questions for further research is whether the structural results will remain to hold when the total service rate is increasing (or decreasing) when the server divides its attention to two customers.

## 8.A Appendix: Proofs

## 8.A. 1 Proof of Lemma 8.3.1

Proof. For $T_{C A(1)}, T_{A(2)}, T_{\text {unif }}$, and $T_{\text {costs }}$, the statements follow from [116, Theorems 7.1 and 7.2] (for the specific case of a two dimensional state space). Note that in [116] $T_{C A(1)}$ is defined as $T_{C A(1)} f(x, y)=\min \left\{V_{n}(x+1, y), V_{n}(x, y)+C_{\text {opp }}\right\}$, however, one can easily incorporate the restriction $x \leq 1$ by replacing $\tilde{h}_{\text {opp }}(x)$ in (8.2.1) by

$$
\begin{cases}\tilde{h}_{o p p}(x) & \text { if } x \leq 1  \tag{8.A.1}\\ K x & \text { if } x>1\end{cases}
$$

with $K$ a large constant (cf. [116, p.57]). Hence, when $x=1$, the minimum is always attained for $V_{n}(x, y)+C_{\text {opp }}$, preventing the system from moving to some state (2,y).
$\tilde{T}_{C T D(1)}$ is a small variation of $T_{C T D(1)}$ as in [116, Definition 5.4]. It holds that

$$
\tilde{T}_{C T D(1)} f(x, y)=T_{C T D(1)} f(x, y-1) \text { for } y>0 .
$$

Hence, for $y>0$, the statements directly follows from [116, Theorem 7.4]. For $y=0$ the properties can be proven along the same lines as in the original proves for $T_{C T D(1)}$, using the property Incr.

## 8.A. 2 Proof of Theorem 8.3.3

Proof. a) Consider the arrival of an opportunity customer. For $(x, y) \in \mathcal{S}, u \in\{0,1\}$, and $n \geq 0$, define

$$
w^{(n)}(u, x, y):= \begin{cases}V_{n}(x, y)+C_{o p p} & \text { if } u=0 \text { (reject) } \\ V_{n}(x+1, y) & \text { if } u=1 \text { (accept) }\end{cases}
$$

where $V_{n}(x, y):=\infty$ if $(x, y) \notin \mathcal{S}$. Hence $T_{C A(1)} V_{n}(x, y)=\min _{u \in\{0,1\}} w^{(n)}(u, x, y)$. Define, for $u \in\{0,1\}$ and $n \geq 0$ :

$$
\Delta w_{y}^{(n)}(u, x, y):=w^{(n)}(u, x, y+1)-w^{(n)}(u, x, y)
$$

Then, for each $n \geq 0$ :
$\Delta w_{y}^{(n)}(1, x, y)-\Delta w_{y}^{(n)}(0, x, y)=V_{n}(x+1, y+1)-V_{n}(x+1, y)-V_{n}(x, y+1)+V_{n}(x, y) \geq 0$,
as, by Theorem 8.3.2, $V_{n}$ is MM and hence Supermod. So, $\Delta w_{y}^{(n)}(u, x, y)$ is increasing in $u$ :

$$
\Delta w_{y}^{(n)}(1, x, y) \geq \Delta w_{y}^{(n)}(0, x, y)
$$

This implies that, for every $n \geq 0$, there exists a threshold for $y$, say $T^{(n)}$, from which on it is optimal to reject an opportunity customer. Hence, the described optimal policy structure holds for an arbitrary $n \geq 0$. As $V_{n} \rightarrow V$ as $n \rightarrow \infty$, it follows that $V$ satisfies properties (7.3.1)-(7.3.4) (cf. Lemma 7.3.1), and hence satisfies the above results as well. Then, from (7.2.1) (for $n \rightarrow \infty$ ) it follows that this is also the optimal policy structure in the limit as $n \rightarrow \infty$.
b) Consider a (potential) service completion. For $(x, y) \in \mathcal{S}, u \in\{0,1\}$, and $n \geq 0$, define

$$
\begin{equation*}
m^{(n)}(\mu, x, y):=c(\mu)+\mu V_{n}\left((x-1)^{+}, y\right)+(1-\mu) V_{n}\left(x,(y-1)^{+}\right) . \tag{8.A.2}
\end{equation*}
$$

Hence $\tilde{T}_{C T D(1)} V_{n}(x, y)=\min _{\mu \in[0,1]} m^{(n)}(\mu, x, y)$.
Define, for all $\mu \in[0,1]$ and and $n \geq 0$ :

$$
\Delta m_{y}^{(n)}(\mu, x, y):=m^{(n)}(\mu, x, y+1)-m^{(n)}(\mu, x, y)
$$

We only need to consider $x>0$, as when $x=0, \mu=0$ by assumption. So, for each $n \geq 0$, $x>0, y>0$, and $0 \leq \mu_{1} \leq \mu_{2} \leq 1$ :

$$
\begin{aligned}
& \Delta m_{y}^{(n)}\left(\mu_{1}, x, y\right)-\Delta m_{y}^{(n)}\left(\mu_{2}, x, y\right) \\
& =\mu_{1} V_{n}(x-1, y+1)+\left(1-\mu_{1}\right) V_{n}(x, y)-\mu_{1} V_{n}(x-1, y)-\left(1-\mu_{1}\right) V_{n}(x, y-1) \\
& \quad-\mu_{2} V_{n}(x-1, y+1)-\left(1-\mu_{2}\right) V_{n}(x, y)+\mu_{2} V_{n}(x-1, y)+\left(1-\mu_{2}\right) V_{n}(x, y-1) \\
& =\left(\mu_{1}-\mu_{2}\right)\left(V_{n}(x-1, y+1)-V_{n}(x, y)-V_{n}(x-1, y)+V_{n}(x, y-1)\right) \leq 0,
\end{aligned}
$$

as the first factor is non-positive, as $\mu_{1} \leq \mu_{2}$, and the second factor is non-negative, as by Theorem 8.3.2, $V_{n}$ is MM and hence $\operatorname{SuperC}(y, x)$. So, $\Delta m_{y}^{(n)}(\mu, x, y)$ is increasing in $\mu$ :

$$
\Delta m_{y}^{(n)}\left(\mu_{1}, x, y\right) \leq \Delta m_{y}^{(n)}\left(\mu_{2}, x, y\right) \text { for } \mu_{1} \leq \mu_{2}
$$

This implies that, for every $n \geq 0$, the optimal fraction of the server speed dedicated to an opportunity customer, is decreasing in $y$.

When $y=0$ (and $x>0$ ), we find

$$
\Delta m_{y}^{(n)}\left(\mu_{1}, x, 0\right)-\Delta m_{y}^{(n)}\left(\mu_{2}, x, 0\right)=\left(\mu_{1}-\mu_{2}\right)\left(V_{n}(x-1,1)-f(x-1,0)\right) \leq 0
$$

as the second factor in non-negative as $V_{n}$ is $\operatorname{Incr}(y)$. Hence, also for $y=0$ the result holds.

## 8.A. 3 Proof of Theorem 8.5.1

Proof. a) The proof is along the same lines as the proof of Theorem 8.5.2, but then for an opportunity customer instead of a regular customer.
b) The proof is along the same lines as the proof of Theorem 8.3.3, part b), generalized to allow for $x>1$.

## 8.A. 4 Proof of Theorem 8.5.2

Proof. Consider the arrival of a regular customer. For $(x, y) \in \mathcal{S}, u \in\{0,1\}$, and $n \geq 0$, define

$$
\tilde{w}^{(n)}(u, x, y):= \begin{cases}V_{n}(x, y)+C_{r e g} & \text { if } u=0 \text { (reject) } \\ V_{n}(x, y+1) & \text { if } u=1 \text { (accept) }\end{cases}
$$

Hence $T_{C A(2)} V_{n}(x, y)=\min _{u \in\{0,1\}} \tilde{w}^{(n)}(u, x, y)$.
Define, for $u \in\{0,1\}$ and $n \geq 0$ :

$$
\Delta \tilde{w}_{y}^{(n)}(u, x, y):=\tilde{w}^{(n)}(u, x, y+1)-\tilde{w}^{(n)}(u, x, y)
$$

Then, for each $n \geq 0$ :
$\Delta \tilde{w}_{y}^{(n)}(1, x, y)-\Delta \tilde{w}_{y}^{(n)}(0, x, y)=V_{n}(x, y+2)-V_{n}(x, y+1)-V_{n}(x, y+1)+V_{n}(x, y) \geq 0$,
as, by Theorem 8.3.2, $V_{n}$ is MM and hence $\operatorname{Conv}(y)$. So, $\Delta \tilde{w}_{y}^{(n)}(u, x, y)$ is increasing in $u$ :

$$
\Delta \tilde{w}_{y}^{(n)}(1, x, y) \geq \Delta \tilde{w}_{y}^{(n)}(0, x, y)
$$

This implies that, for every $n \geq 0$, there exists a threshold for $y$, which can depend on $x$, say $T_{\text {reg }}^{(n)}(x)$, from which on it is optimal to reject a regular customer. By the same reasoning as in the proof of part a) of Theorem 8.3.3, this proves the optimality of a state-dependent threshold policy.

Define, for $u \in\{0,1\}$ and $n \geq 0$ :

$$
\Delta \tilde{w}_{x-y}^{(n)}(u, x, y):=\tilde{w}^{(n)}(u, x+1, y)-\tilde{w}^{(n)}(u, x, y+1) .
$$

Then, for each $n \geq 0$ :

$$
\begin{align*}
& \Delta \tilde{w}_{x-y}^{(n)}(1, x, y)-\Delta \tilde{w}_{x-y}^{(n)}(0, x, y)  \tag{8.A.3}\\
& \quad=V_{n}(x+1, y+1)-V_{n}(x, y+2)-V_{n}(x+1, y)+V_{n}(x, y+1) \leq 0 \tag{8.A.4}
\end{align*}
$$

as, by Theorem 8.3.2, $V_{n}$ is MM and hence $\operatorname{SuperC}(y, x)$. So, $\Delta \tilde{w}_{x-y}^{(n)}(u, x, y)$ is decreasing in $u$ :

$$
\Delta \tilde{w}_{x}^{(n)}(1, x, y) \leq \Delta \tilde{w}_{x}^{(n)}(0, x, y)
$$

Hence, $T_{\text {reg }}(x)$ is strictly decreasing in $x$ (until it reaches 0 ).

## 8.B Appendix: Steady-state probability distribution

We show the derivation of the stationary probability distribution under the assumption that $T<M$. The cases $M=T$ and $M \geq T$ proceed along the same lines.

For deriving the stationary probability distribution of $(x, y)$, we partition the state space into three mutually disjoint subsets. The upper part consists of all $(x, y)$ for which $y \geq M$, the middle part of all $(x, y)$ for which $T \leq y<M$, and the lower part of all $(x, y)$ for which $0 \leq y<T$. For each part, the transition rates differ, see Figure 8.1. Also, for each part, the expression for $p(x, y)$ contains three (lower and middle) or two (upper) constants, which only depend on the model parameters. These constants can then be found by solving a system of linear equations, which is found by linking the expressions for $p(x, T)$ and $p(x, M), x=0,1$. Together with the boundary conditions and the normalization equation, one can then solve these constants.

Lower part. For $y \leq T$, we have the system:

$$
\begin{align*}
p(0, y)\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right) & =p(0, y-1) \lambda_{\text {reg }}+p(0, y+1) \mu+p(1, y) \mu,  \tag{8.B.1}\\
p(1, y)\left(\lambda_{\text {reg }}+\mu\right) & =p(1, y-1) \lambda_{\text {reg }}+p(0, y) \lambda_{\text {opp }} . \tag{8.B.2}
\end{align*}
$$

This holds for the part where $y<T$. Plugging in

$$
\begin{aligned}
& p(0, y)=v(0) \alpha^{y}, \\
& p(1, y)=v(1) \alpha^{y} .
\end{aligned}
$$

yields, after division by $\alpha^{y-1}$ :

$$
\begin{gathered}
v(0) \alpha\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right)=v(0) \lambda_{\text {reg }}+v(0) \alpha^{2} \mu+v(1) \alpha \mu, \\
v(1) \alpha\left(\lambda_{\text {reg }}+\mu\right)=v(1) \lambda_{\text {reg }}+v(0) \alpha \lambda_{\text {opp }} .
\end{gathered}
$$

Rewriting gives

$$
\begin{array}{r}
v(0)\left(\alpha\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\alpha^{2} \mu\right)-v(1) \alpha \mu=0, \\
v(1)\left(\alpha\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}\right)-v(0) \alpha \lambda_{\text {opp }}=0,
\end{array}
$$

and hence

$$
\left(\begin{array}{cc}
\alpha\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\alpha^{2} \mu & -\alpha \mu  \tag{8.В.3}\\
-\alpha \lambda_{\text {opp }} & \alpha\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}
\end{array}\right)\binom{v(0)}{v(1)}=\binom{0}{0} .
$$

The determinant of the matrix is set to 0 :

$$
\left(\alpha\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\alpha^{2} \mu\right)\left(\alpha\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}\right)-\alpha^{2} \lambda_{\text {opp }} \mu=0
$$

which gives three solutions for $\alpha$ :

$$
\begin{align*}
& \alpha_{1}=1, \\
& \alpha_{2}=\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu} \cdot \frac{\lambda_{\text {opp }}+\lambda_{\text {reg }}+2 \mu-\sqrt{\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right)^{2}+4 \lambda_{\text {opp }} \mu}}{2 \mu},  \tag{8.B.4}\\
& \alpha_{3}=\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu} \cdot \frac{\lambda_{\text {opp }}+\lambda_{\text {reg }}+2 \mu+\sqrt{\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right)^{2}+4 \lambda_{\text {opp }} \mu}}{2 \mu} .
\end{align*}
$$

We now solve the system (8.B.3), for $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$ to find a non-null solution for respectively $v_{1}, v_{2}$, and $v_{3}$. We find;

$$
\begin{align*}
& v_{1}(0)=1, v_{1}(1)=\lambda_{\text {opp }} / \mu, \\
& v_{2}(0)=1, v_{2}(1)=\frac{\lambda_{\text {reg }}-\lambda_{\text {opp }}+\sqrt{\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right)^{2}+4 \lambda_{\text {opp }} \mu}}{2\left(\lambda_{\text {reg }}+\mu\right)},  \tag{8.B.5}\\
& v_{3}(0)=1, v_{3}(1)=\frac{\lambda_{\text {opp }}-\lambda_{\text {reg }}+\sqrt{\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right)^{2}+4 \lambda_{\text {opp }} \mu}}{2\left(\lambda_{\text {reg }}+\mu\right)} .
\end{align*}
$$

We write the solution of this system of (8.B.1) and (8.B.2) as:

$$
p(x, y)=c_{1} v_{1}(x) \alpha_{1}^{y}+c_{2} v_{2}(x) \alpha_{2}^{y}+c_{3} v_{3}(x) \alpha_{3}^{y}
$$

Plugging in $\alpha_{1}$, the $v_{i}(0), i=1,2,3$, and $v_{1}(0)$ as in (8.B.5), this becomes

$$
\begin{align*}
& p(0, y)=c_{1}+c_{2} \alpha_{2}^{y}+c_{3} \alpha_{3}^{y},  \tag{8.B.6}\\
& p(1, y)=c_{1} \frac{\lambda_{o p p}}{\mu}+c_{2} v_{2}(1) \alpha_{2}^{y}+c_{3} v_{3}(1) \alpha_{3}^{y} \tag{8.B.7}
\end{align*}
$$

where $\alpha_{2}, \alpha_{3}, v_{2}(1)$, and $\nu_{3}(1)$ as given in (8.B.4) and (8.B.5) respectively (note: they only depend on $\lambda_{\text {opp }}, \lambda_{\text {reg }}$, and $\mu$ ).

Middle part. For $T \leq y<M$, we have the system:

$$
\begin{align*}
& p(0, y)\left(\lambda_{\text {reg }}+\mu\right)=p(0, y-1) \lambda_{\text {reg }}+p(0, y+1) \mu+p(1, y) \mu,  \tag{8.B.8}\\
& p(1, y)\left(\lambda_{\text {reg }}+\mu\right)=p(1, y-1) \lambda_{\text {reg }} . \tag{8.B.9}
\end{align*}
$$

Plugging in

$$
\begin{aligned}
& p(0, y)=w(0) \beta^{y} \\
& p(1, y)=w(1) \beta^{y} .
\end{aligned}
$$

yields, after division by $\beta^{y-1}$ :

$$
\begin{aligned}
& w(0) \beta\left(\lambda_{\text {reg }}+\mu\right)=w(0) \lambda_{\text {reg }}+w(0) \beta^{2} \mu+w(1) \beta \mu, \\
& w(1) \beta\left(\lambda_{\text {reg }}+\mu\right)=w(1) \lambda_{\text {reg }} .
\end{aligned}
$$

Rewriting gives

$$
\begin{array}{r}
w(0)\left(\beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\beta^{2} \mu\right)-w(1) \beta \mu=0 \\
w(1)\left(\beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}\right)=0
\end{array}
$$

and hence

$$
\left(\begin{array}{cc}
\beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\beta^{2} \mu & -\beta \mu  \tag{8.B.10}\\
0 & \beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}
\end{array}\right)\binom{w(0)}{w(1)}=\binom{0}{0} .
$$

The determinant of the matrix is set to 0 :

$$
\left(\beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}-\beta^{2} \mu\right)\left(\beta\left(\lambda_{\text {reg }}+\mu\right)-\lambda_{\text {reg }}\right)=0
$$

which gives three solutions for $\beta$ :

$$
\begin{align*}
& \beta_{1}=1, \\
& \beta_{2}=\lambda_{\text {reg }} / \mu,  \tag{8.B.11}\\
& \beta_{3}=\lambda_{\text {reg }} /\left(\lambda_{\text {reg }}+\mu\right) .
\end{align*}
$$

We now solve the system (8.B.10), for $\beta_{1}, \beta_{2}$, and $\beta_{3}$ to find a non-null solution for respectively $w_{1}, w_{2}$, and $w_{3}$. We find:

$$
\begin{align*}
& w_{1}(0)=1, w_{1}(1)=0 \\
& w_{2}(0)=1, w_{2}(1)=0,  \tag{8.B.12}\\
& w_{3}(0)=1, w_{3}(1)=-\lambda_{\text {reg }} /\left(\lambda_{\text {reg }}+\mu\right) .
\end{align*}
$$

We write the solution of the system of (8.B.8) and (8.B.9) as:

$$
p(x, y)=d_{1} w_{1}(y) \beta_{1}^{x-T 1}+d_{2} w_{2}(y) \beta_{2}^{x-T 1}+d_{3} w_{3}(y) \beta_{3}^{x-T 1}
$$

Plugging in the $\beta_{i}$ 's and $w_{i}(y)$ 's as given in (8.B.11) and (8.B.12) respectively, this becomes

$$
\begin{align*}
& p(x, 0)=d_{1}+d_{2}\left(\frac{\lambda_{\text {reg }}}{\mu}\right)^{y-T}+d_{3}\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{y-T}  \tag{8.B.13}\\
& p(x, 1)=-d_{3}\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{y+1-T} \tag{8.B.14}
\end{align*}
$$

Upper part. For $y \geq M$, we have

$$
\begin{equation*}
p(x, y)=q(x)\left(\frac{\lambda_{\text {reg }}}{\mu}\right)^{y-M} \tag{8.B.15}
\end{equation*}
$$

Boundary. The boundary conditions are given by

$$
\begin{align*}
p(0,0)\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right) & =p(0,1) \mu+p(1,0) \mu  \tag{8.B.16}\\
p(1,0)\left(\lambda_{\text {reg }}+\mu\right) & =p(0,0) \lambda_{\text {opp }} . \tag{8.B.17}
\end{align*}
$$

We can discard one equation, say (8.B.16), and replace it by the normalization equation:

$$
\begin{equation*}
\sum_{(x, y)} p(x, y)=1 \tag{8.B.18}
\end{equation*}
$$

Solving the system. Note that we have 8 unknown: $q(0), q(1), d_{1}, d_{2}, d_{3}, c_{1}, c_{2}$, and $c_{3}$. We solve them by deriving 8 linear equations. For this, we consider the expressions for the coordinates:

$$
(0,0),(1,0),(0, T),(1, T),(0, M),(1, M),
$$

where for $(0, T)$ and $(0, M)$ two linear equations are derived, hence the total number of equations equals 8 .

For $p(0,0)$ and $p(1,0)$ we have the boundary equation as given in (8.B.16) and (8.B.17) respectively. We plug in (8.B.6) and (8.B.7) to find:

$$
\begin{aligned}
&\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}\right)\left(c_{1}+c_{2}+c_{3}\right)=\mu\left(c_{1}+c_{2} \alpha_{2}+c_{3} \alpha_{3}\right) \\
&+\mu\left(c_{1} \frac{\lambda_{o p p}}{\mu}+c_{2} v_{2}(1)+c_{3} v_{3}(1)\right), \\
&\left(\lambda_{\text {reg }}+\mu\right)\left(c_{1} \frac{\lambda_{\text {opp }}}{\mu}+c_{2} v_{2}(1)+c_{3} v_{3}(1)\right)=\lambda_{\text {opp }}\left(c_{1}+c_{2}+c_{3}\right) .
\end{aligned}
$$

For ( $1, T$ ) we have from (8.B.14) and (8.B.7):

$$
\begin{equation*}
-d_{3} \frac{\lambda_{r e g}}{\lambda_{\text {reg }}+\mu}=c_{1} \frac{\lambda_{o p p}}{\mu}+c_{2} v_{2}(1) \alpha_{2}^{T}+c_{3} v_{3}(1) \alpha_{3}^{T} \tag{8.B.19}
\end{equation*}
$$

For ( $0, T$ ) we have from (8.B.13) and (8.B.6):

$$
\begin{equation*}
d_{1}+d_{2}+d_{3}=c_{1}+c_{2} \alpha_{2}^{T}+c_{3} \alpha_{3}^{T} . \tag{8.B.20}
\end{equation*}
$$

For ( $0, T$ ) we have as well, from (8.B.1), plugging in (8.B.6) for $p(0, T-1$ ), plugging in (8.B.13) for $p(0, T)$ and $p(0, T+1)$, and plugging in (8.B.14) for $p(1, T)$, which gives, after simplification:

$$
\begin{equation*}
\left(\lambda_{\text {opp }}+\lambda_{\text {reg }}+\mu\right)\left(d_{1}+d_{2}+d_{3}\right)=\lambda_{\text {reg }}\left(c_{1}+d_{2}+c_{2} \alpha_{2}^{T-1}+c_{3} \alpha_{3}^{T-1}\right)+d_{1} \mu \tag{8.B.21}
\end{equation*}
$$

Note that we could also have used (8.B.6) and (8.B.7) for $p(0, T)$ and $p(1, T)$ respectively, as these are set equal to (8.B.13) and (8.B.14) in (8.B.20) and (8.B.19) respectively.

For (1, $M$ ) we have from (8.B.15) and (8.B.14):

$$
\begin{equation*}
q(1)=-d_{3}\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{M+1-T} \tag{8.B.22}
\end{equation*}
$$

For ( $0, M$ ) we have from (8.B.15) and (8.B.13):

$$
\begin{equation*}
q(0)=d_{1}+d_{2}\left(\frac{\lambda_{\text {reg }}}{\mu}\right)^{M-T}+d_{3}\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{M-T} . \tag{8.B.23}
\end{equation*}
$$

For ( $0, M$ ) we have as well, from (8.B.8), plugging in (8.B.13) for $p(0, M-1$ ) and plugging in (8.B.15) for $p(0, M), p(0, M+1)$, and $p(1, M)$, which gives, after simplification:

$$
\begin{equation*}
\mu(q(0)-q(1))=d_{1} \lambda_{\text {reg }}+d_{2} \mu\left(\frac{\lambda_{\text {reg }}}{\mu}\right)^{M-T}+d_{3}\left(\frac{\lambda_{\text {reg }}}{\lambda_{\text {reg }}+\mu}\right)^{M-T}\left(\lambda_{\text {reg }}+\mu\right) \tag{8.B.24}
\end{equation*}
$$

Note that we could also have used (8.B.13) and (8.B.14) for $p(0, M)$ and $p(1, M)$ respectively, as these are set equal to (8.B.15) for $y=0$ and $y=1$ in (8.B.23) and (8.B.22) respectively.

Finally, we use the boundary condition (8.B.17). We plug in (8.B.6) and (8.B.7) for $p(0,0)$ and $p(1,0)$ respectively. This gives

$$
\begin{equation*}
\left(\lambda_{\text {reg }}+\mu\right)\left(c_{1} \frac{\lambda_{o p p}}{\mu}+c_{2} v_{2}(1)+c_{3} v_{3}(1)\right)=\lambda_{\text {opp }}\left(c_{1}+c_{2}+c_{3}\right) . \tag{8.B.25}
\end{equation*}
$$

We now have a linear system of 8 equations: (8.B.19), (8.B.20), (8.B.21), (8.B.22), (8.B.23), (8.B.24), (8.B.25), and the normalization equation (8.B.18). We can solve this system to find the 8 unknowns ( $q(0), q(1), d_{1}, d_{2}, d_{3}, c_{1}, c_{2}$, and $c_{3}$ ), in terms of $\lambda_{\text {opp }}$, $\lambda_{\text {reg }}$, and $\mu$. Hence, from (8.B.6), (8.B.7), (8.B.13), (8.B.14), and (8.B.15) we find the steady-state probabilities $p(x, y)$ in terms of $\lambda_{\text {opp }}, \lambda_{\text {reg }}$, and $\mu$.

## Part II

## Polling

## 9

## Introduction polling

In the second part of this thesis, we study polling models. A polling model is a queueing model consisting of multiple queues that are served cyclically by a single server. In the first two chapters, we derive general results for the mean performance analysis of polling models. Then, we present two chapters studying the operation of a polling model in such a way as to achieve both 'fairness' and 'efficiency'.

We provide a general introduction to polling models in this chapter. We introduce the model and the notation used throughout the chapters. Moreover, we present techniques known in the literature to derive the main performance characteristics of a polling model. Of most importance for our studies, are the mean steady-state waiting times at each of the queues. We discuss those techniques that are used in multiple chapters. Finally, we give an overview of the chapters, addressing the models studied and the contributions.

A polling model can be interpreted as a form of pooling of the server capacity. Namely, the single server pools its capacity between the queues. The main difference with the studies in the first part of this thesis, is that we assume a given policy, e.g. the cyclic routing and the service discipline at each of the queues. Given such a policy, we derive the performance characteristics, or we optimize the parameters within a class of policies. Also, we adapt existing policies to create new strategies.

### 9.1 Introduction

A polling system is a queueing system with multiple queues and one single server. Typically, the server visits the queues in a cyclic order, where at each queue it serves the customers. A so-called switch-over time is incurred when the server switches from one queue to another. Such a setting was first studied by Mack [134, 135] in 1957, for a patrolling machine repairman problem in the British cotton industry. The studies determine the efficiency of such a repairman, who walks round a set of machines, inspecting, servicing, and, when necessarily, fixing each of them upon a visit. Since these pioneering works, a huge body of literature has been developed in many application areas. The term 'polling' dates back to the application of a central computer which cyclically polls terminals to see whether these have data to transmit. This is called a 'polling data link control scheme'. Here, the central computer acts as the server, and the terminals are the queues.

Polling models are used in the modeling of many problems. Next to the patrolling repairman and the data transmission application, they are used in e.g. telecommunication, computer networks, maintenance problems, and production systems. The surveys of Takagi [177], Levy and Sidi [130], and Vishnevskii and Semenova [200] provide good overviews of applications of polling systems. A recent literature study can be found in Boon et al. [27], which categorizes the literature both on the models used and on the applications studied. Also Winands [208] provides an extensive literature review. Takagi [176] is a seminal work on polling models.

In a polling model, a key issue is the decision when the server should switch to the next queue. The strategy for this, applied at a queue, is called the service discipline, for which there are many possible choices. Those most often studied are the exhaustive service discipline (when the server serves all customers at a queue, until the queue has become empty) and the gated service discipline (when the server arrives at a queue, a gate closes and only the customers who are before the gate, i.e., who are already present, will be served in this server visit). The service discipline might vary at each of the queues, although often the same discipline is chosen for all queues. The service disciplines influence both the performance (waiting times and queue lengths) at each of the queues, as well as the overall performance of the system. We study both the classical gated and exhaustive discipline, but moreover we introduce variations on and new combinations of these disciplines.

Note that we assume a given policy, and either evaluate the performance characteristics (exact or approximately) or optimize the parameters the policy depends on. The complexity of polling models makes the study of optimal dynamic policies almost intractable. Hence, such policies have hardly been studied in the literature, and when studied, only for special cases such as a two-queue model, or heavy traffic limits [136, 137, 159].

### 9.2 Model and notation

We consider a polling system [176], with $N$ queues, $Q_{1}, \ldots, Q_{N}$, where each queue has infinite capacity. The queues are served by a single server, in fixed cyclic order $Q_{1}, Q_{2}, \ldots, Q_{N}$, $Q_{1}, Q_{2}, \ldots$. Customers in each queue are served in order of arrival: first come, first served (in [33] variations on this assumption are studied). The arrival processes at the queues are independent Poisson processes with arrival rate $\lambda_{i}$ at $Q_{i}, i=1, \ldots, N$. The service times at $Q_{i}$ are i.i.d. non-negative random variables, denoted by $B_{i}$, having finite first and second moment, and Laplace-Stieltjes transform (LST) $\beta_{i}$ (.). The switch of the server from $Q_{i-1}$ to $Q_{i}$ (from $Q_{N}$ to $Q_{1}$ for $i=1$ ) lasts for a switch-over time $S_{i}$, these being i.i.d. nonnegative random variables, with finite first two moments, and LST $\sigma_{i}($.$) .$ The sum of the switch-over times is denoted by $S=\sum_{i=1}^{N} S_{i}$, where we assume $\mathbb{E}[S]>0$ (otherwise the mean cycle length in steady-state becomes zero and the analysis changes slightly; see [30] for the relation between polling systems with and without switch-over times). The (equilibrium) residual length of a random variable $X$ is denoted by $X^{\text {res }}$ with $\mathbb{E}\left[X^{\text {res }}\right]=\mathbb{E}\left[X^{2}\right] /(2 \mathbb{E}[X])$. We assume that the arrival processes, the service times and the switch-over times are all mutually independent. Customers at $Q_{i}$ are referred to as type $i$ customers. Indices are understood to be modulo $N: Q_{N+1}$ actually refers to $Q_{1}$.

The service discipline applied at a queue determines when the server switches to the next queue. We focus on the gated and exhaustive service disciplines. In case of gated
service (gat), the server serves exactly the customers present upon its arrival at the queue. In case of exhaustive service (exh), the server serves customers until the queue where it is working on, is empty. Both disciplines are, from a practical point of view, relevant, and allow for exact analysis. When all queues are served according to the exhaustive (gated) service discipline, we refer to this as a system with purely exhaustive (gated) services. We restrict our attention to a single service discipline for all queues; in [24, 26] combinations of disciplines are studied.

The traffic offered per time unit at $Q_{i}$ is denoted by $\rho_{i}$ and is given by $\rho_{i}=\lambda_{i} \mathbb{E}\left[B_{i}\right]$. The total traffic offered to the system per time unit is $\rho=\sum_{i=1}^{N} \rho_{i}$. A necessary and sufficient condition for stability in case of gated and exhaustive services, is $\rho<1$, see [82]. In the sequel we assume $\rho<1$, and we concentrate on the steady-state behavior of the system. We are mainly interested in the waiting times of customers. By $W_{i}$ we denote the steady-state waiting time of a type $i$ customer, excluding its own service time. Also, by $L_{i}$ we denote the steady-state queue length of $Q_{i}$, excluding the customer in service. Furthermore, $B P_{i}$ denotes a busy period induced by a type $i$ customer, having first moment $\mathbb{E}\left[B P_{i}\right]=\mathbb{E}\left[B_{i}\right] /\left(1-\rho_{i}\right)$.

By $C_{i}$ we denote the cycle time starting from $Q_{i}$ and consisting of the visit times to each of the queues and all switch-over times incurred. A well-known result [176] is that its first moment does not depend on $i$ and is given by $\mathbb{E}[C]=\mathbb{E}[S] /(1-\rho)$. Moreover, $\mathbb{E}[C]$ does not depend on the service disciplines at the queues. A cycle time can be divided into the visit time to $Q_{i}$ and the intervisit time of $Q_{i}$. The visit time is the duration that the server is serving the queue, and is denoted by $V_{i}$. Its first moment is given by $\mathbb{E}\left[V_{i}\right]=\rho_{i} \mathbb{E}[C]$, as a fraction $\rho_{i}$ of the time the server is working at $Q_{i}$. The intervisit time is the duration between the moment the server leaves the queue until it starts working on it again. It is denoted by $I_{i}$, and using that $\mathbb{E}[C]=\mathbb{E}\left[V_{i}\right]+\mathbb{E}\left[I_{i}\right]$ for all $i$, it follows that its first moment is given by $\mathbb{E}\left[I_{i}\right]=\left(1-\rho_{i}\right) \mathbb{E}[C]$.

### 9.3 Techniques

Various analysis techniques have been presented in the literature in order to derive performance characteristics of polling models, such as waiting times and queue lengths. These include the Pseudo Conservation Law, Mean Visit Times, Mean Value Analysis for polling systems, and Multi-type Branching Processes. These concepts are discussed below, as they are used in the sequel of this thesis. We mention that other techniques have been derived in the polling literature for determining the performance characteristics of polling models, which include the Buffer Occupancy approach [57, 56, 68, 114], the Descendant Set approach [111, 112], and the Station Time approach [78] (see also [129, 130, 177] for a discussion on these methods). However, we do not use these in our studies.

### 9.3.1 Pseudo conservation law

As typically a switch-over time is incurred when the server switches from one queue to another, polling models are not work conserving, and hence ordinary work conservation laws do not hold in general. However, Boxma and Groenendijk [34] derive a so-called Pseudo Conservation Law (PCL) for the case of cyclic order polling systems. These pseudo conservation laws give an expression for the weighted sum of the mean waiting times
at each of the queues: $\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]$. Based on a workload decomposition result, the following expression is derived, cf. [34, (3.10)]:
$\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\frac{\rho}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]+\rho \mathbb{E}\left[S^{r e s}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right)+\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right]$,
where $\mathbb{E}\left[M_{i}\right]$ is the mean amount of work in $Q_{i}$ at a departure epoch of the server from $Q_{i}$. This is the only term that depends on the service discipline at the queues. For the exhaustive discipline, trivially $\mathbb{E}\left[M_{i}^{E}\right]=0$ (cf. [34, (3.11)]), and for the gated discipline, $\mathbb{E}\left[M_{i}^{G}\right]=\rho_{i} \mathbb{E}\left[V_{i}\right]=\rho_{i}^{2} \mathbb{E}[S] /(1-\rho)$ (cf. [34, (3.12)]).

The expression in (9.3.1) is derived by considering a workload decomposition. Denote by $V_{\text {with }}$ the amount of work in the cyclic service system at an arbitrary epoch in time, by $V_{\text {without }}$ the amount of work in the same system but without switch-over times at an arbitrary epoch in time, and by $Y$ the amount of work in the system at an arbitrary epoch in a switch-over interval. It has been proven in [34] that $V_{\text {without }}$ and $Y$ are independent and that the following relation holds:

$$
V_{\text {with }} \stackrel{d}{=} V_{\text {without }}+Y
$$

where $\stackrel{d}{=}$ denotes equality in distribution. This gives that

$$
\mathbb{E}\left[V_{\text {with }}\right]=\mathbb{E}\left[V_{\text {without }}\right]+\mathbb{E}[Y] .
$$

The mean amount of work in the system without switch-over times is given by

$$
\begin{equation*}
\mathrm{E}\left[V_{\text {without }}\right]=\frac{\sum_{i=1}^{N} \rho_{i} \mathrm{E}\left[B_{i}^{\text {res }}\right]}{1-\rho}, \tag{9.3.2}
\end{equation*}
$$

independent of the service strategies. Denoting by $L_{i}$ the number of customers at $Q_{i}$, then we also have

$$
\begin{align*}
\mathbb{E}\left[V_{\text {with }}\right] & =\sum_{i=1}^{N} \mathbb{E}\left[B_{i}\right] \mathbb{E}\left[L_{i}\right]+\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right] \\
& =\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]+\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right] . \tag{9.3.3}
\end{align*}
$$

Combining (9.3.2) and (9.3.3) gives

$$
\begin{equation*}
\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\rho \frac{\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]}{1-\rho}+\mathbb{E}[Y] . \tag{9.3.4}
\end{equation*}
$$

By $Y_{i}$ we denote the amount of work at an arbitrary epoch in a switch-over interval when switching to $Q_{i}$. Then $\mathbb{E}[Y]$ is the weighted sum of $\mathbb{E}\left[Y_{i}\right]$ :

$$
\begin{equation*}
\mathbb{E}[Y]=\sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y_{i}\right] \tag{9.3.5}
\end{equation*}
$$

In order to find the PCL, it remains to determine $\mathbb{E}\left[Y_{i}\right]$ for $i=1, \ldots, N$. Note that these depend on the service disciplines at the queues. In [34] this is done for the cases of purely exhaustive and purely gated services, and also for mixtures of these, which result in (9.3.1).

As the PCL gives an expression for $\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]$, it is in that way a measure for the efficiency of the service disciplines at the queues. Exhaustive is the most efficient service discipline, as the server never switches when there are still customers in the queue it is serving. So, it leaves no customers behind that have to wait for an entire cycle. The latter is the case for the gated discipline, which is less efficient. In Chapters 12 and 13 we use the PCL when investigating the efficiency of (variations on) the exhaustive and gated disciplines.

### 9.3.2 Mean value analysis

The first moments of the waiting times, $\mathbb{E}\left[W_{i}\right]$, can be obtained in an efficient way using mean value analysis (MVA) for polling systems, introduced by Winands, Adan and Van Houtum [210] (see also [208]). The main idea is the setting up of a system of linear equations, making use of PASTA and Little's Law. Each equation has a probabilistic and intuitive explanation. For a system with purely exhaustive or purely gated service, a system of $N^{2}$, respectively $N(N+1)$ linear equations is derived. The system can (numerically) be solved in order to find the unknowns, in particular, the $\mathbb{E}\left[W_{i}\right]$ 's. Below, we show the MVA approach for a systems with the exhaustive service discipline at all queues; the cases of gated or mixed service disciplines require only minor changes (see [210] for details).

The mean waiting time $\mathbb{E}\left[W_{i}\right]$ of a type $i$ customer can be expressed in the following way: upon arrival of a (tagged) type $i$ customer, it has to wait for the (residual) time it takes to serve all type $i$ customers already present in the system, plus possibly the time before the server arrives at $Q_{i}$. By PASTA, the arriving customer finds in expectation $\mathbb{E}\left[L_{i}\right]$ waiting type $i$ customers in queue, each having an expected service time $\mathbb{E}\left[B_{i}\right]$, and with probability $\rho_{i}$, it finds a type $i$ customer currently in service, hence having to wait for a mean residual service time $\mathbb{E}\left[B_{i}{ }^{\text {res }}\right]$. Let $T_{i}$ be the time it takes before the server starts working on $Q_{i}$ again (which depends on the service discipline at the queues). This gives, for $i=1, \ldots, N$ :

$$
\begin{equation*}
\mathbb{E}\left[W_{i}^{\text {exh }}\right]=\mathbb{E}\left[L_{i}\right] \mathbb{E}\left[B_{i}\right]+\rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]+\left(1-\rho_{i}\right) \mathbb{E}\left[T_{i}\right] \tag{9.3.6}
\end{equation*}
$$

Moreover, Little's Law gives, for $i=1, \ldots, N$,

$$
\begin{equation*}
\mathbb{E}\left[L_{i}\right]=\lambda_{i} \mathbb{E}\left[W_{i}\right] . \tag{9.3.7}
\end{equation*}
$$

Hence, it remains to derive $\mathbb{E}\left[T_{i}\right]$.
For this purpose, a system of equations is composed for the conditional mean queue lengths: $\mathbb{E}\left[L_{i j}\right]$, which is the expected queue length at $Q_{i}$ during a switch-over time to or visit time at $Q_{j}$. These can be expressed in mean residual durations of (sums of) visit and switch-over times. We define period $i$ as the switch-over time to plus the visit time at $Q_{i}$. Clearly, $Q_{i}$ is empty at the end of period $i$. Denote by $q_{i}$ the fraction of the time the system is in period $i: q_{i}=\left(\mathbb{E}\left[S_{i}\right]+\mathbb{E}\left[V_{i}\right]\right) / \mathbb{E}[C]$, where $\mathbb{E}\left[V_{i}\right]=\rho_{i} \mathbb{E}[C]$. Then the mean number of type $i$ customers waiting in the queue, $\mathbb{E}\left[L_{i}\right]$, is a weighted average of
the $\mathbb{E}\left[L_{i j}\right]$, so for $i=1, \ldots, N$ :

$$
\mathbb{E}\left[L_{i}\right]=\sum_{j=1}^{N} q_{j} \mathbb{E}\left[L_{i j}\right]
$$

Further, let the interval $(i, j)$ consist of the periods $i, i+1, \ldots, i+j-1$ and denote by $\mathbb{E}\left[R_{i j}\right]$ the expected residual time of interval $(i, j)$. One can derive a system of linear equations relating $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$ (see [210, Eq. (6)-(9)]). The final step is to use the solution of this system to determine the $\mathbb{E}\left[T_{i}\right]$, and hence the $\mathbb{E}\left[L_{i}\right]$ and $\mathbb{E}\left[W_{i}\right]$ follow.

For (purely) gated services, one defines period $i$ as the visit time at $Q_{i}$ plus the switchover time to $Q_{i+1}$. In this case, there are no customers behind the gate of $Q_{i}$ at the start of period $i$. For the mean waiting time, we have $\mathbb{E}\left[W_{i}^{\text {gat }}\right]=\mathbb{E}\left[L_{i}\right] \mathbb{E}\left[B_{i}\right]+\mathbb{E}\left[T_{i}\right]$, as under the gated discipline an arriving type $i$ customer always has to wait until the server starts working (on the customers behind the gate) at $Q_{i}$. The equations relating $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$ (and hence $\mathbb{E}\left[T_{i}\right]$ ) differ from those for the exhaustive case, see [210, Eq. (12)-(16)].

We illustrate the MVA approach with a two-queue example, where both queues are served according to the exhaustive discipline. The mean waiting times are as given in (9.3.6), and we use Little's Law, cf. (9.3.7). For the mean number of type 1 customers in the system, we have

$$
\mathbb{E}\left[L_{1}\right]=q_{1} \mathbb{E}\left[L_{11}\right]+q_{2} \mathbb{E}\left[L_{12}\right] .
$$

As $Q_{1}$ is empty at the end of a server visit, which is the start of period 2, $\mathbb{E}\left[L_{12}\right]$ is just the mean number of type 1 customers that have arrived during period 2 . Since the mean duration of period 2 already past is equal to the mean residual period duration, which is $\mathbb{E}\left[R_{21}\right]$, we find

$$
\mathbb{E}\left[L_{12}\right]=\lambda_{1} \mathbb{E}\left[R_{21}\right]
$$

Because of the exhaustive service discipline, we have

$$
\mathbb{E}\left[R_{21}\right]=\mathbb{E}\left[L_{22}\right] \mathbb{E}\left[B P_{2}\right]+\frac{\mathbb{E}\left[S_{2}\right]}{\mathbb{E}\left[S_{2}\right]+\mathbb{E}\left[V_{2}\right]} \frac{\mathbb{E}\left[S_{2}^{\text {res }}\right]}{1-\rho_{2}}+\frac{\mathbb{E}\left[V_{2}\right]}{\mathbb{E}\left[S_{2}\right]+\mathbb{E}\left[V_{2}\right]} \frac{\mathbb{E}\left[B_{2}^{\text {res }}\right]}{1-\rho_{2}},
$$

where the terms $1 /\left(1-\rho_{2}\right)$ come from the fact that each arriving type 2 customer induces a busy period. Finally, for $\mathbb{E}\left[T_{1}\right]$ we have

$$
\left(1-\rho_{1}\right) \mathbb{E}\left[T_{1}\right]=\frac{\mathbb{E}\left[S_{1}\right]}{\mathbb{E}[C]} \mathbb{E}\left[{S_{1}}^{r e s}\right]+q_{2}\left(\mathbb{E}\left[R_{21}\right]+\mathbb{E}\left[S_{1}\right]\right)
$$

Starting from a type 2 customer, a similar set of equations can be derived. From these equations, we can solve $\mathbb{E}\left[R_{i 1}\right], \mathbb{E}\left[L_{i j}\right]$, and $\mathbb{E}\left[T_{i}\right]$, and hence the $\mathbb{E}\left[L_{i}\right]$ and $\mathbb{E}\left[W_{i}\right]$ follow.

### 9.3.3 Multi-type branching processes

By the use of multi-type branching processes, polling systems where the service disciplines satisfy the so-called branching property [160, Property 1], can generally be analyzed exactly. The branching property states (where pgf stands for probability generating function):

If the server arrives at $Q_{i}$ to find $n_{i}$ customers there, then during the course of the server's visit, each of these $n_{i}$ customers will effectively be replaced in an i.i.d. manner by a random population having $\operatorname{pgf} h_{i}\left(z_{1}, \ldots, z_{N}\right)$, which can be any $N$-dimensional pgf.

Both the gated service discipline and the exhaustive service discipline satisfy this property. We determine the LST of the waiting times $W_{i}$ analogously to Resing [160]. Given that the service discipline in each queue satisfies the branching property, the queue length process at polling instants of a fixed queue (the moments the server starts working on this queue) is a multi-type branching process (MTBP) with immigration in each state. This leads to expressions for the generating function of the joint queue length process at polling instants. Conform e.g. [25] we then derive the LSTs of the steady-state waiting times.

Let the start of the visit to $Q_{1}$ be the start of the cycle. By the branching property, each customer present will during the cycle be replaced in an i.i.d. manner by customers of type $1, \ldots, N$, according to the probability generating function $h_{i}(z)$, where $z=\left(z_{1}, \ldots, z_{N}\right)$. For the gated service discipline, this $h_{i}$ is given by:

$$
\begin{equation*}
h_{i}^{\text {gat }}\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\beta_{i}\left(\sum_{j=1}^{N} \lambda_{j}\left(1-z_{j}\right)\right) . \tag{9.3.8}
\end{equation*}
$$

Recall that $\beta_{i}(\cdot)$ is the LST of the service time distribution of a type $i$ customer. For the exhaustive service discipline, $h_{i}$ is given by

$$
\begin{equation*}
h_{i}^{e x h}\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\theta_{i}\left(\sum_{j \neq i} \lambda_{j}\left(1-z_{j}\right)\right) \tag{9.3.9}
\end{equation*}
$$

where $\theta_{i}(\cdot)$ is the LST of a busy period triggered by one type $i$ customer in $Q_{i}$ in isolation.
Now [160, Theorem 2.2] states that, for a cyclic polling model where the service disciplines at each queue $Q_{i}$ satisfy the branching property with pgf $h_{i}(z)$, the numbers of customers in $Q_{1}$ at successive time points that the server reaches $Q_{1}$ constitute a MTBP with immigration in each state. The offspring pgfs $f^{(i)}(z)$ are given by

$$
\begin{equation*}
f^{(i)}(z)=h_{i}\left(z_{1}, \ldots, z_{i}, f^{(i+1)}(z), \ldots, f^{(N)}(z)\right) . \tag{9.3.10}
\end{equation*}
$$

The pgf of the $n^{\text {th }}$ generation offspring can be recursively defined as:

$$
\begin{aligned}
& f_{n}(z)=\left(f^{(1)}\left(f_{n-1}(z)\right), \ldots, f^{(N)}\left(f_{n-1}(z)\right)\right), \quad n \geq 1 \\
& f_{0}(z)=z
\end{aligned}
$$

The immigration pgf $g(z)$ is given by

$$
\begin{equation*}
g(z)=\prod_{i=1}^{N} \sigma_{i+1}\left(\sum_{k=1}^{i} \lambda_{k}\left(1-z_{k}\right)+\sum_{k=i+1}^{N} \lambda_{k}\left(1-f^{(k)}(z)\right)\right) . \tag{9.3.11}
\end{equation*}
$$

Recall that $\sigma_{i}(\cdot)$ is the LST of the switch-over time distribution when switching to $Q_{i}$, and index $N+1$ should understood to be 1 .

Then the pgf $P$ of the stationary distribution $\pi\left(j_{1}, j_{2}, \ldots, j_{N}\right)$ of the number of customers present in the system at the moment that the server starts working on $Q_{1}$, is given by

$$
\begin{equation*}
P(z)=\prod_{n=0}^{\infty} g\left(f_{n}(z)\right), \tag{9.3.12}
\end{equation*}
$$

The infinite product in (9.3.12) converges only if $\rho<1$. By renumbering the queues, in the same way we can find expressions for the queue lengths at the moment that the server starts working on $Q_{i}, i=2, \ldots, N$.

Alternatively, let $V_{b_{i}}(z)$ and $V_{c_{i}}(z)$ be the pgfs of the steady-state joint queue length distributions at the beginning and completion, respectively, of a visit to $Q_{i}$ (analogously to [25], hence $P=V_{b_{1}}$ ). We can express $V_{b_{1}}(z)$ in itself, by repeated application of the following relation, cf. [25, (2.2)]:

$$
\begin{align*}
V_{b_{i+1}}(z) & =V_{c_{i}}(z) \sigma_{i}\left(\sum_{j=1}^{N} \lambda_{j}\left(1-z_{j}\right)\right) \\
& =V_{b_{i}}\left(z_{1}, \ldots, z_{i-1}, h_{i}(z), z_{i+1}, \ldots, z_{N}\right) \sigma_{i}\left(\sum_{j=1}^{N} \lambda_{j}\left(1-z_{j}\right)\right), i=1,2, \ldots, N, \tag{9.3.13}
\end{align*}
$$

where $N+1$ is understood to be 1 . Hence, we have a recursive expression, from which the $V_{b_{i}}$ can be solved.

The LST of the steady-state waiting time distribution of a type $i$ customer is given by, cf. [25, (2.8)]:

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{-\omega W_{i}}\right]=\frac{\tilde{V}_{c_{i}}\left(1-\omega / \lambda_{i}\right)-\tilde{V}_{b_{i}}\left(1-\omega / \lambda_{i}\right)}{\left(\omega-\lambda_{i}\left(1-\beta_{i}(\omega)\right)\right) \mathbb{E}[C]} \tag{9.3.14}
\end{equation*}
$$

where $\tilde{V}_{b_{i}}(\cdot)$ is the pgf of the steady-state marginal queue length distribution at a visit beginning of $Q_{i}$, given by $\tilde{V}_{b_{i}}(z)=V_{b_{i}}(1, \ldots, 1, z, 1, \ldots, 1)$, with $z$ as the $i$ th argument, and $\tilde{V}_{c_{i}}(\cdot)$ is defined analogously. By differentiation, moments of the steady-state waiting time for an arbitrary type $i$ customer can be derived.

Note that polling systems that do not satisfy the branching property, rarely can be analyzed in an exact way. See $[83,160]$ for more details on this branching property.

### 9.4 Overview

We now discuss the models, research questions and contributions in each of the chapters in this part of the thesis. In the first two chapters, we derive general results on the mean performance analysis for polling models. We study a model variation on the arrival processes in Chapter 10, and derive a closed-form approximation for the mean waiting times in Chapter 11. Then, we devote two chapters on the study of 'fairness and efficiency'. We try to achieve (almost) equal mean waiting times at each of the queues by introducing two new service disciplines: the $\kappa$-Gated discipline in Chapter 12, and the Gated/Exhaustive discipline in Chapter 13. We draw conclusions and discuss possibilities for further research at the end of each of the chapters separately.

### 9.4.1 Polling: Mean performance analysis

In a classical polling model, the customers arrive to each of the queues according to a Poisson process. In Chapter 10 we study a variation on this. Using the concept of socalled smart customers, the arrival rate in each queue varies depending on the position of the server. For example, the arrival rate might increase when the server is approaching the queue, whereas it is much lower when the server has just served the queue, as an arriving customer has to wait for almost an entire cycle in this case. For this model, we derive the mean waiting times using MVA, and show that in a few special cases it is possible to derive a PCL. Furthermore, we show the typical features of the model by an example.

Expressions for the mean waiting times in a polling system typically require cumbersome computations resulting in unmanageable expressions. The results from solving a system, like in the MVA approach, yield lengthy and complicated expressions, which are difficult to interpret. Also, numerical procedures to exactly or approximately derive the $\mathbb{E}\left[W_{i}\right]$ 's are computationally complex and non-transparent. Consequently, there is a lack of insight into the mean waiting times in polling models, and the impact of parameters on these and the system performance in general. For this reason, we derive in Chapter 11 closed-form approximate solutions for the mean waiting times (and mean marginal queue lengths) in a polling model. The expressions can be computed by simple calculations. Also, it is very suitable for the design and optimization phase of (the application of) a polling model, as it provides insights in the system behavior when parameters are changed. In addition, in this chapter, we relax the assumption of Poisson arrivals to renewal arrival processes.

### 9.4.2 Polling: Fairness and efficiency

In certain applications it is important to maintain fairness, in the sense of the queues having (almost) equal mean waiting times. In [152, 185] this was motivated by a dynamic bandwidth allocation problem of Ethernet Passive Optical Networks (EPON). In achieving fairness, however, one usually has to sacrifice the efficiency of the system. To overcome this, we introduce two new service disciplines in Chapters 12 and 13, which achieve both fairness and efficiency. For this, we modify the ordinary gated and exhaustive strategies. We define fairness as the maximal difference in the mean waiting times at each of the queues (although other definitions exist), where we use the PCL (see Section 9.3.1) as a measure for the efficiency of the system. We then optimize a weighted sum of the fairness and the efficiency.

Fairness has frequently played a role in the choice of a service discipline in polling systems. In [152, 185], a two-stage gated service discipline is studied. This was seen to give rise to relatively small differences between mean waiting times at the various queues, but at the expense of longer delays, i.e., at the expense of the efficiency of the system. The strategy was later generalized to multi-phase gated (see [186]). Besides the two- and multi-stage gated disciplines, a number of other disciplines have been proposed in the literature in order to achieve fairness. Altman, Khamisy and Yechiali [3] (see also Shoham and Yechiali [167]) consider a so-called elevator strategy in a globally gated regime. In this setting the queues are visited in the order: $1,2, \ldots N-1, N, N, N-1, \ldots 2,1,1,2, \ldots$ etc. When the server turns around at queue 1 or queue $N$, a gate closes at all queues: only those before the gate are served. This strategy turns out to be perfectly fair. How-
ever, it is less efficient because of the globally gated regime. Moreover, our focus is on cyclic models. Other options for the control of a polling model proposed in the literature include the use of a polling table (introduced by [41], see also [17, 205]), which prescribes the order in which queues are visited. This is related to the ideas of efficient visit orders [39] and efficient visit frequencies [38]. These options, however, do not focus on fairness.

Both the exhaustive and gated discipline have advantages and disadvantages with respect to fairness and efficiency. The main advantage of the exhaustive strategy, is that it is optimally efficient. That is, it minimizes the PCL. However, the differences between mean waiting times at the queues might be large. Typically, the heaviest loaded queue has the smallest mean waiting time in this discipline. Conversely, the gated discipline leads in general to much smaller differences in mean waiting times. But this is at the expense of the efficiency, which is lower for this discipline. We aim to combine the best of both worlds into new service disciplines. We do so in Chapter 12 by introducing a hybrid version of exhaustive and gated: the $\kappa$-gated service discipline. In Chapter 13 we try to achieve this by introducing a combination of the gated and exhaustive discipline, by applying an alternating pattern of both strategies: the Gated/Exhaustive discipline. The $\kappa$-gated service discipline has a vector of parameters $\kappa$ which can be used to optimize the strategy. In that way, it includes the purely exhaustive and the purely gated discipline as a special case. The main research question studied in both chapters, is whether the proposed strategies achieve (Chapter 13) or can be optimized to achieve (Chapter 12) a combination of both fairness and efficiency.

# Polling: Mean performance ANALYSIS 

## 10

## Smart customers

In this chapter we study a polling model where the arrival rate at a queue depends on the position of the server, which we refer to as a polling model with smart customers. We derive the mean waiting times using MVA, and show that in a few special cases it is possible to derive a PCL. Furthermore, we show the typical features of the model in an example.

### 10.1 Introduction

In this chapter we consider the basic polling model as described in Chapter 9, with the distinguishing feature that the rates of the Poisson arrival processes at the various queues depend on the server location. This model was first considered by Boxma [32], who refers to this model as a polling model with smart customers, because one way to look at this system is to regard it as a queueing system where customers choose which queue to join, based on the current server position.

Allowing arrival rates to depend on the location of the server has practical relevance because in, e.g., certain production environments or traffic intersections, the arrival rates are influenced by the position of the server.

A relevant application can be found in [89], where a polling model is used to model a dynamic order picking system (DPS). In a DPS, a worker picks orders arriving in real time during the picking operations and the picking information can dynamically change in a picking cycle. One of the challenging questions that on-line retailers now face, is how to organize the logistic fulfillment processes during and after order receipt. In traditional stores, purchased products can be taken home immediately. However, in the case of on-line retailers, the customer must wait for the shipment to arrive. In order to reduce throughput times, an efficient enhancement to an ordinary DPS is to have products stored at multiple locations. The system can be modeled as a polling system with queues corresponding to each of the locations, and customers corresponding to orders. The location of the worker determines in which of the queues an order is being placed. In this system arrival rates of the orders depend on the location of the server (i.e. the worker), which makes it a typical smart customers example. A graphical illustration is given in Figure 10.1. We focus on one specific order type, which is placed in two locations, say $Q_{i}$ and $Q_{j}$. While the picker is on its way to $Q_{i}$, say at location 1, all of


Figure 10.1: A dynamic order picking system. Orders are placed in queues $Q_{1}, \ldots, Q_{N}$.
these orders are routed to $Q_{i}$ and the arrival rate at $Q_{j}$ is zero. If the picker is between $Q_{i}$ and $Q_{j}$, say at location 2, the situation is reversed and $Q_{j}$ receives all of these orders.

Besides practical relevance, the smart customers model also provides a powerful framework to analyze more complicated polling models. For example, a polling model where the service discipline switches each cycle between gated and exhaustive (the Gated/Exhaustive service discipline, see Chapter 13), can be analyzed constructing an alternative polling model with twice the number of queues and arrival rates being zero during specific visit periods. The same idea can be applied to analyze the $\kappa$-Gated service discipline, see Chapter 12. The idea of temporarily setting an arrival rate to zero is also used in [24] for the analysis of a polling model with multiple priority levels. Time varying arrival rates also play a role in the analysis of a polling model with reneging at polling instants [23].

Concerning state-dependent arrival rates, more literature is available for systems consisting of only one queue, often assuming phase-type distributions for vacations and/or service times. A system consisting of a single queue with server breakdowns and arrival rates depending on the server status is studied in [166]. A difference with the system studied in the present chapter, besides the number of queues, is that the machine can break down at arbitrary moments during the service of customers. Shanthikumar [164] discusses a stochastic decomposition for the queue length in an $M / G / 1$ queue with server vacations under less restrictive assumptions than Fuhrmann and Cooper [84]. One of the relaxations is that the arrival rate of customers may be different during visit periods and vacations. Another system, with so-called working vacations and server breakdowns is studied in [107]. During these working vacations, both the service and arrival rates are different. Mean waiting times are found using a matrix analytical approach. For polling systems, a model with arrival rates that vary depending on the location of the server has not been studied in detail yet. Boxma [32] studies the joint queue length distribution at the beginning of a cycle, but no waiting times or marginal queue lengths are discussed. In a recent paper [36], a polling system with Lévy-driven, possibly correlated input is considered. Just as in the present chapter, the arrival process may depend on the location of the server. In [36] typical performance measures for Lévy processes are determined, such as the steady-state distribution of the joint amount of fluid at an arbitrary epoch,
and at polling and switching instants. The present chapter studies a similar setting, but assumes Poisson arrivals of individual customers.

For polling models with smart customers, we provide the Mean Value Analysis for determining the mean queue lengths and mean waiting times. Also, we show that under certain conditions a Pseudo-Conservation Law for the total amount of work in the system holds. Finally, typical features of the model under consideration are demonstrated in a numerical example.

This chapter is structured as follows. In Section 10.2 we introduce the model and notation used. Then, in Section 10.3 we adapt the MVA framework for polling systems to smart customers. This results in a very efficient method to compute the mean waiting time of each customer type. In Section 10.4 we show that, under certain conditions, a PCL is satisfied by our model. We present a numerical example that illustrates some typical features and advantages of the model under consideration in Section 10.5. Finally, Appendix 10.A contains equations omitted from the main text. This chapter is based on [28], in which also distributions are derived for the joint queue lengths at polling instants, the marginal queue lengths, the cycle times, and the visit times.

### 10.2 Model and notation

We consider a polling model as described in Section 9.2, with one distinguishing feature, which is the arrival process. This arrival process is a standard Poisson process, but the rate depends on the location of the server. The arrival rate at $Q_{i}$ is denoted by $\lambda_{i}^{(P)}$, where $P$ denotes the position of the server, which is either serving a queue, or switching from one queue to the next: $P \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$. We refer to this as a polling model with smart customers. Throughout the sequel of this chapter, we focus on the exhaustive service discipline, although only minor changes are required for the gated discipline or for mixed service disciplines.

### 10.3 Mean Value Analysis

We extend the Mean Value Analysis (MVA) framework for polling models (see Section 9.3.2) in this section to suit the concept of smart customers. We first determine the mean visit times and the mean cycle time, and then present the MVA equations for a polling system with smart customers.

### 10.3.1 Mean visit times and mean cycle time

For the case of smart customers, the visit times to a queue depend on all arrival rates $\lambda_{i}^{\left(V_{j}\right)}$ and $\lambda_{i}^{\left(S_{j}\right)}, i, j=1, \ldots, N$. In order to extend MVA to this case, we first derive the mean visit times to each of the queues, $\mathbb{E}\left[V_{i}\right]$, for $i=1, \ldots, N$. We need these to determine the fraction of the time the server is switching to or visiting a certain queue. For this, we set up a system of $N$ linear equations where the mean visit time of a queue is expressed in terms of the other mean visit times.

At the moment the server finishes serving $Q_{i}$, there are no type $i$ customers present in the system any more. From this point on, the number of type $i$ customers builds up at
rates $\lambda_{i}^{\left(S_{i}\right)}, \lambda_{i}^{\left(V_{i+1}\right)}, \ldots, \lambda_{i}^{\left(S_{i+N-1}\right)}$ (depending on the position of the server), until the server starts working on $Q_{i}$ again. Each of these customers initiates a busy period, with mean $\mathbb{E}\left[B P_{i}\right]=\mathbb{E}\left[B_{i}\right] /\left(1-\lambda_{i}^{\left(V_{i}\right)} \mathbb{E}\left[B_{i}\right]\right)$. This gives:

$$
\mathbb{E}\left[V_{i}\right]=\mathbb{E}\left[B P_{i}\right]\left(\lambda_{i}^{\left(S_{i}\right)} \mathbb{E}\left[S_{i}\right]+\sum_{j=i+1}^{i+N-1}\left(\lambda_{i}^{\left(V_{j}\right)} \mathbb{E}\left[V_{j}\right]+\lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right]\right)\right),
$$

for $i=1, \ldots, N$. The $\mathbb{E}\left[V_{i}\right]$ follow from solving this set of equations. Once these have been obtained, the mean cycle time follows from $\mathbb{E}[C]=\sum_{i=1}^{N}\left(\mathbb{E}\left[V_{i}\right]+\mathbb{E}\left[S_{i}\right]\right)$.

### 10.3.2 MVA equations

We extend the MVA approach to polling systems with smart customers. First, we briefly introduce some extra notation, then we give expressions for the mean waiting times, and the mean conditional and unconditional queue lengths. After eliminating variables, we end up with a system of linear equations. The system can (numerically) be solved in order to find the unknowns, in particular, the mean unconditional queue lengths and the mean waiting times. Although all equations are discussed in the present section, for the sake of brevity of this section, some of them are presented in Appendix 10.A.

Denote by $\mathbb{E}[P]$ is the mean duration of a period $P \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$, and by $\mathbb{E}\left[P^{2}\right]$ its second moment. Then the mean residual duration of a period $P$, at an arbitrarily chosen point in this period, is $\mathbb{E}\left[P^{r e s}\right]=E\left[P^{2}\right] /(2 \mathbb{E}[P])$. The fraction of time the system is in a given period $P$ is denoted by $q^{(P)}:=\mathbb{E}[P] / \mathbb{E}[C]$. The mean conditional number of type $j$ customers in the queue during a random point in $P$ is denoted by $\mathbb{E}\left[L_{j}^{(P)}\right]$, and the mean (unconditional) number of type $j$ customers in queue is denoted by $\mathbb{E}\left[L_{j}\right]$ (both excluding a customer potentially in service).

We define an interval $\left(P_{1}: P_{2}\right), P_{1}, P_{2} \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$, as the consecutive periods from period $P_{1}$ on, until and including period $P_{2}$. The mean residual duration of the interval is denoted by $\mathbb{E}\left[\left(P_{1}: P_{2}\right)^{\text {res }}\right]$.

For the mean conditional durations of a period, we have the following: $\mathbb{E}\left[\overleftarrow{V_{i}}\left(V_{j}\right)\right]$ denotes the mean duration of the previous period $V_{i}$, seen from an arbitrary point in $V_{j}$ (i.e., $V_{i}$ seen backward in time from the viewpoint of $V_{j}$ ), and $\mathbb{E}\left[\vec{V}_{i}\left(V_{j}\right)\right]$ denotes the mean duration of the next period $V_{i}$ (i.e., $V_{i}$ seen forward in time from the viewpoint of $V_{j}$ ). For $i=j$ they both coincide, and represent the mean age, respectively the mean residual duration of $V_{i}$. Since the distribution of the age of a period is the same as the distribution of the residual period, we have $\mathbb{E}\left[\overleftarrow{V}_{i}^{\left(V_{i}\right)}\right]=\mathbb{E}\left[\vec{V}_{i}\left(V_{i}\right)\right]=\mathbb{E}\left[V_{i}^{\text {res }}\right]$. Generally, however, $\mathbb{E}\left[\overleftarrow{V}_{i}\left(V_{j}\right)\right] \neq \mathbb{E}\left[\vec{V}_{i}\left(V_{j}\right)\right]$ for $i \neq j$, because of the dependencies between the durations of periods. Analogously, we define $\mathbb{E}\left[\overleftarrow{V_{i}}\left(S_{j}\right)\right], \mathbb{E}\left[\overrightarrow{V_{i}}\left(S_{j}\right)\right], \mathbb{E}\left[\overleftarrow{S_{i}}\left(V_{j}\right)\right]$, and $\mathbb{E}\left[\overrightarrow{S_{i}}\left(V_{j}\right)\right]$. Note that, e.g., $\mathbb{E}\left[\overrightarrow{S_{i}}\left(V_{j}\right)\right]=\mathbb{E}\left[S_{i}\right]$, but $\mathbb{E}\left[\overleftarrow{S_{i}}\left(V_{j}\right)\right] \neq \mathbb{E}\left[S_{i}\right]$. As switch-over times are independent, the following quantities directly simplify:

$$
\mathbb{E}\left[\overleftarrow{S_{i}}\left(S_{j}\right)\right]=\mathbb{E}\left[\overrightarrow{S_{i}}\left(S_{j}\right)\right]= \begin{cases}\mathbb{E}\left[S_{i}\right] & \text { for } i \neq j \\ \mathbb{E}\left[S_{i}{ }^{\text {res }}\right] & \text { for } i=j\end{cases}
$$

Furthermore, we define

$$
\bar{\lambda}_{i}=\frac{1}{\mathbb{E}[C]} \sum_{j=1}^{N}\left(\lambda_{i}^{\left(V_{j}\right)} \mathbb{E}\left[V_{j}\right]+\lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right]\right)
$$

Then, the probability that the server is at position $P \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$ at the arrival of a type $i$ customer, is

$$
\frac{\lambda_{i}^{(P)} \mathbb{E}[P]}{\bar{\lambda}_{i} \mathbb{E}[C]}=\frac{q^{(P)} \lambda_{i}^{(P)}}{\bar{\lambda}_{i}}
$$

Having introduced the required notation, we now present the main theorem of this section, which gives a set of equations that can be solved to find the mean waiting times of customers in the system.

Theorem 10.3.1. The mean waiting times, $\mathbb{E}\left[W_{i}\right]$, for $i=1, \ldots, N$, and the mean queue lengths, $\mathbb{E}\left[L_{i}\right]$, satisfy the following equations:

$$
\begin{align*}
\mathbb{E}\left[W_{i}\right]= & \frac{q^{\left(V_{i}\right)} \lambda_{i}^{\left(V_{i}\right)}}{\bar{\lambda}_{i}}\left(\mathbb{E}\left[L_{i}^{\left(V_{i}\right)}\right] \mathbb{E}\left[B_{i}\right]+\mathbb{E}\left[B_{i}^{\text {res }}\right]\right) \\
& +\sum_{j=i+1}^{i+N-1} \frac{q^{\left(V_{j}\right)} \lambda_{i}^{\left(V_{j}\right)}}{\bar{\lambda}_{i}}\left(\mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right] \mathbb{E}\left[B_{i}\right]+\sum_{k=j}^{i+N-1}\left(\mathbb{E}\left[S_{k}\right]+\mathbb{E}\left[{\overrightarrow{V_{k}}}^{\left(V_{j}\right)}\right]\right)\right) \\
& +\sum_{j=i}^{i+N-1} \frac{q^{\left(S_{j}\right)} \lambda_{i}^{\left(S_{j}\right)}}{\bar{\lambda}_{i}}\left(\mathbb{E}\left[L_{i}^{\left(S_{j}\right)}\right] \mathbb{E}\left[B_{i}\right]+\mathbb{E}\left[S_{j}^{r e s}\right]+\sum_{k=j+1}^{i+N-1}\left(\mathbb{E}\left[S_{k}\right]+\mathbb{E}\left[\vec{V}_{k}^{\left(S_{j}\right)}\right]\right)\right),  \tag{10.3.1}\\
\mathbb{E}\left[L_{i}\right]= & \bar{\lambda}_{i} \mathbb{E}\left[W_{i}\right],  \tag{10.3.2}\\
\mathbb{E}\left[L_{i}\right]= & \sum_{j=i+1}^{i+N}\left(q^{\left(V_{j}\right)} \mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right]+q^{\left(S_{j}\right)} \mathbb{E}\left[L_{i}^{\left(S_{j}\right)}\right]\right), \tag{10.3.3}
\end{align*}
$$

where the conditional mean queue lengths $\mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right]$ and $\mathbb{E}\left[L_{i}^{\left(S_{j}\right)}\right]$, for $j=i+1, \ldots, i+N-1$, are given by

$$
\begin{align*}
& \mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right]=\sum_{k=i+1}^{j} \lambda_{i}^{\left(V_{k}\right)} \mathbb{E}\left[\overleftarrow{V_{k}\left(V_{j}\right)}\right]+\sum_{k=i}^{j-1} \lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[\overleftarrow{S_{k}}\left(V_{j}\right)\right],  \tag{10.3.4}\\
& \mathbb{E}\left[L_{i}^{\left(S_{j}\right)}\right]=\sum_{k=i+1}^{j} \lambda_{i}^{\left(V_{k}\right)} \mathbb{E}\left[\overleftarrow{\left.V_{k}^{\left(S_{j}\right)}\right]+\sum_{k=i}^{j} \lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[\overleftarrow{S_{k}}\left(S_{j}\right)\right],}\right. \tag{10.3.5}
\end{align*}
$$

and where all $\mathbb{E}\left[\overleftarrow{P_{1}}\left(P_{2}\right)\right]$ and $\mathbb{E}\left[{\overrightarrow{P_{1}}}^{\left(P_{2}\right)}\right]$, for $P_{1}, P_{2} \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$, satisfy the set of equations (10.3.6) - (10.3.8) below, and (10.A.2)-(10.A.7) in Appendix 10.A.

Proof. In order to derive the mean waiting time $\mathbb{E}\left[W_{i}\right]$, we condition on the period in which a type $i$ customer arrives. A fraction $q^{\left(V_{j}\right)} \lambda_{i}^{\left(V_{j}\right)} / \bar{\lambda}_{i}$, and $q^{\left(S_{j}\right)} \lambda_{i}^{\left(S_{j}\right)} / \bar{\lambda}_{i}$ respectively, of the type $i$ customers arrives during period $V_{j}$, and during period $S_{j}$ respectively. If a
tagged type $i$ customer arrives during period $V_{i}$ (i.e., while his queue is being served), he has to wait for a residual service time, plus the service times of all type $i$ customers present in the system upon his arrival, which is (by conditional PASTA), $\mathbb{E}\left[L_{i}^{\left(V_{i}\right)}\right]$. As a fraction $q^{\left(V_{i}\right)} \lambda_{i}^{\left(V_{i}\right)} / \bar{\lambda}_{i}$ of the customers arrives during $V_{i}$, this explains the first line of (10.3.1). If the customer arrives in any other period, he has to wait until the server returns to $Q_{i}$ again. For this, we condition on the period in which he arrives. If the arrival period is a visit to $Q_{j}$, say $V_{j}$ for $j \neq i$, he has to wait for the residual duration of $V_{j}$ and the interval $\left(S_{j}: S_{i-1}\right)$, and for the service of the type $i$ customers present in the system upon his arrival. This gives the second line of (10.3.1). The third line, the case where the customer arrives during the switch-over time from $Q_{j}$ to $Q_{j+1}$ (period $S_{j}$ ), can be interpreted along the same lines as the case $V_{j}$.

Equation (10.3.3) is obtained by unconditioning the conditional queue lengths $\mathbb{E}\left[L_{i}^{(P)}\right]$. The mean number of type $i$ customers in the queue at an arbitrary point during $V_{j}$, given by (10.3.4), is the mean number of customers built up from the last visit to $Q_{i}$ (when $Q_{i}$ became empty) until and including a residual duration of $V_{j}$ (as the mean residual duration of $V_{j}$ is equal to the mean age of that period), taking into account the varying arrival rates. The mean number of type $i$ customers queueing in the system during period $S_{j}$, given by (10.3.5), can be found similarly. Equations (10.3.4) and (10.3.5) show one of the difficulties in adapting the 'ordinary' MVA approach to that of smart customers. If the arrival rates remain constant during a cycle, these expressions would reduce to $\lambda_{i}$ multiplied by the mean time passed since the server has left $Q_{i}$. However, for the smart customers case, we have to keep track of the duration of all the intermediate periods, from the viewpoint of period $V_{j}$ respectively $S_{j}$.

As indicated in Theorem 10.3.1, at this point, the number of equations is insufficient to find all the unknowns, $\mathbb{E}\left[\overleftarrow{P_{1}}\left(P_{2}\right)\right]$ and $\mathbb{E}\left[\overrightarrow{P_{1}}\left(P_{2}\right)\right]$, for $P_{1}, P_{2} \in\left\{V_{1}, S_{1}, \ldots, V_{N}, S_{N}\right\}$. In the remainder of the proof, we develop additional relations for these quantities to complete the set of equations. We start by considering $\mathbb{E}\left[\vec{V}_{i}\left(V_{j}\right)\right]$, which is the mean duration of the next period $V_{i}$, when observed from an arbitrary point in $V_{j}$. For $i=j$ this is just the residual duration of $V_{i}$, consisting of a busy period induced by a customer with a residual service time left, and the busy periods of all type $i$ customers in the queue. The cases $i \neq j$ need some more attention. The duration of $V_{i}$ now consists of the busy period induced by the type $i$ customers in the queue, which are in expectation $\mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right]$ customers. During the periods $V_{j}, S_{j}, \ldots, S_{i-1}$, however, new type $i$ customers are arriving, each contributing a busy period to the duration of $V_{i}$. Hence, summing over these periods and taking into account the varying arrival rates, we get the mean total of newly arriving customers in this interval. This yields, for $i=1, \ldots, N$ and $j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
& \mathbb{E}\left[{\overrightarrow{V_{i}}}^{\left(V_{i}\right)}\right]=\mathbb{E}\left[B P_{i}\right] \mathbb{E}\left[L_{i}^{\left(V_{i}\right)}\right]+\mathbb{E}\left[B_{i}^{\text {res }}\right] /\left(1-\lambda_{i}^{\left(V_{i}\right)} \mathbb{E}\left[B_{i}\right]\right),  \tag{10.3.6}\\
& \mathbb{E}\left[\vec{V}_{i}^{\left(V_{j}\right)}\right]=\mathbb{E}\left[B P_{i}\right]\left(\mathbb{E}\left[L_{i}^{\left(V_{j}\right)}\right]+\sum_{k=j}^{i+N-1}\left(\lambda_{i}^{\left(V_{k}\right)} \mathbb{E}\left[{\overrightarrow{V_{k}}}^{\left(V_{j}\right)}\right]+\lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[S_{k}\right]\right)\right) . \tag{10.3.7}
\end{align*}
$$

Analogously, $\mathbb{E}\left[\vec{V}_{i}{ }^{\left(S_{j}\right)}\right]$ denotes the mean duration of the next period $V_{i}$, when observed from an arbitrary point in $S_{j}$. The explanation of its expression is along the same lines as that of $\mathbb{E}\left[\vec{V}_{i}\left(V_{j}\right)\right]$, although it should be noted that $i=j$ is not a special case. See (10.A.1) in Appendix 10.A.

The last step in the proof of Theorem 10.3.1 needs the following lemma to find the final relations between $\mathbb{E}\left[\overleftarrow{P_{1}}\left(P_{2}\right)\right]$ and $\mathbb{E}\left[\overrightarrow{P_{1}}\left(P_{2}\right)\right]$ :
Lemma 10.3.2. For $i=1, \ldots, N$, and $j=i+1, \ldots, i+N$ :

$$
\begin{align*}
& \sum_{k=i}^{j-1} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{S_{i}}\left(S_{k}\right)\right]+\sum_{l=i+1}^{k}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(S_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(S_{k}\right)\right]\right)\right. \\
& \left.-\mathbb{E}\left[S_{k}^{r e s}\right]-\mathbb{E}\left[\vec{V}_{j}^{\left(S_{k}\right)}\right]-\sum_{l=k+1}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}^{\left(S_{k}\right)}\right]\right)\right) \\
& =\sum_{k=i+1}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\vec{V}_{j}^{\left(V_{k}\right)}\right]+\sum_{l=k}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}^{\left(V_{k}\right)}\right]\right)\right. \\
& \left.\quad-\mathbb{E}\left[\overleftarrow{S_{i}}\left(V_{k}\right)\right]-\mathbb{E}\left[\overleftarrow{V_{k}}{ }^{\left(V_{k}\right)}\right]-\sum_{l=i+1}^{k-1}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}\left(V_{k}\right)}\right]\right)\right) \tag{10.3.8}
\end{align*}
$$

Proof. Equation (10.3.8) can be proven by studying all mean residual interval lengths $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right], \mathbb{E}\left[\left(S_{i}: S_{j}\right)^{\text {res }}\right], \mathbb{E}\left[\left(V_{i}: V_{j}\right)^{\text {res }}\right]$, and $\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{\text {res }}\right]$. Consider $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right]$, the mean residual duration of the interval $S_{i}, V_{i+1}, \ldots, V_{j}$. We condition on the period in which the interval is observed. As the mean duration of the interval is given by $\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]$, it follows that $\mathbb{E}\left[S_{k}\right] / \mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]$ is the probability that the interval is observed in period $S_{k}$. The remaining duration of the interval consists of the remaining duration of $S_{k}$ plus the mean durations of the (coming) periods $V_{k+1}, S_{k+1}, \ldots, V_{j}$, when observed from period $S_{k}$. When observing $\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]$ from $V_{k}$, a similar way of reasoning is used. This gives, for $i=1, \ldots, N$, and $j=i+1, \ldots, i+N$ :

$$
\begin{align*}
\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{r e s}\right]= & \sum_{k=i}^{j-1} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[S_{k}^{\text {res }}\right]+\mathbb{E}\left[\vec{V}_{j}\left(S_{k}\right)\right]+\sum_{l=k+1}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}\left(S_{k}\right)\right]\right)\right) \\
& +\sum_{k=i+1}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\vec{V}_{j}\left(V_{k}\right)\right]+\sum_{l=k}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}\left(V_{k}\right)\right]\right)\right) . \tag{10.3.9}
\end{align*}
$$

We now use that the distribution of the residual length of an interval is the same as the distribution of the age of this interval. Again, focus on $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right]$, conditioning on the period in which the interval is observed, but now looking forward in time. Consider all the periods in $\left(S_{i}: V_{j}\right)$ that have already passed when observing during $S_{k}$. The interval has lasted for the sum of these periods, plus the age of $S_{k}$. The same can be done for an arbitrary point in $V_{k}$. This gives, for $i=1, \ldots, N, j=i+1, \ldots, i+N$ :

$$
\begin{align*}
& \mathbb{E}\left[\left(S_{i}: V_{j}\right)^{r e s}\right]=\sum_{k=i}^{j-1} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{S_{i}}\left(S_{k}\right)\right]+\sum_{l=i+1}^{k}\left(\mathbb { E } \left[\overleftarrow{\left.\left.\left.S_{l}\left(S_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(S_{k}\right)\right]\right)\right)}\right.\right.\right. \\
& \quad+\sum_{k=i+1}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(S_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{S_{i}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{k}\left(V_{k}\right)}\right]+\sum_{l=i+1}^{k-1}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(V_{k}\right)\right]\right)\right) \tag{10.3.10}
\end{align*}
$$

The proof of Lemma 10.3.2 is completed by equating (10.3.9) and (10.3.10) and rearranging the terms.

Similar to the proof of Lemma 10.3.2, we can develop two different expressions for each of the terms $\mathbb{E}\left[\left(S_{i}: S_{j}\right)^{\text {res }}\right], \mathbb{E}\left[\left(V_{i}: V_{j}\right)^{\text {res }}\right]$, and $\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{\text {res }}\right]$. For the sake of brevity of this section, they are presented in Appendix 10.A, Equations (10.A.2)-(10.A.7). Equating each pair of these expressions, completes the set of (linear) equations for the mean waiting times and mean queue lengths. This concludes the proof of Theorem 10.3.1.

### 10.4 Pseudo-Conservation Law

In this section we derive a Pseudo-Conservation Law (PCL), which gives an expression for the weighted sum of the mean waiting times at each of the queues. For 'ordinary' cyclic polling systems, Boxma and Groenendijk [34] derive a PCL under various service disciplines (see Section 9.3.1):

$$
\begin{equation*}
\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\frac{\rho}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\rho \mathbb{E}\left[S^{\text {res }}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right)+\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right] . \tag{10.4.1}
\end{equation*}
$$

A required restriction for our approach in this section, is that the Poisson process according to which work arrives in the system, has a fixed arrival rate during all visit periods. We also require that the amounts of work brought by an individual arrival are identically distributed for all visit periods. We mention two typical cases where this requirement is satisfied. Firstly, the case when the arrival rate at a given queue stays constant during different visit times, and secondly when the total arrival rate remains constant during visit times and the service times are identically distributed:

Case 1: $\quad \lambda_{i}^{\left(V_{1}\right)}=\lambda_{i}^{\left(V_{2}\right)}=\ldots=\lambda_{i}^{\left(V_{N}\right)}=: \lambda_{i}^{(V)}, \quad i=1, \ldots, N$,
Case 2: $\quad \sum_{i=1}^{N} \lambda_{i}^{\left(V_{j}\right)}=: \Lambda^{(V)}$, and $B_{1} \stackrel{d}{=} \ldots \stackrel{d}{=} B_{N}, \quad j=1, \ldots, N$,
denoting by $\stackrel{d}{=}$ equality in distribution. During visit periods, let $\Lambda^{(V)}$ be the total arrival rate of all customer types, and let $B^{(V)}$ denote the generic service time of an arbitrary customer entering the system. In particular, this means for Case 1 that $\Lambda^{(V)}=\sum_{i=1}^{N} \lambda_{i}^{(V)}$ and $B^{(V)} \stackrel{d}{=} B_{i}$ with probability $\lambda_{i}^{(V)} / \Lambda^{(V)}$ for $i=1, \ldots, N$. We introduce $\rho^{(V)}$ to denote the mean amount of work entering the system per time unit during a visit period, so $\rho^{(V)}=\Lambda^{(V)} \mathbb{E}\left[B^{(V)}\right]$.

For deriving the PCL, we focus on the mean amount of work in the system at an arbitrary point in time. Denote this by $Y$, and let $Y^{(V)}$ and $Y^{(S)}$ be the amount of work at an arbitrary point during respectively a visit period, and a switch-over period. Then

$$
Y \stackrel{d}{=} \begin{cases}Y^{(V)} & \text { w.p. } \bar{\rho},  \tag{10.4.4}\\ Y^{(S)} & \text { w.p. } 1-\bar{\rho},\end{cases}
$$

where $\bar{\rho}:=\sum_{i=1}^{N} \bar{\rho}_{i}=\sum_{i=1}^{N} \bar{\lambda}_{i} \mathbb{E}\left[B_{i}\right]$ is the mean amount of work offered per time unit. Hence,

$$
\begin{equation*}
\mathbb{E}[Y]=\bar{\rho} \mathbb{E}\left[Y^{(V)}\right]+(1-\bar{\rho}) \mathbb{E}\left[Y^{(S)}\right] \tag{10.4.5}
\end{equation*}
$$

Another way to obtain the mean total amount of work in the system, is by taking the sum of the mean workloads. The mean workload in $Q_{i}$ is the mean amount of work of all customers in the queue, plus, with probability $\bar{\rho}_{i}=\bar{\lambda}_{i} \mathbb{E}\left[B_{i}\right]$, the mean remaining amount of work of a customer in service at $Q_{i}$ :

$$
\begin{equation*}
\mathbb{E}[Y]=\sum_{i=1}^{N}\left(\mathbb{E}\left[L_{i}\right] \mathbb{E}\left[B_{i}\right]+\bar{\rho}_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]\right) . \tag{10.4.6}
\end{equation*}
$$

In the next subsections we show that equating (10.4.5) and (10.4.6), and applying Little's Law, $\mathbb{E}\left[L_{i}\right]=\bar{\lambda}_{i} \mathbb{E}\left[W_{i}\right]$, gives a PCL for the mean waiting times in the system. However, we first derive $\mathbb{E}\left[Y^{(S)}\right]$ and $\mathbb{E}\left[Y^{(V)}\right]$.

### 10.4.1 Work during switch-over periods

The term $\mathbb{E}\left[Y^{(S)}\right]$ denotes the mean amount of work in the system when observed at a random point in a switch-over interval. Denoting by $\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]$ the mean amount of work in the system at an arbitrary moment during $S_{i}$, we can condition on the switch-over interval in which the system is observed:

$$
\begin{equation*}
\mathbb{E}\left[Y^{(S)}\right]=\sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y^{\left(S_{i}\right)}\right] \tag{10.4.7}
\end{equation*}
$$

We can split $\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]$ into two parts: the mean amount of work present at the start of $S_{i}$, plus the mean amount of work built up since the start of the switch-over time. In expectation, a duration $\mathbb{E}\left[S_{i}^{\text {res }}\right]$ has passed since the beginning of the switch-over time, in which work arrived at rate $\lambda_{j}^{\left(S_{i}\right)} \mathbb{E}\left[B_{j}\right]$ at $Q_{j}$. Hence, this gives a contribution to $\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]$ of $\sum_{j=1}^{N} \lambda_{j}^{\left(S_{i}\right)} \mathbb{E}\left[B_{j}\right] \mathbb{E}\left[S_{i}^{\text {res }}\right]$. Denote by $M_{j}$ the amount of work, present at $Q_{j}$ at the end of the visit to this queue. For the work present at the start of the switchover period, we start looking at the moment that the server left $Q_{j}$, leaving a mean amount of work $\mathbb{E}\left[M_{j}\right]$ behind in this queue. For exhaustive service, $\mathbb{E}\left[M_{j}\right]=0$, for gated service $\mathbb{E}\left[M_{j}\right]=\lambda_{j}^{\left(V_{j}\right)} \mathbb{E}\left[B_{j}\right] \mathbb{E}\left[V_{j}\right]$. Since then, the interval $\left(S_{j}: V_{i+N}\right)$ has passed, for $j=i+1, \ldots, i+N-1$. In this interval the amount of type $j$ work increased at rates $\lambda_{j}^{\left(S_{j}\right)} \mathbb{E}\left[B_{j}\right], \lambda_{j}^{\left(V_{j+1}\right)} \mathbb{E}\left[B_{j}\right], \ldots, \lambda_{j}^{\left(S_{i-1}\right)} \mathbb{E}\left[B_{j}\right], \lambda_{j}^{\left(V_{i}\right)} \mathbb{E}\left[B_{j}\right]$ during the various periods. This leads to the following expression for $\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]$ :

$$
\begin{align*}
\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]= & \sum_{j=1}^{N}\left(\lambda_{j}^{\left(S_{i}\right)} \mathbb{E}\left[B_{j}\right] \mathbb{E}\left[S_{i}^{r e s}\right]+\mathbb{E}\left[M_{j}\right]\right) \\
& +\sum_{j=i+1}^{i+N-1} \sum_{k=j}^{i+N-1}\left(\lambda_{j}^{\left(S_{k}\right)} \mathbb{E}\left[B_{j}\right] \mathbb{E}\left[S_{k}\right]+\lambda_{j}^{\left(V_{k+1}\right)} \mathbb{E}\left[B_{j}\right] \mathbb{E}\left[V_{k+1}\right]\right) . \tag{10.4.8}
\end{align*}
$$

### 10.4.2 Work during visit periods

For obtaining $\mathbb{E}\left[Y^{(V)}\right]$, we follow the proof of the PCL as in [34]. The key observation in this proof is the work decomposition property in a polling system. This property states
that the amount of work at an arbitrary epoch in a visit period is distributed as the sum of two independent random variables: the amount of work in the "corresponding" $M / G / 1$ queue at an arbitrary epoch during a busy period, denoted by $Y_{M / G / 1}^{(V)}$, and the amount of work in the polling system at an arbitrary epoch during a switch-over time, $Y^{(S)}$. In a polling model with smart customers, this decomposition does not typically hold, but a minor adaptation is required. We follow the proof in [34] as closely as possible, meaning that we use the concepts of ancestral line and offspring of a customer, as introduced in [84]. We also copy the idea of comparing the polling system to an $M / G / 1$ queue with vacations and Last-Come-First-Served (LCFS) service. The traffic process offered to this $M / G / 1$ queue is identical to the traffic process of the polling system. The server of the $M / G / 1$ queue takes vacations exactly during the switching periods of the polling system. These vacations might interrupt the service of a customer in the $M / G / 1$ queue. This service is not resumed until all customers that have arrived during the vacation and their offspring have been served (in LCFS order).

We now focus on the amount of work in this $M / G / 1$ system at an arbitrary moment during $a$ visit (busy) period. Let $K$ be the customer being served at this observation moment, and let $K_{A}$ be his ancestor. By definition, $K_{A}$ has arrived during a vacation period (i.e. switch-over period in the corresponding polling system). Denote by $Y_{K_{A}}$ the amount of work present in the system at the moment that $K_{A}$ enters the system. An important difference with the situation studied in [34] is that we cannot use the PASTA property, so in general $Y_{K_{A}} \neq Y^{(S)}$. We now condition on the customer type of $K_{A}$. The mean duration of the service of a type $i$ ancestor and his entire ancestral line is $\mathbb{E}\left[B_{i}\right] /\left(1-\rho^{(V)}\right)$. This can be regarded as the mean busy period commencing with the service of an exceptional first customer (namely a type $i$ customer). Each type $i$ customer arriving during $S_{j}$, with arrival rate $\lambda_{i}^{\left(S_{j}\right)}, i, j=1, \ldots, N$, starts such a busy period, so the probability that $K_{A}$ is a type $i$ customer is:

$$
\begin{equation*}
p_{i}=\frac{\sum_{j=1}^{N} \lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[B_{i}\right] /\left(1-\rho^{(V)}\right)}{\sum_{k=1}^{N} \sum_{j=1}^{N} \lambda_{k}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[B_{k}\right] /\left(1-\rho^{(V)}\right)}=\frac{\sum_{j=1}^{N} \lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[B_{i}\right]}{\sum_{k=1}^{N} \sum_{j=1}^{N} \lambda_{k}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[B_{k}\right]} . \tag{10.4.9}
\end{equation*}
$$

Given that $K_{A}$ is a type $i$ customer, we again pick up the proof of the work decomposition in [34]. Denote by $B_{K_{A}}$ the service requirement of $K_{A}$. Then, because of the LCFS service discipline of the $M / G / 1$ queue, the amount of work when $K_{A}$ goes into service is exactly $Y_{K_{A}}+B_{K_{A}}$, and the amount of work when the last descendant of $K_{A}$ has been served equals $Y_{K_{A}}$ again (for the first time, since the arrival of $K_{A}$ ). Ignoring the amount of work present at $K_{A}$ 's arrival, the residual amount of work evolves just as during a busy period in an $M / G / 1$ queue with an exceptional first customer (having generic service requirement $B_{i}$ ). The only exception is caused by the vacations (i.e. switch-over times in the polling model), during which the work remains constant or may increase because of new arrivals. However, just as in [34], if we ignore these vacations and the (LCFS) service of the ancestral lines of the customers that arrive during these vacations, what remains is the workload process during a busy period initiated by a type $i$ customer. Denote by $Y_{M / G / 1 \mid i}^{(V)}$ the amount of work at an arbitrary moment during this busy period, and denote by $Y_{A_{i}}^{(S)}$ the amount of work present in the polling system at an arbitrary arrival epoch of a type $i$ customer during a switch-over time. Note that $Y_{K_{A}}$ is distributed like $Y_{A_{i}}^{(S)}$. Then
we have the following decomposition:

$$
\begin{equation*}
Y^{(V)} \stackrel{d}{=} Y_{M / G / 1 \mid i}^{(V)}+Y_{A_{i}}^{(S)} \quad \text { w.p. } p_{i}, \quad i=1, \ldots, N \tag{10.4.10}
\end{equation*}
$$

with $p_{i}$ as given in (10.4.9), and $Y_{M / G / 1 \mid i}^{(V)}$ and $Y_{A_{i}}^{(S)}$ being independent. This leads to

$$
\begin{equation*}
\mathbb{E}\left[Y^{(V)}\right]=\sum_{i=1}^{N} p_{i}\left(\mathbb{E}\left[Y_{M / G / 1 \mid i}^{(V)}\right]+\mathbb{E}\left[Y_{A_{i}}^{(S)}\right]\right) \tag{10.4.11}
\end{equation*}
$$

with

$$
\begin{gather*}
\mathbb{E}\left[Y_{M / G / 1 \mid i}^{(V)}\right]=\mathbb{E}\left[B_{i}^{\text {res }}\right]+\frac{\rho^{(V)}}{1-\rho^{(V)}} \mathbb{E}\left[\left(B^{(V)}\right)^{\text {res }}\right],  \tag{10.4.12}\\
\mathbb{E}\left[Y_{A_{i}}^{(S)}\right]=\sum_{j=1}^{N} \frac{\lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right]}{\sum_{k=1}^{N} \lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[S_{k}\right]} \mathbb{E}\left[Y^{\left(S_{j}\right)}\right] . \tag{10.4.13}
\end{gather*}
$$

For (10.4.12) we use standard theory on an $M / G / 1$ queue with an exceptional first customer (cf. [211]), and (10.4.13) is established by conditioning on the switch-over period in which a type $i$ customer arrives.

### 10.4.3 PCL for smart customers

We are now ready to state the PCL.
Theorem 10.4.1. Provided that (10.4.2) or (10.4.3) is valid, the following Pseudo-Conservation Law holds:

$$
\begin{align*}
& \sum_{i=1}^{N} \bar{\rho}_{i} \mathbb{E}\left[W_{i}\right]=(1-\bar{\rho}) \sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y^{\left(S_{i}\right)}\right]-\sum_{i=1}^{N} \bar{\rho}_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right] \\
& +  \tag{10.4.14}\\
& +\bar{\rho} \sum_{i=1}^{N} p_{i}\left(\sum_{j=1}^{N} \frac{\lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}\right]}{\sum_{k=1}^{N} \lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[S_{k}\right]} \mathbb{E}\left[Y^{\left(S_{j}\right)}\right]+\mathbb{E}\left[B_{i}^{\text {res }}\right]+\frac{\rho^{(V)}}{1-\rho^{(V)}} \mathbb{E}\left[\left(B^{(V)}\right)^{r e s}\right]\right)
\end{align*}
$$

where $\mathbb{E}\left[Y^{\left(S_{i}\right)}\right]$ are as in (10.4.8), and the $p_{i}$ as in (10.4.9).
Proof. We have two equations, (10.4.5) and (10.4.6), for the mean total amount of work in the system. Combining these two equations, and plugging in (10.4.7) and (10.4.11), we find

$$
\begin{aligned}
& \sum_{i=1}^{N}\left(\mathbb{E}\left[L_{i}\right] \mathbb{E}\left[B_{i}\right]+\bar{\rho}_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]\right) \\
& \quad=(1-\bar{\rho}) \sum_{j=1}^{N} \frac{\mathbb{E}\left[S_{j}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y^{\left(S_{j}\right)}\right] \bar{\rho} \sum_{i=1}^{N} p_{i}\left(\mathbb{E}\left[Y_{M / G / 1 \mid i}^{(V)}\right]+\mathbb{E}\left[Y_{A_{i}}^{(S)}\right]\right)
\end{aligned}
$$

By application of Little's Law, $\mathbb{E}\left[L_{i}\right]=\bar{\lambda}_{i} \mathbb{E}\left[W_{i}\right]$, using that $\bar{\rho}_{i}=\bar{\lambda}_{i} \mathbb{E}\left[B_{i}\right]$, plugging in (10.4.12) and (10.4.13), after some rewriting we obtain (10.4.14), which is a PCL for a polling model with smart customers.

Remark 10.4.2. When $\lambda_{i}^{\left(S_{1}\right)}=\lambda_{i}^{\left(S_{2}\right)}=\ldots=\lambda_{i}^{\left(S_{N}\right)}=\lambda_{i}^{\left(V_{1}\right)}=\cdots=\lambda_{i}^{\left(V_{N}\right)}=\lambda_{i}$, for all $i=1, \ldots, N$, Equation (10.4.14) reduces to the standard PCL (10.4.1). E.g., because of pASTA, $\mathbb{E}\left[Y_{A_{i}}^{(S)}\right]=\mathbb{E}\left[Y^{(S)}\right]$, and $p_{i}=\lambda_{i} / \Lambda$ for all $i$.

Case 2, where the assumptions of (10.4.3) hold, has a nice practical interpretation if we add the additional requirement that $\sum_{i=1}^{N} \lambda_{i}^{\left(S_{j}\right)}=\sum_{i=1}^{N} \lambda_{i}^{\left(V_{j}\right)}=: \Lambda$ for all $j=1, \ldots, N$. Now, the model can be interpreted as a polling system with customers arriving in one Poisson stream with constant arrival rate $\Lambda$, and generic service requirement $B$, but joining a certain queue with a fixed probability that may depend on the location of the server at the arrival epoch. In Section 10.5, we discuss an example on how these probabilities may be chosen to minimize the mean waiting time of an arbitrary customer. The PCL (10.4.14) can be simplified considerably in this situation.

Corollary 10.4.3. If (10.4.3) is valid, the PCL (10.4.14) reduces to:

$$
\begin{equation*}
\sum_{i=1}^{N} \bar{\rho}_{i} \mathbb{E}\left[W_{i}\right]=\sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y^{\left(S_{i}\right)}\right]+\frac{\rho^{2}}{1-\rho} \mathbb{E}\left[B^{r e s}\right] . \tag{10.4.15}
\end{equation*}
$$

Proof. This is a direct consequence of assumptions (10.4.3). E.g., in the computation of (10.4.12) there is no need to condition on a special first customer, and hence the term $\mathbb{E}\left[Y_{M / G / 1 \mid i}\right]$ does not depend on $i$ anymore:

$$
\mathbb{E}\left[Y_{M / G / 1 \mid i}\right]=\frac{\mathbb{E}\left[B^{\text {res }}\right]}{1-\rho},
$$

where $\rho=\Lambda \mathbb{E}[B]$. Additionally, the term $\sum_{i=1}^{N} p_{i} \mathbb{E}\left[Y_{A_{i}}^{(S)}\right]$ also simplifies considerably:

$$
\sum_{i=1}^{N} p_{i} \mathbb{E}\left[Y_{A_{i}}^{(S)}\right]=\sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y^{\left(S_{i}\right)}\right] .
$$

Combining this, multiple terms cancel out and (10.4.15) follows. It is easily seen that (10.4.15) is in line with the standard PCL (10.4.1), when the arrival rates do not change during various visit and switch-over times.

### 10.5 Numerical example

We consider a polling system where arriving customers choose which queue they join, based on the current position of the server. In [32, 37] a fully symmetric case is studied with gated service, and it is proven that the mean sojourn time of customers is minimized if customers join the queue that is being served directly after the queue that is currently being served. Although the exhaustive case is not studied, it is intuitively clear that in this situation smart customers join the queue that is currently being served. Or, in case an arrival takes place during a switch-over time, join the next queue that is visited. In this example, we study this situation in more detail by adding an extra parameter that can be varied. The polling model is fully symmetric, except for the service time of customers in $Q_{1}$, which is varied. The practical interpretation is the following: customers arrive with a fixed arrival intensity, say $\Lambda$, and choose which queue they join. This does not
affect their service time, except when they choose $Q_{1}$. In this case, the service time has a different distribution. To illustrate the dynamics of this system, we choose the following setting. The system consists of three queues with exhaustive service. The switch-over times are all exponentially distributed with mean 1 . The service times are also exponentially distributed with $\mathbb{E}\left[B_{2}\right]=\mathbb{E}\left[B_{3}\right]=1$, and $\mathbb{E}\left[B_{1}\right]$ is varied between 0 and 2. Arriving customers choose one queue which they want to join. This queue is the same for all customers, so there is no randomness involved in the selection, which is only based on the location of the server at their arrival epochs. We intend to find the optimal queue for customers to join. In terms of the model parameters: we seek to find values for $\lambda_{i}^{\left(V_{j}\right)}$ and $\lambda_{i}^{\left(S_{j}\right)}, i, j=1,2,3$, that minimize the mean sojourn time of an arbitrary customer, under the restriction that for each value of $j$, exactly one $\lambda_{i}^{\left(V_{j}\right)}$ and exactly one $\lambda_{i}^{\left(S_{j}\right)}$ is equal to $\Lambda$, and all the other values are 0 . A valid combination of these arrival intensities is called a strategy, and we introduce the short notation for a strategy by the indices of the queues that are joined in respectively $\left(V_{1}, S_{1}, V_{2}, S_{2}, V_{3}, S_{3}\right)$. E.g., for the fully symmetric case, with $\mathbb{E}\left[B_{1}\right]=1$, it is intuitively clear that the optimal strategy is to join $Q_{i}$, if the arrival takes place during $V_{i}$, and to join $Q_{i+1}$ if the arrival takes place during $S_{i}$. This strategy is denoted by ( $1,2,2,3,3,1$ ), and corresponds to $\lambda_{1}^{\left(V_{1}\right)}=\lambda_{2}^{\left(V_{2}\right)}=\lambda_{3}^{\left(V_{3}\right)}=\Lambda$, and $\lambda_{2}^{\left(S_{1}\right)}=\lambda_{3}^{\left(S_{2}\right)}=\lambda_{1}^{\left(S_{3}\right)}=\Lambda$. The other arrival intensities are 0 . As stated before, we vary $\mathbb{E}\left[B_{1}\right]$ between 0 and 2 , and focus on the overall mean sojourn time. It is clear that making $\mathbb{E}\left[B_{1}\right]$ smaller, makes it more attractive to join $Q_{1}$ (even if another queue is served), whereas making $\mathbb{E}\left[B_{1}\right]$ larger, makes it less attractive to join $Q_{1}$. In order to obtain numerical results, we choose the (arbitrary) value $\Lambda=\frac{3}{5}$. It turns out that as much as seven different strategies can be optimal, depending on the value of $\mathbb{E}\left[B_{1}\right]$. We refer to these strategies as I through VII, listed in Table 10.1, along with their region of optimality. For each of these strategies, the mean sojourn time of an arbitrary customer is plotted versus $\mathbb{E}\left[B_{1}\right]$ in Figure 10.2.

| Strategy | Queue to join during |  |  |  |  |  | Region of optimality |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $V_{1}$ | $S_{1}$ | $V_{2}$ | $S_{2}$ | $V_{3}$ | $S_{3}$ |  |
| I | 1 | 1 | X | 1 | X | 1 | $0.00 \leq \mathbb{E}\left[B_{1}\right] \leq 0.41$ |
| II | 1 | 2 | 1 | 1 | X | 1 | $0.41 \leq \mathbb{E}\left[B_{1}\right] \leq 0.66$ |
| III | 1 | 2 | 2 | 1 | X | 1 | $0.66 \leq \mathbb{E}\left[B_{1}\right] \leq 0.73$ |
| IV | 1 | 2 | 2 | 3 | 1 | 1 | $0.73 \leq \mathbb{E}\left[B_{1}\right] \leq 0.84$ |
| V | 1 | 2 | 2 | 3 | 3 | 1 | $0.84 \leq \mathbb{E}\left[B_{1}\right] \leq 1.10$ |
| VI | 2 | 2 | 2 | 3 | 3 | 1 | $1.10 \leq \mathbb{E}\left[B_{1}\right] \leq 1.16$ |
| VII | X | 2 | 2 | 3 | 3 | 2 | $1.16 \leq \mathbb{E}\left[B_{1}\right]$ |

Table 10.1: The seven smartest strategies that minimize the mean waiting time of an arbitrary customer who can choose the queue in which he wants to be served. An ' $X$ ' means that the length of the corresponding visit time equals 0 because customers never join this queue.

As expected, $Q_{1}$ is most popular if $\mathbb{E}\left[B_{1}\right]$ is very small. In particular, for very small values of $\mathbb{E}\left[B_{1}\right]$, customers always join this queue (Strategy I). As $\mathbb{E}\left[B_{1}\right]$ becomes larger, $Q_{2}$ and later also $Q_{3}$ are chosen in more and more situations (Strategies II-V). Strategy V, which is optimal if the system is (nearly) symmetric, is the one where customers join the queue that is being served, or is going to be served next if the arrival takes place during


Figure 10.2: The mean sojourn time of an arbitrary customer for the seven smartest strategies, against the mean service time in $Q_{1}$.
a switch-over time. Strategy VI, which is optimal in only a very small range of values of $\mathbb{E}\left[B_{1}\right]$, states that customers only join $Q_{1}$ during the switch-over time $S_{3}$. Strategy VII, in which customers never join $Q_{1}$, is optimal for large values of $\mathbb{E}\left[B_{1}\right]$. The ergodicity constraint, considering all parameters are fixed except for $\mathbb{E}\left[B_{1}\right]$, for the different strategies is interesting to mention. For strategies I-V, the necessary and sufficient condition for stability is $\mathbb{E}\left[B_{1}\right]<\frac{5}{3}$. Strategies VI and VII always result in a stable system, regardless of $\mathbb{E}\left[B_{1}\right]$.

It is also interesting to discuss what stupid customers would do in this system. Stupid customers choose the worst possible strategy, in order to maximize the mean sojourn time of an arbitrary customer. We do not go into details and do not mention exactly which strategy is worst for each value of $\mathbb{E}\left[B_{1}\right]$, but we pick out some interesting cases. Obviously, when $\mathbb{E}\left[B_{1}\right]=0$, the worst possible thing to do is never to join $Q_{1}$. The worst strategy in this case is ( $X, 3,3,2,2,3$ ), where $X$ means that any queue can be chosen (because the length of the corresponding visit time equals 0 , since customers never join this queue). This strategy leads to an overall mean sojourn time of 7.48. As $\mathbb{E}\left[B_{1}\right]$ grows larger, $Q_{1}$ gradually will be chosen more frequently. In the symmetric case, $\mathbb{E}\left[B_{1}\right]=1$, customers arriving during $V_{i}$ choose $Q_{i-1}$, and customers arriving during $S_{i}$ choose $Q_{i}$, resulting in a mean sojourn time of 8.5 . For large $\mathbb{E}\left[B_{1}\right]$, the worst possible strategy might be a bit surprising. It is not simply to always join $Q_{1}$, but it is $(1,1,1,2,1,3)$. During visit periods, customers always join $Q_{1}$, but during $S_{i}$ customers join $Q_{i}$. For $\mathbb{E}\left[B_{1}\right] \uparrow \frac{5}{3}$, this strategy results in the highest mean sojourn time of an arbitrary customer. For the situation $\mathbb{E}\left[B_{1}\right] \geq \frac{5}{3}$, there are many strategies for which the system becomes unstable and sojourn times become infinite. The worst possible strategy for $\mathbb{E}\left[B_{1}\right] \geq \frac{5}{3}$ that still results in a stable system, is ( $3,1, X, 1,1,1$ ).

## 10.A Appendix: MVA equations

In this appendix we present all MVA equations that have been omitted in Section 10.3.

The mean duration of the next period $V_{i}$, when in $S_{j}$ is denoted by $\mathbb{E}\left[\vec{V}_{i}\left(S_{j}\right)\right]$. A difference with $\left.\mathbb{E}\left[\vec{V}_{i}^{( } V_{j}\right)\right]$, is that $\mathbb{E}\left[\vec{V}_{i}^{\left(S_{i}\right)}\right]$ is not different from $\mathbb{E}\left[\vec{V}_{i}{ }^{\left(S_{j}\right)}\right]$ for $j \neq i$. Similar to (10.3.7), we have for $i=1, \ldots, N, j=i, \ldots, i+N-1$ :

$$
\begin{equation*}
\mathbb{E}\left[\vec{V}_{i}^{\left(S_{j}\right)}\right]=\mathbb{E}\left[B P_{i}\right]\left(\mathbb{E}\left[L_{i}^{\left(S_{j}\right)}\right]+\lambda_{i}^{\left(S_{j}\right)} \mathbb{E}\left[S_{j}^{r e s}\right]+\sum_{k=j+1}^{i+N-1}\left(\lambda_{i}^{\left(V_{k}\right)} \mathbb{E}\left[\vec{V}_{k}^{\left(S_{j}\right)}\right]+\lambda_{i}^{\left(S_{k}\right)} \mathbb{E}\left[S_{k}\right]\right)\right) \tag{10.A.1}
\end{equation*}
$$

Equation (10.3.9) for $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right]$, the mean residual duration of the interval $S_{i}, V_{i+1}, \ldots, V_{j}$, is obtained by conditioning on the period in which the interval is observed, looking forward in time. Similarly, we find expressions for $\mathbb{E}\left[\left(S_{i}: S_{j}\right)^{\text {res }}\right], \mathbb{E}\left[\left(V_{i}: V_{j}\right)^{\text {res }}\right]$, and $\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{\text {res }}\right]$. For $i=1, \ldots, N, j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(S_{i}: S_{j}\right)^{r e s}\right]= & \sum_{k=i}^{j} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(S_{i}: S_{j}\right)\right]}\left(\mathbb{E}\left[S_{k}^{r e s}\right]+\sum_{l=k+1}^{j}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}^{\left(S_{k}\right)}\right]\right)\right) \\
& +\sum_{k=i+1}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(S_{i}: S_{j}\right)\right]}\left(\sum_{l=k}^{j}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}^{\left(V_{k}\right)}\right]\right)\right) . \tag{10.A.2}
\end{align*}
$$

For $i=1, \ldots, N, j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(V_{i}: V_{j}\right)^{r e s}\right]= & \sum_{k=i}^{j-1} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(V_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[S_{k}^{r e s}\right]+\mathbb{E}\left[\vec{V}_{j}\left(S_{k}\right)\right]+\sum_{l=k+1}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}\left(s_{k}\right)\right]\right)\right) \\
& +\sum_{k=i}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(V_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\vec{V}_{j}^{\left(V_{k}\right)}\right]+\sum_{l=k}^{j-1}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\overrightarrow{V_{l}}\left(V_{k}\right)\right]\right)\right) . \tag{10.A.3}
\end{align*}
$$

For $i=1, \ldots, N, j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{\text {res }}\right]= & \sum_{k=i}^{j} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(V_{i}: S_{j}\right)\right]}\left(\mathbb{E}\left[S_{k}^{r e s}\right]+\sum_{l=k+1}^{j}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[{\overrightarrow{V_{l}}}^{\left(S_{k}\right)}\right]\right)\right) \\
& +\sum_{k=i}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(V_{i}: S_{j}\right)\right]}\left(\sum_{l=k}^{j}\left(\mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[\vec{V}_{l}^{\left(V_{k}\right)}\right]\right)\right) . \tag{10.A.4}
\end{align*}
$$

In Section 10.3, a second set of equations is discussed for $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right], \mathbb{E}\left[\left(S_{i}: S_{j}\right)^{\text {res }}\right]$, $\mathbb{E}\left[\left(V_{i}: V_{j}\right)^{\text {res }}\right]$, and $\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{\text {res }}\right]$. This set is obtained by conditioning on the period in which the interval is observed, but now looking backward in time. We use that the residual length of an interval has the same distribution as the elapsed time of this interval. The equation for $\mathbb{E}\left[\left(S_{i}: V_{j}\right)^{\text {res }}\right]$ is given by (10.3.10). The other equations are given below. For $i=1, \ldots, N, j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(S_{i}: S_{j}\right)^{r e s}\right] & =\sum_{k=i}^{j} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(S_{i}: S_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{S_{i}}\left(S_{k}\right)\right]+\sum_{l=i+1}^{k}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(S_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(S_{k}\right)\right]\right)\right) \\
& +\sum_{k=i+1}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(S_{i}: S_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{S_{i}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V}_{k}^{\left(V_{k}\right)}\right]+\sum_{l=i+1}^{k-1}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(V_{k}\right)\right]\right)\right) \tag{10.A.5}
\end{align*}
$$

for $i=1, \ldots, N, j=i+1, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(V_{i}: V_{j}\right)^{r e s}\right]= & \sum_{k=i}^{j-1} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(V_{i}: V_{j}\right)\right]}\left(\sum _ { l = i } ^ { k } \left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(S_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{\left.\left.\left.V_{l}\left(S_{k}\right)\right]\right)\right)}\right.\right.\right. \\
& +\sum_{k=i}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(V_{i}: V_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{V_{k}}\left(V_{k}\right)\right]+\sum_{l=i}^{k-1}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}}\left(V_{k}\right)\right]\right)\right) \tag{10.A.6}
\end{align*}
$$

and for $i=1, \ldots, N, j=i, \ldots, i+N-1$ :

$$
\begin{align*}
\mathbb{E}\left[\left(V_{i}: S_{j}\right)^{r e s}\right]= & \sum_{k=i}^{j} \frac{\mathbb{E}\left[S_{k}\right]}{\mathbb{E}\left[\left(V_{i}: S_{j}\right)\right]}\left(\sum _ { l = i } ^ { k } \left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(S_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{\left.\left.\left.V_{l}\left(S_{k}\right)\right]\right)\right)}\right.\right.\right. \\
& +\sum_{k=i}^{j} \frac{\mathbb{E}\left[V_{k}\right]}{\mathbb{E}\left[\left(V_{i}: S_{j}\right)\right]}\left(\mathbb{E}\left[\overleftarrow{V_{k}}\left(V_{k}\right)\right]+\sum_{l=i}^{k-1}\left(\mathbb{E}\left[\overleftarrow{S_{l}}\left(V_{k}\right)\right]+\mathbb{E}\left[\overleftarrow{V_{l}\left(V_{k}\right)}\right]\right)\right) \tag{10.A.7}
\end{align*}
$$

## 11

## CLOSED-FORM WAITING TIME APPROXIMATION

In this chapter, we derive closed-form approximations for the mean waiting times and mean marginal queue lengths of polling systems with renewal arrival processes. The approximations derived can be computed by simple calculations. The results may be useful and suitable for the design and optimization phase in many application areas, such as telecommunication, maintenance, manufacturing and transportation.

### 11.1 Introduction

When studying literature on polling systems (e.g. [130, 177, 200]), it rapidly becomes apparent that the computation of the distributions and moments of the waiting times and marginal queue lengths is very cumbersome. Closed-form expressions do not exist, and even when one specifies the number of queues and solves the set of equations that leads to the mean waiting times, the obtained expressions are still too lengthy and complicated to interpret directly. Numerical procedures, both approximate and exact, have been developed in the past to compute these performance measures. However, these methods have several drawbacks. Firstly, they are not transparent and act as a kind of black box. It is, for instance, rather difficult to study the impact of parameters like the occupation rate and the service level. Secondly, these procedures are computationally complex and hard, if not impossible, to implement in a standard spreadsheet program commonly used on the work floor. Finally, the vast majority of standard methods focuses on Poisson arrival processes, which may not be very realistic in many application areas. In the present chapter we study polling systems in which the arrival streams are not (necessarily) Poisson, i.e., the interarrival times follow a general distribution. The goal is to derive closed-form approximate solutions for the mean waiting times and mean marginal queue lengths, which can be computed by simple spreadsheet calculations.

Our approach in developing an approximation for the mean waiting times uses novel developments in polling literature. Recently, a heavy traffic (HT) limit has been developed for the mean waiting times as the system becomes saturated [187]. In the present chapter we derive an approximation for the light traffic (LT) limit, i.e. as the load goes
down to zero, which is exact for Poisson arrivals. The main idea is to create an interpolation between the LT limit and the HT limit. This interpolation yields good results, and has several nice properties, like satisfying the Pseudo Conservation Law (PCL), and being exact for symmetric systems with Poisson arrivals and in many limiting cases. These properties are described in more detail in the present chapter. In polling literature, several alternative approximations have been developed before, most of which assume Poisson arrivals. For polling systems with Poisson arrivals and gated or exhaustive service, the best results, by far, are obtained by an approximation based on the PCL (see e.g. [31, 72, 92]). Fischer et al. [79] study an approximation for the mean waiting times in polling systems, which is also based on an interpolation between (approximate) LT and HT limits. Their approach, however, is applied to a system with Poisson arrivals and time-limited service. Hardly any closed-form approximations exist for non-Poisson arrivals. The few that exist, perform well in specific limiting cases, e.g., under HT conditions [149, 187], or if switch-over times become very large [207, 209], but performance deteriorates rapidly if these limiting conditions are abandoned. We show in an extensive numerical study that the quality of our approximation can be compared to the PCL approximation for systems with Poisson arrivals, but provides good results as well for systems with renewal arrivals.

Because of its simple form, the approximation function is very suitable for optimization purposes. Although only the mean waiting times of systems with exhaustive or gated service are studied, the results can be extended to higher moments and general branching-type service disciplines. Polling systems with polling tables and/or batch service can also be analyzed in a similar manner.

The structure of the present chapter is as follows: the next section introduces the model and the required notation, and states the main result. Section 11.3 illustrates how this main result is obtained, while Section 11.4 provides results on the accuracy of the approximation for a large set of combinations of input parameter values. Finally, Section 11.5 discusses further research topics and possible extensions of the model. This chapter is based on [29].

### 11.2 Model description and main result

We consider a polling model as described in Section 9.2, with a generalization to renewal arrivals. That is, we allow the interarrival times to have an arbitrary distribution. We focus on both the gated as well as the exhaustive discipline.

We regard several variables as a function of the load $\rho$ in the system. Scaling is done by keeping the service time distributions fixed, and varying the interarrival times. For each variable $x$ that is a function of the load in the system, $\rho$, its value evaluated at $\rho=1$ is denoted by $\hat{x}$. For $\rho=1$, the generic interarrival time of the stream in $Q_{i}$ is denoted by $\hat{A}_{i}$. Reducing the load $\rho$ is done by scaling the interarrival times, i.e., taking the random variable $A_{i}:=\hat{A}_{i} / \rho$ as generic interarrival time at $Q_{i}$. After scaling, the load at $Q_{i}$ becomes $\rho_{i}=\rho \mathbb{E}\left[B_{i}\right] / \mathbb{E}\left[\hat{A}_{i}\right]$. The (scaled) rate of the arrival stream at $Q_{i}$ is defined as $\lambda_{i}=1 / \mathbb{E}\left[A_{i}\right]$. Similarly, we define arrival rates $\hat{\lambda}_{i}=1 / \mathbb{E}\left[\hat{A}_{i}\right]$, and the proportional load at $Q_{i}, \hat{\rho}_{i}=\rho_{i} / \rho$. Note that $\sum_{i=1}^{N} \hat{\rho}_{i}=1$. We use $B$ to denote the
generic service requirement of an arbitrary customer entering the system, with

$$
\mathbb{E}\left[B^{k}\right]=\frac{\sum_{i=1}^{N} \hat{\lambda}_{i} \mathbb{E}\left[B_{i}^{k}\right]}{\sum_{j=1}^{N} \hat{\lambda}_{j}}
$$

for any integer $k>0$. The system is assumed to be stable, so $\rho$ is varied between 0 and 1 .
We now present the main result of this chapter, which is a closed-form approximation formula for the mean waiting time $\mathbb{E}\left[W_{i}\right]$ of a type $i$ customer as a function of $\rho$ :

$$
\begin{equation*}
\mathbb{E}\left[W_{i, a p p}\right]=\frac{K_{0, i}+K_{1, i} \rho+K_{2, i} \rho^{2}}{1-\rho}, \quad i=1, \ldots, N \tag{11.2.1}
\end{equation*}
$$

The constants $K_{0, i}, K_{1, i}$, and $K_{2, i}$ depend on the input parameters and the service discipline. If all queues receive exhaustive service, the constants become:

$$
\begin{align*}
& K_{0, i}=\mathbb{E}\left[S^{r e s}\right],  \tag{11.2.2}\\
& K_{1, i}=\hat{\rho}_{i}\left(\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)-1\right) \mathbb{E}\left[B_{i}^{\text {res }}\right]+\mathbb{E}\left[B^{\text {res }}\right]+\hat{\rho}_{i}\left(\mathbb{E}\left[S^{\text {res }}\right]-\mathbb{E}[S]\right) \\
&  \tag{11.2.3}\\
& -\frac{1}{\mathbb{E}[S]} \sum_{j=0}^{N-1} \sum_{k=0}^{j} \hat{\rho}_{i+k} \operatorname{Var}\left[S_{i+j}\right],  \tag{11.2.4}\\
& K_{2, i}= \\
& =\frac{1-\hat{\rho}_{i}}{2}\left(\frac{\sum_{j=1}^{N} \hat{\lambda}_{j}\left(\operatorname{Var}\left[B_{j}\right]+\hat{\rho}_{j}^{2} \operatorname{Var}\left[\hat{A}_{j}\right]\right)}{\sum_{j=1}^{N} \hat{\rho}_{j}\left(1-\hat{\rho}_{j}\right)}+\mathbb{E}[S]\right)-K_{0, i}-K_{1, i} .
\end{align*}
$$

If all queues receive gated service, we get:

$$
\begin{align*}
& K_{0, i}= \mathbb{E}\left[S^{\text {res }}\right],  \tag{11.2.5}\\
& K_{1, i}=\hat{\rho}_{i}\left(\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)-1\right) \mathbb{E}\left[B_{i}^{\text {res }}\right]+\mathbb{E}\left[B^{\text {res }}\right]+\hat{\rho}_{i} \mathbb{E}\left[S^{\text {res }}\right] \\
&-\frac{1}{\mathbb{E}[S]} \sum_{j=0}^{N-1} \sum_{k=0}^{j} \hat{\rho}_{i+k} \operatorname{Var}\left[S_{i+j}\right],  \tag{11.2.6}\\
& K_{2, i}= \frac{1+\hat{\rho}_{i}}{2}\left(\frac{\sum_{j=1}^{N} \hat{\lambda}_{j}\left(\operatorname{Var}\left[B_{j}\right]+\hat{\rho}_{j}^{2} \operatorname{Var}\left[\hat{A}_{j}\right]\right)}{\sum_{j=1}^{N} \hat{\rho}_{j}\left(1+\hat{\rho}_{j}\right)}+\mathbb{E}[S]\right)-K_{0, i}-K_{1, i} . \tag{11.2.7}
\end{align*}
$$

The term $\hat{g}_{i}(t)$ is the density of $\hat{A}_{i}$, the interarrival times at $\rho=1$. This term is discussed in more detail in the next section, but for practical purposes it is useful to know that $\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)$ can be very well approximated by

$$
\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0) \approx \begin{cases}2 \frac{c v_{A_{i}}^{2}}{c v_{A_{i}}^{2}+1} & \text { if } c v_{A_{i}}^{2}>1, \\ \left(c v_{A_{i}}^{2}\right)^{4} & \text { if } c v_{A_{i}}^{2} \leq 1,\end{cases}
$$

where $c v_{A_{i}}^{2}$ is the squared coefficient of variation (SCV) of $A_{i}$ (and, hence, also of $\hat{A}_{i}$ ). Note that this simplification results in an approximation that requires only the first two moments of each input variable (i.e., service times, switch-over times, and interarrival times).

Remark 11.2.1. In case of Poisson arrivals, the constants $K_{1, i}$ and $K_{2, i}$ simplify considerably. E.g., for exhaustive service they simplify to:

$$
\begin{aligned}
& K_{1, i}^{\text {Poisson }}=\mathbb{E}\left[B^{\text {res }}\right]+\hat{\rho}_{i}\left(\mathbb{E}\left[S^{\text {res }}\right]-\mathbb{E}[S]\right)-\frac{1}{\mathbb{E}[S]} \sum_{j=0}^{N-1} \sum_{k=0}^{j} \hat{\rho}_{i+k} \operatorname{Var}\left[S_{i+j}\right], \\
& K_{2, i}^{\text {Poisson }}=\left(1-\hat{\rho}_{i}\right)\left(\frac{\mathbb{E}\left[B^{\text {res }}\right]}{\sum_{j=1}^{N} \hat{\rho}_{j}\left(1-\hat{\rho}_{j}\right)}+\frac{\mathbb{E}[S]}{2}\right)-K_{0, i}-K_{1, i}^{\text {Poison }} .
\end{aligned}
$$

The derivation of this approximative formula for the mean waiting time is the topic of the next section. An approximation for the mean queue length at $Q_{i}, \mathbb{E}\left[L_{i}\right]$ is obtained by application of Little's Law to the sojourn time of type $i$ customers, i.e. the waiting time plus the service time. As a function of $\rho$, we have

$$
\mathbb{E}\left[L_{i, a p p}\right]=\rho \frac{\mathbb{E}\left[W_{i, a p p}\right]+\mathbb{E}\left[B_{i}\right]}{\mathbb{E}\left[\hat{A}_{i}\right]}
$$

### 11.3 Idea behind the approximation

In the present section, we explain the idea behind approximation (11.2.1) for $\mathbb{E}\left[W_{i}\right]$. The restrictions that we impose on our approximation, are firstly that the formula should be closed-form, and easy to implement, since these are necessities for optimization purposes and implementation in a spreadsheet. Secondly, we want the approximation to capture the light traffic limit, i.e. $\rho \downarrow 0$, and high traffic limit, i.e. $\rho \uparrow 1$, behavior in an exact way. Based on these restrictions, we have chosen the form

$$
\mathbb{E}\left[W_{i, a p p}\right]=\frac{K_{0, i}+K_{1, i} \rho+K_{2, i} \rho^{2}}{1-\rho}, \quad i=1, \ldots, N .
$$

It is proved in [187] that capturing the HT behavior in an exact way, requires the ( $1-\rho$ ) term in the denominator. This term is not surprising at all, because the mean waiting times of practically all queueing systems show this behavior (the best known exception is an $M / G / 1$ queue with shortest remaining processing time policy [163]). The motivation for taking a polynomial in the numerator of (11.2.1) can be found in several other approximations based on interpolation between LT and HT limits. E.g., Reiman and Simon [158] (see also [168]), and Whitt [206] use this approach to develop approximations for the mean waiting time in, respectively, queueing systems with Poisson input and $G I / G / 1$ queues. A second-order polynomial fulfills the need for simplicity, and is sufficient to obtain an approximation which is exact for the two limiting situations (and, as is shown in Section 11.3.4, in many other limiting cases).

The remainder of this section is devoted to finding the constants $K_{0, i}, K_{1, i}$, and $K_{2, i}$. The requirement for the interpolation is an approximation for $\mathbb{E}\left[W_{i}\right]$ in light traffic. No such approximation exists in existing literature, so the next subsection is devoted to finding one. We can use this LT expression to find constants $K_{0, i}$ and $K_{1, i}$ in (11.2.1). The last unknown in the interpolation, $K_{2, i}$, is obtained using the HT limit of the mean waiting time, which has been found quite recently [187].

### 11.3.1 Light traffic

The mean waiting times in the polling model under consideration in light-traffic, have been studied in Blanc and Van der Mei [22], under the assumption of Poisson arrivals. They obtain expressions for the mean waiting times in light traffic that are exact up to (and including) first-order terms in $\rho$. These expressions have been found by carefully inspecting numerical results obtained with the Power-Series Algorithm, but no proof is provided. In the present section we shall not only prove the correctness of the light-traffic results in a system with Poisson arrivals, but also use them as base for an approximation for the mean waiting times in polling systems with renewal interarrival times. The key ingredient to the LT analysis of a polling system, is the well-known Fuhrmann-Cooper decomposition [84]. It states that in a vacation system with Poisson arrivals the queue length of a customer is the sum of two independent random variables: the number of customers in an isolated $M / G / 1$ queue, and the number of customers during an arbitrary moment in the vacation period. The distributional form of Little's Law [109] can be used to translate this result to waiting times. Since no independence is required between the length of a vacation and the length of the preceding visit period, this decomposition also holds for polling systems with Poisson arrivals. Recall that $V_{i}$ denotes the length of a visit period at $Q_{i}, I_{i}$ denotes the length of the intervisit period, i.e. the time that the server is away between two successive visits to $Q_{i}$. Furthermore, $C_{i}$ denotes the cycle time, starting at a visit beginning to $Q_{i}$. It holds that $\mathbb{E}\left[V_{i}\right]=\rho_{i} \mathbb{E}\left[C_{i}\right], \mathbb{E}\left[I_{i}\right]=\left(1-\rho_{i}\right) \mathbb{E}\left[C_{i}\right]$, and $\mathbb{E}\left[C_{i}\right]=\mathbb{E}[C]=\mathbb{E}[S] /(1-\rho)$.

The Fuhrmann-Cooper decomposition, applied to the mean waiting time, results in:

$$
\begin{array}{ll}
\text { exhaustive: } & \mathbb{E}\left[W_{i}\right]=\mathbb{E}\left[W_{i, M / G / 1}\right]+\mathbb{E}\left[I_{i}^{\text {res }}\right], \\
\text { gated: } & \mathbb{E}\left[W_{i}\right]=\mathbb{E}\left[W_{i, M / G / 1}\right]+\mathbb{E}\left[I_{i}^{\text {res }}\right]+\frac{\mathbb{E}\left[V_{i} I_{i}\right]}{\mathbb{E}\left[I_{i}\right]} . \tag{11.3.2}
\end{array}
$$

For our approximation, we assume that this decomposition also holds for renewal arrival processes in light traffic. Determining the LT limit of the mean waiting time, $\mathbb{E}\left[W_{i}^{L T}\right]$, in a polling system with exhaustive or gated service is based on the following two-step approach. The first step is to find the LT limit of $\mathbb{E}\left[W_{i, G I / G / 1}\right]$, the mean waiting time of a $G I / G / 1$ queue with only type $i$ customers in isolation, $i=1, \ldots, N$. The second step is determining $\mathbb{E}\left[I_{i}^{\text {res }}\right]$, the mean residual intervisit time of $Q_{i}$, and $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]$, the mean visit time of $Q_{i}$ given that it is being observed at a random epoch during the following intervisit time.

For the LT limit of the mean waiting time in a $G I / G / 1$ queue, we use Whitt's result [206, Equation (16)], which gives:

$$
\begin{equation*}
\lim _{\rho_{i} \downarrow 0} \frac{\mathbb{E}\left[W_{i, G I / G / 1}\right]}{\rho_{i}}=\frac{1+c v_{B_{i}}^{2}}{2} \mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0) \mathbb{E}\left[B_{i}\right], \tag{11.3.3}
\end{equation*}
$$

where $c v_{B_{i}}^{2}$ is the SCV of the service times, and $\hat{g}_{i}(t)$ is the density of the interarrival times $\hat{A}_{i}$. For practical purposes, it may be more convenient to express $\hat{g}_{i}(0)$ in terms of the density of $A_{i}$, the generic interarrival time of $Q_{i}$ in the scaled situation.The relation between the density of the scaled interarrival times $A_{i}\left(=\hat{A}_{i} / \rho\right)$, denoted by $g_{i}(t)$, and the density of $\hat{A}_{i}, \hat{g}_{i}(t)$, is simply: $g_{i}(t)=\rho \hat{g}_{i}(\rho t)$. This means that the term $\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)$ can be rewritten as

$$
\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)=\mathbb{E}\left[A_{i}\right] g_{i}(0)
$$

Because of this equality, in the remainder of the chapter we might use either notation. Since determining $\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)$ is a required step in the computation of our approximation for $\mathbb{E}\left[W_{i}\right]$, we give some practical examples.

Example 11.3.1. If the scaled interarrival times $A_{i}$ are exponentially distributed with parameter $\lambda_{i}:=1 / \mathbb{E}\left[A_{i}\right]$, we have $g_{i}(t)=\lambda_{i} \mathrm{e}^{-\lambda_{i} t}$. This implies that $\mathbb{E}\left[A_{i}\right] g_{i}(0)=1$.
Example 11.3.2. Assume that $A_{i}$ follows a $H_{2}$ distribution with balanced means. The SCV of $A_{i}$ is denoted by $c v_{A_{i}}^{2}$. The density of this hyper-exponential distribution is (see e.g. [182])

$$
g_{i}(t)=p \mu_{1} \mathrm{e}^{-\mu_{1} t}+(1-p) \mu_{2} \mathrm{e}^{-\mu_{2} t}
$$

with

$$
\begin{aligned}
p & =\frac{1}{2}\left(1+\sqrt{\frac{c v_{A_{i}}^{2}-1}{c v_{A_{i}}^{2}+1}}\right) \\
\mu_{1} & =\frac{1}{\mathbb{E}\left[A_{i}\right]}\left(1+\sqrt{\frac{c v_{A_{i}}^{2}-1}{c v_{A_{i}}^{2}+1}}\right) \\
\mu_{2} & =\frac{1}{\mathbb{E}\left[A_{i}\right]}\left(1-\sqrt{\frac{c v_{A_{i}}^{2}-1}{c v_{A_{i}}^{2}+1}}\right)
\end{aligned}
$$

This leads to $\mathbb{E}\left[A_{i}\right] g_{i}(0)=1+\left(c v_{A}^{2}-1\right) /\left(c v_{A}^{2}+1\right)=2 c v_{A}^{2} /\left(c v_{A}^{2}+1\right)$.
Example 11.3.3. Assume that the interarrival times follow a mixed Erlang distribution. The density of the scaled interarrival times is:

$$
g_{i}(t)=p \frac{\mu^{k-1} t^{k-2}}{(k-2)!} \mathrm{e}^{-\mu t}+(1-p) \frac{\mu^{k} t^{k-1}}{(k-1)!} \mathrm{e}^{-\mu t}
$$

i.e., a mixture of an Erlang $(k-1)$ and an Erlang $(k)$ distribution with

$$
\begin{aligned}
& k=\left[1 / c v_{A_{i}}^{2}\right\rceil \\
& p=\frac{k c v_{A_{i}}^{2}-\sqrt{k\left(1+c v_{A_{i}}^{2}\right)-k^{2} c v_{A_{i}}^{2}}}{1+c v_{A_{i}}^{2}} \\
& \mu=\frac{k-p}{\mathbb{E}\left[A_{i}\right]}
\end{aligned}
$$

If $k>2$, this leads to $\mathbb{E}\left[A_{i}\right] g_{i}(0)=0$.
The distributions in Examples 11.3.1-11.3.3 are typical distributions to be used in a two-moment fit if the SCV of the interarrival times is respectively 1 , greater than 1 , and less than 1 (cf. [182]). The examples illustrate how $\mathbb{E}\left[A_{i}\right] g_{i}(0)$ can be computed if the density of the (scaled) interarrival times is known. If no information is available about
the complete density, but the first two moments of $A_{i}$ are known, Whitt [206] suggests to use the following approximation for $\mathbb{E}\left[A_{i}\right] g_{i}(0)$ :

$$
\mathbb{E}\left[A_{i}\right] g_{i}(0)= \begin{cases}2 \frac{c v_{A_{i}}^{2}}{c v_{A_{i}}^{2}+1} & \text { if } c v_{A_{i}}^{2}>1 \\ \left(c v_{A_{i}}^{2}\right)^{4} & \text { if } c v_{A_{i}}^{2} \leq 1\end{cases}
$$

where $c v_{A_{i}}^{2}$ is the squared coefficient of variation of the interarrival times of $Q_{i}$. This approximation is exact for $c v_{A_{i}}^{2}>1$, if the interarrival time distribution is a hyperexponential distribution as discussed in Example 11.3.2. For $c v_{A_{i}}^{2} \leq 1$, the approximation is rather arbitrary, but Example 11.3 .3 shows that $\mathbb{E}\left[A_{i}\right] g_{i}(0)$ becomes small (or even zero) very rapidly as $c v_{A_{i}}^{2}$ gets smaller.

Summarizing, the LT limit of a $G I / G / 1$ queue (ignoring $O\left(\rho_{i}^{2}\right)$ terms and higher) is:

$$
\begin{equation*}
\mathbb{E}\left[W_{i, G I / G / 1}^{L T}\right]=\rho_{i} \mathbb{E}\left[A_{i}\right] g_{i}(0) \mathbb{E}\left[B_{i}^{\text {res }}\right] \tag{11.3.4}
\end{equation*}
$$

For Poisson arrivals $\left(\mathbb{E}\left[A_{i}\right] g_{i}(0)=1\right)$, it is known that

$$
\mathbb{E}\left[W_{i, M / G / 1}\right]=\frac{\rho_{i}}{1-\rho_{i}} \mathbb{E}\left[B_{i}^{\text {res }}\right]=\rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]+O\left(\rho_{i}^{2}\right)
$$

which is consistent with our approximation.
The second step in determining the LT limit of the mean waiting time of a type $i$ customer in a polling system, is finding the LT limits of $\mathbb{E}\left[I_{i}^{\text {res }}\right]$, the mean residual intervisit time of $Q_{i}$, and (for gated service only) $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]$, the mean visit time $V_{i}$ given that it is observed from the following intervisit time $I_{i}$. In this LT analysis we need to focus on first order terms only. Noting the fact that $I_{i}=S_{i}+V_{i+1}+S_{i+1}+\ldots+V_{i+N-1}+S_{i+N-1}$, we condition on the moment at which $I_{i}$ is observed. We distinguish between two cases. The moment of observation either takes place during a visit time, or during a switch-over time:

$$
\begin{align*}
\mathbb{E}\left[I_{i}^{L T, r e s}\right] & =\sum_{j=1}^{N-1} \frac{\mathbb{E}\left[V_{i+j}\right]}{\mathbb{E}\left[I_{i}\right]} \mathbb{E}\left[I_{i}^{L T, \text { res }} \text { observed during } V_{i+j}\right] \\
& +\sum_{j=0}^{N-1} \frac{\mathbb{E}\left[S_{i+j}\right]}{\mathbb{E}\left[I_{i}\right]} \mathbb{E}\left[I_{i}^{L T, r e s} \text { |observed during } S_{i+j}\right] . \tag{11.3.5}
\end{align*}
$$

Observation during visit time. The probability that a random observation epoch takes place during a visit time, say $V_{j}$, is $\mathbb{E}\left[V_{j}\right] / \mathbb{E}\left[I_{i}\right]$, for any $j \neq i$. However, we are only interested in order $\rho$ terms, so this probability simplifies to

$$
\frac{\mathbb{E}\left[V_{j}\right]}{\mathbb{E}\left[I_{i}\right]}=\frac{\rho_{j} \mathbb{E}[C]}{\left(1-\rho_{i}\right) \mathbb{E}[C]}=\rho_{j}+O\left(\rho^{2}\right)
$$

The fact that this probability is $O(\rho)$, implies that all further $O(\rho)$ terms in $\mathbb{E}\left[I_{i}^{L T r e s} \mid\right.$ observed during $V_{j}$ ] can be ignored, because in LT we focus on first order terms only.

The length of the residual intervisit time is the length of the residual visit period of type $j$ customers, $V_{j}^{\text {res }}$, plus all switch-over times $S_{j}+\ldots+S_{i-1}$, plus all visit times
$V_{j+1}+\ldots+V_{i-1}$. The first term simplifies to $\mathbb{E}\left[V_{j}^{\text {res }}\right]=\mathbb{E}\left[B_{j}^{\text {res }}\right]+O(\rho)$. The terms $\mathbb{E}\left[V_{k}\right.$ lobserved from $\left.V_{j}\right], k=j+1, \ldots, i-1$, in light traffic, are all $O(\rho)$. Summarizing, the mean residual intervisit period when observed during $V_{j}$ is simply a mean residual service time $\mathbb{E}\left[B_{j}^{\text {res }}\right]$, plus all mean switch-over times $\mathbb{E}\left[S_{j}+\ldots+S_{i-1}\right]$, plus $O(\rho)$ terms:

$$
\begin{equation*}
\mathbb{E}\left[I_{i}^{L T \text { res }} \mid \text { observed during } V_{j}\right]=\mathbb{E}\left[B_{j}^{\text {res }}\right]+\sum_{k=j}^{i-1} \mathbb{E}\left[S_{k}\right]+O(\rho) \tag{11.3.6}
\end{equation*}
$$

Observation during switch-over time. We continue by determining the mean residual intervisit period, conditioned on a random observation epoch during a switch-over time, say $S_{j}, j=1, \ldots, N$. The probability that such an epoch takes place during $S_{j}$, is

$$
\frac{\mathbb{E}\left[S_{j}\right]}{\mathbb{E}\left[I_{i}\right]}=\frac{\mathbb{E}\left[S_{j}\right]}{\left(1-\rho_{i}\right) \mathbb{E}[C]}=\frac{\mathbb{E}\left[S_{j}\right]}{\mathbb{E}[S]} \frac{1-\rho}{1-\rho_{i}}=\frac{\mathbb{E}\left[S_{j}\right]}{\mathbb{E}[S]}\left(1-\rho+\rho_{i}\right)+O\left(\rho^{2}\right)
$$

It becomes apparent from this expression that things get slightly more complicated now, because order $\rho$ terms in the conditional residual intervisit time may no longer be neglected. The residual intervisit time now consists of the residual switch-over time $S_{j}^{\text {res }}$, plus the switch-over times $S_{j}+\ldots+S_{i-1}$, plus all visit periods $V_{j+1}+\ldots+V_{i-1}$. The length of a visit period $V_{k}$, for $k>j$, is the sum of the busy periods of all type $k$ customers that have arrived during $S_{i}, \ldots, S_{j-1}, S_{j}^{\text {past }}, S_{j}^{\text {res }}$, and $S_{j+1}, \ldots, S_{k-1}$. By $S_{j}^{\text {past }}$ we denote the elapsed switch-over time during which the intervisit period is observed, which has the same distribution as the residual switch-over time $S_{j}^{\text {res }}$. Compared to an observation during a visit time, it is more difficult to determine the conditional mean length of a busy period $\mathbb{E}\left[V_{k} \mid\right.$ observed during $\left.S_{j}\right]$ under LT. We use a heuristic approach, which is exact if the arrival process of type $k$ customers is Poisson, and approximate it by:

$$
\mathbb{E}\left[V_{k} \mid \text { observed during } S_{j}\right] \approx \rho_{k}\left(\sum_{l \neq j} \mathbb{E}\left[S_{l}\right]+\mathbb{E}\left[S_{j}^{\text {past }}\right]+\mathbb{E}\left[S_{j}^{\text {res }}\right]\right)+O\left(\rho^{2}\right)
$$

for $k=j+1, \ldots, i-1$. If $A_{k}$ is exponentially distributed, the above expression is exact. Nevertheless, numerical experiments have shown that this approximative assumption has no or at least negligible impact on the accuracy of the approximated mean waiting times. Summarizing:

$$
\begin{align*}
& \mathbb{E}\left[I_{i}^{L T, r e s} \text { observed during } S_{j}\right] \\
& \approx \sum_{k=i}^{j-1} \mathbb{E}\left[S_{k}\right]\left(\sum_{l=j+1}^{i+N-1} \rho_{l}\right)+\mathbb{E}\left(S_{j}^{\text {past }}\right)\left(\sum_{k=j+1}^{i+N-1} \rho_{k}\right)+\mathbb{E}\left(S_{j}^{\text {res }}\right)\left(1+\sum_{k=j+1}^{i+N-1} \rho_{k}\right) \\
& \quad+\sum_{k=j+1}^{i+N-1} \mathbb{E}\left[S_{k}\right]\left(1+\sum_{l=j+1}^{i+N-1} \rho_{l}\right)+O\left(\rho^{2}\right) . \tag{11.3.7}
\end{align*}
$$

The expression for $I_{i}^{\text {res }}$ under light traffic conditions now follows from substituting
(11.3.6) and (11.3.7) in (11.3.5). The result can be rewritten to:

$$
\begin{align*}
& \mathbb{E}\left[I_{i}^{L T, r e s}\right] \\
& \approx \sum_{j=i+1}^{i+N-1} \rho_{j} \mathbb{E}\left[B_{j}^{r e s}\right]+\sum_{j=i+1}^{i+N-1} \rho_{j} \sum_{k=j}^{i+N-1} \mathbb{E}\left[S_{k}\right] \\
&+\sum_{j=i}^{i+N-1} \frac{1}{2 \mathbb{E}[S]}\left[\mathbb{E}\left(S_{j}^{2}\right)\left(1-\rho+\rho_{i}+2 \sum_{k=j+1}^{i+N-1} \rho_{k}\right)\right] \\
&+\frac{1}{\mathbb{E}[S]}\left[\sum_{k=i}^{j-1} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[S_{k}\right]\left(\sum_{l=j+1}^{i+N-1} \rho_{l}\right)\right.  \tag{11.3.8}\\
&\left.+\sum_{k=j+1}^{i+N-1} \mathbb{E}\left[S_{j}\right] \mathbb{E}\left[S_{k}\right]\left(1-\rho+\rho_{i}+\sum_{l=j+1}^{i+N-1} \rho_{l}\right)\right] \\
&= \sum_{j=i+1}^{i+N-1} \rho_{j} \mathbb{E}\left[B_{j}^{r e s}\right]+\sum_{j=i+1}^{i+N-1} \rho_{j} \sum_{k=j}^{i+N-1} \mathbb{E}\left[S_{k}\right] \\
&+\left(1-\rho+\rho_{i}\right) \mathbb{E}\left[S^{r e s}\right]+\frac{1}{\mathbb{E}[S]} \sum_{j=i}^{i+N-1} \sum_{k=i}^{i+N-1} \mathbb{E}\left[S_{j} S_{k}\right]\left(\sum_{l=j+1}^{i+N-1} \rho_{l}\right)+O\left(\rho^{2}\right) \\
&= \mathbb{E}\left[S^{r e s}\right]+\rho \mathbb{E}\left[B^{r e s}\right]-\rho_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\rho_{i}\left(\mathbb{E}\left[S^{r e s}\right]-\mathbb{E}[S]\right) \\
& \quad \frac{1}{\mathbb{E}[S]} \sum_{j=0}^{N-1} \sum_{k=0}^{j} \rho_{i+k} \operatorname{Var}\left[S_{i+j}\right]+O\left(\rho^{2}\right),
\end{align*}
$$

for $i=1, \ldots, N$. The last step in (11.3.9) follows after some straightforward (but tedious) rewriting.

The Fuhrmann-Cooper decomposition of the mean waiting time for customers in a polling system with gated service (11.3.2), also requires computing $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]$ under LT conditions. Here, again, we have to resort to using a heuristic and use $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]=$ $\rho_{i} \mathbb{E}[S]+O\left(\rho^{2}\right)$, because this value is exact in the case of Poisson arrivals. Intuitively this term can be explained by observing that the only thing that changes for gated service, compared to exhaustive service, is that type $i$ customers arriving during $V_{i}$ are not served until the next cycle. As we have seen before, the probability of a type $i$ arrival taking place during $V_{i}$ is $\rho_{i}+O\left(\rho^{2}\right)$. The mean residual cycle, observed from a random epoch in $V_{i}$, is $\mathbb{E}\left[C_{i}^{\text {res }} /\right.$ observed during $\left.V_{i}\right]=\mathbb{E}[S]+O(\rho)$. Combined, this gives $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]=$ $\rho_{i} \mathrm{E}[S]+O\left(\rho^{2}\right)$, in the case of Poisson arrivals. If the arrival process is not Poisson, this is not exact, but we use it as an approximation.

Having made all required preparations, we are ready to formulate the main result of the present subsection. Under light traffic, an approximation for the mean waiting time of a type $i$ customer in a polling model with general arrivals and respectively exhaustive
and gated service in $Q_{i}$, is:

$$
\begin{align*}
& \mathbb{E}\left[W_{i}^{L T, e x h}\right] \approx \mathbb{E}\left[S^{\text {res }}\right]+\rho_{i}\left(\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)-1\right) \mathbb{E}\left[B_{i}^{\text {res }}\right]+\rho \mathbb{E}\left[B^{\text {res }}\right]  \tag{11.3.10}\\
& \\
& \quad+\left(\rho-\rho_{i}\right)\left(\mathbb{E}[S]-\mathbb{E}\left[S^{\text {res }}\right]\right)+\frac{1}{\mathbb{E}[S]} \sum_{k=i+1}^{i+N-1} \rho_{k} \sum_{j=i}^{k-1} \operatorname{Var}\left[S_{j}\right]+O\left(\rho^{2}\right),  \tag{11.3.11}\\
& \mathbb{E}\left[W_{i}^{L T, \text { gated }}\right] \approx \mathbb{E}\left[W_{i}^{L T, e x h}\right]+\rho_{i} \mathbb{E}[S],
\end{align*}
$$

for $i=1, \ldots, N$, where $\hat{g}_{i}(t)$ is the density of the interarrival times of type $i$ customers at $\rho=1$. Equation (11.3.10) follows from substitution of (11.3.4) and (11.3.9) in

$$
\begin{equation*}
\mathbb{E}\left[W_{i}\right] \approx \mathbb{E}\left[W_{i, G I / G / 1}\right]+\mathbb{E}\left[I_{i}^{\text {res }}\right], \quad i=1, \ldots, N \tag{11.3.12}
\end{equation*}
$$

For Poisson arrivals, (11.3.10) and (11.3.11) are exact. The LT limit for polling systems with Bernoulli service (and Poisson arrivals) has been experimentally found in [22] and, indeed, it can be shown that their result for exhaustive service, which is a special case of Bernoulli service, agrees with our result after substituting $\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)=1$ in (11.3.10).

### 11.3.2 Heavy traffic

The mean delay in a polling system with renewal arrivals in HT, i.e. as $\rho$ tends to 1 , has been analyzed in [187], where the following result has been obtained:

$$
\begin{equation*}
\mathbb{E}\left[W_{i}^{H T}\right]=\frac{\omega_{i}}{1-\rho}+o\left((1-\rho)^{-1}\right), \quad \rho \uparrow 1 \tag{11.3.13}
\end{equation*}
$$

Obviously, in HT , all queues become unstable and, thus, $\mathbb{E}\left[W_{i}\right]$ tends to infinity for all $i$. The rate at which $\mathbb{E}\left[W_{i}\right]$ tends to infinity as $\rho \uparrow 1$ is indicated by $\omega_{i}$, which is referred to as the mean asymptotic scaled delay at queue $i$, and depends on the service discipline. For exhaustive service,

$$
\omega_{i}=\frac{1-\hat{\rho}_{i}}{2}\left(\frac{\sigma^{2}}{\sum_{j=1}^{N} \hat{\rho}_{j}\left(1-\hat{\rho}_{j}\right)}+\mathbb{E}[S]\right), \quad i=1, \ldots, N
$$

with

$$
\sigma^{2}:=\sum_{i=1}^{N} \hat{\lambda}_{i}\left(\operatorname{Var}\left[B_{i}\right]+\hat{\rho}_{i}^{2} \operatorname{Var}\left[\hat{A}_{i}\right]\right) .
$$

Here, the limits are taken such that the arrival rates are increased, while keeping the service-time distributions fixed, and keeping the distributions of the interarrival times $A_{i}$, $(i=1, \ldots, N)$ fixed up to a common scaling constant $\rho$. Notice that in the case of Poisson arrivals we have $\sigma^{2}=\mathbb{E}\left[B^{2}\right] / \mathbb{E}[B]$.

For gated service, we have

$$
\omega_{i}=\frac{1+\hat{\rho}_{i}}{2}\left(\frac{\sigma^{2}}{\sum_{j=1}^{N} \hat{\rho}_{j}\left(1+\hat{\rho}_{j}\right)}+\mathbb{E}[S]\right), \quad i=1, \ldots, N .
$$

### 11.3.3 Interpolation

Now that we have the expressions for the mean delay in both LT and HT, we can determine the constants $K_{0, i}, K_{1, i}$, and $K_{2, i}$ in approximation formula (11.2.1). We simply impose the requirements that approximation (11.2.1) results in the same mean waiting time for $\rho=0$ as the LT limit, and for $\rho \uparrow 1$ as the HT limit. Since (11.3.10) (and (11.3.11) for gated service) has been determined up to the first order of $\rho$ terms, we also add the requirement that the derivative with respect to $\rho$, taken at $\rho=0$, of our approximation is equal to the derivative of the LT limit. A more formal definition of these requirements is presented below:

$$
\begin{aligned}
\left.\mathbb{E}\left[W_{i, a p p}\right]\right|_{\rho=0} & =\left.\mathbb{E}\left[W_{i}\right]\right|_{\rho=0}, \\
\left.\frac{\mathrm{~d}}{\mathrm{~d} \rho} \mathbb{E}\left[W_{i, a p p}\right]\right|_{\rho=0} & =\left.\frac{\mathrm{d}}{\mathrm{~d} \rho} \mathbb{E}\left[W_{i}\right]\right|_{\rho=0}, \\
\left.(1-\rho) \mathbb{E}\left[W_{i, a p p}\right]\right|_{\rho=1} & =\left.(1-\rho) \mathbb{E}\left[W_{i}\right]\right|_{\rho=1} .
\end{aligned}
$$

This leads to (11.2.1) as approximation for $\mathbb{E}\left[W_{i}\right]$ in a polling system with general arrivals. Constants $K_{0, i}, K_{1, i}$, and $K_{2, i}$ are defined in (11.2.2)-(11.2.4) for systems with exhaustive service, or (11.2.5)-(11.2.7) for gated service.

### 11.3.4 Special cases

The approximation for the mean waiting time of a type $i$ customer, $\mathbb{E}\left[W_{i, \text { app }}\right]$, has several nice properties discussed in the remainder of this subsection.

Pseudo-conservation law. A well-known result in polling literature, is the PseudoConservation Law, derived by Boxma and Groenendijk [34], see Section 9.3.1:
$\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\frac{\rho}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{r e s}\right]+\rho \mathbb{E}\left[S^{r e s}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right)+\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right]$,
where $\mathbb{E}\left[M_{i}\right]$ is the mean amount of work in $Q_{i}$ at a departure epoch of the server from $Q_{i}$. Hence, $\mathbb{E}\left[M_{i}\right]=0$ for the exhaustive discipline, and $\mathbb{E}\left[M_{i}\right]=\rho_{i} \mathbb{E}\left[V_{i}\right]=$ $\rho_{i}^{2} \mathbb{E}[S] /(1-\rho)$ for the gated discipline.

It can be shown that our approximation satisfies the pseudo-conservation law in the case of Poisson arrivals: if $\mathbb{E}\left[\hat{A}_{i}\right] \hat{g}_{i}(0)=1$ for $i=1, \ldots, N$, then $\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i, \text { app }}\right]$ also equals the right-hand side of (11.3.14). The derivation consists of basic, but cumbersome, algebraic manipulations only, and is therefore omitted. We only mention a helpful intermediate result:

$$
\sum_{i=1}^{N} \sum_{k=i+1}^{i+N} \sum_{j=i}^{k-1} \rho_{i} \rho_{k}=N \sum_{i=1}^{N} \sum_{k=i}^{N} \rho_{i} \rho_{k}
$$

so

$$
\sum_{i=1}^{N} \sum_{k=i+1}^{i+N} \sum_{j=i}^{k-1} \rho_{i} \rho_{k} \operatorname{Var}\left[S_{j}\right]=\frac{1}{2}\left(\rho^{2}+\sum_{i=1}^{N} \rho_{i}^{2}\right) \operatorname{Var}[S] .
$$

Using this result, it follows that $\sum_{i=1}^{N} \rho_{i} K_{2, i}=0$.

Light and heavy traffic. The light traffic limit of $\mathbb{E}\left[W_{i}\right]$, given by (11.3.10) for exhaustive service and by (11.3.11) for gated service, is exact for Poisson arrivals. The heavy traffic limit (11.3.13) of $\mathbb{E}\left[W_{i}\right]$ is even exact for renewal arrivals. An appropriate choice of constants $K_{0, i}, K_{1, i}$, and $K_{2, i}$ can reduce (11.2.1) to either (11.3.10), (11.3.11), or (11.3.13). Since the LT and HT limits have been used in the set of equations that determine the coefficients of the approximation, it goes without saying that $\mathbb{E}\left[W_{i, a p p}\right]$ is equal to (11.3.10) (or (11.3.11) for gated service) and (11.3.13), for $\rho \downarrow 0$ and $\rho \uparrow 1$ respectively. This implies that the LT limit of our approximation is exact for Poisson arrivals, and the HT limit is exact for general arrivals.

Symmetric system. If $\hat{\rho}_{i}=1 / N$ for all $i=1, \ldots, N$, all $B_{i}$ have the same distribution, and the variances $\operatorname{Var}\left[S_{i}\right]$ of all switch-over times are equal, then our approximation is exact if all interarrival distributions are exponential. For exhaustive service, we obtain

$$
\begin{aligned}
K_{1, i} & =\mathbb{E}\left[B^{\text {res }}\right]+\frac{N-1}{N} \mathbb{E}[S]-\left(2-\frac{1}{N}\right) \mathbb{E}\left[S^{\text {res }}\right]+\frac{1}{\mathbb{E}[S]} \sum_{k=i+1}^{i+N-1} \hat{\rho}_{k} \sum_{j=i}^{k-1} \operatorname{Var}\left[S_{j}\right] \\
& =\mathbb{E}\left[B^{\text {res }}\right]+\frac{N-1}{N} \mathbb{E}[S]-\left(2-\frac{1}{N}\right) \mathbb{E}\left[S^{\text {res }}\right]+\frac{N-1}{N} \frac{\operatorname{Var}[S]}{2 \mathbb{E}[S]} \\
& =\mathbb{E}\left[B^{\text {res }}\right]+\left(1-\frac{1}{N}\right) \frac{\mathbb{E}[S]}{2}-\mathbb{E}\left[S^{\text {res }}\right],
\end{aligned}
$$

which means that $\mathbb{E}\left[W_{i, \text { app }}\right]=\mathbb{E}\left[W_{i, \text { symm }}\right]$ (because $K_{2, i}=0$ in a symmetric system), with

$$
\mathbb{E}\left[W_{i, \text { symm }}\right]=\frac{\rho}{1-\rho} \mathbb{E}\left[B^{\text {res }}\right]+\mathbb{E}\left[S^{r e s}\right]+\frac{\rho\left(1-\frac{1}{N}\right)}{1-\rho} \frac{\mathbb{E}[S]}{2}
$$

Note that we do not require that the mean switch-over times $\mathbb{E}\left[S_{i}\right]$ are equal. One can verify that the same holds for gated service.

Single queue (vacation model). An immediate consequence of the fact that our approximation is exact in symmetric polling systems with Poisson arrivals, is that it also gives exact results for the mean waiting time of customers in a single-queue polling system with Poisson arrivals. A polling system consisting of only one queue, but with a switch-over time between successive visits to this queue, is generally referred to as a queueing system with multiple server vacations.

Large switch-over times. For $S$ deterministic, $S \rightarrow \infty$, and, again, under the assumption of Poisson arrivals, it is proven in $[208,207]$ that $\frac{\mathbb{E}\left[W_{i}\right]}{S} \rightarrow \frac{1-\rho_{i}}{2(1-\rho)}$ for exhaustive service. It can easily be verified that our approximation has the same limiting behavior:

$$
\lim _{S \rightarrow \infty} \frac{\mathbb{E}\left[W_{i, a p p}\right]}{S}=\frac{1-\rho_{i}}{2(1-\rho)}
$$

For gated service

$$
\lim _{S \rightarrow \infty} \frac{\mathbb{E}\left[W_{i, a p p}\right]}{S} \rightarrow \frac{1+\rho_{i}}{2(1-\rho)}
$$

which is also the exact limit (see e.g. [208]).

Miscellaneous other exact results. The approximation is also exact in several other cases, all with Poisson arrivals, when the parameter values are carefully chosen. The relations between the input parameters that yield exact approximation results become very complicated, especially in polling systems with more than two queues. We only mention one interesting example here: our approximation gives exact results for a twoqueue polling system with exhaustive service and

$$
\begin{equation*}
\mathbb{E}\left[B_{1}\right]=\mathbb{E}\left[B_{2}\right], \mathbb{E}\left[S_{1}\right]=\mathbb{E}\left[S_{2}\right], c v_{A_{1}}^{2}=c v_{A_{2}}^{2}, c v_{B_{1}}^{2}=c v_{B_{2}}^{2}, c v_{S_{1}}^{2}=c v_{S_{2}}^{2}, \tag{11.3.15}
\end{equation*}
$$

if the following constraint is satisfied:

$$
\begin{equation*}
\rho=\frac{1+I_{A_{i}}^{2}}{2 I_{A_{i}}}-\frac{c v_{S_{i}}^{2}}{1+c v_{B_{i}}^{2}} \cdot \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}\left[B_{i}\right]}, \tag{11.3.16}
\end{equation*}
$$

where $I_{A_{i}}=\hat{\rho}_{1} / \hat{\rho}_{2}$ is the ratio of the loads of the two queues. Obviously, if $I_{A_{i}}=1$, the system is symmetric and our approximation gives exact results regardless of the other parameter settings.

### 11.4 Numerical study

### 11.4.1 Initial glance at the approximation

Before we study the accuracy of the approximation to a huge test bed of polling systems, we just pick a rather arbitrary, simple system to compare the approximation with exact results in order to get some initial insights. Consider a three-queue polling system with loads of $Q_{1}, Q_{2}$, and $Q_{3}$ divided as follows: $\hat{\rho}_{1}=0.1, \hat{\rho}_{2}=0.3$, and $\hat{\rho}_{3}=0.6$. All service times and switch-over times are exponentially distributed, with mean 1 . The interarrival times have $\operatorname{SCV} c v_{A_{i}}^{2}=3$ for $i=1,2$, 3 . In Figure 11.1 we plot the approximated mean waiting time of $Q_{2}, \mathbb{E}\left[W_{2, \text { app }}\right]$, versus the load of the system $\rho$. Since this system cannot be analyzed analytically, we compare the approximated values with simulated values. Both in the approximation and in the simulation we fit a $\mathrm{H}_{2}$ distribution as described in Example 11.3.2.

The errors are largest for $Q_{2}$, which is the reason why we chose this queue in particular in Figure 11.1. The most important information that this figure reveals, is that even though the accuracy of the approximation is worst for this queue (a relative error of $-4.47 \%$ for $\rho=0.7$ ), the shape of the approximation function is very close to the shape of the exact function, which makes it very suitable for optimisation purposes. The maximum relative errors of $Q_{1}$ and $Q_{3}$ are $3.10 \%$ and $2.90 \%$ respectively.

In order to get more insight in the numerical accuracy of the approximation for a huge variety of different parameter settings, we create a large test bed in the next subsection and compare the approximation with exact or simulated results. It turns out that the maximum relative errors for most of the polling systems are smaller than the one selected in the above example.

### 11.4.2 Accuracy of the approximation

In the present section we study the accuracy of our approximation. We compare the approximated mean waiting times of customers in various polling systems to the exact


Figure 11.1: Approximated and simulated mean waiting time $\mathbb{E}\left[W_{2}\right]$ of $Q_{2}$ of the example in Section 11.4.1.
values. The complete test bed of polling systems that are analyzed, contains 2304 different combinations of parameter values, all listed in Table 11.1. We show detailed results for exhaustive service first, and discuss polling systems with gated service at the end of this section. We have varied the load between 0.1 and 0.9 with steps of 0.2 , and included

| Parameter | Notation | Values |
| :--- | :---: | :---: |
| Number of queues | $N$ | $2,3,4,5$ |
| Load | $\rho$ | $0.1,0.3,0.5,0.7,0.9,0.99$ |
| SCV interarrival times | $c v_{A_{i}}^{2}$ | $0.25,1,2$ |
| SCV service times | $c v_{B_{i}}^{2}$ | $0.25,1$ |
| SCV switch-over times | $c v_{S_{i}}^{2}$ | $0.25,1$ |
| Imbalance interarrival times | $I_{A_{i}}$ | 1,5 |
| Imbalance service times | $I_{B_{i}}$ | 1,5 |
| Ratio service and switch-over times | $I_{S_{i} / B_{i}}$ | 1,5 |

Table 11.1: Test bed used to compare the approximation to exact results.
$\rho=0.99$ to analyze the limiting behavior of our approximation when the load tends to 1 . The SCV of the interarrival times, $c v_{A_{i}}^{2}$, is varied between 0.25 and 2 . In case of non-Poisson arrivals, i.e. $c v_{A_{i}}^{2} \neq 1$, the exact values have been established through extensive simulation because they cannot be obtained in an analytic way. In these simulations we fit a phase-type distribution to the first two moments of the interarrival times, as described in Examples 11.3.2 and 11.3.3. For service times and switch-over times, only SCVs of 0.25 and 1 are considered. SCVs greater than 1 are less common in practice and are discussed separately from the test bed later in this section. The imbalance in interarrival times and service times, $I_{A_{i}}$ and $I_{B_{i}}$, is the ratio between the largest and the smallest mean interarrival/service time. The interarrival times are determined in such a way, that the overall mean is always $1, \lambda_{1}$ is the largest and $\lambda_{N}$ the smallest, and the steps between the $\lambda_{i}$ are linear. E.g., for $N=5$ and $I_{A_{i}}=5$ we get $\lambda_{i}=2-i / 3, i=1, \ldots, 5$. The mean
service times $\mathbb{E}\left[B_{i}\right]$ increase linearly in $i=1, \ldots, N$, with $\mathbb{E}\left[B_{N}\right]=I_{B_{i}} \mathbb{E}\left[B_{1}\right]$ (so $\mathbb{E}\left[B_{1}\right]$ is the smallest mean service time). They follow from the relation $\sum_{i=1}^{N} \lambda_{i} \mathbb{E}\left[B_{i}\right]=\rho$. E.g., for $N=5$, and $I_{A_{i}}=I_{B_{i}}=5$ we get $\mathbb{E}\left[B_{i}\right] / \rho=3 i / 35$. The last parameter that is varied in the test bed, is the ratio between the mean switch-over times and the mean service times, $I_{S_{i} / B_{i}}=\mathbb{E}\left[S_{i}\right] / \mathbb{E}\left[B_{i}\right]$. The total number of systems analyzed is $4 \times 6 \times 3 \times 2^{5}=2304$. A system consisting of $N$ queues results $N$ mean waiting times, $\mathbb{E}\left[W_{1}\right], \ldots, \mathbb{E}\left[W_{N}\right]$, so in total these 2304 systems yield 8064 mean waiting times. The absolute relative errors, defined as $|o-e| / e$, where $o$ stands for observed (approximated) value, and $e$ stands for expected (exact) value, are computed for all these 8064 queues. Table 11.2 shows these relative errors (times 100\%) categorised in bins of $5 \%$. In this table, and in all other tables, results for systems with a different number of queues are displayed in separate rows. The reader should keep in mind that the statistics in each row are based on $\frac{1}{4} \times 2304 \times N$ absolute relative errors, where $N$ is the number of queues used in the specified row. Table 11.2 shows that, e.g., $98.84 \%$ of the approximated mean waiting times in polling systems consisting of 3 queues deviate less than $5 \%$ from their true values. From Table 11.2 it can be concluded that the approximation accuracy increases with the number of queues in a polling system. More specifically, for systems with more than 2 queues, no approximation errors are greater than $10 \%$, and the vast majority is less than $5 \%$. The mean relative errors for $N=2, \ldots, 5$ are respectively $2.18 \%, 0.93 \%, 0.70 \%$, and $0.57 \%$. It is also noteworthy, that 193 out of the 2304 systems yield exact results. All of these 193 systems have Poisson input, and all of them - except for one - are symmetric. The only asymmetric case for which our approximation yields an exact result, happens to satisfy constraints (11.3.15) and (11.3.16).

In Table 11.3 the mean relative error percentages are shown for a combination of input parameter settings. The number of queues is always varied per row, while per column another input parameter is varied. This way we can find in more detail which (combinations of) parameter settings result in large approximation errors. In Table 11.3(a) the load $\rho$ is varied, and it can be seen that for a load of $\rho=0.7$ the approximation is least accurate. E.g., the mean relative error of all approximated waiting times in polling systems consisting of 3 queues with a load of $\rho=0.7$ is $1.69 \%$. Table 11.3(b) shows the impact of the SCV of the interarrival times on the accuracy. Especially for systems with more than 2 queues the accuracy is very satisfactory, in particular for the case $c v_{A_{i}}^{2}=1$. In Table 11.3(c) the impact of imbalance in a polling system on the accuracy is depicted, and, as could be expected, it can be concluded that a high imbalance in either service or interarrival times has a considerable, negative, impact on the approximation accuracy. Polling systems with more than 2 queues are much less bothered by this imbalance than polling systems with only 2 queues.

| $N$ | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 86.46 | 10.24 | 2.78 | 0.52 |
| 3 | 98.84 | 1.16 | 0.00 | 0.00 |
| 4 | 99.78 | 0.22 | 0.00 | 0.00 |
| 5 | 99.93 | 0.07 | 0.00 | 0.00 |

Table 11.2: Errors of the approximation applied to the 2304 test cases with exhaustive service, as described in Section 11.4, categorized in bins of 5\%.

| $N$ | Load $(\rho)$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.10 | 0.30 | 0.50 | 0.70 | 0.90 | 0.99 |  |
| 2 | 0.31 | 1.81 | 3.41 | 4.17 | 2.70 | 0.67 |  |
| 3 | 0.16 | 0.84 | 1.44 | 1.69 | 1.07 | 0.39 |  |
| 4 | 0.13 | 0.68 | 1.14 | 1.28 | 0.73 | 0.25 |  |
| 5 | 0.11 | 0.57 | 0.94 | 1.03 | 0.57 | 0.22 |  |

(a)

| $N$ | SCV interarrival times $\left(c v_{A_{i}}^{2}\right)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 0.25 | 1 | 2 |
| 2 | 2.27 | 1.76 | 2.50 |
| 3 | 1.36 | 0.52 | 0.92 |
| 4 | 1.13 | 0.29 | 0.69 |
| 5 | 0.97 | 0.19 | 0.56 |

(b)

| $N$ | Imbalance interarrival and service times |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $I_{A_{i}}=1$, | $I_{A_{i}}=1$, | $I_{A_{i}}=5$, | $I_{A_{i}}=5$, |
|  | $I_{B_{i}}=1$ | $I_{B_{i}}=5$ | $I_{B_{i}}=1$ | $I_{B_{i}}=5$ |
| 2 | 0.69 | 2.92 | 2.80 | 2.30 |
| 3 | 0.65 | 1.27 | 0.75 | 1.06 |
| 4 | 0.56 | 0.89 | 0.62 | 0.73 |
| 5 | 0.49 | 0.69 | 0.53 | 0.59 |

(c)

Table 11.3: Mean relative approximation error, categorized by number of queues $(N)$ and total load of the system (a), SCV interarrival times (b), and imbalance of the interarrival and service times (c).

### 11.4.3 Miscellaneous other cases

More queues. In this subsection we discuss several cases that are left out of the test bed because they might not give any new insights, or because the combination of parameter values might be rarely found in practice. Firstly, we discuss polling systems with more than 5 queues briefly. Without listing the actual results, we mention here that the approximations become more and more accurate when letting $N$ grow larger, and still varying the other parameters in the same way as is described in Table 11.1. For $N=10$ already, all relative errors are less than $5 \%$, with an average of less than $0.5 \%$, and it only gets smaller as $N$ grows further.

More variation in service times and switch-over times. In the test bed we only use SCVs 0.25 and 1 for the service times and switch-over times, because these seem more relevant from a practical point of view. As the coefficient of variation grows larger, our approximation will become less accurate. E.g., for Poisson arrivals we took $c v_{B_{i}}^{2} \in\{2,5\}$, $c v_{S_{i}}^{2} \in\{2,5\}$, and varied the other parameters as in our test bed (see Table 11.1). This way we reproduced Table 11.2. The result is shown in Table 11.4 and indicates that the quality of our approximation deteriorates in these extreme cases. The mean relative errors for $N=2, \ldots, 5$ are respectively $3.58 \%, 1.78 \%, 1.07 \%$, and $0.77 \%$, which is still very good for systems with such high variation in service times and switch-over times. For
non-Poisson input, no investigations were carried out because the results are expected to show the same kind of behaviour.

| $N$ | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 74.22 | 14.84 | 6.51 | 2.08 |
| 3 | 89.76 | 7.29 | 2.08 | 0.69 |
| 4 | 94.53 | 4.56 | 0.91 | 0.00 |
| 5 | 97.71 | 2.19 | 0.10 | 0.00 |

Table 11.4: Errors of the approximation applied to the 768 test cases with Poisson arrival processes and high SCVs of the service times and switch-over times, categorized in bins of 5\%.

Small switch-over times. Systems with small switch-over times, in particular smaller than the mean service times, also show a deterioration of approximation accuracy, especially in systems with 2 queues. In Figure 11.2 we show an extreme case with $N=2$, service times and switch-over times are exponentially distributed with $\mathbb{E}\left[B_{i}\right]=9 / 40$ and $\mathbb{E}\left[S_{i}\right]=9 / 200$ for $i=1,2$, which makes the mean switch-over times 5 times smaller than the mean service times. Furthermore, the interarrival times are exponentially distributed with $\lambda_{1}=5 \lambda_{2}$. In Figure 11.2 the mean waiting times of customers in both queues are plotted versus the load of the system. Both the approximation and the exact values are plotted. For customers in $Q_{1}$ the mean waiting time approximations underestimate the true values, which leads to a maximum relative error of $-11.2 \%$ for $\rho=0.7$ $\left(\mathbb{E}\left[W_{1, \text { app }}\right]=0.43\right.$, whereas $\left.\mathbb{E}\left[W_{1}\right]=0.49\right)$. The approximated mean waiting time for customers in $Q_{2}$ is systematically overestimating the true value. The maximum relative error is attained at $\rho=0.5$ and is $28.8 \%\left(\mathbb{E}\left[W_{1, \text { app }}\right]=0.41\right.$, whereas $\mathbb{E}\left[W_{1}\right]=0.52$ ). Although the relative errors are high in this situation, the absolute errors are still rather small compared to the mean service time of an individual customer. This implies that the mean sojourn time is already much better approximated. Nevertheless, this example illustrates one of the situations where our approximation gives unsatisfactory results.


Figure 11.2: Approximated and exact mean waiting times for a two-queue polling system with small switch-over times.

### 11.4.4 Comparison with existing approximations

For non-exponential interarrival times hardly any good alternative approximations exist. In [149, 187] it is suggested to use the HT limit (11.3.13) as an approximation, but the accuracy is only found to be acceptable for $\rho>0.8$. Another approximation for the mean waiting time in polling systems with non-exponential interarrival times uses the limit for $S \rightarrow \infty$, see [207, 209]. This approximation is usable if either the total setup time in the system is large and the setup times have low variance, or the total setup time in the system is large and the system is in heavy traffic. The approximation discussed in the present chapter is exact in all these limiting cases, but performs much better for systems under less extreme conditions. This makes our approximation the only one which can be applied under all circumstances.

For polling systems with Poisson arrivals, several alternative approximations have been developed in existing literature. The best one among them (see e.g. [31, 72, 92]) uses the relation $\mathbb{E}\left[W_{i}\right]=\left(1 \pm \rho_{i}\right) \mathbb{E}\left[C_{i}^{\text {res }}\right]$, where $C_{i}$ is the cycle time, starting at a visit completion to $Q_{i}$ when service is exhaustive, and starting at a visit beginning for gated service. By $\pm$ we mean - for exhaustive service, and + for gated service. The mean residual cycle time, $\mathbb{E}\left[C_{i}^{\text {res }}\right]$, is assumed to be equal for all queues, i.e. $\mathbb{E}\left[C_{i}^{\text {res }}\right] \approx \mathbb{E}\left[C^{\text {res }}\right]$, and can be found by substituting $\mathbb{E}\left[W_{i}\right] \approx\left(1 \pm \rho_{i}\right) \mathbb{E}\left[C^{\text {res }}\right]$ in the pseudo-conservation law (11.3.14). We have used this PCL-based approximation to estimate the mean waiting times of all queues in the test bed described in Table 11.1, but taking only the 768 cases where $c v_{A_{i}}^{2}=1$. Table 11.5 shows the mean relative errors for our approximation (a) and the PCL approximation (b), categorized in bins of $5 \%$ as was done before in Table 11.2. From these tables (and from other performed experiments that are not mentioned for the sake of brevity) it can be concluded that for $N>2$ both approximation have almost the same accuracy, our approximation being slightly better for small values of $\rho$, and the PCL approximation being slightly better for high values of $\rho$ (both methods are asymptotically exact as $\rho \uparrow 1$ ). However, for $N=2$ our method suffers greatly from imbalance in the system, whereas the PCL approximation proves to be more robust.

| $N$ | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ |
| :---: | :---: | :---: | :---: |
| 2 | 89.32 | 9.11 | 1.56 |
| 3 | 100.00 | 0.00 | 0.00 |
| 4 | 100.00 | 0.00 | 0.00 |
| 5 | 100.00 | 0.00 | 0.00 |

(a)

| $N$ | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ |
| :---: | :---: | :---: | :---: |
| 2 | 96.09 | 2.86 | 1.04 |
| 3 | 99.31 | 0.69 | 0.00 |
| 4 | 100.00 | 0.00 | 0.00 |
| 5 | 100.00 | 0.00 | 0.00 |

(b)

Table 11.5: Errors of the approximation applied to the 768 test cases with Poisson input, categorized in bins of $5 \%$. In (a) the percentages of mean relative errors in each bin are shown for our approximation, in (b) results are shown for the PCL approximation.

### 11.4.5 Gated service

Until now we have only shown and discussed approximation results for polling systems with exhaustive service. The complete test bed described in Table 11.1 has also been analyzed for polling systems where each queue receives gated service. As can be seen in Table 11.6, the overall quality of the approximation is good, but worse than for polling systems with exhaustive service. More details on the reason for these inaccuracies can be found in Table 11.7, which is the equivalent of Table 11.3 for gated service. Table 11.7(b) illustrates that there is now a huge difference between systems with Poisson arrivals, and systems with non-Poisson arrivals. For the cases with $c v_{A_{i}}^{2}=1$, the approximation is extremely accurate, even for two-queue polling systems. The accuracy in cases with $c v_{A_{i}}^{2} \neq 1$ is worse, which is caused by the assumptions that are made to approximate the LT limit (11.3.11). Firstly, the decomposition (11.3.2) does not hold for non-Poisson arrivals, and secondly, the terms $\mathbb{E}\left[I_{i}^{\text {res }}\right]$ and $\mathbb{E}\left[V_{i} I_{i}\right] / \mathbb{E}\left[I_{i}\right]$ in this decomposition have only been approximated. For exhaustive service, these assumptions do not have much negative impact on the accuracy, but apparently, for gated service, they do. The mean relative errors for $N=2, \ldots, 5$ queues are respectively $2.70 \%, 2.25 \%, 1.90 \%$, and $1.63 \%$. The imbalance of the mean interarrival and service times hardly influences the accuracy of the approximation, as can be concluded from Table 11.7(c).

If we consider the 768 cases with Poisson arrivals only, the mean relative errors of our approximation for $N=2, \ldots, 5$ are respectively $0.34 \%, 0.17 \%, 0.10 \%$, and $0.08 \%$. This accuracy is even better than the one achieved by the PCL approximation.

| $N$ | $0-5 \%$ | $5-10 \%$ | $10-15 \%$ | $15-20 \%$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 82.55 | 12.33 | 2.95 | 1.56 |
| 3 | 85.42 | 10.53 | 3.13 | 0.81 |
| 4 | 88.85 | 8.46 | 2.43 | 0.26 |
| 5 | 92.22 | 6.60 | 1.15 | 0.03 |

Table 11.6: Errors of the approximation applied to the 2304 test cases with gated service, as described in Section 11.4.5, categorized in bins of 5\%.

### 11.5 Further research topics

The research that is done in the present chapter can be extended in many different directions.

Other service disciplines. In the present chapter, only exhaustive and gated service are discussed. In order to obtain results for polling systems with some queues receiving exhaustive service, and others receiving gated service, only minor modifications should be made. It would be more challenging to generalize the approximation to a wider variety of service disciplines. In particular, it would be nice to have one expression for the mean waiting time of customers in a queue with an arbitrary branching-type service discipline (cf. [160]). The exhaustiveness of a branching-type service discipline (cf. [208]) might

| $N$ | Load $(\rho)$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.10 | 0.30 | 0.50 | 0.70 | 0.90 | 0.99 |  |
| 2 | 2.64 | 4.55 | 4.31 | 3.10 | 1.25 | 0.37 |  |
| 3 | 2.03 | 3.78 | 3.68 | 2.68 | 1.04 | 0.30 |  |
| 4 | 1.62 | 3.14 | 3.13 | 2.32 | 0.92 | 0.28 |  |
| 5 | 1.35 | 2.67 | 2.71 | 2.03 | 0.81 | 0.21 |  |

(a)

| $N$ | SCV interarrival times $\left(c v_{A_{i}}^{2}\right)$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 0.25 | 1 | 2 |
| 2 | 4.72 | 0.34 | 3.05 |
| 3 | 4.06 | 0.17 | 2.53 |
| 4 | 3.45 | 0.10 | 2.16 |
| 5 | 2.98 | 0.08 | 1.84 |

(b)

| $N$ | Imbalance interarrival and service times |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $I_{A_{i}}=1$, | $I_{A_{i}}=1$, | $I_{A_{i}}=5$, | $I_{A_{i}}=5$, |
|  | $I_{B_{i}}=1$ | $I_{B_{i}}=5$ | $I_{B_{i}}=1$ | $I_{B_{i}}=5$ |
| 2 | 2.76 | 2.64 | 2.81 | 2.59 |
| 3 | 2.28 | 2.25 | 2.27 | 2.21 |
| 4 | 1.93 | 1.91 | 1.90 | 1.87 |
| 5 | 1.64 | 1.66 | 1.64 | 1.58 |

(c)

Table 11.7: For gated service: mean relative approximation error, categorized by number of queues ( $N$ ) and total load of the system (a), SCV interarrival times (b), and imbalance of the interarrival and service times (c).
appear in this expression. Gated and exhaustive are both branching type service disciplines, but are discussed separately in the present chapter. The HT limit can most likely be established for arbitrary branching type service disciplines (see conjectures in [149]), so the question that remains is whether the LT limit can be found in a similar way.

Optimization. One of the main reasons to choose (11.2.1) as form of the interpolation, besides its asymptotic correctness, is its simplicity. Having this exact and simple expression for the approximate mean waiting times, makes it very useful for optimization purposes. In production environments, one can, for example, determine what the optimal strategy is to combine orders of different types (i.e., determine what queue customers should join). Because general arrivals are supported, one can determine optimal sizes of batches in which items are grouped and sent to a specific machine. The simplicity of (11.2.1) makes it possible for a manager to create a handy Excel sheet that can be used by operators to compute all kind of optimal parameter settings. No difficult computations are required at all, so a large variety of users can use the approximation.

In the present chapter the accuracy of the approximation has been investigated and has been found to be very good in most situations. Another advantage of our approximation regarding optimization purposes, is that the general shape of the approximated curve follows the exact curve very closely. Even in cases where the relative errors are rather large, like in Figure 11.1, the shape of the actual curves is still very well approxi-
mated. This means that plugging our approximation, instead of an exact expression if it had been available, in an optimization function yields an optimum that should be close to the true optimum.

Polling Table. The interpolation based approximation can also be extended to polling systems where the visiting order of the queues is not cyclic. Waiting times in polling systems with so-called polling tables can be obtained in the same way as shown in the present chapter. Both the LT and HT limits are not difficult to determine in this situation, and the interpolation follows directly from these limits.

Model. The form of the interpolation might be changed to improve the accuracy of approximations for cases that give less satisfactory results in the present form. E.g., one could try other functions than a second-order polynomial as numerator of (11.2.1). Alternatively, one could try to find a correction term which could be added to (11.2.1) to obtain better results for, e.g., two-queue polling systems. But most of all, if an exact LT limit of the mean waiting time in a polling system with non-Poisson arrivals could be found, the accuracy of the approximation in the case of gated service might be improved.

Distributions. In Dorsman et al. [64], an approximation is derived for the waiting-time distributions. Their approach uses the results derived in this chapter. They show their approximation to be highly accurate over a wide range of parameter settings.

Batch services. In Dorsman et al. [65] polling systems with batch services are studied. In optimizing the batch sizes, a cost structure that is a function of the mean waiting times is used. They use a similar approach for approximating the mean waiting times as in this chapter, however, they judge the form of the approximation in (11.2.1) to be too complex for their purposes. Instead, they use a first order polynomial in the numerator: $\mathbb{E}\left[W_{i, a p p}\right]=\left(a+b_{i} \rho\right) /(1-\rho)$.

Polling: Fairness and efficiency

## 12

 $\kappa$-GATEDWe study a polling model where we want to achieve a balance between the fairness of the waiting times and the efficiency of the system. For this purpose, we introduce a novel service discipline: the $\kappa$-gated service discipline. It is a hybrid of the classical gated and exhausted disciplines, and consists of using $\kappa_{i}$ consecutive gated service phases at $Q_{i}$ before the server switches to the next queue. The advantage of this discipline is that the parameters $\kappa_{i}$ can be used to balance fairness and efficiency. We derive the distributions and means of the waiting times, a pseudo conservation law for the weighted sum of the mean waiting times, and the fluid limits of the waiting times. Our goal is to optimize the $\kappa_{i}$ 's so as to minimize the differences in the mean waiting times, i.e. to achieve maximal fairness, without giving up too much on the efficiency of the system. From the fluid limits we derive a heuristic rule for setting the $\kappa_{i}$ 's. In a numerical study the heuristic is shown to perform well in most cases.

### 12.1 Introduction

Polling models are used in the modeling of many problems, for example computer systems, maintenance systems and telecommunication. In these models, multiple queues are served by a single server, which cyclically visits the queues. A typical performance measure in such systems is the mean waiting time at each of the queues. In certain applications (see e.g. [152, 185]) it is important to maintain fairness, in the sense of the queues having (almost) equal mean waiting times. In achieving this, one usually has to sacrifice the efficiency of the system. In this chapter, however, we introduce a strategy which on the one hand achieves fairness, while on the other hand is still efficient. Here, the efficiency is given by the sum of the mean waiting times, weighted by the utilization rates, and fairness is understood as the maximal difference in the mean waiting times at each of the queues. In the literature, multiple meanings have been associated to fairness, e.g. serving customers in order of arrival (see [9, 40], where [9] is a survey on the matter of fairness). These interpretations, however, are different from the fairness considered here.

In a polling model, when the server switches to the next queue, a switch-over time is incurred. There are many possible choices for deciding when the server should switch to the next queue. The rules studied most often are the exhaustive service discipline (when
the server arrives at a queue, it serves its customers until the queue has become empty) and the gated service discipline (when the server arrives at a queue, a gate closes and only the customers who are before the gate, i.e., who are already present, will be served in this server visit).

The main advantage of the exhaustive strategy, is that it is optimally efficient. That is, it minimizes the sum of the mean waiting times at the queues weighted by their utilization rates. However, the differences between mean waiting times at the queues might be large. Typically, the heaviest loaded one has the smallest mean waiting time in this discipline. Conversely, the gated discipline leads in general to much smaller differences. But this is at the expense of the efficiency, which is much lower for this discipline. We aim to combine the best of both worlds into a new service discipline, by introducing a hybrid version of exhaustive and gated: the $\kappa$-gated service discipline.

The $\kappa$-gated discipline consists of using $\kappa_{i}$ consecutive gated service phases at queue $i$ before the server switches to the next queue. That is, upon arrival of the server, it serves the queue consecutively (at most) $\kappa_{i}$ times, according to the gated discipline. So upon arrival of the server, a first gate closes and only the customers before this gate are served. After this, a second gate closes, and again only the customers before this gate are served, etcetera. This is done $\kappa_{i}$ times, or until the queue becomes empty. The parameters $\kappa_{i}$ are specified in the vector $\kappa=\left(\kappa_{1}, \ldots, \kappa_{N}\right)$, where $N$ is the number of queues. Note that when $\kappa_{i}=1$, queue $i$ is served according to the gated discipline; when $\kappa_{i} \rightarrow \infty$, queue $i$ is served according to the exhaustive discipline (as it is served until it becomes empty). One of the main questions studied in the current chapter is whether the $\kappa_{i}$ 's can be optimized as to achieve both fairness and efficiency.

Fairness has frequently played a role in the choice of a service discipline in polling systems. For example, motivated by a dynamic bandwidth allocation problem of Ethernet Passive Optical Networks (EPON), in [152, 185] a two-stage gated service discipline is studied. In that case, a gate closes behind the customers in a stage- 1 buffer at the moment the server arrives, the customers in the stage-2 buffer are being served, and then those present in stage-1 move to the stage- 2 buffer. This was seen to give rise to relatively small differences between mean waiting times at the various queues, but at the expense of longer delays, i.e., at the expense of the efficiency of the system. The strategy was later generalized to multi-phase gated (see [186]). The $\kappa$-gated discipline can be seen as a variant of this discipline, where we have removed the extra cycles all customers have to wait for, in between moving to the next stage buffer. Hence, we expect it to lead to small differences between mean waiting times as well, but with significantly smaller total mean delays than for two- or multi-stage gated.

Besides the two- and multi-stage gated disciplines, a number of other disciplines have been proposed in the literature in order to achieve fairness (in the sense considered here). We mention a few in the following. Altman, Khamisy and Yechiali [3] (see also Shoham and Yechiali [167]) consider a so-called elevator strategy in a globally gated regime. In this setting the queues are visited in the order: $1,2, \ldots N-1, N, N, N-1, \ldots 2,1,1,2, \ldots$ etc. When the server turns around at queue 1 or queue $N$, a gate closes at all queues: only those before the gate are served. This strategy turns out to be perfectly fair. However, it is far less efficient because of the globally gated regime. Our focus here is on cyclic models. Boxma, Van Wijk and Adan [41] introduce the Gated/Exhaustive discipline (see Chapter 13): the queues are visited cyclically, where in one cycle alternately all queues are served according to the gated discipline or all queues are served exhaustively. The incen-
tive for this mixed strategy arose from the well-known expressions for the mean waiting time of queue $i$ for gated respectively exhaustive systems: $\mathbb{E}\left[W_{i}^{\text {gat }}\right]=\left(1+\rho_{i}\right) \mathbb{E}\left[C_{i}^{\text {res }}\right]$ respectively $\mathbb{E}\left[W_{i}^{\text {exh }}\right]=\left(1-\rho_{i}\right) \mathbb{E}\left[C_{i}^{* r e s}\right]$, where $\rho_{i}$ is the workload. Furthermore $\mathbb{E}\left[C_{i}^{\text {res }}\right]$ and $\mathbb{E}\left[C_{i}^{* r e s}\right]$ denote the mean residual cycle duration in case the cycle is assumed to start at the visit completion, respectively visit beginning of $Q_{i}$. These can be approximated by $\mathbb{E}\left[C^{\text {res }}\right] \approx \mathbb{E}\left[C_{i}^{\text {res }}\right] \approx \mathbb{E}\left[C_{i}^{* r e s}\right]$. From the resulting approximations for $\mathbb{E}\left[W_{i}^{\text {gat }}\right]$ and $\mathbb{E}\left[W_{i}^{\text {exh }}\right]$, one might expect the mean waiting time in the Gated/Exhaustive discipline to become $\mathbb{E}\left[W_{i}^{G / E}\right] \approx \mathbb{E}\left[C^{\text {res }}\right]$, which does not depend on $i$. However, it turns out that this guess is incorrect, as the exhaustive cycle dominates in the mean waiting times. The difference in mean waiting times only marginally decreases compared to exhaustive. To overcome this, [41] proposes the use of a polling table (see also [17, 205]), which prescribes the order in which queues are visited. This is related to [39], in which efficient visit orders are studied. Another option are efficient visit frequencies, see [38]. These options, however, do not focus on fairness.

Our contribution in this chapter is as follows. We introduce the $\kappa$-gated discipline. Our motivation for this novel discipline is the search for a policy that achieves almost equal mean waiting times at the queues (fairness), without giving up too much of the efficiency. In earlier work in the literature, the focus has been solely on fairness, leading to inefficient disciplines [3, 185], whereas the advantage of the $\kappa$-gated discipline is that its parameter $\kappa$ can be used to balance fairness and efficiency. For the $\kappa$-gated discipline we derive the distributions and means of the waiting times, a pseudo conservation law for the weighted sum of the mean waiting times, and the fluid limits of the waiting times. We want to set the $\kappa_{i}$ 's so as to achieve maximal fairness without giving up too much on the efficiency of the system. To accomplish this, we use the fluid limits to derive a heuristic for setting $\kappa$. Finally, in a numerical study we extensively test the performance of the heuristic. It turns out to perform well in most cases.

The structure of this chapter is as follows. In Section 12.2 we introduce the model in more detail and give the notation that is being used. In Section 12.3 we derive the mean visit times at the queues, a Pseudo Conservation Law for the weighted sum of the mean waiting times, the waiting time distributions at all queues using Multi-type Branching Processes, the mean waiting times using the Mean Value Analysis technique exploiting the concept of Smart Customers, and the Fluid Limits of the waiting times. In Section 12.4 we derive a heuristic rule for the setting of $\kappa$ based on the fluid limits. Section 12.5 contains examples and a numerical study into the performance of the heuristic. We end with a conclusion and discussion of possible further work in Section 12.6. This chapter is based on [192].

### 12.2 Model and notation

We consider a polling model as described in Section 9.2, using a new service discipline at each of the queues: the $\kappa$-gated service discipline. This discipline works as follows. Upon arrival at $Q_{i}$, the server serves exactly those customers present on arrival (phase 1); when this is done, it serves exactly those customers present in $Q_{i}$ at that moment (phase 2); and so on, until (at most) $\kappa_{i}$ phases are completed, and then the server switches to the next queue. If the queue is empty at the start of a phase, the server also switches. This discipline consists of the prescription of $\kappa=\left(\kappa_{1}, \ldots, \kappa_{N}\right)$, with $\kappa_{i} \in\{1,2, \ldots\} \cup\{\infty\}$ for all
$i=1, \ldots, N$. For $\kappa_{i}=1$ the discipline at $Q_{i}$ is equivalent to the gated service discipline, and for $\kappa_{i}=\infty$ it is equivalent to the exhaustive service discipline, as the queue is served until it becomes empty. It is readily verified that the condition $\rho<1$ is also necessary and sufficient for the stability in case of the $\kappa$-gated service discipline.

We want to achieve fairness in the waiting times, that is, we want the $\mathbb{E}\left[W_{i}\right]$ for $i=1, \ldots, N$ to be (almost) equal. Hence, we want to minimize

$$
\max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\mathbb{E}\left[W_{j}\right]\right)
$$

On the other hand, we do not want to give up too much of the efficiency of the system. For the efficiency, we use the weighted sum over all mean waiting times:

$$
\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]
$$

This is a measure for the total workload in the system: it is the expected value of the waiting work in the system at an arbitrary moment. Hence, we focus on the following performance characteristic of the system:

$$
\begin{equation*}
\tilde{\gamma}(\alpha):=(1-\alpha) \max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\mathbb{E}\left[W_{j}\right]\right)+\alpha \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right] \tag{12.2.1}
\end{equation*}
$$

for some $\alpha \in[0,1]$. The expression in (12.2.1) represents the trade-off between fairness and efficiency, by assigning $100(1-\alpha) \%$ of the importance to fairness and the remaining $100 \alpha \%$ to efficiency. Note that (12.2.1) depends on the service discipline at each of the queues. Under the $\kappa$-gated discipline, for a given $\alpha$, the $\kappa$ can be optimized to minimize $\tilde{\gamma}$. This optimization is a trade-off between the fairness (maximal difference in mean waiting times) and the efficiency (weighted sum of mean waiting times). One can distinguish two extreme cases. For $\alpha=0$, only the fairness of the discipline counts. In that case, the elevator strategy in a globally gated regime (cf. [3, 167]) is the best choice, as it leads to equal mean waiting times. For $\alpha=1$, only the efficiency of the system is important. The exhaustive discipline is optimal in that case. We remark that for the term measuring the efficiency, a so-called pseudo conservation law holds, and it is easily determined without having to calculate all individual mean waiting times (see Section 12.3.2).

### 12.3 Analysis of the $\kappa$-Gated Discipline

In this section we present the analysis of the $\kappa$-gated discipline. First, we derive the mean visit times at each of the queues. Then, we give a pseudo conservation law for the weighted sum of the mean waiting times. Next, we present the derivation of the waiting time distributions, using multi-type branching processes. Following that, we briefly indicate a simpler way to compute the mean waiting times. For this, we show that the discipline fits into the framework of smart customers, and then we apply mean value analysis for polling models. We end this section by presenting the fluid limits of the waiting times. These fluid limits are used in the next section to derive a heuristic for the optimal setting of $\kappa$.

### 12.3.1 Mean Visit Times

For the $\kappa$-gated discipline, we derive the expected duration of each of the visits and visit phases to a queue. The expected cycle duration is $\mathbb{E}[C]=\mathbb{E}[S] /(1-\rho)$. A fraction $\rho_{i}$ of the cycle the server is working on $Q_{i}$, hence the expected duration of a visit to $Q_{i}$, denoted by $\mathbb{E}\left[V_{i}\right]$, is given by $\mathbb{E}\left[V_{i}\right]=\rho_{i} \mathbb{E}[C]$. This gives that the mean intervisit time, denoted by $\mathbb{E}\left[I_{i}\right]$, is given by $\mathbb{E}\left[I_{i}\right]=\left(1-\rho_{i}\right) \mathbb{E}[C]$. To further specify the visit times, let $\mathbb{E}\left[V_{i}^{k}\right]$ be the mean visit time of phase $k$ at $Q_{i}$, for $k=1, \ldots, \kappa_{i}$. Then $\mathbb{E}\left[V_{i}\right]=\sum_{k=1}^{\kappa_{i}} \mathbb{E}\left[V_{i}^{k}\right]$. In the first phase, all work that arrived during the last phase of the previous cycle and the intervisit time has to be served. This gives for its mean duration:

$$
\begin{equation*}
\mathbb{E}\left[V_{i}^{1}\right]=\rho_{i}\left(\mathbb{E}\left[V_{i}^{\kappa_{i}}\right]+\mathbb{E}\left[I_{i}\right]\right) \tag{12.3.1}
\end{equation*}
$$

In the second phase, the work that arrived during the first phase is served; in the third phase that of the second, and so on. This leads to:

$$
\begin{aligned}
\mathbb{E}\left[V_{i}^{k}\right] & =\rho_{i} \mathbb{E}\left[V_{i}^{k-1}\right] \\
& =\rho_{i}^{k-1} \mathbb{E}\left[V_{i}^{1}\right], \text { for } k=2, \ldots, \kappa_{i} .
\end{aligned}
$$

Substituting this expression for $k=\kappa_{i}$ into (12.3.1) gives $\mathbb{E}\left[V_{i}^{1}\right]=\rho_{i}\left(\rho_{i}^{\kappa_{i}-1} \mathbb{E}\left[V_{i}^{1}\right]+(1-\right.$ $\left.\left.\rho_{i}\right) \mathbb{E}[C]\right)$. Solving this leads to

$$
\mathbb{E}\left[V_{i}^{1}\right]=\rho_{i} \frac{1-\rho_{i}}{1-\rho_{i}^{\kappa_{i}}} \mathbb{E}[C]
$$

and hence

$$
\begin{equation*}
\mathbb{E}\left[V_{i}^{k}\right]=\rho_{i}^{k} \frac{1-\rho_{i}}{1-\rho_{i}^{k_{i}}} \mathbb{E}[C], \quad k=1, \ldots, \kappa_{i} \tag{12.3.2}
\end{equation*}
$$

Note that the mean duration of subsequent phases decreases, as is to be expected. It is readily verified that with (12.3.2), it indeed holds that: $\sum_{k=1}^{\kappa_{i}} \mathbb{E}\left[V_{i}^{k}\right]+\mathbb{E}\left[I_{i}\right]=\mathbb{E}[C]$, for $i=1, \ldots, N$.

### 12.3.2 Pseudo Conservation Law

Boxma and Groenendijk [34] derive a so-called Pseudo Conservation Law (PCL) for the case of cyclic order polling systems (see Section 9.3.1):

$$
\begin{equation*}
\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\frac{\rho}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]+\rho \mathbb{E}\left[S^{\text {res }}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right)+\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right] \tag{12.3.3}
\end{equation*}
$$

where $\mathbb{E}\left[M_{i}\right]$ is the mean amount of work in $Q_{i}$ at a departure epoch of the server from $Q_{i}$. This is the only term that depends on the service discipline at the queues. For the exhaustive discipline $\mathbb{E}\left[M_{i}^{\text {exh }}\right]$ trivially equals zero (cf. [34, (3.11)]), and for gated it holds that $\mathbb{E}\left[M_{i}^{\text {gat }}\right]=\rho_{i} \mathbb{E}\left[V_{i}\right]=\rho_{i}^{2} \mathbb{E}[S] /(1-\rho)$ (cf. [34, (3.12)]). The workload decomposition result in [34] is also valid for the $\kappa$-gated discipline, and we find, using (12.3.2):

$$
\mathbb{E}\left[M_{i}^{\kappa-g a t}\right]=\rho_{i} \mathbb{E}\left[V_{i}^{\kappa_{i}}\right]=\rho_{i}^{\kappa_{i}+1} \frac{1-\rho_{i}}{1-\rho_{i}^{\kappa_{i}}} \frac{\mathbb{E}[S]}{1-\rho}
$$

Remark that for the two extreme cases $\kappa_{i}=1$ and $\kappa_{i}=\infty$ this expression simplifies to that of the gated respectively exhaustive discipline.

Comparing the term $\mathbb{E}\left[M_{i}\right]$ for ( $\kappa$-) gated and exhaustive, we find the following:

$$
0=\mathbb{E}\left[M_{i}^{\text {exh }}\right] \leq \mathbb{E}\left[M_{i}^{\kappa-g a t}\right] \leq \mathbb{E}\left[M_{i}^{\text {gat }}\right],
$$

with equality for the first ' $\leq$ ' if and only if $\kappa_{i}=\infty$, and equality for the second ' $\leq$ ' if and only if $\kappa_{i}=1$. Exhaustive is the most efficient service discipline, as the server never switches when there are still customers in the queue it is serving. So, it leaves no customers behind that have to wait for an entire cycle. Under the ( $\kappa$-) gated discipline, however, customers may be left behind. Gated (i.e. $\kappa_{i}=1$ ) is less efficient than $\kappa$-gated for $\kappa_{i} \geq 2$, since more customers will be left behind when the server switches to the next queue. It follows that the efficiency of the $\kappa$-gated discipline is always between that of exhaustive and gated.

By substituting the expression for $\mathbb{E}\left[M_{i}^{\kappa-\text { gat }}\right]$ into (12.3.3) we find the pseudo conservation law for the $\kappa$-gated discipline:

$$
\begin{aligned}
\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\rho & \frac{\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]}{1-\rho}+\rho \mathbb{E}\left[S^{\text {res }}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right) \\
& +\sum_{i=1}^{N} \rho_{i}^{\kappa_{i}+1} \frac{1-\rho_{i}}{1-\rho_{i}^{\kappa_{i}}} \frac{\mathbb{E}[S]}{1-\rho} .
\end{aligned}
$$

As only the terms $\mathbb{E}\left[M_{i}\right]$ depend on the service discipline (and hence on $\kappa$ for the $\kappa$ gated discipline), we can restrict our attention to $\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right]$ instead of $\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]$. So in the sequel, instead of (12.2.1), we concentrate on optimizing:

$$
\begin{equation*}
\gamma(\alpha):=(1-\alpha) \max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\mathbb{E}\left[W_{j}\right]\right)+\alpha \sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right], \tag{12.3.4}
\end{equation*}
$$

for some $\alpha \in[0,1]$.

### 12.3.3 Waiting time distributions

We determine the Laplace-Stieltjes transform (LST) of the waiting times $W_{i}$ analogously to Resing [160] (as described in Section 9.3.3). In [160] it is shown, that if the service discipline in each queue satisfies the branching property ([160, Property 1]), then the queue length process at polling instants of a fixed queue is a multi-type branching process (MTBP) with immigration in each state. The $\kappa$-gated service discipline does satisfy the branching property. Let the start of the visit to $Q_{1}$ be the start of the cycle, then by the branching property, each customer present will during the cycle be replaced in an i.i.d. manner by customers of type $1, \ldots, N$, according to the probability generating function (pgf) $h_{i}(z)$, where $z=\left(z_{1}, \ldots, z_{N}\right)$. For the gated service discipline, this $h_{i}$ is given by:

$$
h_{i}^{\text {(gated) }}(z)=\beta_{i}\left(\sum_{j=1}^{N} \lambda_{j}\left(1-z_{j}\right)\right) .
$$

For $\kappa$-gated we can recursively express $h_{i}$ as follows:

$$
\begin{aligned}
& h_{i}^{(1-\text { gated })}(z)=h_{i}^{(\text {gated })}(z), \\
& h_{i}^{(m \text {-gated })}(z)=\beta_{i}\left(\sum_{j=1, j \neq i}^{N} \lambda_{j}\left(1-z_{j}\right)+\lambda_{i}\left(1-h_{i}^{((m-1) \text {-gated })}(z)\right)\right), \text { for } m=2,3, \ldots
\end{aligned}
$$

For $\kappa_{i}=\infty$, the pgf $h_{i}$ coincides with that of the exhaustive service discipline, which is given by:

$$
h_{i}^{(\infty-\text { gated })}(z)=h_{i}^{(\text {exhaustive })}(z)=\theta_{i}\left(\sum_{j=1, j \neq i}^{N} \lambda_{j}\left(1-z_{j}\right)\right)
$$

where $\theta_{i}(\cdot)$ is the LST of a busy period triggered by one type $i$ customer in $Q_{i}$ in isolation. Now, along the lines outlined in Section 9.3.3, the LSTs of the steady-state waiting time distributions can be derived. Then, by differentiation, moments of the steady-state waiting time for an arbitrary type $i$ customer follow. These calculations are straightforward, but cumbersome. The next section explains an intuitive approach to calculate the first moments of the waiting times.

### 12.3.4 Mean waiting times

We briefly discuss how the first moments of the waiting times, $\mathbb{E}\left[W_{i}\right]$, can easily be obtained in a more efficient way. For this, we show that the $\kappa$-gated discipline fits into the framework of a polling model with smart customers (see Chapter 10). Hence, we can use mean value analysis (MVA) for polling systems, adapted for smart customers (cf. Section 10.3). Recall that in a model with smart customers, the arrival rate at a queue depends on the position of the server.

We use the concept of smart customers to route arriving customers to a specific queue, depending on the position of the server. Let the arrival rate be $\lambda_{i, j}$ at $Q_{i}$ when the server is serving (or switching to) $Q_{j}$. The routing proceeds in the following way. We introduce a polling model with the gated discipline that is related to the one served according to the $\kappa$-gated discipline. In that model, we create multiple copies of the same queue. We refer to this as the corresponding model, in which customers are routed as follows. A customer arriving at $Q_{i}$ in the original model is routed in the corresponding model to the copy of $Q_{i}$ that will be served first. The underlying idea of this is the following. In the $\kappa$-gated model, arriving customers queue behind a gate, which only opens when the server starts one of the $\kappa_{i}$ serving phases. In the corresponding model, each of these phases now becomes a separate queue. Hence, we create a polling model with $\kappa_{i}$ copies of queue $Q_{i}$, denoted by $Q_{i}^{(1)}, \ldots, Q_{i}^{\left(\kappa_{i}\right)}$. No switch-over times are incurred between these copies. Denoting phase $k$ of a visit to $Q_{i}$ by $V_{i}^{(k)}$, then the cycle, including the switch-over times $S_{i}$ (between $Q_{i}^{\left(\kappa_{i}\right)}$ and $Q_{i+1}^{(1)}$ ) becomes:
$V_{1}^{(1)}-V_{1}^{(2)}-\ldots-V_{1}^{\left(\kappa_{1}\right)}-S_{1}-V_{2}^{(1)}-V_{2}^{(2)}-\ldots-V_{2}^{\left(\kappa_{2}\right)}-S_{2}-\ldots-S_{N-1}-V_{N}^{(1)}-\ldots-V_{N}^{\left(\kappa_{N}\right)}-S_{N}$.
We now have an 'ordinary' cyclic polling model with $\sum_{i=1}^{N} \kappa_{i}$ queues, each of which is served according to the gated discipline. We want this system to have the same arrival process as the original one. For that, we have to route the arriving customers, depending


Figure 12.1: The fluid limit of the workload $H_{i}$ at $Q_{i}$ during one cycle.
on the position of the server. A customer arriving at $Q_{i}$ in the original model is now routed to $Q_{i}^{(j)}$ during $V_{i}^{(j-1)}$, for $j=2, \ldots, \kappa_{i}$, and to $Q_{i}^{(1)}$ otherwise.

The corresponding model is a polling model with smart customers, in which arriving type $i$ customers are routed to $Q_{i}^{(j+1)}$ while the server is at $Q_{i}^{(j)}$, for $1 \leq j<\kappa_{i}$, and to $Q_{i}^{(1)}$ otherwise. In Section 10.3, we showed how a system of $\mathcal{O}\left(N^{2}\right)$ linear equations can be derived for an $N$ queue polling model with the exhaustive service discipline, from which the $\mathbb{E}\left[W_{i}\right]$ can immediately be solved. Analogously, we can write down a system of $\mathcal{O}\left(\left(\sum_{i=1}^{N} \kappa_{i}\right)^{2}\right)$ linear equations for the corresponding model with gated service, from which the $\mathbb{E}\left[W_{i}\right]$ directly follow.

Remark 12.3.1. Boon et al. [28] also present the MTBP approach for polling models with smart customers. In the case that some of the arrival rates equal zero, they have to introduce extra queues requiring zero service times. However, by the structure of the $\kappa$-gated discipline, the MTBP analysis can be reduced to that presented in Section 12.3.3.

### 12.3.5 Fluid limits

The exact expressions for the mean waiting times, following from Sections 12.3 .3 and 12.3.4, do not provide an easy way to determine the $\kappa_{i}$ 's minimizing $\gamma(\alpha)$. Therefore, we derive the fluid limit approximations of the mean waiting times. These approximations yield closed-form expressions, and can hence easily be used to (approximately) optimize the $\kappa_{i}$ 's.

By taking the fluid limits, we scale the interarrival and service times. For this, we let $\lambda_{i} \rightarrow \infty$ and $\mathbb{E}\left[B_{i}\right] \rightarrow 0$ while keeping the workload $\lambda_{i} \mathbb{E}\left[B_{i}\right]=\rho_{i}$ fixed. We concentrate on the amount of work present at a queue, denoted by $H_{i}$ at queue $Q_{i}$. By the use of this scaling, we smoothen the discrete process $H_{i}$ into a continuous one. In this way, work arrives at a constant rate $\rho_{i}$, and during the visit time work is removed at rate 1 . So, during the intervisit time of mean length $\mathbb{E}\left[I_{i}\right]=\left(1-\rho_{i}\right) \mathbb{E}[C]$, the amount of work increases at rate $\rho_{i}$, and during the visit time, with mean length $\mathbb{E}\left[V_{i}\right]=\rho_{i} \mathbb{E}[C]$, the amount of work decreases at rate $1-\rho_{i}$. This cyclic pattern repeats itself in every cycle. Hence, the workload $H_{i}$ during a cycle in the $\kappa$-gated discipline becomes as depicted in Figure 12.1.

At the end of the visit to $Q_{i}$, the amount of work present is equal to that built up during the last visit phase $V_{i}^{\kappa_{i}}$. So, it is $\rho_{i} \mathbb{E}\left[V_{i}^{\kappa_{i}}\right]=: m$. At the start of the visit time it is


Figure 12.2: Fluid limits of the waiting times: $\mathbb{E}\left[W_{i}^{\text {fluid }}\right] / \mathbb{E}[C]$ plotted versus $\rho_{i}$ for $\kappa_{i}=$ $1,2,3, \ldots, 10$ and for $\kappa_{i}=\infty$.
equal to the work already present at the beginning of $I_{i}$, which is $m$, plus the work built up during the intervisit time. Hence, it is $m+\rho_{i} \mathbb{E}\left[I_{i}\right]=: M$. Consequently, the average fluid level during a cycle, i.e. the mean workload $\mathbb{E}\left[H_{i}\right]$, is given by:

$$
\begin{aligned}
\mathbb{E}\left[H_{i}\right]=\frac{m+M}{2} & =m+\frac{\rho_{i} \mathbb{E}\left[I_{i}\right]}{2} \\
& =\left(1+\rho_{i}^{\kappa_{i}}\right) \frac{\rho_{i}\left(1-\rho_{i}\right)}{2\left(1-\rho_{i}^{\kappa_{i}}\right)} \mathbb{E}[C] .
\end{aligned}
$$

Using Little's Law formulated for the workload, $\mathbb{E}\left[H_{i}\right]=\rho_{i} \mathbb{E}\left[W_{i}\right]$, the fluid limit of the mean waiting time of a type $i$ customer directly follows:

$$
\begin{equation*}
\mathbb{E}\left[W_{i}^{f l u i d}\right]=\frac{m+M}{2 \rho_{i}}=\left(1+\rho_{i}^{\kappa_{i}}\right) \frac{1-\rho_{i}}{2\left(1-\rho_{i}^{\kappa_{i}}\right)} \mathbb{E}[C] \tag{12.3.5}
\end{equation*}
$$

Figure 12.2 shows these fluid limits for different $\kappa_{i}$.
It is easily checked that for $\kappa_{i}=1,(12.3 .5)$ reduces to $\mathbb{E}\left[W_{i}^{\text {fluid }}\right]=\frac{1+\rho_{i}}{2} \mathbb{E}[C]$, which is indeed the fluid limit for the gated discipline. For $\kappa_{i}=\infty$, (12.3.5) reduces to $\mathbb{E}\left[W_{i}^{\text {fluid }}\right]=$ $\frac{1-\rho_{i}}{2} \mathbb{E}[C]$, which is indeed the fluid limit for the exhaustive discipline.

### 12.4 Balancing fairness and efficiency

We now want to choose $\kappa$ such that on one hand we achieve fairness, while on the other hand the system is still efficient. For that, we want to determine the $\kappa$ that minimizes $\gamma(\alpha)$ as given in (12.3.4). As we do not have closed-form expressions for the mean waiting times, optimization could be done by an exhaustive search over all $\kappa_{i}$. However, we use the fluid limits (12.3.5) as approximation for the mean waiting times in the optimization:

$$
\begin{equation*}
\min _{\kappa} \gamma^{\text {fluid }}(\kappa, \alpha) \tag{12.4.1}
\end{equation*}
$$

where

$$
\gamma^{f l u i d}(\kappa, \alpha)=(1-\alpha) \max _{i, j}\left(\mathbb{E}\left[W_{i}^{f l u i d}\right]-\mathbb{E}\left[W_{j}^{f l u i d}\right]\right)+\alpha \sum_{i=1}^{N} \mathbb{E}\left[M_{i}^{\kappa-\text {-gat }}\right]
$$

For deriving a heuristic rule for the optimal setting of $\kappa$, we take the following approach. First we determine the $\kappa_{i}$ 's such that all mean waiting times are equal (optimal fairness), then, using these $\kappa_{i}$ 's, we minimize the term $\sum_{i} \mathbb{E}\left[M_{i}\right]$ (maximal efficiency given optimal fairness). That is, we consider the following optimization problem:

$$
\begin{gather*}
\min _{\kappa} \sum_{i=1}^{N} \mathbb{E}\left[M_{i}^{\kappa-\text { gat }}\right],  \tag{12.4.2}\\
\text { such that } \mathbb{E}\left[W_{1}^{\text {fluid }}\right]=\ldots=\mathbb{E}\left[W_{N}^{\text {fluid }}\right] .
\end{gather*}
$$

For the moment we allow the $\kappa_{i}$ 's to be fractional, later we round them to integers. Note that the problem in (12.4.2) does not depend on $\alpha$. In an extensive numerical study in the next section we compare the performance of this heuristic setting to that of the optimal setting solving (12.4.1). We now solve (12.4.2), first for 2 queues, and then for $N$ queues.

### 12.4.1 2 queues

For simplicity we start with the case of 2 queues. In this case we can explicitly solve $\mathbb{E}\left[W_{1}^{\text {fluid }}\right]=\mathbb{E}\left[W_{2}^{\text {fluid }}\right]$ for $\kappa_{2}$ in terms of $\kappa_{1}, \rho_{1}$ and $\rho_{2}$ :

$$
\left(1+\rho_{1}^{\kappa_{1}}\right) \frac{1-\rho_{1}}{2\left(1-\rho_{1}^{\kappa_{1}}\right)}=\left(1+\rho_{2}^{\kappa_{2}}\right) \frac{1-\rho_{2}}{2\left(1-\rho_{2}^{\kappa_{2}}\right)}
$$

where we have divided by $\mathbb{E}[C] \neq 0$. Solving for $\kappa_{2}$, denoted by $\kappa_{2}^{\text {opt }}$, gives:

$$
\begin{equation*}
\rho_{2}^{\kappa_{2}^{\text {opt }}}=\frac{\left(1-\rho_{1}\right)\left(1+\rho_{1}^{\kappa_{1}}\right)-\left(1-\rho_{2}\right)\left(1-\rho_{1}^{\kappa_{1}}\right)}{\left(1-\rho_{1}\right)\left(1+\rho_{1}^{\kappa_{1}}\right)+\left(1-\rho_{2}\right)\left(1-\rho_{1}^{\kappa_{1}}\right)} . \tag{12.4.3}
\end{equation*}
$$

So, this $\kappa_{2}$ achieves optimal fairness (recall that we allowed $\kappa_{2}$ to be fractional). Using this $\kappa_{2}$, we now optimize the efficiency, i.e. we minimize:

$$
\begin{align*}
\sum_{i=1}^{2} \mathbb{E}\left[M_{i}\right] & =\rho_{1}^{\kappa_{1}+1} \frac{1-\rho_{1}}{1-\rho_{1}^{\kappa_{1}}}+\rho_{2}^{\kappa_{2}^{o p t}+1} \frac{1-\rho_{2}}{1-\rho_{2}^{\kappa_{2}^{o p t}}} \\
& =\frac{\left(\rho_{1}-\rho_{2}\right) \rho_{2}+\rho_{1}^{\kappa_{1}}\left(2\left(1-\rho_{1}\right) \rho_{1}+\left(2-\rho_{1}\right) \rho_{2}-\rho_{2}^{2}\right)}{2\left(1-\rho_{1}^{\kappa_{1}}\right)} \tag{12.4.4}
\end{align*}
$$

In (12.4.4) we have substituted (12.4.3) and simplified the expression.
The minimum of (12.4.4) (where $\kappa_{1}>0$, for $\rho_{1} \neq \rho_{2}$ ) is found for $\kappa_{1} \rightarrow \infty$. In this way, from (12.4.3), $\kappa_{2}^{\text {opt }}$ becomes:

$$
\begin{equation*}
\kappa_{2}^{o p t}=\log _{\rho_{2}} \frac{\rho_{2}-\rho_{1}}{2-\rho_{1}-\rho_{2}} . \tag{12.4.5}
\end{equation*}
$$



Figure 12.3: Optimal value of $\kappa_{2}$ (rounded to the nearest integer), given by $\kappa_{2}^{\text {opt }}=$ $\left[\log _{\rho_{2}} \frac{\rho_{2}-\rho_{1}}{2-\rho_{1}-\rho_{2}}\right]$, for $\rho_{1}<\rho_{2}$ and $\rho_{1}+\rho_{2}<1$.

This only makes sense for $\rho_{1}<\rho_{2}$; if $\rho_{1}>\rho_{2}$, we interchange the indices. In case $\rho_{1}=\rho_{2}$ all $\kappa_{1}=\kappa_{2}$ give equal mean waiting times. However, $\kappa_{1}=\kappa_{2}=\infty$ optimizes the efficiency. So, we come up with the following heuristic for the choice of $\kappa_{1}$ and $\kappa_{2}$ :

$$
\begin{cases}\text { if } \rho_{1}<\rho_{2}: & \kappa_{1}=\infty, \kappa_{2}=\log _{\rho_{2}} \frac{\rho_{2}-\rho_{1}}{2-\rho_{1}-\rho_{2}}, \\ \text { if } \rho_{1}=\rho_{2}: & \kappa_{1}=\kappa_{2}=\infty, \\ \text { if } \rho_{1}>\rho_{2}: & \kappa_{1}=\log _{\rho_{1}} \frac{\rho_{1}-\rho_{2}}{2-\rho_{1}-\rho_{2}}, \kappa_{2}=\infty .\end{cases}
$$

In order to get integer $\kappa_{i}$ 's, we have three possibilities: rounding to the nearest integer, denoted by $[x]$; using the integer floor function, $\lfloor x\rfloor$; or using the integer ceiling function, $\lceil x\rceil$. We study all three options in the numerical study in Section 12.5. We denote a $\kappa$ set according to the heuristic by $[\kappa],\lfloor\kappa\rfloor$, respectively $\lceil\kappa\rceil$.

We plot (12.4.5) in Figure 12.3, for $\rho_{1}<\rho_{2}$ (and $\rho_{1}+\rho_{2}<1$ for stability) where we round $\kappa_{2}$. From the figure it becomes clear that $\kappa_{2}=2$ almost always is a proper choice.

### 12.4.2 $N$ queues

For $N$ queues we first determine which $\kappa_{i}$ 's give equal mean waiting times. We solve $\mathbb{E}\left[W_{1}^{\text {fluid }}\right]=\mathbb{E}\left[W_{j}^{\text {fluid }}\right]$ for $j=2, \ldots, N$, which leads to an expression analogous to (12.4.3), with 2 replaced by $j$ everywhere. We plug these into $\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right]$. The resulting expression depends only on $\kappa_{1}$, and on all $\rho_{i}$ 's. It only makes sense if $\rho_{1}$ is the smallest of all $\rho_{i}$, and it is minimized for $\kappa_{1} \rightarrow \infty$. From this, the expressions for the optimal $\kappa_{2}, \ldots, \kappa_{N}$ directly follow: $\kappa_{j}^{o p t}=\log _{\rho_{j}} \frac{\rho_{j}-\rho_{1}}{2-\rho_{1}-\ldots-\rho_{N}}$, for $j=2, \ldots, N$.

Hence, we come up with the following heuristic for the choice of the $\kappa_{i}$ 's,i=1, $, N, N$ :

$$
\left\{\begin{array}{l}
\text { For all } i \text { such that } i=\arg \min \rho_{i}, \text { let } \kappa_{i}=\infty  \tag{12.4.6}\\
\text { For all } j=1,2, \ldots, N \text { where } j \neq i \text {, let } \kappa_{j}=\log _{\rho_{j}} \frac{\rho_{j}-\rho_{i}}{2-\rho} .
\end{array}\right.
$$

It is interesting to note that for any number of queues $N$, the queue(s) with the smallest traffic load $\rho_{i}$ will always be served exhaustively (corresponding to $\kappa_{i}=\infty$ ).

Recall that we have three options to get integer $\kappa_{i}$ 's (round, floor, ceiling). An important notion here is that, by construction, this heuristic does not depend on $\alpha$. The numerical results in the next section, however, show that it performs well for a wide range of $\alpha$ 's. So, this heuristic is robust against the value of $\alpha$.

### 12.5 Numerical analysis

In this section we first consider two examples, followed by an extensive numerical study into the performance of the heuristic setting of $\kappa$. We determine $\gamma(\alpha)$ as defined in (12.3.4), where, for brevity of notation, we define:

$$
\begin{aligned}
\Delta & =\max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\mathbb{E}\left[W_{j}\right]\right), \\
\Sigma & =\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right] .
\end{aligned}
$$

We compare the results of the $\kappa$-gated discipline with the elevator strategy in a globally gated regime, cf. [3, 167]. For this strategy all mean waiting times are equal: $\mathbb{E}\left[W_{1}^{\text {elev. } G G}\right]=\mathbb{E}\left[W_{2}^{\text {elev. } G G}\right]=\ldots=\mathbb{E}\left[W_{N}^{\text {elev.GG }}\right]$, and given by, cf. $[3,(6),(10)]:$

$$
\mathbb{E}\left[W_{1}^{e l e v . G G}\right]=\frac{1}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}^{\text {res }}\right]+\mathbb{E}\left[S^{r e s}\right]+\frac{1+\rho}{2(1-\rho)} \mathbb{E}[S] .
$$

The PCL easily follows: $\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\rho \mathbb{E}\left[W_{1}\right]$. Using (12.3.3), it follows that:

$$
\sum_{i=1}^{N} \mathbb{E}\left[M_{i}^{e l e v . G G}\right]=\frac{\rho+\sum_{i=1}^{N} \rho_{i}^{2}}{2(1-\rho)} \mathbb{E}[S]
$$

### 12.5.1 Examples

Example 12.5.1. Consider a polling model with $N=2$ queues, $S_{i}, B_{i} \sim \exp (1), i=$ 1,2 , and $\lambda_{1}=0.6, \lambda_{2}=0.2$. Hence $\rho_{1}=0.6$ and $\rho_{2}=0.2$. We have $\rho_{1}>\rho_{2}$ and $\log _{\rho_{1}} \frac{\rho_{1}-\rho_{2}}{2-\rho_{1}-\rho_{2}} \approx 2.15$. Hence the heuristic settings are $[\kappa]=\lfloor\kappa\rfloor=(2, \infty)$ and $\lceil\kappa\rceil=$ $(3, \infty)$.

For the $\kappa$-gated discipline, taking $\kappa_{1}, \kappa_{2} \in\{1,2,3, \infty\}$, the performance $\gamma(\alpha)$ defined by (12.3.4) is listed in Table 12.1 for $\alpha=0, \frac{1}{2}, \frac{2}{3}$, and $\frac{5}{6}$. It turns out that the heuristic settings for $\kappa$ perform well in comparison to most other settings listed in Table 12.1. Although suboptimal for small $\alpha$, their performance seems to be rather robust with respect to $\alpha$. Despite $\kappa=(2,2)$ performs better in this example for the four values of $\alpha$ chosen,

|  | $\kappa_{1} \quad \kappa_{2}$ | $\mathbb{E}\left[W_{1}\right]$ | $\mathbb{E}\left[W_{2}\right]$ | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 11 | 12.77 | 9.69 | 3.08 | 4.00 | 3.1 | 3.5 | 3.7 | 3.8 |
|  | 21 | 8.42 | 11.49 | 3.07 | 1.75 | 3.1 | 2.4 | 2.2 | 1.0 |
|  | 31 | 6.90 | 12.60 | 5.70 | 1.06 | 5.7 | 3.4 | 2.6 | 1.8 |
|  | $\infty \quad 1$ | 5.04 | 14.88 | 9.84 | 0.40 | 9.8 | 5.1 | 3.5 | 1.0 |
|  | 2 | 13.00 | 7.21 | 5.83 | 3.67 | 5.8 | 4.8 | 4.4 | 4.0 |
|  | 22 | 8.77 | 8.77 | 0.0038 | 1.42 | 0.0 | 0.7 | 0.9 | 1.2 |
|  | 32 | 7.27 | 9.82 | 2.55 | 0.73 | 2.6 | 1.6 | 1.3 | 1.0 |
|  | $\infty \quad 2$ | 5.38 | 12.20 | 6.82 | 0.07 | 6.8 | 5.0 | 4.5 | 4.1 |
|  | 3 | 13.10 | 6.76 | 6.34 | 3.61 | 6.3 | 5.0 | 4.5 | 4.1 |
|  | 23 | 8.85 | 8.25 | 0.60 | 1.36 | 0.6 | 1.0 | 1.1 | 1.2 |
|  | 33 | 7.36 | 9.29 | 1.92 | 0.67 | 1.9 | 1.3 | 1.1 | 0.9 |
|  | $\infty 3$ | 5.47 | 11.66 | 6.19 | 0.01 | 6.2 | 3.1 | 2.1 | 1.0 |
|  | $1 \quad \infty$ | 13.12 | 6.64 | 6.48 | 3.60 | 6.5 | 5.0 | 4.6 | 4.1 |
| $[\kappa],\lfloor\kappa\rfloor:$ | $\underline{2} \quad \infty$ | 8.88 | 8.11 | 0.77 | $\underline{1.35}$ | 0.8 | 1.1 | 1.2 | 1.3 |
| $\lceil\kappa\rceil$ : | $\underline{3} \quad \underline{\infty}$ | $\underline{7.39}$ | $\underline{9.13}$ | 1.74 | $\underline{0.66}$ | 1.7 | 1.2 | 1.0 | $\underline{0.8}$ |
|  | $\infty \quad \infty$ | 5.50 | 11.50 | 6.00 | 0.00 | 6.0 | 3.0 | 2.0 | 1.0 |
|  | Elev.GG | 15.00 | 15.00 | 0.00 | 6.00 | 0.0 | 3.0 | 4.0 | 5.0 |

Table 12.1: Results for Example 12.5.1 for the $\kappa$-gated strategy, where $\kappa_{1}, \kappa_{2} \in\{1,2,3, \infty\}$. Smallest values per column are given in bold; the optimal settings from the heuristic are underlined. Recall that $\kappa_{i}=\infty$ is equivalent to the exhaustive service discipline; $\kappa_{i}=1$ to the gated service discipline. Elevator strategy in a globally gated regime is added for comparison.
each of the heuristic settings will dominate in performance for $\alpha$ close to 1 , since they are more efficient. In general, the heuristic settings outperform the ( 2,2 ) setting (unless $\alpha$ is small), as the numerical study in Section 12.5.2 shows (see Table 12.5).

The difference in mean waiting times, $\Delta$, is, in this example, minimal for $\kappa=(2,2)$. This is not surprising as for $N=2$ and $\kappa=(2,2)$ the $\kappa$-gated discipline closely resembles the elevator strategy in a globally gated regime (cf. [3, 167]). In this discipline the visit order is $1,2, \ldots, N-1, N, N, N-1, \ldots, 2,1,1,2, \ldots$, and all gates are closed when turning around at 1 and at $N$. Hence, for $N=2$ the queues are served as:

$$
\ldots-Q_{1} \stackrel{(*)}{-} Q_{1}-S_{1}-Q_{2} \stackrel{(*)}{-} Q_{2}-S_{2}-Q_{1} \stackrel{(*)}{-} Q_{1}-S_{1}-\ldots-\ldots
$$

where $(*)$ denotes that the gates are closed at both queues. In the $\kappa$-gated strategy where $\kappa=(2,2)$, the queues are served as:

$$
\ldots-Q_{1}^{(1)}-Q_{1}^{(2)}-S_{1}-Q_{2}^{(1)}-Q_{2}^{(2)}-S_{2}-Q_{1}^{(1)}-Q_{1}^{(2)}-S_{1}-\ldots-\ldots
$$

where the gate is closed when each service phase starts. As the elevator strategy in a globally gated regime leads to $\mathbb{E}\left[W_{1}\right]=\mathbb{E}\left[W_{2}\right]$, it should not be surprising that the (2,2)-gated strategy leads to almost equal mean waiting times.

Example 12.5.2. Now consider the following setting, again for $N=2$ queues. Let $S_{i} \sim \exp (2), B_{i} \sim \exp (1), i=1,2$ and $\lambda_{1}=0.35, \lambda_{2}=0.25$. Hence $\rho_{1}>\rho_{2}$ and $\log _{\rho_{1}} \frac{\rho_{1}-\rho_{2}}{2-\rho_{1}-\rho_{2}} \approx 2.51$, and thus the heuristic settings are $[\kappa]=\lceil\kappa\rceil=(3, \infty)$ and $\lfloor\kappa\rfloor=(2, \infty)$. The results are given in Table 12.2. The heuristic setting $(3, \infty)$ performs well compared to the other settings of $\kappa$ in Table 12.2, and is even optimal for $\alpha=\frac{1}{2}, \frac{2}{3}$, and $\frac{5}{6}$. Note that $\Delta$ is again small for $\kappa=(2,2)$.

|  | $\kappa_{1} \quad \kappa_{2}$ | $\mathbb{E}\left[W_{1}\right]$ | $\mathbb{E}\left[W_{2}\right]$ | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 9.30 | 8.68 | 0.63 | 1.85 | 0.6 | 1.2 | 1.4 | 1.6 |
|  | 21 | 6.36 | 9.16 | 2.80 | 0.94 | 2.8 | 1.9 | 1.6 | 1.3 |
|  | 31 | 5.60 | 9.37 | 3.77 | 0.73 | 3.8 | 2.3 | 1.7 | 1.2 |
|  | $\infty$ | 5.19 | 9.53 | 4.33 | 0.63 | 4.3 | 2.5 | 1.9 | 1.2 |
|  | 12 | 9.57 | 6.30 | 3.28 | 1.35 | 3.3 | 2.3 | 2.0 | 1.7 |
|  | 22 | 6.65 | 6.77 | 0.12 | 0.44 | 0.1 | 0.3 | 0.3 | 0.4 |
|  | 32 | 5.87 | 6.98 | 1.11 | 0.23 | 1.1 | 0.7 | 0.5 | 0.4 |
|  | $\infty \quad 2$ | 5.46 | 7.16 | 1.71 | 0.13 | 1.7 | 0.9 | 0.7 | 0.4 |
|  | 13 | 9.66 | 5.80 | 3.86 | 1.25 | 3.9 | 2.6 | 2.1 | 1.7 |
|  | 23 | 6.74 | 6.25 | 0.49 | 0.35 | 0.5 | 0.4 | 0.4 | 0.4 |
|  | 33 | 5.97 | 6.47 | 0.50 | 0.13 | 0.5 | 0.3 | 0.3 | 0.2 |
|  | $\infty \quad 3$ | 5.55 | 6.65 | 1.10 | 0.03 | 1.1 | 0.6 | 0.4 | 0.2 |
|  | $1 \quad \infty$ | 9.70 | 5.63 | 4.07 | 1.23 | 4.1 | 2.7 | 2.2 | 1.7 |
| $\lfloor\kappa\rfloor:$ | $\underline{2} \quad \underline{\infty}$ | 6.79 | 6.07 | 0.72 | 0.32 | 0.7 | $\underline{0.5}$ | $\underline{0.5}$ | 0.4 |
| $[\kappa],\|\kappa\|:$ | $\underline{3} \quad \underline{\infty}$ | $\underline{6.02}$ | 6.28 | $\underline{0.26}$ | $\underline{0.10}$ | $\underline{0.3}$ | 0.2 | $\underline{0.2}$ | $\underline{0.1}$ |
|  | $\infty \quad \infty$ | 5.60 | 6.46 | 0.87 | 0.00 | 0.9 | 0.4 | 0.3 | 0.1 |
|  | Elev.GG | 11.50 | 11.50 | 0.00 | 3.93 | 0.0 | 2.0 | 2.6 | 3.3 |

Table 12.2: Results for Example 12.5.2 for the $\kappa$-gated strategy. Smallest values per column are given in bold; the optimal settings from the heuristic are underlined.

### 12.5.2 Performance of fluid based heuristic

In a numerical experiment we study the performance of the heuristic settings for the $\kappa_{i}$ 's compared to the exhaustive, gated, and globally gated disciplines. For systems with only a few queues, we also compare their performance to that of the optimal $\kappa$-gated discipline. We use a test bed with 4,614 instances (see Table 12.3) with $N=2,3,4$, and 5 queues. We calculate the mean waiting times and derive $\gamma(\alpha)$ for $\alpha=0, \frac{1}{2}, \frac{2}{3}$, and $\frac{5}{6}$ for the following strategies:

- exhaustive;
- gated;
- $\kappa$-gated with $\kappa$ as in the heuristic (cf. (12.4.6));
- $\kappa$-gated with optimal $\kappa$, found by enumeration of all possibilities
(only for $N=2,3$ );
- elevator strategy in a globally gated regime (cf [3, 167]).

The elevator strategy in a globally gated regime is added for comparison, as it is known to give identical mean waiting times. However, it is in general far less efficient. On the contrary, the exhaustive discipline is optimally efficient, however, it might be less fair. For the $\kappa$-gated discipline, we consider $\kappa$ set according to the heuristic setting, as well as the optimal $\kappa$. The latter is found by enumerating over all combinations of $\kappa_{i} \in\{1,2,3,4,5,6, \infty\}$ (for $N=2$ ) or $\kappa_{i} \in\{1,2,3, \infty\}$ (for $N=3$ ), for $i=1, \ldots, N$. For $N=4$ and 5 we omit this, as enumeration over all combinations of $\kappa_{i}$ is too timeconsuming for these $N$.

The results over all cases of the test bed are given in Table 12.4, and are split out for $N=2,3,4$, and 5 in Tables 12.5, 12.6, 12.7, and 12.8 respectively. The columns list

| TEST BED |  |
| :---: | :---: |
| $N=2$ (2,925 settings) |  |
| $\begin{array}{r} \lambda_{1}, \lambda_{2} \\ B_{1} \\ B_{2}, S_{1}, S_{2} \\ \hline \end{array}$ | $\begin{aligned} & \in\{0.05,0.1,0.3,0.5,0.7,0.9,0.95\}, \\ & \sim \exp (1), \\ & \sim \exp (.) \text { with mean } \in\{0.2,0.5,1 ., 2 ., 5 .\} \end{aligned}$ |
| $N=3$ (243 settings) |  |
| $\begin{array}{r} \lambda_{1}, \lambda_{2}, \lambda_{3} \\ B_{1} \\ B_{2}, B_{3} \\ S_{1}, S_{2}, S_{3} \\ \hline \end{array}$ | $\begin{aligned} & \in\{0.1,0.3,0.5,0.7,0.9\}, \\ & \sim \exp (1) \\ & \sim \exp (.) \text { with same mean } \in\{0.5,1 ., 2 .\}, \\ & \sim \exp (.) \text { with same mean } \in\{0.5,1 ., 2 .\}, \end{aligned}$ |
| $N=4$ (552 settings) |  |
| $\begin{array}{r} \hline \lambda_{1}, \ldots, \lambda_{4} \\ B_{1} \\ B_{2}, \ldots, B_{4} \\ S_{1}, \ldots, S_{4} \\ \hline \end{array}$ | $\begin{aligned} & \in\{0.1,0.3,0.5,0.7,0.9\}, \\ & \sim \exp (1) \\ & \sim \exp (.) \text { with same mean } \in\{0.5,1 ., 2 .\}, \\ & \sim \exp (.) \text { with same mean } \in\{0.5,1 ., 2 .\}, \end{aligned}$ |
| $N=5$ (894 settings) |  |
| $\begin{array}{r} \lambda_{1}, \ldots, \lambda_{5} \\ B_{1} \end{array}$ | $\begin{aligned} & \in\{0.1,0.3,0.5,0.7,0.9\}, \\ & \sim \exp (1), \end{aligned}$ |
| $B_{2}, \ldots, B_{5}$ | $\sim \exp ($.$) with same mean \in\{0.5,1 ., 2$.$\} ,$ |
| $S_{1}, \ldots, S_{5}$ | $\sim \exp ($.$) with same mean \in\{0.5,1 ., 2$.$\} ,$ |

Table 12.3: Test bed for numerical study: full factorial design of the given possibilities which are stable: $\sum_{i=1}^{N} \rho_{i}<1$. In total 4, 614 settings.

| discipline \averages | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| exhaustive | 19.1 | $\mathbf{0 . 0}$ | 19.1 | 9.6 | 6.4 | 3.2 |
| gated | 6.4 | 9.3 | 6.4 | 7.9 | 8.3 | 8.8 |
| elevator gg | $\mathbf{0 . 0}$ | 14.7 | $\mathbf{0 . 0}$ | 7.4 | 9.8 | 12.3 |
| $\boldsymbol{\kappa}$-gat heur (round) | 1.2 | 3.2 | 1.2 | $\mathbf{2 . 2}$ | 2.5 | 2.9 |
| $\boldsymbol{\kappa}$-gat heur (floor) | 5.9 | 6.7 | 5.9 | 6.3 | 6.4 | 6.6 |
| $\boldsymbol{\kappa}$-gat heur (ceiling) | 1.9 | 2.6 | 1.9 | 2.3 | $\mathbf{2 . 4}$ | $\mathbf{2 . 5}$ |

Table 12.4: Results over all 4,614 instances.
the average values over all cases considered. For example, the column $\mathbb{E}\left[W_{1}\right]$ shows the average of $\mathbb{E}\left[W_{1}\right]$ over all cases, and the column $\Delta$ the average of $\Delta=\max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\right.$ $\left.\mathbb{E}\left[W_{j}\right]\right)$ over all cases. Note that the average of $\max _{i, j}\left(\mathbb{E}\left[W_{i}\right]-\mathbb{E}\left[W_{j}\right]\right)$ is not the same as the maximum of the differences between the average values of $\mathbb{E}\left[W_{i}\right]$ and $\mathbb{E}\left[W_{j}\right]$.

From the tables we can make the following observations. The elevator strategy in a globally gated regime, having equal mean waiting times (maximal fairness), is always optimal for $\alpha=0$. This will be the case for small values of $\alpha$ near zero as well. The exhaustive strategy (in all queues), leading to $\Sigma=0$ (maximal efficiency), will be optimal for values of $\alpha$ close to one. The $\kappa$-gated discipline, using the heuristic settings for $\kappa$, seems to perform well in the range of $\alpha$ 's in between. For a specific $\alpha$ (and specific setting of the parameters), one can typically find a better performing $\kappa$, but this optimization by exhaustive search is very time-consuming. For $N=2$ it outperforms ( 2,2 ) for all $\alpha$ except for $\alpha$ close to zero. When using the floor function in the heuristic, the results seem to be not that good. It is both less fair and less efficient on average than the rounding and ceiling. The performance of those two does not differ that much.

One might expect the performance of the different settings to depend heavily on the switch-over times incurred during a cycle, as during those intervals all work in the system

| discipline $\backslash$ averages | $\mathbb{E}\left[W_{1}\right]$ | $\mathbb{E}\left[W_{2}\right]$ | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $Q_{1}$ exh $-Q_{2}$ exh | 9.8 | 30.7 | 25.6 | $\mathbf{0 . 0}$ | 25.6 | 12.8 | 8.5 | 4.3 |
| $Q_{1}$ exh $-Q_{2}$ gat | 7.5 | 35.8 | 28.2 | 1.7 | 28.2 | 15.0 | 10.5 | 6.1 |
| $Q_{1}$ gat $-Q_{2}$ exh | 21.7 | $\mathbf{1 0 . 5}$ | 11.3 | 7.9 | 11.3 | 9.6 | 9.0 | 8.5 |
| $Q_{1}$ gat $-Q_{2}$ gat | 19.5 | 15.2 | 6.2 | 9.6 | 6.2 | 7.9 | 8.5 | 9.0 |
| elevator gg | 22.7 | 22.7 | $\mathbf{0 . 0}$ | 11.9 | $\mathbf{0 . 0}$ | 6.0 | 7.9 | 9.9 |
| $\kappa$-gat heur (round) | 13.2 | 12.9 | 0.7 | 4.4 | 0.7 | 2.6 | 3.2 | 3.8 |
| $\kappa$-gat heur (floor) | 15.3 | 12.9 | 3.9 | 5.8 | 3.9 | 4.9 | 5.2 | 5.5 |
| $\kappa$-gat heur (ceiling) | 12.3 | 13.5 | 1.9 | 2.9 | 1.9 | 2.4 | 2.6 | 2.7 |
| $\kappa=(2,2)$ | 13.5 | 13.6 | 0.4 | 4.1 | 0.4 | 2.3 | 2.9 | 3.5 |
| $\kappa$-gat opt $\alpha=0$ | 13.5 | 13.5 | 0.3 | 4.1 | 0.3 | 2.2 | 2.8 | 3.5 |
| $\kappa$-gat opt $\alpha=\frac{1}{2}$ | 13.1 | 13.2 | 0.5 | 3.7 | 0.5 | $\mathbf{2 . 1}$ | 2.6 | 3.2 |
| $\kappa$-gat opt $\alpha=\frac{2}{3}$ | 12.0 | 13.5 | 2.0 | 2.7 | 2.0 | 2.4 | $\mathbf{2 . 5}$ | 2.6 |
| $\kappa$-gat opt $\alpha=\frac{5}{6}$ | 10.4 | 15.3 | 6.7 | 1.1 | 6.7 | 3.9 | 3.0 | $\mathbf{2 . 0}$ |

Table 12.5: Results of numerical study for $N=2$ : average values over 2,925 cases (as described in Table 12.3). Minimum value per column in bold. Optimization of $\kappa$ by exhaustive search over $\kappa_{i} \in\{1,2,3,4,5,6, \infty\}, i=1,2$.

| discipline $\backslash$ averages | $\mathbb{E}\left[W_{1}\right]$ | $\mathbb{E}\left[W_{2}\right]$ | $\mathbb{E}\left[W_{3}\right]$ | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| exhaustive | 11.2 | 12.2 | 12.3 | 6.2 | $\mathbf{0 . 0}$ | 6.2 | 3.1 | 2.1 | $\mathbf{1 . 0}$ |
| gated | 16.0 | 15.3 | 15.4 | 4.2 | 5.6 | 4.2 | 4.9 | 5.1 | 5.4 |
| elevator gg | 21.4 | 21.4 | 21.4 | $\mathbf{0 . 0}$ | 10.2 | $\mathbf{0 . 0}$ | 5.1 | 6.8 | 8.5 |
| $\kappa$-gat heur (round) | 12.2 | 12.1 | $\mathbf{1 2 . 2}$ | 0.7 | 1.6 | 0.7 | 1.2 | 1.3 | 1.5 |
| $\kappa$-gat heur (floor) | 14.7 | 14.0 | 14.0 | 6.2 | 4.9 | 6.2 | 5.6 | 5.3 | 5.1 |
| $\kappa$-gat heur (ceiling) | 12.1 | 12.2 | 12.2 | 0.8 | 1.6 | 0.8 | 1.2 | 1.3 | 1.5 |
| $\kappa$-gat opt $\alpha=0$ | 12.2 | 12.2 | 12.3 | 0.7 | 1.7 | 0.7 | 1.2 | 1.4 | 1.5 |
| $\kappa$-gat opt $\alpha=1$ | 12.1 | 12.2 | 12.2 | 0.7 | 1.6 | 0.7 | $\mathbf{1 . 2}$ | 1.3 | 1.5 |
| $\kappa$-gat opt $\alpha=2$ | 11.9 | 12.0 | 12.3 | 1.1 | 1.4 | 1.1 | 1.3 | $\mathbf{1 . 3}$ | 1.4 |
| $\kappa$-gat opt $\alpha=5$ | $\mathbf{1 0 . 7}$ | $\mathbf{1 1 . 7}$ | 13.5 | 4.6 | 0.5 | 4.6 | 2.6 | 1.9 | 1.2 |

Table 12.6: Results of numerical study for $N=3$ : average values over 243 cases (as described in Table 12.3). Optimization of $\kappa$ by exhaustive search over $\kappa_{i} \in\{1,2,3, \infty\}, i=1,2,3$.

| discipline $\backslash$ averages | $\mathbb{E}\left[W_{1}\right]$ | $\mathbb{E}\left[W_{2}\right]$ | $\mathbb{E}\left[W_{3}\right]$ | $\mathbb{E}\left[W_{4}\right]$ | $\Delta$ | $\Sigma$ | $\gamma(0)$ | $\gamma\left(\frac{1}{2}\right)$ | $\gamma\left(\frac{2}{3}\right)$ | $\gamma\left(\frac{5}{6}\right)$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| exhaustive | $\mathbf{2 0 . 3}$ | $\mathbf{2 2 . 4}$ | $\mathbf{2 2 . 4}$ | $\mathbf{2 2 . 6}$ | 9.7 | $\mathbf{0 . 0}$ | 9.7 | 4.9 | 3.2 | $\mathbf{1 . 6}$ |
| gated | 30.6 | 29.0 | 29.0 | 29.1 | 8.0 | 11.1 | 8.0 | 9.6 | 10.1 | 10.6 |
| elevator gg | 43.5 | 43.5 | 43.5 | 43.5 | $\mathbf{0 . 0}$ | 23.0 | $\mathbf{0 . 0}$ | 11.5 | 15.3 | 19.2 |
| $\kappa$-gat heur (round) | 22.9 | 23.1 | 23.2 | 23.2 | 2.3 | 2.9 | 2.3 | 2.6 | 2.7 | 2.8 |
| $\kappa$-gat heur (floor) | 29.5 | 27.6 | 27.6 | 27.6 | 11.6 | 10.5 | 11.6 | 11.1 | 10.9 | 10.7 |
| $\kappa$-gat heur (ceiling) | 22.9 | 23.1 | 23.2 | 23.2 | 2.3 | 2.9 | 2.3 | $\mathbf{2 . 6}$ | $\mathbf{2 . 7}$ | 2.8 |

Table 12.7: Results of numerical study for $N=4$ : average values over 552 cases (as described in Table 12.3). Note: Ceiling differs in only 3 instances from Round.
is waiting. For that reason, we separate the results according to the value of $\mathbb{E}[S]$ (the mean total switch-over time during a cycle), see Table 12.9. We focused on $N=2$, as this most clearly illustrates the results. From the table, we see that the performance of e.g. the elevator strategy in a globally gated regime is best for small values of $\mathbb{E}[S]$, as is to be expected, but it is outperformed by the $\kappa$-gated discipline already for small $\alpha$, by all indicated choices for the setting of the $\kappa$ (except the heuristic setting using the floor function). Note that it is also outperformed by $\kappa=(2,2)$, although these settings closely resemble each other.

Summarizing, the $\kappa$-gated discipline with $\kappa$ set according to the heuristic, either rounding or ceiling, is robust against the setting of $\alpha$ and it performs well over a wide range of values for $\alpha$ and $\mathbb{E}[S]$.

### 12.6 Conclusion

We introduced the $\kappa$-gated service discipline for a polling model. It is a hybrid of the classical gated and exhausted disciplines, and consists of using $\kappa_{i}$ gated service phases at $Q_{i}$ before the server switches to the next queue. The aim of this discipline is to provide fairness (almost equal mean waiting times at the queues), while not giving up efficiency (weighted sum of mean waiting times). For the trade-off between these two we introduced the factor $\alpha$. The $\kappa_{i}$ 's can then be optimized.

We showed how the mean visit times, the pseudo conservation law, the distribution of waiting times and the mean waiting times can be derived. We also derived the fluid limits. Further, using the fluid limits, we provided a heuristic to set the $\kappa$ (not depending on $\alpha$ ). In an extensive numerical study we showed that the heuristic performs well. Typically when $\alpha$ is given, one can find (e.g. by an exhaustive search) a better setting, but the heuristic setting is robust against the value of $\alpha$, that is, for all $\alpha$ it performs well. So, the factor $\alpha$ typically does not play a significant role in the choice of $\kappa$.

We have chosen here to set $\kappa$ so as to optimize the fairness and efficiency. However, the $\kappa$-gated discipline can be used for other performance characteristics on the mean waiting times as well. Instead of the efficiency, one could for example consider the sum $\sum_{i=1}^{N} c_{i} \mathbb{E}\left[W_{i}\right]$, where each queue $i=1, \ldots, N$ is assigned a cost factor $c_{i}$. This could e.g. reflect a difference in the importance of the customers in each queue.

An interesting option for further research is the handling of the fractional $\kappa_{i}$ 's. Instead of rounding, one might assign a probability, say $p_{i}$, with which $\left\lfloor\kappa_{i}\right\rfloor$ phases are used, and $\left\lceil\kappa_{i}\right\rceil$ otherwise. This, however, might lead to a more complicated exact analysis. Another question is in which order the queues should be placed, as to minimize the variance in waiting times or in the $\gamma(\alpha)$.
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## 13

## Gated/Exhaustive

We consider a polling system where the server cyclically serves the queues according to the following discipline: the server does one round of visits to the queues applying the gated service discipline at each of the queues, followed by one round of visits applying the exhaustive service discipline at each of the queues, and this alternating pattern repeats itself. We call this the Gated/Exhaustive service discipline. For this we derive (i) a Pseudo Conservation Law for the weighted sum of the mean waiting times, (ii) the mean steady-state waiting times using Mean Value Analysis, and (iii) queue length distributions making use of Multi-type Branching Processes. For (ii) and (iii) we apply the concept of smart customers (see Chapter 10).

### 13.1 Introduction

The classical polling system is a queueing system with multiple queues and one single server. The server cyclically visits all queues, where it serves the customers. Typically a so-called switch-over time is incurred when the server switches from one queue to another. There are many possible choices for deciding when the server should switch to the next queue. Those most often studied are the exhaustive service discipline (when the server arrives at a queue, it serves its customers until the queue has become empty) and the gated service discipline (when the server arrives at a queue, a gate closes and only the customers who are before the gate, i.e., who are already present, will be served in this server visit).

The present chapter considers the following variant of this classical model. First the server cyclically serves all queues according to the gated service discipline, and then the server cyclically serves all queues according to the exhaustive service discipline, and this alternating pattern repeats itself. We call this the Gated/Exhaustive discipline.

We present a detailed analysis of this model. We first aim for mean values, deriving both a Pseudo Conservation Law for the mean waiting times and exploiting the Mean Value Analysis (MVA) technique, that was recently [210] developed for polling systems, to obtain all mean waiting times. For the latter, we use the concept of smart customers,cf. Chapter 10, and basically doubling the number of queues in the system. Subsequently, we relate the joint queue length process to Multi-type Branching Processes, also using smart
customers. In this way, we obtain the joint queue length distribution at server polling epochs.

Our work was partly motivated by the question whether an alternation of gated and exhaustive cycles might lead to fairness to the queues, in the sense of having almost identical mean waiting times. Fairness is a topic that has frequently played a role in the choice of service discipline in polling systems. In some recent studies [152, 185] of dynamic bandwidth allocation of Ethernet Passive Optical Networks (EPON), polling models have been considered with two-stage gated service: a gate closes behind the customers in a stage- 1 buffer at the moment the server arrives, the customers in the stage- 2 buffer are being served, and then those present in stage- 1 move to the stage- 2 buffer. This was seen to give rise to relatively small differences between mean waiting times at the various queues, but at the expense of longer delays. We conjectured that an alternation of gated and exhaustive cycles might also lead to small differences between mean waiting times (but with smaller delays than for two-stage gated), as various mean waiting time approximations (see e.g. [72]) have been based on the following facts: (i) for gated service, the mean waiting time at the $i$ th queue is $\left(1+\rho_{i}\right)$ times the mean residual length of one server cycle for the $i$ th queue, with $\rho_{i}$ the traffic load at the $i$ th queue; (ii) for exhaustive service, the mean waiting time is roughly $\left(1-\rho_{i}\right)$ times the mean residual length of one server cycle. Averaging with equal weights would yield roughly equal mean waiting times at all queues; our numerical results, however, will show that there can still be substantial differences between mean waiting times.

The structure of this chapter is as follows. In Section 13.2 we introduce the model, explaining the Gated/Exhaustive service discipline. In Section 13.3 we analyze the Gated/Exhaustive discipline. We derive the mean visit times of the server at each of the queues, and derive the Pseudo Conservation Law for the mean waiting times. Also, we apply the concept of smart customers to the Gated/Exhaustive discipline, and hence derive the (mean) waiting times, using Mean Value Analysis and Multi-type Branching Processes. Then, in Section 13.4, we numerically compare the mean waiting times of the Gated/Exhaustive discipline to (other mixes of) the exhaustive and gated discipline, and we end with a discussion of possible further work in Section 13.5. This chapter is based on [41].

### 13.2 Model and notation

We consider a polling model as described in Section 9.2, using a new service discipline: the Gated/Exhaustive service discipline (G/E discipline). This discipline works as follows. The server visits the queues in fixed cyclic order. A cycle consists of the visit of the server to each of the queues twice: once serving them according to the gated service discipline, and once to the exhaustive one. The first visit to $Q_{i}$ is gated, denoted by $Q_{i_{G}}$, the second exhaustive, denoted by $Q_{i_{E}}$. Starting with the switch-over to $Q_{1}$, a cycle is typically given by:

$$
S_{1}-Q_{1_{G}}-S_{2}-Q_{2_{G}}-\ldots-S_{N}-Q_{N_{G}}-S_{1}-Q_{1_{E}}-S_{2}-Q_{2_{E}}-\ldots-S_{N}-Q_{N_{E}} .
$$

The cycle time, denoted by $C$, consists of the visit times to each of the queues twice, and all switch-over times occurred. A well known result [176] for the mean cycle time in a system where the queues are visited once in a cycle is $\mathbb{E}\left[C_{1 v i s i t}\right]=\mathbb{E}[S] /(1-\rho)$. As a
cycle now contains two visits to each of the queues, we have

$$
\begin{equation*}
\mathbb{E}[C]=\frac{2 \mathbb{E}[S]}{1-\rho} \tag{13.2.1}
\end{equation*}
$$

### 13.3 Analysis of G/E discipline

In this section we present the analysis of the G/E Discipline. First, we derive the mean visit times at each of the queues. Then, we give a pseudo conservation law for the weighted sum of the mean waiting times. Next, we show how the G/E Discipline fits into the concept of smart customers. Using that, we derive the mean waiting times using mean value analysis, and derive the waiting time distributions using multi-type branching processes.

### 13.3.1 Mean visit times

For the $\mathrm{G} / \mathrm{E}$ discipline, we derive the expected duration of the visits at each of the queues. Denote by $\mathbb{E}\left[V_{i_{G}}\right]$ the expected duration of a visit period to $Q_{i}$ when it is served gated, and by $\mathbb{E}\left[V_{i_{E}}\right]$ when it is served exhaustively, $i=1, \ldots, N$. Denote by $\mathbb{E}\left[V_{i}\right]$ the expected duration of the visit periods to $Q_{i}$ per cycle, so

$$
\mathbb{E}\left[V_{i}\right]=\mathbb{E}\left[V_{i_{G}}\right]+\mathbb{E}\left[V_{i_{E}}\right] .
$$

As the server is working a fraction $\rho_{i}$ of the time on $Q_{i}$, it follows from (13.2.1) that, for $i=1, \ldots, N$ :

$$
\begin{equation*}
\mathbb{E}\left[V_{i}\right]=\frac{2 \mathbb{E}[S] \rho_{i}}{1-\rho} \tag{13.3.1}
\end{equation*}
$$

In order to determine the individual mean visit times $\mathbb{E}\left[V_{i_{G}}\right]$ and $\mathbb{E}\left[V_{i_{E}}\right]$ we set up a system of linear equations. For each of the $2 N$ visits to a queue during one cycle, we have a single linear equation. This equation expresses the expected duration of that visit in terms of the other mean visit times.

For $\mathbb{E}\left[V_{i_{G}}\right]$ we make use of the fact that at the moment an exhaustive service to $Q_{i}$ ends, there are no type $i$ customers present in the system any more. After this, type $i$ customers arrive at rate $\lambda_{i}$ during the switch-over and visit times at other queues, until the start of the next gated service at $Q_{i}$. At that moment the type $i$ customers present in the system are placed before a gate and these are the only ones to be served in this visit period to the queue. Now the mean duration of this visit time is the mean number of customers present at the start of the service, times the mean service time per customer. The mean number of customers present at the start of the service is equal to the arrival rate $\lambda_{i}$ times the expected amount of time that has passed since the previous exhaustive visit to the queue. This gives:

$$
\begin{align*}
\mathbb{E}\left[V_{i_{G}}\right]= & \lambda_{i} \mathbb{E}\left[B_{i}\right]\left(\mathbb{E}\left[S_{i+1}\right]+\mathbb{E}\left[V_{i+1_{E}}\right]+\mathbb{E}\left[S_{i+2}\right]+\ldots\right. \\
& \left.+\mathbb{E}\left[V_{N_{E}}\right]+\mathbb{E}\left[S_{1}\right]+\mathbb{E}\left[V_{1_{G}}\right]+\ldots+\mathbb{E}\left[S_{i}\right]\right) \\
= & \rho_{i}\left(\mathbb{E}[S]+\sum_{k=i+1}^{N} \mathbb{E}\left[V_{k_{E}}\right]+\sum_{k=1}^{i-1} \mathbb{E}\left[V_{k_{G}}\right]\right), \tag{13.3.2}
\end{align*}
$$

for $i=1, \ldots, N$, where an empty sum equals zero.
A similar expression can be found for $\mathbb{E}\left[V_{i_{E}}\right]$. Note that at the beginning of a gated service to $Q_{i}$ there are no type $i$ customers behind the gate, as all are placed before. Newly arriving type $i$ customers are not served during this visit period any more, but have to wait until the server returns to the queue. So the mean number of customers present at the beginning of the exhaustive service to $Q_{i}$ is equal to the arrival rate $\lambda_{i}$ times the expected amount of time that has passed since the beginning of the previous gated service. But as the service to the queue is now exhaustive, the newly arriving customers during this visit time are still to be served during this visit. This can be interpreted as that every customer present at the start of the visit time induces a busy period. The expected duration of a busy period of one type $i$ customer is $\mathbb{E}\left[B_{i}\right] /\left(1-\rho_{i}\right)$. This gives

$$
\begin{align*}
\mathbb{E}\left[V_{i_{E}}\right]= & \lambda_{i} \frac{\mathbb{E}\left[B_{i}\right]}{1-\rho_{i}}\left(\mathbb{E}\left[V_{i_{G}}\right]+\mathbb{E}\left[S_{i+1}\right]+\mathbb{E}\left[V_{i+1_{G}}\right]+\ldots\right. \\
& \left.\quad+\mathbb{E}\left[V_{N_{G}}\right]+\mathbb{E}\left[S_{1}\right]+\mathbb{E}\left[V_{1_{E}}\right]+\ldots+\mathbb{E}\left[S_{i}\right]\right) \\
= & \frac{\rho_{i}}{1-\rho_{i}}\left(\mathbb{E}[S]+\sum_{k=i}^{N} \mathbb{E}\left[V_{k_{G}}\right]+\sum_{k=1}^{i-1} \mathbb{E}\left[V_{k_{E}}\right]\right), \tag{13.3.3}
\end{align*}
$$

for $i=1, \ldots, N$.
Now (13.3.2) and (13.3.3) give a system of $2 N$ linear equations in the $2 N$ unknowns $\mathbb{E}\left[V_{i_{G}}\right]$ and $\mathbb{E}\left[V_{i_{E}}\right], i=1, \ldots, N$. Solving this gives explicit expressions for $\mathbb{E}\left[V_{i_{G}}\right]$ and $\mathbb{E}\left[V_{i_{E}}\right], i=1, \ldots, N$, in terms of $\mathbb{E}[S]$ and $\rho_{i}$.

In equilibrium, the rate at which type $i$ customers enter the system is equal to the rate at which they leave the system. So for $i=1, \ldots, N$ :

$$
\lambda_{i} \mathbb{E}[C]=\frac{\mathbb{E}\left[V_{i_{E}}\right]+\mathbb{E}\left[V_{i_{G}}\right]}{\mathbb{E}\left[B_{i}\right]} .
$$

The left-hand side gives the mean number of type $i$ customers that enters the system during a cycle; the right-hand side gives the mean number of type $i$ customers that are served during a cycle. This observation is another way to derive (13.3.1).

### 13.3.2 Pseudo Conservation Law

Boxma and Groenendijk [34] derive a Pseudo Conservation Law (PCL) for the case of cyclic order polling systems (see Section 9.3.1):
$\sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[W_{i}\right]=\frac{\rho}{1-\rho} \sum_{i=1}^{N} \rho_{i} \mathbb{E}\left[B_{i}{ }^{r e s}\right]+\rho \mathbb{E}\left[S^{r e s}\right]+\frac{\mathbb{E}[S]}{2(1-\rho)}\left(\rho^{2}-\sum_{i=1}^{N} \rho_{i}^{2}\right)+\sum_{i=1}^{N} \mathbb{E}\left[M_{i}\right]$,
where $\mathbb{E}\left[M_{i}\right]$ is the mean amount of work in $Q_{i}$ at a departure epoch of the server from $Q_{i}$. For the exhaustive discipline, $\mathbb{E}\left[M_{i}^{E}\right]=0$, and for the gated discipline $\mathbb{E}\left[M_{i}^{G}\right]=$ $\rho_{i} \mathbb{E}\left[V_{i}\right]=\rho_{i}^{2} \mathbb{E}[S] /(1-\rho)$.

The PCL is based on a workload decomposition, where the only aspect that depends on the service discipline is the amount of work left by the server upon a service completion. Using (9.3.4), deriving the PCL for a certain discipline reduces to determining $\mathbb{E}[Y]$ :
the expected amount of work in the system at an arbitrary epoch in a switch-over interval. It is a weighted sum of the $\mathbb{E}\left[Y_{i}\right]$, which is the mean amount of work at an arbitrary epoch in a switch-over interval when switching to $Q_{i}$, cf. (9.3.5). In [34], $\mathbb{E}[Y]$ is derived for the cases of purely exhaustive and purely gated services, and also for mixtures of these. We now derive $\mathbb{E}[Y]$ in case of the $G / E$ discipline, hence determining the PCL for the G/E discipline.

Denote by $\mathbb{E}\left[Y_{i_{G}}\right]$ the mean amount of work at an arbitrary epoch in a switch-over interval to $Q_{i}$ served gated, i.e. to $Q_{i_{G}}$, and by $\mathbb{E}\left[Y_{i_{E}}\right]$ to $Q_{i}$ served exhaustively, i.e. to $Q_{i_{E}}$. As both the switch-over intervals have the same distribution, when looking at the system at an arbitrary epoch in a switch-over interval to $Q_{i}$, it is with equal probability a switchover interval to $Q_{i}$ served gated or to $Q_{i}$ served exhaustively. Therefore, for $i=1, \ldots, N$ :

$$
\mathbb{E}\left[Y_{i}\right]=\frac{1}{2} \mathbb{E}\left[Y_{i_{G}}\right]+\frac{1}{2} \mathbb{E}\left[Y_{i_{E}}\right],
$$

and so, using (9.3.5):

$$
\begin{equation*}
\mathbb{E}[Y]=\frac{1}{2} \sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y_{i_{G}}\right]+\frac{1}{2} \sum_{i=1}^{N} \frac{\mathbb{E}\left[S_{i}\right]}{\mathbb{E}[S]} \mathbb{E}\left[Y_{i_{E}}\right] . \tag{13.3.5}
\end{equation*}
$$

We look at the system at an arbitrary epoch in the switch-over interval $S_{i}$. Firstly, we consider the amount of work that arrived to the system during the time already passed in this switch-over time. As at $Q_{i}$ work is arriving at rate $\rho_{i}=\lambda_{i} \mathbb{E}\left[B_{i}\right]$, the rate at which work is arriving to the system is $\rho=\sum_{i=1}^{N} \rho_{i}$. Now use that the expected amount of time already passed during the switch-over interval is equal to the expected residual switchover time, which is $\mathbb{E}\left[S_{i}^{\text {res }}\right]$. This gives that the amount of work arrived to the system during the time already passed in this switch-over interval is equal to $\rho \mathbb{E}\left[S_{i}{ }^{\text {res }}\right]$.

Secondly, at each of the $Q_{i}$ work arrived at rate $\rho_{i}$ during the period until the start of the switch-over time which is considered. If the last visit to $Q_{i}$ was exhaustive, then this mean amount of work is equal to $\rho_{i}$ times the mean duration of all intervals after the end of the visit to $Q_{i}$ until the start of the switch-over interval considered. If the last visit to the queue was gated, then we also have to include the mean duration of this gated visiting time, as the type $i$ customers arriving in this interval are still in the system. Deriving the expressions for $\mathbb{E}\left[Y_{i_{G}}\right]$ and $\mathbb{E}\left[Y_{i_{E}}\right]$ is now straightforward, but some tedious bookkeeping is needed to consider which switch-over intervals and visit times are concerned. We find, for $i=1, \ldots, N$ :

$$
\begin{aligned}
& \mathbb{E}\left[Y_{i_{G}}\right]=\rho \mathbb{E}\left[S_{i}^{r e s}\right]+\sum_{k=1}^{i-1} \rho_{k}\left(\mathbb{E}\left[V_{k_{G}}\right]+\sum_{j=k+1}^{i-1}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{G}}\right]\right)\right) \\
& +\sum_{k=i}^{N} \rho_{k}\left(\sum_{j=1}^{i-1}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{G}}\right]\right)+\sum_{j=k+1}^{N}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{E}}\right]\right)\right) \text {, } \\
& \mathbb{E}\left[Y_{i_{E}}\right]=\rho \mathbb{E}\left[S_{i}{ }^{\text {res }}\right]+\sum_{k=1}^{i-2} \rho_{k}\left(\sum_{j=k+1}^{i-1}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{E}}\right]\right)\right) \\
& +\sum_{k=i}^{N} \rho_{k}\left(\mathbb{E}\left[V_{k_{G}}\right]+\sum_{j=1}^{i-1}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{E}}\right]\right)+\sum_{j=k+1}^{N}\left(\mathbb{E}\left[S_{j}\right]+\mathbb{E}\left[V_{j_{G}}\right]\right)\right. \text {, }
\end{aligned}
$$

where an empty sum equals zero. Substituting these expressions into (13.3.5) gives the expression for $\mathbb{E}[Y]$ in terms of $\rho_{i}$ and $\mathbb{E}\left[S_{i}\right]$. Using (9.3.4) we then find the PCL for a polling system with $N$ queues in the G/E policy.

For the case of $N=1$ queue, served according to the G/E discipline, this gives

$$
\mathbb{E}\left[W_{1}\right]=\frac{\rho^{2} \mathbb{E}\left[{B_{1}}^{r e s}\right]}{1-\rho}+\rho \mathbb{E}\left[S_{1}{ }^{r e s}\right]+\frac{\mathbb{E}\left[S_{1}\right]}{2(1-\rho)}\left(\rho-\rho^{2}\right) .
$$

Note that for gated services the last term is $\frac{\mathbb{E}\left[S_{1}\right]}{2(1-\rho)}\left(2 \rho^{2}\right)$, and for exhaustive services it vanishes.

### 13.3.3 Smart customers

For modeling the G/E policy, we make use of smart customers (cf. Chapter 10). It provides the option to let the arrival rate at a queue depends on the position of the server. We exploit this concept for routing customers in a model with $2 N$ queues. Denote the arrival rate of customers at $Q_{i}$ when the server is working at $Q_{j}$ by $\lambda_{i j}$, and the rate when the server is switching from $Q_{j-1}$ to $Q_{j}$, by $\mu_{i j}$.

In order to distinguish between the visits to a given queue in the gated service part of the cycle or in the exhaustive one, we number the queues as if there were 2 N queues:

$$
Q_{1}, Q_{2}, \ldots, Q_{N}, Q_{N+1}, \ldots, Q_{2 N}
$$

For $i=1,2, \ldots, N$ we have that $Q_{i}$ represents a gated visit to $Q_{i}$, and for $i=N+1, N+$ $2, \ldots, 2 N$ we have that $Q_{N+i}$ represents an exhaustive visit to $Q_{i}$. A cycle of the server is given by:

$$
S_{1}-Q_{1}-S_{2}-Q_{2}-\ldots-S_{N}-Q_{N}-S_{1}-Q_{N+1}-S_{2}-Q_{N+2}-\ldots-S_{N}-Q_{2 N}
$$

The important observation here is that $Q_{i}$ and $Q_{N+i}$ are actually the same queue. When a type $i$ customer arrives it should be directed to the appropriate queue. This can be achieved by a proper choice for the $\lambda_{i j}$ and $\mu_{i j}$.

First we look at the gated part of the cycle. When the server has not been working on $Q_{i}$ yet, we direct arriving type $i$ customers to queue $Q_{i}$. If the server has already served $Q_{i}$, then arriving type $i$ customers are directed to the queue served exhaustively, i.e. to $Q_{N+i}$. If the server is working at $Q_{i}$, we have that arriving type $i$ customers are not served in this service interval anymore, as the service discipline is gated. They will be served when the server returns to this queue, and so the customers are also directed to $Q_{N+i}$.

For the exhaustive part of the cycle we have almost the same reasoning. If the server has not yet been working on $Q_{N+i}$, arriving type $i$ customers are directed to this queue. If the server has already served $Q_{N+i}$, they are sent to $Q_{i}$. But when the server is working at $Q_{N+i}$, newly arriving customers are in this case served in this service interval, as the service discipline is exhaustive. So they are sent to $Q_{N+i}$.

We can summarize the above as follows. Let the set $J_{i}=\{i+1, \ldots, N+i\}$, then

$$
\lambda_{i j}= \begin{cases}\lambda_{i} & \text { for } i=1, \ldots, N, j \notin J_{i} \cup\{i\}  \tag{13.3.6}\\ \lambda_{i} & \text { for } i=N+1, \ldots, 2 N, j \in J_{i} \cup\{i\} \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\mu_{i j}= \begin{cases}\lambda_{i} & \text { for } i=1, \ldots, N, j \notin J_{i}  \tag{13.3.7}\\ \lambda_{i} & \text { for } i=N+1, \ldots, 2 N, j \in J_{i} \\ 0 & \text { otherwise }\end{cases}
$$

### 13.3.4 Mean Value Analysis

In this section we derive the mean steady-state waiting times using Mean Value Analysis (MVA) with smart customers. The main idea of MVA is outlined in Section 9.3.2, and adapted in Chapter 10 for the concept of smart customers. In this section, we show how the G/E discipline fits into the framework of smart customers.

As in Section 13.3.3, we consider a model with $2 N$ queues, where $Q_{i}$ and $Q_{i+N}$ are basically the same queue. A cycle consists of the visits to all of these $2 N$ queues, and switch-over times incurred. We number the switch-over times and visit times to these queues from 1 to $4 N$, starting with the switch-over to $Q_{1}$ served gated. This gives


Now we define period $j, j=1, \ldots, 4 N$, as either the switch-over time or visit time numbered correspondingly. By $q_{j}$ we denote the fraction of time the system is in period $j$, $j=1, \ldots, 4 N$. Let interval $(i, j)$ consist of the periods $i, i+1, \ldots, i+j-1$. For the mean cycle length we have $\mathbb{E}[C]=2 \mathbb{E}[S] /(1-\rho)$, cf. (13.2.1), and the mean visit times to the queues $\mathbb{E}\left[V_{i_{G}}\right]$ and $\mathbb{E}\left[V_{i_{E}}\right]$ are derived in Section 13.3.1. Recall that the switch-over times to $Q_{i}$ served gated and served exhaustively are probabilistically identical.

System of equations. We derive a system of equations in order to determine $\mathbb{E}\left[W_{i}\right]$. Let $\mathbb{E}\left[W_{i_{G}}\right]$ denote the mean waiting time of a type $i$ customer receiving gated service, and $\mathbb{E}\left[W_{i_{E}}\right]$ denote the mean waiting time for one receiving exhaustive service. For these we have, for $i=1, \ldots, N$,

$$
\begin{equation*}
\mathbb{E}\left[W_{i}\right]=q_{G, i} \mathbb{E}\left[W_{i_{G}}\right]+q_{E, i} \mathbb{E}\left[W_{i_{E}}\right], \tag{13.3.8}
\end{equation*}
$$

where $q_{G, i}$ denotes the fraction of type $i$ customers that will receive gated service, and $q_{E, i}$ the fraction that will receive exhaustive service. Clearly $q_{E, i}=1-q_{G, i}$.

Let $\mathbb{E}\left[L_{i_{G}}\right]$ and $\mathbb{E}\left[L_{i_{E}}\right]$ be the mean number of waiting type $i$ customers in the system that will receive gated, respectively exhaustive service. Then, for $i=1, \ldots, N$,

$$
\mathbb{E}\left[L_{i}\right]=\mathbb{E}\left[L_{i_{G}}\right]+\mathbb{E}\left[L_{i_{E}}\right] .
$$

There are type $i$ customers in the system waiting for exhaustive service during the periods $2 i, \ldots, 2 N+2 i$, and type $i$ customers waiting for gated service during the periods $2 N+$ $2 i+1, \ldots, 4 N, 1, \ldots, 2 i$. These two intervals are almost complementary; only during period $2 i$, which is the visit to $Q_{i_{G}}$, both types of customers can be simultaneously present
in the system: the ones that will receive (gated) service during this period and the ones that have arrived in this period, but who have to wait until the next (exhaustive) service to the queue. Hence we obtain, by PASTA, the following expressions, $i=1, \ldots, N$,

$$
\begin{equation*}
q_{G, i}=\sum_{j=2 N+2 i+1}^{2 i-1} q_{j}, \quad q_{E, i}=\sum_{j=2 i}^{2 N+2 i} q_{j}, \tag{13.3.9}
\end{equation*}
$$

where the summation for $q_{G, i}$ should be understood to be cyclical, i.e., over all $j \in\{2 N+$ $2 i+1, \ldots, 4 N, 1, \ldots, 2 i-1\}$.

Denote by $\lambda_{i_{G}}$ and $\lambda_{i_{E}}$ the arrival rates of type $i$ customers that will be served gated, respectively exhaustively. So, for $i=1, \ldots, N$,

$$
\lambda_{i_{G}}=\lambda_{i} q_{G, i}, \quad \lambda_{i_{E}}=\lambda_{i} q_{E, i} .
$$

Little's Law gives the following relations, for $i=1, \ldots, N$,

$$
\mathbb{E}\left[L_{i_{G}}\right]=\lambda_{i_{G}} \mathbb{E}\left[W_{i_{G}}\right], \quad \mathbb{E}\left[L_{i_{E}}\right]=\lambda_{i_{E}} \mathbb{E}\left[W_{i_{E}}\right] .
$$

By $\mathbb{E}\left[L_{i j}\right]$ we denote the mean number of type $i$ customers waiting in the queue during period $j$, for $i=1, \ldots, N$ and $j=1, \ldots, 4 N$. Hence, we have, for $i=1, \ldots, N$,

$$
\mathbb{E}\left[L_{i}\right]=\sum_{j=1}^{4 N} q_{j} \mathbb{E}\left[L_{i j}\right]
$$

During a gated service to $Q_{i}$, which is period $2 i$, we distinguish between type $i$ customers that will still receive service during this period (the ones before the gate), and type $i$ customers that have to wait until the next visit of the server to the queue. These last ones are those type $i$ customers that arrived during this period, and so, as the service discipline is gated, will not receive service any more in this period. By $\bar{L}_{i, 2 i}$ we denote the ones that will receive service, and by $\tilde{L}_{i, 2 i}$ the ones that have to wait. We have $L_{i, 2 i}=\bar{L}_{i, 2 i}+\tilde{L}_{i, 2 i}$. Analogously to (13.3.9), this gives, for $i=1, \ldots, N$,

$$
\begin{aligned}
& \mathbb{E}\left[L_{i_{G}}\right]=q_{2 i} \mathbb{E}\left[\bar{L}_{i, 2 i}\right]+\sum_{j=2 N+2 i+1}^{2 i-1} q_{j} \mathbb{E}\left[L_{i j}\right], \\
& \mathbb{E}\left[L_{i_{\mathbb{E}}}\right]=q_{2 i} \mathbb{E}\left[\tilde{L}_{i, 2 i}\right]+\sum_{j=2 i+1}^{2 N+2 i} q_{j} \mathbb{E}\left[L_{i j}\right],
\end{aligned}
$$

where the summation for $\mathbb{E}\left[L_{i_{G}}\right]$ should again be understood to be cyclical.
By making use of the PASTA property we obtain for the mean waiting time of a gated type $i$ customer,

$$
\begin{equation*}
\mathbb{E}\left[W_{i_{G}}\right]=\frac{\mathbb{E}\left[L_{i_{G}}\right]-q_{2 i} \mathbb{E}\left[\bar{L}_{i, 2 i}\right]}{q_{G, i}} \mathbb{E}\left[B_{i}\right]+\mathbb{E}\left[R_{2 N+2 i+1,2 N-1}\right], \tag{13.3.10}
\end{equation*}
$$

where $R_{i j}$ denotes the residual time of the periods $i, i+1, \ldots, i+j-1$. This expression can be interpreted as follows. A type $i$ customer that will receive gated service, has to arrive in the periods $2 N+2 i+1, \ldots, 4 N, 1, \ldots, 2 i-1$, consisting of $2 N-1$
periods, and in which the system is a fraction $q_{G, i}$ of the time. Arriving customers have to wait for the services of all customers already present in the queue, and for the time it takes before the server starts working on $Q_{i}$ again. The latter time has mean duration $\mathbb{E}\left[R_{2 N+2 i+1,2 N-1}\right]$. On arrival of a type $i$ customer, there are on average $\sum_{j=2 N+2 i+1}^{2 i-1} q_{j} \mathbb{E}\left[L_{i j}\right]=\mathbb{E}\left[L_{i_{G}}\right]-q_{2 i} \mathbb{E}\left[\bar{L}_{i, 2 i}\right]$ type $i$ customers already present in the system, all having mean service time $\mathbb{E}\left[B_{i}\right]$.

For the exhaustive type $i$ customers we similarly find, for $i=1, \ldots, N$ :

$$
\begin{equation*}
\mathbb{E}\left[W_{i_{E}}\right]=\frac{\mathbb{E}\left[L_{i_{E}}\right]}{q_{E, i}} \mathbb{E}\left[B_{i}\right]+\frac{q_{2 i}+\ldots+q_{2 i+2 N-1}}{q_{E, i}} \mathbb{E}\left[R_{2 i, 2 N-1}\right]+\frac{q_{2 i+2 N}}{q_{E, i}} \mathbb{E}\left[B_{i}^{r e s}\right] \tag{13.3.11}
\end{equation*}
$$

This gives a system of equations for $\mathbb{E}\left[W_{i}\right], \mathbb{E}\left[W_{i_{G}}\right], \mathbb{E}\left[W_{i_{E}}\right], \mathbb{E}\left[L_{i}\right], \mathbb{E}\left[L_{i_{G}}\right], \mathbb{E}\left[L_{i_{E}}\right]$ which can be solved, provided $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$ are known. The required equations for $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$ are derived in the next section.

Residual periods and conditional queue lengths. We now derive a set of equations relating $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$. At the end of an exhaustive service to $Q_{i}$, this queue is empty. From this moment on, the number of type $i$ customers in the system increases at rate $\lambda_{i}$. As the residual duration of a period is in distribution equal to the amount of time already elapsed, so are their means. Hence

$$
\lambda_{i} \mathbb{E}\left[R_{2 N+2 i+1, j}\right]=\frac{\sum_{k=1}^{j} q_{2 N+2 i+k} \mathbb{E}\left[L_{i, 2 N+2 i+k}\right]}{\sum_{l=1}^{j} q_{2 N+2 i+l}},
$$

for $i=1, \ldots, N$ and $j=1, \ldots, 2 N-1$.
The same idea applies to gated service. But now, at the beginning of a gated service to $Q_{i}$, there are no type $i$ customers behind the gate, and from this moment on their number starts to increase at rate $\lambda_{i}$. This gives

$$
\lambda_{i} \mathbb{E}\left[R_{2 i, j}\right]=\frac{q_{2 i} \mathbb{E}\left[\tilde{L}_{i, 21}\right]+\sum_{k=1}^{j-1} q_{2 i+k} \mathbb{E}\left[L_{i, 2 i+k}\right]}{\sum_{l=0}^{j-1} q_{2 i+l}},
$$

for $i=1, \ldots, N$ and $j=1, \ldots, 2 N$, where an empty sum equals zero.
Another way to express $\mathbb{E}\left[R_{i j}\right]$ is to determine the expected residual duration of an $(i, j)$ interval based on the mean queue lengths at an arbitrary epoch during this interval. First we consider the case $j=1$. For $i$ odd, a residual $(i, 1)$ period is just a residual switch-over time, so

$$
\mathbb{E}\left[R_{i, 1}\right]=\mathbb{E}\left[S_{i}^{r e s}\right], \mathbb{E}\left[R_{2 N+i, 1}\right]=\mathbb{E}\left[S_{i}^{r e s}\right], \quad i=1,3, \ldots, 2 N-1
$$

The residual time of a visit time at $Q_{i}$ served gated satisfies

$$
\mathbb{E}\left[R_{2 i, 1}\right]=\mathbb{E}\left[B_{i}^{\text {res }}\right]+\mathbb{E}\left[\bar{L}_{i, 2 i}\right] \mathbb{E}\left[B_{i}\right]
$$

for $i=1, \ldots, N$. First we have to wait for the residual service time of the customer in service, and then for the service of the $\bar{L}_{i, 2 i}$ customers in front of the gate. In case $Q_{i}$
is served exhaustively, we have to wait for the busy periods induced by the customers present, yielding for $i=1, \ldots, N$ :

$$
\mathbb{E}\left[R_{2 N+2 i, 1}\right]=\frac{\mathbb{E}\left[B_{i}^{\text {res }}\right]}{1-\rho_{i}}+\mathbb{E}\left[L_{i, 2 N+2 i}\right] \frac{\mathbb{E}\left[B_{i}\right]}{1-\rho_{i}}
$$

We now consider $j=2$, in which case it is convenient to introduce $q_{i, j}$ defined as the sum of $q_{i}, \ldots, q_{i+j-1}$. With probability $q_{i+1} / q_{i, 2}$ the residual $(i, 2)$ period is equal to the residual $(i+1,1)$ period. With probability $q_{i} / q_{i, 2}$ it is equal to the residual $(i, 1)$ period plus either a switch-over time (if $i$ is even) or plus the busy period incurred by the number of customers present in the system and that of those arriving during the residual $(i, 1)$ period (if $i$ is odd). This yields, for $i=1, \ldots, N$,

$$
\begin{aligned}
\mathbb{E}\left[R_{2 i-1,2}\right] & =\frac{q_{2 i-1}}{q_{2 i-1,2}}\left(\mathbb{E}\left[S_{i}^{r e s}\right]\left(1+\rho_{i}\right)+\mathbb{E}\left[L_{i, 2 i-1}\right] \mathbb{E}\left[B_{i}\right]\right)+\frac{q_{2 i}}{q_{2 i-1,2}} \mathbb{E}\left[R_{2 i, 1}\right], \\
\mathbb{E}\left[R_{2 i, 2}\right] & =\frac{q_{2 i}}{q_{2 i, 2}}\left(\mathbb{E}\left[R_{2 i, 1}\right]+\mathbb{E}\left[S_{i+1}\right]\right)+\frac{q_{2 i+1}}{q_{2 i, 2}} \mathbb{E}\left[R_{2 i+1,1}\right], \\
\mathbb{E}\left[R_{2 N+2 i-1,2}\right] & =\frac{q_{2 N+2 i-1}}{q_{2 N+2 i-1,2}}\left(\frac{\mathbb{E}\left[S_{i}^{r e s}\right]}{1-\rho_{i}}+\mathbb{E}\left[L_{i, 2 N+2 i-1}\right] \frac{\mathbb{E}\left[B_{i}\right]}{1-\rho_{i}}\right)+\frac{q_{2 N+2 i}}{q_{2 N+2 i-1,2}} \mathbb{E}\left[R_{2 N+2 i, 1}\right], \\
\mathbb{E}\left[R_{2 N+2 i, 2}\right] & =\frac{q_{2 N+2 i}}{q_{2 N+2 i, 2}}\left(\mathbb{E}\left[R_{2 N+2 i, 1}\right]+\mathbb{E}\left[S_{i+1}\right]\right)+\frac{q_{2 N+2 i+1}}{q_{2 N+2 i, 2}} \mathbb{E}\left[R_{2 N+2 i+1,1}\right],
\end{aligned}
$$

where $2 N+2 N+1$ is assumed to equal 1 as the system is cyclic. This can be readily extended to $j>2$ : with probability $q_{i+1, j-1} / q_{i, j}$ the residual $(i, j)$ period is equal to the residual $(i+1, j-1)$ period, and otherwise, it is equal to the residual $(i, 1)$ period plus an ( $i+1, j-1$ ) period, the mean length of which is determined by the mean queue lengths during period $i$. The resulting expressions are rather lengthy, and therefore omitted.

We thus obtain sufficiently many equations to determine the unknowns $\mathbb{E}\left[R_{i j}\right]$ and $\mathbb{E}\left[L_{i j}\right]$, hence $\mathbb{E}\left[W_{i_{G}}\right]$ and $\mathbb{E}\left[W_{i_{E}}\right]$ follow from (13.3.10) and (13.3.11), respectively. Then, using (13.3.8), the mean waiting times $\mathbb{E}\left[W_{i}\right]$ follow.

### 13.3.5 Multi-type Branching Processes

In Resing [160] it is shown that for polling systems with gated or exhaustive service disciplines, the joint queue length process at the beginning of a visit time at a fixed queue, is a Multi-type Branching Process (MTBP), see Section 9.3.3. This gives expressions for the generating functions of the joint queue length distributions at these times.

If the service discipline in each queue satisfies the branching property, cf. [160, Property 1], then the queue length process at polling instants of a fixed queue is a multi-type branching process (MTBP) with immigration in each state. The gated, exhaustive, and $\mathrm{G} / \mathrm{E}$ service disciplines do satisfy this branching property. Hence, if the server arrives at $Q_{i}$ and it finds $k_{i}$ customers there, during the visit of the server each of these $k_{i}$ customers is replaced in an i.i.d. way by a random population, having probability generating function (pgf) $h_{i}\left(z_{1}, z_{2}, \ldots, z_{N}\right)$. For the gated and exhaustive service discipline, respectively, $h_{i}$ is given in (9.3.9), and in (9.3.8), respectively, and the immigration pgf $g\left(z_{1}, z_{2}, \ldots, z_{N}\right)$ is as given in (9.3.11).

For the G/E discipline, we have to adapt the $h_{i}$ and $g$. Replacing $\lambda_{j}$ by $\lambda_{j i}$ (see Section 13.3.3) in the $h_{i}$, we find:

$$
\begin{align*}
& \text { (G) } h_{i}^{G}\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\beta_{i}\left(\sum_{j=1}^{N} \lambda_{j i}\left(1-z_{j}\right)\right),  \tag{G}\\
& \text { (E) } h_{i}^{E}\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\theta_{i}\left(\sum_{j \neq i} \lambda_{j i}\left(1-z_{j}\right)\right), \tag{13.3.12}
\end{align*}
$$

and replacing $\lambda_{k}$ by $\mu_{k i}$ in $g$ gives:

$$
\begin{equation*}
g\left(z_{1}, z_{2}, \ldots, z_{N}\right)=\prod_{i=1}^{N} \sigma_{i}\left(\sum_{k=1}^{i} \mu_{k i}\left(1-z_{k}\right)+\sum_{k=i+1}^{N} \mu_{k i}\left(1-f^{(k)}\left(z_{1}, z_{2}, \ldots, z_{N}\right)\right)\right) . \tag{13.3.14}
\end{equation*}
$$

As the service disciplines are either gated or exhaustive, they do satisfy the Branching Property, with pgf $h_{i}^{G}$ or $h_{i}^{E}$ respectively, and immigration process $g\left(z_{1}, z_{2}, \ldots, z_{N}\right)$.

In order to analyze the G/E discipline, we can now follow the same procedure as described in Section 9.3.3, with $2 N$ queues and the $\lambda_{i j}$ and $\mu_{i j}$ as given in (13.3.6) and (13.3.7) respectively. Using $h_{i}^{G}$ and $h_{i}^{E}$ of (13.3.12) and (13.3.13) respectively, we can by (9.3.10) calculate the offspring pgfs $f^{(i)}\left(z_{1}, z_{2}, \ldots, z_{2 N}\right)$ for $i=1, \ldots, 2 N$. In combination with $g\left(z_{1}, z_{2}, \ldots, z_{2 N}\right)$ of (13.3.14), the pgf of the stationary distribution $\pi\left(j_{1}, j_{2}, \ldots, j_{2 N}\right)$ follows by (9.3.12). This is the pgf of the number of customers present in the system at the moment that the server starts working on $Q_{1}$ according to the gated discipline. By renumbering the queues, we can in the same way find expressions for the moment that the server starts working on $Q_{i}, i=2, \ldots, 2 N$, i.e. to $Q_{i}, i=1, \ldots, N$ served either gated or exhaustively. Also, we can use (9.3.14), in combination with (9.3.13), to find the LST of the waiting time distribution.

### 13.4 Comparison of gated and exhaustive strategies

We compare gated and exhaustive strategies for a system with two queues where $\lambda_{1}=$ $0.6, \lambda_{2}=0.2$, and $\mathbb{E}\left[S_{i}\right]=1, \mathbb{E}\left[S_{i}{ }^{\text {res }}\right]=1, \mathbb{E}\left[B_{i}\right]=1, \mathbb{E}\left[B_{i}^{\text {res }}\right]=1$, for $i=1,2$. This is the same example as in [210], in which, using MVA, mean waiting times are derived in case both queues are served purely gated, purely exhaustively and mixed gated and exhaustively. The performance of these strategies is shown in Table 13.1, together with the results for the G/E strategy, starting the cycle either at $Q_{1}$ or $Q_{2}$. Namely, as the G/E strategy is not symmetric, this leads to different mean waiting times, although the weighted sum (i.e., the mean amount of work in the system) is the same for both cases.

From Table 13.1 we see that the weighted sum of the expected waiting times is minimal, when both queues are served exhaustively, as is to be expected, since in this discipline the server does not unnecessarily switch to the other queue when there is still work at the current queue. Serving both queues gated gives the highest weighted sum of mean waiting times, but this strategy is more fair to the queues, as the difference in the mean waiting times is smaller. The weighted sum of the mean waiting times for the two strategies, where one queue is served exhaustively and the other gated, is bigger than for

| Strategy |  |  | $\rho_{1} \mathbb{E}\left[W_{1}\right]+$ | $\mid \mathbb{E}\left[W_{1}\right]-$ |
| :---: | :---: | :---: | :---: | :---: |
| $Q_{1} Q_{2} Q_{1} Q_{2}$ | $\mathrm{E}\left[W_{1}\right]$ | $\mathrm{E}\left[W_{2}\right]$ | $\rho_{2} \mathrm{E}\left[W_{2}\right]$ | $\mathrm{E}\left[W_{2}\right] \mid$ |
| E E E E | 5.50 | 11.50 | 5.6 | 6.00 |
| G G G G | 12.77 | 9.69 | 9.6 | 3.08 |
| E G E G | 5.04 | 14.88 | 6.0 | 9.84 |
| G E G E | 6.64 | 13.12 | 6.6 | 6.48 |
| G G E E | 6.96 | 12.11 | 6.6 | 5.15 |
| E G G E | 6.84 | 12.47 | 6.6 | 5.63 |

Table 13.1: Comparison of the mean waiting times for a polling system with 2 queues.
purely exhaustive, and these strategies are less fair. On the other hand, the G/E strategy, starting the cycle at $Q_{1}$, is more fair than purely exhaustive, and the weighted sum of the mean waiting times is only a little larger. Starting the G/E strategy at $Q_{2}$ does not lead to more fairness.

The given strategies try to achieve fairness in waiting times at the expense of (slightly) higher waiting times. The price paid, however, seems to be far less than that in the case of the two-stage gated service discipline [185]; this strategy achieves more fairness than purely gated service, but the mean waiting times increase by roughly an expected cycle time.

Based on the intuition as explained in the introduction, we initially expected that the G/E discipline would lead to small differences in mean waiting times, and hence more fairness. This clearly turns out not to be the case, probably because the mean visit times at the queues differ quite a lot: in this example we have $\left\{\mathbb{E}\left[V_{1_{G}}\right], \mathbb{E}\left[V_{2_{G}}\right], \mathbb{E}\left[V_{1_{E}}\right], \mathbb{E}\left[V_{2_{E}}\right]\right\}=$ $\{3,1,9,3\}$. Hence, roughly three quarter of the time the system is in the exhaustive part of the cycle, which explains why the mean waiting times of the exhaustive case dominate the ones for the G/E case. Further research should provide more insight in the potential of achieving fairness by making cycles of one or more gated visits to the queues, followed by one or more cycles of exhaustive visits.

### 13.5 Conclusion and discussion

In this work we introduced the Gated/Exhaustive service discipline for polling systems. We derived a Pseudo Conservation Law for the mean waiting times, and used Mean Value Analysis and Multi-type Branching Processes to derive the (mean) waiting times at each of the queues, using the concept of Smart Customers. We numerically compared the mean waiting times in the Gated/Exhaustive discipline to number of mixtures of gated and exhaustive strategies, for the case of two queues. This disproved the idea that the Gated/Exhaustive discipline would lead to almost identical mean waiting times at all queues.

A possible topic for further study is to devise polling systems that do lead to better equalized mean waiting times. In Chapter 12 we introduced the $\kappa$-gated discipline for this reason. Also, one could think of the following:
(i) Other mixes of gated and exhaustive services, e.g., gated and exhaustive cycles in a ratio of $k_{G}: k_{E}$ for some $k_{G}$ and $k_{E}$ to be determined. We could vary the order in which
the cycles are applied, e.g. $G-E-G-E-G$ repetitively, or we could take different ratios for each of the queues.
(ii) A mixed strategy of exhaustive and gated services, where the one chosen depends on a coin flip. There are multiple ways to do this. One way is to flip a coin at the beginning of a cycle and let this determine whether we do the entire round gated services or exhaustive services. Another way would be to decide this at each queue separately, at the moment the server arrives. For both cases, we could also let these probabilities depend on whether a gated or an exhaustive service was previously applied to the cycle respectively the queue, in that way letting the order of strategies become a Markov chain.
(iii) The fractional gated policy or fractional exhaustive policy [128]. In these strategies, for each of the customers it is decided whether or not it will be served during this visit of the server to the queue.
(iv) The Gated/Exhaustive policy applied to non-cyclic polling systems, like systems with fixed polling tables [17,35] (e.g. $Q_{1}, Q_{2}, Q_{1}, Q_{3}$ repetitively). As such a model fits into the framework of branching type models [160] and that of smart customers, the analysis for a given polling table could be done along the same lines as the analysis discussed in this chapter.

The parameters in the above mentioned strategies could be chosen in such a way as to equalize the mean waiting times, by minimizing the difference between the largest and the smallest mean waiting time; they could also be chosen such that they optimize some other performance measure.
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## Summary

## Pooling and Polling: Creation of Pooling in Inventory and Queueing Models

The subject of the present monograph is the 'Creation of Pooling in Inventory and Queueing Models'. This research consists of the study of sharing a scarce resource (such as inventory, server capacity, or production capacity) between multiple customer classes. This is called pooling, where the goal is to achieve cost or waiting time reductions. For the inventory and queueing models studied, both theoretical, scientific insights are generated, as well as strategies which are applicable in practice.

This monograph consists of two parts: pooling and polling. In the first part, pooling is applied to multi-location inventory models. It is studied how cost reduction can be achieved by the use of stock transfers between local warehouses, so-called lateral transshipments. In this way, stock is pooled between the warehouses. The setting is motivated by a spare parts inventory network, where critical components of technically advanced machines are kept on stock, to reduce down time durations. We create insights into the question when lateral transshipments lead to cost reductions, by studying several models.

Firstly, a system with two stock points is studied, for which we completely characterize the structure of the optimal policy, using dynamic programming. For this, we formulate the model as a Markov decision process. We also derived conditions under which simple, easy to implement, policies are always optimal, such as a hold back policy and a complete pooling policy. Furthermore, we identified the parameter settings under which cost savings can be achieved. Secondly, we characterize the optimal policy structure for a multi-location model where only one stock point issues lateral transshipments, a so-called quick response warehouse. Thirdly, we apply the insights generated to the general multi-location model with lateral transshipments. We propose the use of a hold back policy, and construct a new approximation algorithm for deriving the performance characteristics. It is based on the use of interrupted Poisson processes. The algorithm is shown to be very accurate, and can be used for the optimization of the hold back levels, the parameters of this class of policies. Also, we study related inventory models, where a single stock point servers multiple customers classes.

Furthermore, in the first part, the pooling of server capacity is studied. For a two queue model where the head-of-line processor sharing discipline is applied, we derive the optimal control policy for dividing the servers attention, as well as for accepting customers. Also, a server farm with an infinite number of servers is studied, where servers can be turned off after a service completion in order to save costs. We characterize the
optimal policy for this model.
In the second part of the thesis, polling models are studied, which are queueing systems where multiple queues are served by a single server. An application is the production of multiple types of products on a single machine. In this way, the production capacity is pooled between the product types. For the classical polling model, we derive a closedform approximation for the mean waiting time at each of the queues. The approximation is based on the interpolation of light and heavy traffic results. Also, we study a system with so-called smart customers, where the arrival rate at a queue depends on the position of the server. Finally, we invent two new service disciplines (the gated/exhaustive and the $\kappa$-gated discipline) for polling models, designed to yield 'fairness and efficiency' in the mean waiting times. That is, they result in almost equal mean waiting times at each of the queues, without increasing the weighted sum of the mean waiting times too much.
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