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1. Introduction

As traffic policy makers get more and more confronted
with increasing global congestion on the road networks,
controlling the traffic flows becomes a corner stone in the
optimal usage of the existing road infrastructure.

Today, a main challenge is the construction of
macroscopic and microscopic models that lend
themselves to a faithful representation of road traffic, as
these models are used in several key aspects in the control
of traffic flows [1].

Within this context, our research is aimed at assisting
traffic engineers who wish to evaluate what-if scenarios
and/or perform real-time control of traffic flows. Whereas
the former requires a sufficiently detailed model, the latter
calls for an efficient implementation that allows fast
simulations. The challenge thus consists of the
development of a flexible testbed environment that is
capable of providing us with a detailed simulation model
of a real-world road network (which is, in our case, the
Flemish primary highway network) [2].

2. Microscopic traffic flow simulation

In our research, we consider traffic flow models as being
microscopic in nature. Each vehicle in a traffic flow is
modelled individually, resulting in a detailed description
of the dynamical processes behind a traffic flow.

The class of microscopic traffic flow models that we
employ, are the traffic cellular automata (TCA) models.
They represent traffic flows using very simplified models
that have, on a microscopic scale, a rather low accuracy
[3]. This in turn has an important advantage: they provide
an efficient and fast performance when used in computer
simulations. TCA models explicitly describe local
interactions between individual vehicles in a traffic flow,
by means of rulesets that reflect the rule based behaviour
of a cellular automaton evolving in time and space (i.e.,
the road network).

13

3. The quest for speed

Although these TCA models allow for fast computations,
they are nevertheless computationally very expensive
because they are based on behavioural submodels that
need to be applied to each vehicle at each timestep. We
thus need to find the most optimal solution in terms of
time and space complexity. A logical step in this
direction, is an efficient parallellisation scheme that
lowers the computational overhead involved. This can be
accomplished by using distributed computing, where we
partition the road network in several distinct geographical
regions that are assigned to different machines which run
in parallel.

4. Practical implementation

We automatically gain platform independency using Java.
The challenge now is to get reliable and efficient (i.e.,
faster than real-time) operation of a very heterogeneous
computing environment. To this end, the simulator
consists of one master, controlling several different
workers that efficiently simulate local traffic flows.

Using this fast integrated simulation environment, we can
evaluate different scenarios, or even use it as a mirror of
the real-world when implementing traffic control
measures.
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number of vehicles that can enter sectignl at the next
time instant,. ;. The flow-density diagram plotted based
on a model with sending and receiving functions (Fig. 1)
has a bell-shaped form and the scattered zone in it repre-
The traffic is astochastic hybrid systeme. each traffic  sents the congestion mode. It describes well bottfdhe
section possesses continuous and discrete states, interaclyarq propagation of traffic perturbations from upstream to

ing with variables from neighboring sectionSontinuous  gownstream sections and the perturbations’ propagation to
variablesin a section are the average speed and the averageysckwardsn the presence of congestions.

number of carsModal (discrete) state variabledescribe
the abrupt changes in the traffic regimes (number of lanes, 3 Conclusions

wea_thgr conditions or controlled events such as change ofThis paper presents a macroscopic stochastic hybrid model
traffic lights). of traffic suitable for on-line flow estimation, mode detec-
A stochastic macroscopic hybrid model of the freeway traf- tion and for ramp metering control. It is general and appli-
fic is developed. Each sectidoris here described by vari-  cable to both freeways and urban networks with different
ables at possiblasynchronougoints in time. The state  topologies and different types of sensors.

vector contains the numbe;  of vehicles inside a sec-
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1 Introduction to advanced driver assistance systems

With the increasing demand for safer passenger vehicles,
the development of Advanced Driver Assistance Systems
(ADAS:s) is of major interest to the automotive industry.
State-of-the-art ADASs are adaptive cruise control and pre-
crash sensing systems. They not only improve the driving
comfort, but can also assist the driver in reacting to danger-
ous situations and collision avoidance.

The complexity of these intelligent vehicle control systems
is however in contradiction to the increasing demand for re-
liability and safety. To improve fault management often re-
dundant components and fault-tolerant controllers are im-
plemented in ADASs. In practice, it is however difficult
to choose the right measures and to validate their effective-
ness. Currently, simulations and prototype test drives are
used to validate an ADAS, but these tests can be unreliable
and costly. An efficient methodology and new design tools
are thus required for validation of the safety and reliability
of an ADAS under the influence of a variety of faults.

2 Vehicle-hardware-in-the-loop testing

For this purpose TNO Automotive has developed VEHIL
(VEhicle-Hardware-In-the-Loop), a test rig for intelligent
vehicles [1]. VEHIL makes it possible to conduct hardware-
in-the-loop experiments with full-scale intelligent vehicles
in a laboratory environment. A virtual environment is de-
fined in which the vehicles, the infrastructure and their in-
teractions are simulated. The full-scale intelligent vehicle
is placed on a chassis dynamometer that is interfaced with
this virtual environment. Surrounding traffic participants are
represented by autonomous robot vehicles (so-called mov-
ing bases) that carry out the relative motions to the intelli-
gent vehicle. In this way the ADAS can be evaluated as if the
vehicle is actually driving on the road, where the absolute
velocity is removed from the test. A photo of the laboratory
setup is shown in Figure 1.

3 Randomized algorithms for ADAS analysis

In VEHIL the control system can be validated with respect
to environment sensor (radar) faults that can be introduced in
a controlled way. It is however impossible to exhaustively
test the ADAS for every fault type under every operating
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Figure 1: Laboratory setup with intelligent vehicle (left), moving
base (right) and chassis dynamometer.

condition. We propose a new methodology that provides a
suitable test program in order to sufficiently (but also effi-
ciently) cover the entire fault space’ (the combined set of
possible failure modes and complex operating conditions).
For this purpose algorithms are developed, in order to con-
struct an optimum set of VEHIL tests to sufficiently prove
the reliability and safety of the ADAS.

This approach relies on randomized algorithms that form the
basis for off-line Monte Carlo simulations with the ADAS
control system. The strength of this approach is that the
control system analysis does not depend on the level of com-
plexity of the underlying system (in contrast to a determin-
istic approach). The disadvantage is that uncertainty is asso-
ciated with the estimated level of reliability, since a random
sample is chosen to represented the fault space.

When simulations have indicated the most critical scenarios
(in terms of safety and reliability), a selection is made to be
replayed in the VEHIL facility. With this practical evalua-
tion the assessment can be made more reliable.
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Stability analysis of second order traffic flow models

B. Haut G. Campion

Abstract

In order to overcome the limitations of the standard first or-
der model of traffic flow (LWR model), various second order
models involving relaxation and/or anticipation terms were
introduced in the literature. These models have the particu-
larity to possess an equilibrium which can be unstable if cer-
tain so-called subcharacteristic conditions are not satisfied.
It can be shown that these conditions connect the character-
istic velocities of the second order model to the character-
istic velocity of the LWR model, and may be interpreted as
a "competition" between the relaxation and the anticipation
term. The subcharacteristic conditions are also necessary to
guarantee that the first order LWR model is a valid approx-
imation of second order models. These stability subcharac-
teristic conditions are often assumed to be naturally satisfied
although there is no a priori physical reason justifying such
an assertion. It is therefore of interest to analyse the system
behaviour, and namely the propagation and evolution of dis-
turbances, when these conditions are not satisfied. The study
of these instabilities provide a possible interpretation of the
emergence of jams and stop-and-go effects in traffic flow.
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Abstract way jam at an on-ramp. We also show that in the last case
the combination of dynamic speed limits with ramp meter-
ing can solve traffic jams for a wider range of traffic scenar-
ios than ramp metering alone (which is currently the typical
situation in practice).

The capacity drop phenomenon on freeways has been con-
firmed in several empirical studies for on-ramps [1] and
shock waves [2]. In both cases the capacity drop refers to
the phenomenon that the outflow of a traffic jam is signifi-
cantly lower than the capacity of the freeway under free-flow
conditions. Consequently, the outflow can be restored to the
free flow capacity only if the traffic jam is resolved. In order
to resolve the traffic jam, the inflow to the jammed area must
be lower than the outflow of the area, which means that the
traffic control measures must be able to limit the inflow of
the area sufficiently.

Ay

Figure 2: Ramp metering on the A13 freeway near Delft-Zuid.
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Figure 1: Speed limits on the A13 freeway at Overschie.

. I . e .. References
In this contribution we apply this flow limitation condition
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ing to eliminate a freeway jam at an on-ramp, (3) combined of phase transitions in traffic flow. Physical Review Letters,
dynamic speed limits and ramp metering to eliminate a free- 79(20):4030-4033, November 1997.

17



Book of Abstracts 23rd Benelux Meeting on Systems and Control

Introduction to an integrated design for motion systems using
over-actuation

M.G.E. Schneiders M.J.G. van de Molengraft, M. Steinbuch

*corresponding author:
Eindhoven University of Technology, Dept. of Mechanical Engineering,
P.O. Box 513, 5600 MB Eindhoven, The Netherlands
e-mail: m.g.e.schneiders@tue.nl

1 Introduction between the actuators is determined, such that the excitation
of the most dominant modes is minimized. Further feed-

The objective of a motion system is to perform a pro-  forward design () is now straightforward: acceleration-
grammed motion task with the end-effector of the system. teedforward for each free rigid-body mode.

Traditionally these systems contain a number of actuators
equal tot the degree of free rigid-body modes. Since all
mechanical structures have finite stiffness, the total perfor-
mance of the system will suffer from resonances. To drive
a mechanical structure according to a predefined setpoint

(feedforward), minimal excitation of resonances modes is Cy ﬂ Fr ‘

obtained by actuator placement near the nodal points of the ol p Y,

most significant resonant modes (minimal modal controlla- | }

bility). To attenuate excited resonance modes due to dis- ~— - Co F,

turbances (feedback regulation), actuators are best located

were the resonance modes can be influenced as much as pos-

sible (maximum controllability). Unfortunately, the feed-

back path and the feedforward path require different place-

ment of the actuators to work optimally. Optimizing actu- 4 Discussion and results

ator placement for both paths is contradictorily, at least in

traditional designs. An over-actuated design approach makes it possible to de-

couple the controllability of resonance modes for the feed-

2 Objective back and feedforward path: both feedback and feedforward

) . ) o behavior is improved. Damping is more efficiently added by
Allowing more actuators in the design than free rigid- the feedback and the feedforward path shows less flexible
body modesdver-actuatiop makes it possible to overcome  pehavior. The largest benefit of this approach is the possibil-
this limitation. The objective is to both minimize modal ity to design motion systems with higher accuracy and better
controllability in the feedforward path and maximize the gjsturbance attenuation without increasing mechanical stiff-
modal controllability in the feedback path by applying over-  hess and moving mass. On the other hand, it is also possible
actuation. This can result in higher levels of performance g design more lightweight motion systems by the use of

without rigidizing the mechanical construction (increasing  yer-actuation while keeping up tracking performance.
stiffness). This means less moving mass, so less energy dis-

sipation.
P 5 Future work

3 New approach If disturbances are included in the design, it is possible to

) . . impose performance criteria on the feedback controller. To-
Starting-point of the procedure is modal knowledge of the  gether with setpoint specifications, an integral optimization
system: eigenfunctions or the mode shapes of the mostim- qf the actuator placement is possible, allowing for both cri-
portant resonances must be known. Next the design pro- taria. Furthermore, feedback design should be included in

cedure consist of 3 steps. First, actuator placemeii{  the optimization, so also sensor placement (observability)
determined according to maximization of a controllability 55 to be included.

measure. Next, for the feedback desi@h,), standard con-
cepts in vibration control can be used. Third step is the de-
sign of the feedforward path. A static gain relatidf}
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This presentation gives an overview of an exploratory study
on the application of multivariable control techniques for

electromechanical motion systems currently used at Philips
CFT. The objective is to extend SISO manual frequency re-
sponse function based loopshaping techniques towards MIMO
control problems. Cases will be presented where multivariable
control techniques outperform conventional scalar techniques.

A major difference of multivariable systems compared
to scalar systems is the property of directionality, see e.qg.
[5]. Directionality has a major influence throughout the
control problem. This means that not only the multivariable
nature of the plant but also the multivariable nature of
disturbances and performance objectives must be taken
into account. When designing a multivariable controller,
directionality properties may be exploited.

Integral relations for multivariable systems, see e.g.
[2] or [1] point out that for some cases effects of non-
minimum phase behavior in the plant may be reduced
when multivariable control is applied. Then a so-called
spatial tradeoffof sensitivities is possible in addition to the
frequency wise trade-off as in scalar systems (water-bed
effect). However, motion systems at Philips CFT do not
have such defects, hence this spatial trade-off has negligible
effect. As motion systems typically show dominant rigid
body behavior, in the frequency region of interest, static
decoupling procedures may be applied. Then, from a
plant point of view, decentralized control (sequentially de-
signed scalar controllers) leads to satisfactory performance.
Decentralized controllers can be designed using manual
loopshaping techniques, see e.g. [6]. These multivariable
controllers closely resemble those derived using character-
istic loci techniques, see e.g. [4], [3].

A new area, quite unexplored, is the use of the multi-
variable character of disturbances. In many practical
applications disturbances are highly coupled as they often
relate to the same underlying physical process, e.g. floor
vibrations, pumps, reaction forces on metro frames, etc.
Tools are proposed to derive multivariable properties of
such disturbances. Furthermore, multivariable controh9

solutions based on manual loopshaping are presented that
exploit these properties.

Next, an overview is given of manual loopshaping
techniques for non-square multivariable design. Cases are
presented that show performance limiting properties (e.g.
fast-slow systems, mode dynamics,etc.). These cases illus-
trate that performance can be increased using non-square
multivariable control. These control design techniques
are strongly related to the conventional scalar loopshaping
procedures and offer a relatively simple way to use the
power of multivariable control in a practical environment.
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1 Introduction

Previous work on Learning FeedForward ControkRC)
showed that this control scheme was able to significantly
reduce the tracking error [1]. Therrc-scheme identifies
state-dependent effects like friction as function of its state,
and uses this approximation to compensate for the influence
of it. A function approximator is required to identify an ef-
fect as function of its states. Until now, the used function ap-
proximator was &-spline network. This network is prone to
the curse of dimensionality and can therefore only approxi-
mate effects that depend on one state.

In the past years of research a different function approxi-
mator is constructed that is less prone for this curse. This
approximator is tested in an on-lin€rFc setting in which

the effects depend on a maximum of 9 variables.

2 Function Approximation

The constructed function approximator is based on the Sup-
port Vector Machine gvM) introduced by Vapnik [2]. It

uses a subset of the samples to represent the data and so to

predict for a newly encountered samples. The samples that
are used to represent the data are caligdsamples. The
interpolation between the samples is determined by a kernel
function. However, for on-line applications, the approxi-
mator has to cope with a data stream wtshem finds an
approximation based on a batch. In the stream, the correct

samples to represent the complete data set have to be found.

To come to an on-line approximator the following ideas are
used:

« Summarise the data by a subset of key samples.

* Assign a weight to each of these key samples that in-
dicate the multitude of data it represents.

» Expand the subset if it cannot explain the new training
sample with some probability.

« Alter the output of a key sample as a result of new
training data.

The calculations necessary for the implementation of these
ideas are recursive. The resulting approximator has the fol-
lowing properties:

» The structure is adapted by the key samples; a more
difficult relation results in more key samples.

* Overfitting is countered due to the inclusion based on
probabilities.

» The approximator is capable of handling high input
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dimensions due tsvM approach.

« Superfluous key samples are omitted to save storage
space.

 Forgetting and regularisation are incorporated.

3 Experiments

The experiments are performed on a mechanical setup. This
setup consist of three coupled linear motors. To compensate
for the state dependent effects, three inputs for each moving
motor are required for the feedforward controller. The ad-
vantage of this setup is that by allowing one, two or three
motors to move, the number of inputs to the feedforward
controller, and therefore the function approximator, alters.

The results are summarised in table 1. It can be seen, that the
learning significantly reduces the tracking error. The per-
formed motion was aon-repetitive concatenation of third
order paths. The residual after learning consisted mainly of
vibrations of the setup which can not be compensated for by
this control scheme.

Table 1: rRMs of the tracking error

3inputs  6inputs  9inputs
RMS[um] RMS[uUm] RMS[um]
no learning 170 182 176
with learning 18 25 32
4 Summary

Based on the experiments it was found that the learning
control scheme is applicable to compensate for state depen-
dent effects. Due to the introduced function approximator
the number of inputs can become rather large. Nine inputs
are tested with good results. The limitation of this control
scheme are the residual vibrations. It is recommended that
in future work these vibrations are dealt with.
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Introduction

Control design can be model-based or data-based. A model-

based design can deliver a high performance controller if the
implemented model is an accurate description of the plant.
Inaccuracies in the model limit the controller performance

and may even lead to instability. It is sometimes time con-

suming and costly to model the plant accurately. Moreover,
if the model is complex, the controller can be too complex

for real time implementation. In data-based control design,
the plant modelling step is omitted. Instead, the controller
is derived using experimental data. In this work, a data-

based control approach, called Iterative Feedback Tuning
(IFT) [1], is investigated. This approach can be used to tune
the parameters of a controller with a fixed structure.

Approach

Feedback design using the IFT approach begins with the
definition of a performance criterion. Typically, the criterion

Results

The IFT algorithm selected is adequate for the considered
robot control problem. At each iteration step, two experi-
ments are performed. The first experiment is performed un-
der normal operating conditions. The second experiment is
a special, dedicated experiment, where the error signal of
the first experiment is used as reference signal. After ap-
propriate processing of the process output of this special ex-
periment, the gradient of the criterion with respect to the
controller parameters is obtained. Subsequently, the con-
troller parameters are updated. This algorithm is tested in
simulations, based on a high-order linear model of the re-
maining dynamics. Next, the algorithm is implemented on
the robot. In both cases, a minimum is found after several
iterations. Finally, the controllers obtained during simula-
tions and experiments are evaluated. It turns out that the
third-order discrete-time controller, obtained with the IFT
algorithm, results in increased performance compared to the
initial, weakly tuned PD controller, see figure 1. The result-
ing controllers during simulations and experiments are not

simultaneously penalizes the difference between the desired identical. Differences are explained by unmodelled dynam-

and actual plant output (error) and the input to the plant. Fur-

thermore, the designer selects a controller class of desired

complexity with some parameters free to tuegy. a PID
controller. The objective of IFT is to minimize the criterion
by tuning the free controller parameters. The optimization
is performed by an iterative method, which requires knowl-
edge of the gradient of the criterion with respect to the con-
troller tuning parameters. The key feature of IFT is the esti-
mation of this gradient directly from the experimental data.

Experimental setup

The IFT algorithm is applied on a direct-drive robot. This
robot has three revolute joints (RRR kinematics) and it ex-
hibits strongly nonlinear dynamics. In previous work [2],

a nonlinear model-based feed-forward compensation has al-
ready been designed. The dynamics that remain after com-

ics.
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Figure 1: Tracking error during experiments
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1 Introduction 3 Possible solution directions

In the design of complex embedded dynamical systems the Most control algorithms, like the one depicted in fig.1, make
interaction between control and software plays an important use of both observer and controller behaving synchronously
role. The control algorithms that are obtained from models in time. When implementing the control algorithm on em-
and experiments on dedicated high performance hardware, bedded platforms, the need for asynchronous observers and
have to be implemented on embedded hardware with pro- controllers seems to be arising, or at least some method to
cessor power to be shared among various other applications. cope with the variations in the sampling rate. Already quite
some effort has been spent in investigating asynchronous ob-
2 Requirements of standard control servers in combination with a fixed rate controller, see e.g.
[1]. Less effort has been spent in the field of asynchronous
A control algorithm poses severe requirements on the em- controllers [2]. The advantage of having both the measure-
bedded software, namely both a high and an accurate samplement and the actuator signal update not equidistant in time,
frequency. A high sample frequency is needed to perform is the ability to perform control actions at moments when
measurements and to update actuator signals. An accuratevery accurate and relevant measurement data comes avail-
sample frequency, so no jitter, is required because control able. Returning to the example depicted in fig.1, it can be
laws simply assume this. An example of a standard imple- seen that the best moment for an asynchronous controller to

mentation of a control algorithm is given in fig.1. update the control signal would be timg An intelligent
sensor could be used to interrupt the software at the moment
VT the error exceeds a specified boundary. Another possibility
Vier to reduce the sampling frequency could be to generate an
¢-': v actuator signal that is not time-discrete, but piecewise linear

=t or even of higher order. At last, the influence of jitter can
be reduced or can even be avoided when the correct value
of the actuator signal can be fast retrieved at the moment in

F===1.
.

¥ i f? = time the actuator signal is executed.
= : = : SI " E : E
actuafo i i i i ;
signal : : : S 4 Conclusion
i i i The suggested control algorithms can effectively ease the
T strong requirements on accurate sampling frequencies that
; the control community lays upon the embedded software.
fa'? !az fa3 !r faf.‘??
References
_ ) [1] Philips, A.M., Tomizuka, M., Multirate estimation
Figure 1: Standard control behavior and control under time-varying data sampling with appli-
- cations to information storage devicégner. Control Conf.,
At a specified frequency, samples are taken, {2, etc). pp. 4151-4144, vol. 6, 1995.

After this the control signal is calculated and applied with
some delayi(,1, tq2, €tc). A high sample rate is required to
keep track with fast changing reference values and/or dis-
turbances. Moreover, a small sample time reduces the delay
owing to sampling a time continuous process. Jitter intro-
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plied. the Senter TS program.
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1 Introduction

The nitrogen fixing bacterigzospirillum offers interest-
ing perspectives for alternative fertilization since inocula-
tion with these bacteria positively affects the plant growth
[1]. Studies have shown that the growth promoting power
after Azospirilluminoculation can probably be attributed to
the production of indole-3-acetic acid (IAA) [3]. The aim
of this study is to characterize and quantify the IAA pro-
duction byAzospirillum brasilens&p245 on a macroscopic
level. In order to study the IAA production, batch experi-

ments were performed with L-malate as sole carbon source.

Tryptophane (Trp), which is necessary for IAA production,
was also added at the beginning of the batch experiments.

2 Modelling of growth and IAA production

Since there is no evidence that malate consumption or
biomass growth is influenced by the presence of IAA or Trp
in the medium, the growth process is tackled first as a sep-

optimal input (i.e., feeding profile) can be designed, that en-
sures high information content of the data with respect to
uncorrelated, unique parameter estimation [4].

For the IAA production process, no distinction between the
two hypotheses (growth dependency or not) could be made
on the basis of the available data. To overrule or validate
the hypothesis that IAA production is growth related, the
time instant at which the malate becomes depleted must be
different from the instant at which Trp becomes exhausted.
This can be achieved by performing a simple batch experi-
ment with other initial malate and Trp concentrations. Also
for this type of model structure discrimination, techniques
of optimal experimental design can be applied (eg., [2]).

4 Conclusions

In this research, two prototype models for the production of
IAA by Azospirillum brasilens&p245 are proposed. Based
on these prototype models and computer simulations, ex-
periments are proposed that allow better parameter estima-

arate phenomenon. When focussing on mass balance equation and discrimination between the two hypotheses related

tions for batch reactors, the only term that needs to be spec-

ified is the reaction term since no transport has to be taken
into account. For modelling the specific growth ratea
simple monotonically increasing function, i.e., the Monod
equation is proposed. The link between the specific growth

to IAA production. Further research will focus on accurate
parameter estimation and model structure discrimination by
means of optimal experimental design and the realization of
the proposed (more informative) experiments.

rate and the substrate Consumption is represented by the So_ACknOWIedgementS. llse Smets and Kristel Bernaerts are Postdoc-

called linear law in which maintenance is neglected.
For the IAA production, two models structures are proposed.
In the first model hypothesis, IAA is formed from Trp and
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production of IAA is also growth related.

3 Discussion of the preliminar results

When Monod type kinetics have to be identified from batch
experiments, it is known that the parameters will be highly
correlated and a unique identification will be hard since the
cost surface is littered with local minima. To overcome this
identification problem, further experiments have to be car-
ried out. Performing a fed batch experiment with a very low
feed rate in which malate is present, enables to clarify which
parameter set is more reliable. A more rigorous approach is
based on optimal experimental design (OED). With OED an
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Abstract

Macroscopic models of bioprocesses (cultures of bacteria,
yeast or animal cells in bioreactor) are very useful to build
engineering tools like simulators, software sensors or
controllers. This kind of models consists of a system of
mass balances for the macroscopic species (biomass, main
substrates and products of interest) involved in a reaction
scheme [1]. Such a reaction scheme, that describes the
main phenomena occurring in the culture, is built of a
reduced number of irreversible reactions. The choice of
these reactions is an important prerequisite. Unfortunately,
this first stage in bioprocess modeling is often achieved on
a trial and error basis which may be very time consuming
and may result to the choice of an unsuitable reaction
scheme. In order to avoid these problems, a systematic
procedure to generate all the C-identifiable reaction
schemes, given a set of components whose measurements
are available, was developed in [2]. This procedure is
based on the decoupled identification method proposed in
[1] which allows the pseudo-stoichiometric coefficients to
be estimated independently of the kinetics. Moreover, it
uses the necessary and sufficient condition of
identifiability of the pseudo-stoichiometric coefficients
presented in [3]. Based on maximum likelihood estimators
[4, 5], the systematic procedure estimates easily the
pseudo-stoichiometric coefficients of each identifiable
reaction scheme taking into account all the measurements
errors.

In this study, this procedure is used to determine the most-
likely macroscopic reaction scheme representing a
bioprocess used by the Beldem Company (Andenne,
Belgium), in which bacteria produce an enzyme by
consumption of two substrates. Moreover, an extension of
the procedure is presented, which allows the cell lysis rate
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to be estimated, when non-lysed cell measurements only
are available (by dry cell weight measurements).
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1 Introduction

The existence, uniqueness and stability of the equilibrium
points of a bioreactor for nitrogen removal are investigated.
The process under study is the SHARON process for cou-
pling with an Anammox process, a promising technique for
biological nitrogen removal from ammonium-rich wastewa-
ter streams.

In the SHARON (Single reactor High activity Ammonium
Removal Over Nitrite) process, ammonium is converted
to nitrite while further conversion of nitrite to nitrate is
prevented. This is realized by operating the reactor at a
suitable dilution rate. At the prevailing high temperature
(about 35C) and neutral pH (about 7), ammonium oxi-
dizing biomass grows faster than nitrite oxidizing biomass.
The dilution rate is chosen low enough to maintain ammo-
nium oxidizers in the reactor, but also high enough to ensure
wash-out of the nitrite-oxidizing biomass.

In the subsequent Anammox (Anaerobic Ammonium Oxi-
dation) process, ammonium and nitrite are combined to form
nitrogen gas. In order to obtain both a good conversion ef-
ficiency and to prevent inhibition of the Anammox process,
the SHARON reactor must be operated in such a way that
its effluent contains a nitrite:ammonium ratio of 1:1.

2 Problem statement and simplified model description

The question rises whether the nitrite:ammonium ratio ob-
tained in the SHARON process is unique and stable for con-
stant input variables, being the dilution ratg)(and in-
fluent concentrations of (total) ammoniunn), (total) ni-
trite (u; = 0), ammonium oxidizing biomass{) and nitrite
oxidizing biomassuy).

The SHARON reactor is assumed to be controlled at a con-
stant pH. In this way, pH effects associated with conversion
don't have to be taken into account and only four state vari-

(x3) and nitrite oxidizing biomassg). The simplified pro-
cess is described by a fourth order system of nonlinear dif-
ferential equations:

X = (U—x)-Uo+M-p(X)

With X £ [Xg ... Xg]T, U2 [ug ... ug]", M € R*2 the (con-
stant) stoichiometric matrix ang(x) € R>*! the vector of
specific growth rates, that is a nonlinear function of the
state variables. Note that for constant valxgsthe ni-
trite:zammonium ratio in the SHARON effluent is also con-
stant.

3 Research method

Sufficient conditions for the existence of a unique equilib-
rium pointin the system’s state space are formulated using a
contraction mapping theorem. It is shown that for any given
constanu there exists a lower bound ag that ensures the
existence and uniqueness of the equilibrium. Algorithms are
developed to compute the lower bound and to find the equi-
librium for given values of dilution ratag and influent con-
centrationsu.

Further, the local asymptotic stability of the equilibrium
points is studied in terms of the model parameters and in-
put variables. Again a lower bound og is computed that
ensures local asymptotic stability of the equilibrium.

4 Results and future research

Numerical results suggest that the reactor’s operation with
a unique equilibrium state only occurs for very large values
of the dilution rate, corresponding with wash-out of both
ammonium and nitrite oxidizers, i.e. the trivial equilibrium
point where the reactor fails.

Useful working conditions require operational modes with
at least three equilibrium states: a technically useful stable
set point, a stable wash-out state and an unstable equilib-

ables have to be considered: the reactor concentrations of fium in between. This mode of operation is currently under

ammonium %q), nitrite (X2), ammonium oxidizing biomass
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investigation.
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S. cerevisiae are among the most popular industrial
microorganisms for their robustness and ability to utilize
cheap materials for growth and production. They have
been used since the very early days of microbial
fermentation history for brewing wine and beer.
Recently, with achievement of modern gene technology,
S. cerevisiae can be used as host organisms for
production of recombinant proteins (production of
insulin, vaccines, ...).

Due to the economic importance of these products, there
is an obvious motivation to maximize the biomass
productivity of the process. One method commonly used
to ensure the optimal productivity operating conditions
consists in controlling the ethanol concentration at a
constant low value. Several methods have been proposed
to control the ethanol concentration (see e.g. [1] or [2])
but these control schemes often require an extensive
knowledge of the reaction scheme stoichiometry and
several on-line measurements (OUR, CPR, dissolved
oxygen and carbon dioxide, ...).

This study suggests a strategy for robust control of the
ethanol concentration assuming the knowledge of only
one stoichiometric coefficient and only one on-line
measurement (ethanol concentration). Following the
reasoning of Valentinotti [5], two simple linear models
are derived from the global nonlinear model of
Sonnleitner and Képpeli [4]. The first model depicts the
relationship between the substrate feed and the ethanol
production, while the second model describes the
exponential cell growth. Therefore as far as the
regulation of ethanol concentration is concerned, the
exponential cell growth can be considered as a
disturbance to be rejected.

Then, an original control strategy which uses a RST
controller with a particular Youla parametrization is
developed. The Youla parameter is chosen in order to
reach two objectives:

e an asymptotic rejection of the exponential
growth disturbance [5].

e an improvement of the robustness towards
unstructured uncertainties and the respect of
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temporal constraints on the

disturbances [3].

response  to

A particular structure of the Youla parameter is chosen in
order to take account of these two objectives with two
stable transfer functions Q; and Q,. The design of Q; is
based on the internal model principle whereas Q, results
from a convex optimisation problem expressing the
frequency and temporal constraints of the second
objective.

The proposed strategy is tested in simulation with fed-
batch cultures of S. cerevisiae. The exponential substrate
uptake for cell growth is taken as a disturbance to be
rejected asymptotically by a suitable choice of the Youla
parameter. As the growth rate can evolve during the
culture, an adaptive version of the robust control
algorithm is considered.

References

[1] Chen, L., G. Bastin and V. van Breusegem (1995). 4
case study of adaptive nonlinear regulation of fed-
batch biological reactors. Automatica 31(1), 55-67.

[2]Pomerleau, Y. (1990). Modélisation et commande
d’un procédé ‘fed-batch’ de culture des levures a
pain. Ph.D. thesis. Dept. génie chimique, Université
de Montreal, Canada.

[3]Rodriguez, P., Dumur, D., Mendes, E. (2003). 4 GPC
controller robustification towards measurement
noise and parameter uncertainty constraints. In
ECC’03, Cambridge.

[4] Sonnleitner, B., Kippeli, O. (1986). Growth of
Saccharomyces cerevisiae is controlled by its limited
respiratory capacity : Formulation and verification
of a hypothesis. Biotechnol. Bioeng. 28, 927-937.

[5] Valentinotti, S., Srinivasan, B. and al (2003) Optimal
operation of fed-batch fermentations via adaptive
control of overflow metabolite. Control Eng. Practice.
11, 665-674.



23rd Benelux Meeting on Systems and Control

Book of Abstracts

WATERGY, towards a closed greenhouse in semi-arid regions; a
model based identification experiment

S.L. Speetjens, J.D. Stigter, G. van Straten

Systems and C

ontrol Group

Wageningen University
P.O. Box 43, 6700 AA Wageningen
The Netherlands
Email: Bas.Speetjens@wur.nl

The main aim of the Watergy project is the development but a combination is also possible [1]. Application of this
of a new humid air solar-collector system that follows the approach in (greenhouse) control is quite new; it has only
principle of a thermosyphon. This means that the sun is the been tested in a few case studies, though with very good

driving force for the airflow in the system, making it (in
theory) completely independent of external energy input.
The aims of the Watergy project are the following:

- Understanding of solar thermal properties of the system

- Greenhouse (and building) heating and cooling

- Optimisation of crop production

- Reduction of building mass

- Enhanced water efficiency

- Solar based water treatment

- Model based control

The system functions as follows: during the day the
greenhouse air is heated by the sun. As an effect, the air
starts to rise. Inside the central chimney the air is cooled
with a large heat exchanger, causing the air to fall down
and the whole process is repeated. The energy gained a
cooling the air is stored for later use. During the night, the
flow direction of the air is in the opposite direction; the heat
exchanger inside the chimney can heat the air.

Two prototypes will be constructed in the next year: one
in Southern Europe in the shape of a closed greenhouse to
cool the inside air and produce energy in the form of clean
water and heat stored to be used during the night. The North
European variant puts more emphasis on integral building
design, combining a building with a winter garden. The
function of this winter garden is to extract heat, store it and
use it to heat the building during the day, night or in another
season.

The system can be controlled in several ways; the central
chimney with the heat exchanger is the heart of the climate
control. Heating and cooling is performed here and the
airflow through the system depends on the buoyancy
generated here. Water evaporation by plants and additional
surface in the shape of an 'inner roof’ cools the greenhouse
air further. This water condenses inside the heat exchanger
and can be re-used.

In order to control the climate in the prototypes, several
ways of model based control will be tested. The model

used in this type of control are either physics or data based,
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results [2]. In a local experimental set-up, the performance
and characteristics of the central heat exchanger are tested.
A system model will be identified and parameters will be
estimated.

The paper will shortly introduce the basics of the Watergy
concept, after which the application of Data Based Mech-
anistic Modelling in greenhouse control will be discussed.
The results of the local heat exchanger experiment as
well as the expectations of application of this theory in
the full scale prototype will play an important part in this
discussion. The model used will be data based and will be
extracted from measurements taken in the greenhouse.
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1 Abstract

(Min,+) algebra has proved to be useful in describing com-
munication networks where packet flows are reshaped by
some service disciplines (see e.g. [5]). On the other hand,
continuous fluid flow models are currently used to analyse
the behaviour of communication networks. The purpose of
this contribution is to investigate the connections between
these two approaches through a specific case study : a chain
of routers under hop-by-hop control. In an introductory ex-
ample a simple constant bit rate buffer is analysed and its
(Min,+) representation is shown to be equivalent to a fluid
flow model commonly found in the literature ([3],[2]). The
limitation of this simple model in the context of stochastic
gueueing networks is illustrated and an alternative model is
proposed [4]. This alternative model is then used for the de-
sign of a hop-by-hop feedback control law in a chain topol-
ogy. A (Min,+) transfer function is derived for this chain
(following a similar derivation in [1]) and the result is com-
pared with a compartmental analysis of the equivalent fluid
model.
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1 Abstract

Many models for network usage can be described in terms

For instance, the state variablét) may be a measure of
congestion.

of users who have access to several resources. For instance,To describe the behavior of users, we assume that the

users may be origin-destination pairs in a traffic network

Wardrop principle holds at every time instant In other

model, and in this case resources are the links between words, given a demand level, each user distributes its load

crossings. In the context of production planning, users may

over resources in such a way that all resources that are used

be products and resources may be machines. We might evengenerate the same cost (this is the accepted cost), andghere

model the submission system of scientific papers by defin-

no resource that is not used and that would generate a lesser

ing authors to be users and journals to be resources. The usecost. This behavioral principle, together with the nonnega
of a given resource generates a certain cost for the user, for tivity of the load, can be expressed in matrix terms by

instance in terms of incurred delay; this cost depends in gen
eral on the load that is placed on the resource by all users.

Congestion is an important problem in many networks. One
may try to control congestion by providing incentives for
users. In doing this, one has to take into account the behavio
of users in determining their demand for services from the
resources available to them. Models for congestion control
aim to describe this behavior. A model of the desired type
may be set up as follows.

Suppose that we hayeusers andn resources. Introduce
the following quantities:

- 1;;(t) = load per unit of time placed by uséwon re-
sourcej at timet;

- ¢;;(t) = cost incurred at time by user; when apply-
ing to resource;

- d;(t) = total demand of userat timet;

- a;(t) = cost accepted by usént timet.

The above quantities are summarized inoad matrix
L(t) € RE*™ (load is taken to be nonnegative)cast ma-

trix Q(t) € RP*™, ademand vector d(t) € RP, and arac-
cepted cost vector a(t) € RP. The term “cost” need not be
interpreted in a monetary sense; rather it should be viewed

as a measure of the (un)attractiveness of a given resource to

a given user, given all incentives and disincentives such as
delay. The cost matrix may depend on a state veetoy
and a control input:(¢) as follows:

(1a)
(1b)
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0<L(t) LQ(t) —a(t)- 17 >0 (1c)

where the “perp” relation is understood in the sense of the
inner product{A4, B) = tr(ATB) for A,B € RP*™. To
close the model, we furthermore need the accounting rela-
tion

L)1 = d(t) (1d)
as well as a “constitutive relation” between the demand and
the accepted cost which we take to be of the form

R(d,a) =0 (1e)

whereR is a mapping fronR? x R? to RP. The system (1)
is of the form of acontrolled cone complementarity system
[1], where the “dual cone” of a given corikis defined by
C*={z]|(w,z) >0forallw e C}:
2(t) = f(2(t), 2(t), u(t))
w(t) = h(x(t), 2(t), u(t))
Cowlzec(C .
To write (1) in the above form, define in particular:
z = (L,a) € RP*(m+D)
w= (H(z,L,u) —a- 17, R(L1,a)) € RP*(m+D)
C =RE*™ x {0} c RP*(m+1),
Due to the so-called Braess paradox, it may happen in mod-

els of this type that overall cost is reduced by increasieg th
cost of some resources.
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ABSTRACT — This paper describes the approach for the
research on a cellular localisation method, called Multi-
Cell-ID. Main advantages are the instant applicability,
without the need for changes to the network architecture

and moderate to high localisation precision (aimed to be
100m).

[. INTRODUCTION

This paper describes a work plan aimed at improving the
resolution of cellular localisation technologies. Multi Cell-
ID aims to be low-cost (few network changes) and yet,
thanks to spatial propagation models and measurement
post-processing, as precise as currently available but more
complex and expensive methods.

First the general framework of the research field —
Location Based Services (LBS) — is sketched. Then the
technical side is explained: the proposed technique and the
research approach.

[I. LOCATION BASED SERVICES

Generally spoken, the term LBS refers to mobile services
in which the user location information is used in order to
add value to the service as a whole.

The services can be categorised in 4 groups: information
services (restaurant finder, navigational aids), trigger services
(automated advertising, enhanced call routing), tracking
services (fleet management, buddy services) and assistance
services (emergency notification, roadside assistance).
Technically, 3 different components can be differentiated
for LBS: localisation (user’s position), communication
(receive and send information) and application (user’s
input and/or actions). Amongst the techniques that allow
localisation, we have satellite (GPS, Galileo...), cellular
(Cell-ID, E-OTD...) and dead reckoning (using motion
sensor input).

The remainder of this paper focuses on cellular localisation
techniques.

[ll. MULTI CELL-ID

With the Cell-ID technique, a mobile phone is linked to a
zone around the Base Transceiver Station (BTS) it is

This research is supported by a grant of the Flemish Institute for the

improvement of the scientific-technological research in industry (IWT).
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connected to. Using the BTS antenna sector information
(when available) and/or the received power in the mobile
allows to narrow down this zone. This is called the
Enhanced Cell-ID (E-Cell-ID) technique .

Instead of using only the active cell for the localisation,
other cells — or (the power of) their broadcast signals, more
precisely — will be used [Wong 00]. This will result in a
higher precision position estimate.

IV. RESEARCH APPROACH

The development of this technique can be divided in 3

parts:

e The basic technique: a spatial propagation model will
be developed. Besides explaining the propagation
time, it will also be able to explain the travel path loss.
Based on measurements at some selected sites, a
simulator will be set up for verifying the propagation
model. Goal of this part is to be able to find a function
that links a distance and orientation to an antenna to
the received power, thus enabling cellular localisation.

e Resolution enhancement: having the power as only
measure isn’t likely to deliver a sufficient high
resolution. Therefore techniques to improve this
resolution will be investigated. Especially the effects
caused by short term fading need to be taken into
account.

e Creating a concrete application: based on the previous,
research will be undertaken to construct a working
localisation application for GSM.

VI. CONCLUSIONS

In this paper, the potential of localisation by means of a the
Multi Cell-ID method is showed, as well as a possible path
for the research.
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1 Introduction

The design of modern embedded dynamical systems, like
e.g. high-speed digital printing equipment, is highly de-
pendent on the integration of knowledge from different dis-
ciplines like mechanics (M), electronics (E) and software
engineering (I). All three disciplines have their own for-
malisms and need to cooperate closely in order to model
embedded dynamical systems. The latter is subject of this
presentation.

2 Objectives

The topic of the Boderc research project is to develop meth-
ods that can effectively bridge the gap between the diffe-
rent disciplines, taking into account demanding industrial
circumstances. The multi-disciplinary integration, schema-
tically depicted in Fig. 1, is the breakthrough that is needed

to be able to develop complex embedded dynamical systems

for a reasonable price in a reasonable time.

Figure 1: Schematic representation of the multi-disciplinary inte-
gration

3 The research project

The Boderc project is a large-scale research project that is
coordinated by the Embedded Systems Institute, which car-
ries the project management responsibility. In the project,
four academic partners and five partners from industry are
represented, of which @cTechnologies is the so-called car-

rying industrial partner that defined the problem statement

1This work has been carried out as part of the Boderc project under the
responsibility of the Embedded Systems Institute. This project is partially
supported by the Netherlands Ministry of Economic Affairs under the Sen-
ter TS program.
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and provides all background information to perform the
project. Currently, the exploration and application project
activities are performed on the &&arioPrint® 2090, de-
picted in Fig. 2.

Figure 2: The O@& Varioprint* 2090

During the first part of the first project year, the experimental
set-up and its measurement environment have been reaized.
Also tool selection for modelling, analysis, and validation,
and requirements modelling have been carried out. The se-
cond part of the first project year is used for modelling se-
lected aspects of the paper throughput path of the printer in
multi-disciplinary groups. The goal of working with people
from other disciplines is to understand each others way of
thinking and modelling, and to explore the possibilities of
combining information from the disciplines into executable
models. In this presentation, the first explorations about the
multi-disciplinary modelling activities are discussed, and
problems, challenges, and ideas for future work are consi-
dered.

4 Conclusions

The Boderc project aims at addressing and solving the
shortcomings in the design of embedded dynamical sys-
tems. Multi-disciplinary modelling, including the sup-
porting tools, plays an essential role in the chosen ap-
proach. The first explorations on modelling activities in
multi-disciplinary groups are discussed.



Book of Abstracts 23rd Benelux Meeting on Systems and Control

Multidisciplinary modelling *?

Marieke Cloosterman, Nathan van de Wouw, Henk Nijmeijer
Department of Mechanical Engineering, Technische Universiteit Eindhoven
P.O. Box 513, 5600 MB Eindhoven, The Netherlands
Email: (m.b.g.cloosterman, n.v.d.wouw, h.nijmeijer)@tue.nl

1 Introduction chanics itself also influences the electronics, therefore the
link between these two disciplines also contains a velocity
In the Boderc (Beyond the ordinary: design of embedded o angular velocity. From mechanics to software the link is
real time control) project people from the disciplines me- 4 glectrical sensor, which measures the position, such that
chanics, electronics and software work together to investi- tne controller output can be computed. A second possibility

gate how this multidisciplinary combination can improve or  is 5 sensor, that gives only a signal (interrupt) if a desired
accelerate the development of an embedded system. As first psition is achieved.
step a modelling exercise for an ®eprinter is performed.
A part of the printer is chosen and modelled from the view- The total model is used to determine the influences of pa-
point of the different disciplines. It seems that if each dis- rameter changes in one sub-model on the behaviour of the
cipline uses its own modelling method, different levels of  system within other disciplines and finally the total model
abstraction in the models occur. Moreover, also the use- output.
fulness and goals of modelling are different. The approach
taken to deal with these problems will be described in the 3 Encountered problems
next paragraphs.
Besides the problem of different levels of abstraction for the
2 Modelling models within each discipline, also the notion of time is dif-
ferent. Software uses an internal time, while in electronics
For the model one specific unit of the printer is used, in  and mechanics the states are computed by solving differen-
which the three mentioned disciplines meet. Per discipline, tial equations for given initial conditions at a given time.
known methods are used. In the total model, the relations If the software is interrupt based, it is event driven, while
between the disciplines are described as inputs or outputs the hardware is very often dependent of its state at a certain
for the mono-disciplinary sub-models. This way of working  time, thus being more time driven. This combination of time
supports communication between the disciplines and helps and event driven systems and the use of both continuous and
to determine their influences on each other. A general ex- discrete time models may result in complex models, which

ample is given in figure 1. are difficult to analyse.
% Software Setpoint Electronics VFe(I)Orgﬁy Mechanics E‘Jon 4 COI’]C|USIOI’]

The used method, where the models from the different dis-

ciplines are coupled with in- and outputs, is useful to sim-

ulate the behaviour of a multidisciplinary model and to de-

termine the influences of the mono-disciplinary models on
Figure 1: Combination of three disciplines each other. The levels of abstraction can differ between the

disciplines, dependent on the couplings used. An additional

The three blocks represent the models as used in each dis-advantage is that communication between the disciplines is

cipline. The electronics and mechanics are modelled using supported by using the scheme of figure 1.

differential equations. For the software, a model describing

timing with perturbations due to interrupts of other machine 5 Future research

parts is built. The arrows indicate the connection between

the disciplines. From software to electronics the link is e.g. The combination of time-driven and event-driven sub-

a setpoint which is sent to a motor. From electronics to me- models results in a hybrid overall model. Future work will

chanics, the arrow represents a force or torque. The me- focus on analysis methods for such hybrid models.

Sensor

1This work has been carried out as part of the Boderc project under the
responsibility of the Embedded Systems Institute. This project is partially
supported by the Netherlands Ministry of Economic Affairs under the Sen-
ter TS program. 32
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Abstract

In this presentation we illustrate the consequences of taking
deterministic noise into account in a simple fishery manage-
ment problem.

Starting with a simple linear quadratic game formulation of
the problem, we show which potential consequences there
are of taking deterministic noise into account by the players
of this game.

This problem fits into the general framework of linear
guadratic differential games studied by Engwerda in [1.].
That is, the problem where two individual players like to
minimize an indefinite linear quadratic function, i.e.

3 =/ (T OQIX) + U R (®) — wTViw)dt,
0
subject to

X = AX + Bjug + Bouo + Ew, X(0) = Xp.

Herew € Lg<o, 00) represents an unknown disturbange,
denotes the state of the system and the control of player
i. FurthermoreQ; are assumed to be symmetrig; andV;
positive definite.V; expresses the risky attitude of player

The several different behavior that can occur in our simple
model basically depends on the relationship between certain
model parameters. We will see, e.g., that for certain param-
eter sets there will be no effect of considering noise on the
equilibrium catching rates of the fishermen. Whereas, for
other parameter sets noise expectations do play a role on the
equilibrium strategies. New equilibria may appear, or, old
ones may disappear. Furthermore, in some equilibria the
fishermen take into account in their fishing strategy the ex-
pectations about the noise of their collegue. In general, the
reaction by the fishermen to an expected more disturbed fish
stock growth is to increase the catching rate of fish.

References
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1 Introduction

A common way to compute eigenvectors of a square real or
complex matrixA € F™" (F = Ror F = C) is to apply the
inverse iteration on an arbitrary initial subspaceg. The
efficiency of this algorithm is based on the use of shifts. In

fact, using shift strategies one can speed up the convergence

of the algorithm from linear convergence rates to quadratic

and

ps :Up — GLn(F), pp(u,v) =A%+ UuA +vi.

We baptize the following discrete-time control system
polynomial-shift inverse iteration:
)

xo € PF" 1, X1 = Pr(U) %

ones (see for example [1] or [4]). Such spectral shift pa- With (pr,u) € {(Pa;Uq), (ps,Up)}. Note that system (2) is
rameters act as control variables. Therefore the shifted al- equivalent to system (1) in the complex case.

gorithm can be formulated as a discrete-time control system
on the projective spadeF"~1. Thus, the algorithms can be
analyzed from the viewpoint of nonlinear control theory. A
natural question in this context is under which conditions
the system is controllable i.e. for which system matriées
there exists an initial point € PF"~1, such that every other
point can be reached arbitrarily close in finite many steps.
In [2] Helmke and Fuhrmann showed that controllability is
a generic feature in the complex case. They give a com-
plete characterization in terms of the Jordan canonical form
of the system matriceA. The casd- = R turned out to be
much more complicated. In [3] necessary and sufficient con-
ditions for controllability are discussed, but in general it is
still unknown if controllability is a generic condition or not.
Nevertheless one can affect controllability by adding collat-
eral shift options. In the following we want to discuss one
possible variation of the algorithm and show controllability.

2 Polynomial-shift inverse iteration

Let A be a square matrix ang an initial point of the pro-
jective spacePF"1. The shifted inverse iteration can be
formulated in the following way:

xo € PF™ 1, Xer1=(A—ul) X 1)
with control parameteng, € U = F \ o(A). We want to dis-
cuss a slight variation of this algorithm. Besides the com-
mon Inverse lteration steps we allow also an additional kind
of algorithm steps. Ldt, :=U =F\ 6(A) and

Up == {(u,v) € F?|A% -+ UA + VI € GLy(F)}
be two sets of control parameters. We define:
Po :Ug — GLn(F), pa(u)=A-—ul
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By R(xp) we denote the reachable set of the initial pagi
PF"1, i.e. the set of all pointx € PF"~! which can be
reached by finite many algorithm steps. Thus, system (2)
is controllable if there exist a initial poing € PF"1 such
that the reachable set & is dense ilPF"™1, i.e. R(xo) =
PF"-L,

Even forF = R it turns out that, the set of matrices which
induces a controllable system of type can be characterized.

Theorem: System (2) is controllable if and only if the sys-
tem Matrix is cyclic, i.e. there exists an vectoe¥" such
that {x,Ax,...,A"1} is a basis of I°.

The set of cyclic matrices is open and dens€&fi". Thus
controllability is a generic property for the polynomial-shift
inverse iteration.
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1 Introduction

Coprime factorizations of transfer functions have been stud-
ies for some 30 years now. One of its main contribu-
tions to systems theory is the Youla-Jabr-Bongiorno-Kucera
parametrization of all stabilizing controllers for a given plant
which is given in terms of a coprime factor and the corre-
sponding Bezout factors.

There is a strong connection between coprime factorization
and linear quadratic regulator theory which can be used to
calculate the coprime factorization and the Bezout factors in
terms of the matriced, B, C, D from a state space realiza-
tion of the transfer function.

Using this connection we show that transfer functions of cer-
tain infinite-dimensional discrete-time state-space systems
have a coprime factorization.

2 Definitions

A function is calledproperif it is analytic and bounded on a
disc centered at the origin. A function is callsi@bleif it is
analytic and bounded on the unit disc. A functiBris called
inner if it is stable andP(s)*P(s) = I for almost alls on
the unit circle. Aright-factorizationof a proper functiorG

is a pair of stable functions/, N such that\ —! is proper
andG = NM~!. The factorization is calledormalized
if the function [M; N] is inner. The factorization is called
coprimeif there exist stable function¥, Y such thatX M —
YN = 1. ThisX andY are called théBezout factors

A discrete-time linear state space system is a dynamical sys-
tem of the form
2(0) = xo,

Tn4+1 = Axn + Bu’m Yn = an + Duna

where A, B,C,D are bounded operators on separable
Hilbert spaces. Thdransfer functionis defined to be

D + Cz(I — zA)~"'B. It is well-known that this trans-

fer function is proper and that every proper function is the
transfer function of some discrete-time linear state space
system. We say that a system satisfies the finite cost con-
dition (FCC) if for every initial stateq there exists a square
summable input such that the corresponding output is square
summable. A system is said to satisfy the dual finite-cost
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condition (dFCC) if its dual systefd*, C*, B*, D*) satis-
fies the FCC.

3 Results

The following theorems hold.

Theorem 1 The transfer function of a discrete-time linear
state space system for which the FCC is satisfied and whose
input space is finite-dimensional has a normalized coprime
factorization which is given by the standard formulas.

Theorem 2 The transfer function of a discrete-time linear
state space system for which the FCC and the dFCC is sat-
isfied has a normalized coprime factorization which is given
by the standard formulas.

The proof of Theorem 1 is based on a state space character-
ization of inner functions and the Corona theorem (see [1]).
The proof of Theorems 2 is based on Nehari's theorem (see
[2]). Similar results hold in continuous-time (see [3], [2] and
also [4]).
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Abstract In this talk, we also discuss the concept of minimal state
map from the general behavioral point of view. This is done
This talk concerns our study of the so callgete maps in by introducing a simple definition of partial ordering among

the behavioral approach to systems theory. The discussion is gtate maps. With this partial ordering, comes the lattice
a continuation of some preliminary development presented  strycture of state maps, and with that minimal and maximal
in [1]. state maps are defined. The definition of minimality here
coincides with well known definitions, for example the state
space with minimal dimension in linear systems. We shall
also discuss some additional properties of state maps, and
how state maps that satisfy the properties are positioned in
the lattice.

The concept oftates or state variables is present in almost

all branches of dynamical systems theory. In areas as re-
motely connected as discrete event systems and linear time
invariant systems we can observe that the notiostatés is
present. One may think that this is a mere coincidence, but

this is not true. The different notions of states have some- \ye shall also study bisimulations between systems, cast
thing in common. They are all connected by the so called i, the general behavioral framework. Our main subject of
state property. In short (and perhaps rather inaccurately),  sydy is the relation between bisimulation and external be-
one can say that a quantity or variable possesses the statey,yior equivalence. Bisimulation as a notion of equivalence
property if it captures the necessary information about the peween dynamical systems has its root in discrete event
evolution of the dynamical system. There is of course a gystems. See, for example, the excellent introduction in
more mathematically _formal and rigor formulation of this [4]. The concept is centered around equivalence between
property, for example in [2]. the states of the systems. Therefore, when studying bisimu-
lation, the states and the external trajectories define the sys-
tems under study. The study of bisimulation for dynamical
systems has been done, for example in [5] and [6].

It is quite a common view in the field of dynamical systems
that states are understood to be internal. When the system
is interconnected with other systems, states usually do not
appear explicitly in the description of the interconnection.
Nevertheless, they play an arguably central role in charac- References

terizing the compatibility of the interconnection. We shall  [1] A.A. Julius and A.J. van der Schaffompatibility of
not discuss this issue further, and the interested reader is re- pehavior interconnections, in Proc European Control Con-
ferred to [3] and [1]. ference 2003, Cambridge, UK, 2003.

Following the earlier development in [1], our point of view, 2] ~J.W. Polderman and J.C. Willemsntroduction to

which is based on the behavioral approach, is that states are Mathematical systems theory: a behavioral approach,

constructed out of the system trajectories (the behavior). In SPringer, New York, 1998.

the behavioral point of view, the behavior (i.e. the collection [3] J.C. Willems,On interconnections, control and feed-

of all possible trajectories) defines/identifies the system. Of back, IEEE Trans. Automatic Control2(3), pp 326-339,
course, it is required that the trajectories bear all informa- 1997.

tion/variables on everything relevant to the discussion. Ir- 4] R. Milner, Communication and concurrency, Prentice
relevant variables/information, which in the case of linear 5, Int’l, 1989.

behaviors are calleldtent variables, can be eliminated. See

[2] for more about this. [5] G.J. PappasBisimilar linear systems, Automatica,

39, pp 2035-2047, 2003.

Having stated the previous paragraph, we should also re- [6] A.J. van der SchaftBisimulation of dynamical sys-

mark that external behavior (|e the collection of external ternS, to appear in Proc. Hyb”d Systems: Computation and
trajectories) does not always define the system. In some Control 2004, Philadelphia, USA, 2004.

analysis, for example in the field of discrete event systems,
the states are also relevant. In this case, the external behav-
ior and the states define the system.
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1 Abstract

Port based modeling of physical systems leads to port-
Hamiltonian systems, which are defined with respect to a
geometric structure called Dirac structures. A power con-
serving interconnection of a number of port-Hamiltonian
systems leads to another port-Hamiltonian system with
Dirac structure defined by the interconnection of Dirac
structures of the subsystems. We study interconnection of
Dirac structures in the mixed finite and infinite dimensional
case i.e. interconnection of a finite dimensional system(s)
with infinite dimensional system(s). Also necessary and suf-
ficient conditions for the achievability of Dirac structures as
in the finite dimensional case are extended to the mixed fi-
nite and infinite dimensional case. This theory is studied in
particular with respect to the transmission line
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1 Introduction

Today’s passenger cars are equipped with many electric de-
vices, offering people a high standard on safety and com-
fort. In future vehicles, it is expected that the electric power
requirements will grow further [1]. Think for example of
(mild) hybrid electric vehicles where electric power is used
for vehicle propulsion, but also the drive-by-wire concept
where mechanical or hydraulic systems are replaced by elec-
tric devices. As these power demands become more domi-
nant in the total energy consumption of a vehicle, also the
need for Energy Management (EM) will grow.

2 Problem definition

The EM strategies that are considered here will focus on ve-
hicles with a conventional drive train. However, the 14V
power net has been replaced by a 42V power net including
an advanced alternator that offers more freedom in control-
ling the power flow towards the power net. The EM strategy
exploits this degree of freedom, such that the vehicle’s over-
all power requirements are fulfilled more efficiently.

3 Control objective

The control objective is to reduce the energy losses in the ve-
hicle and hence, minimize the total fuel consumption. The
fuel consumption is calculated from the engine’s fuel map
and depends on two variables: the power delivered to the
drive train plus alternatorPy + P, and the speed of the en-
gine w. Assuming that the driver dictates a certain speed
profile (here the NEDC driving cycle), bot?y(t) andw(t)

are exactly defined along the driving cycle. This leaves only
P, as the manipulated variable respecting several constraints
(e.g. maximum alternator power) and influences closely re-
lated dependencies such as the energy |B¢eh the bat-
tery. Given a driving cycle ovel seconds, the following
optimization problem can be formulated:

te
fuelrate(Py + Py, w)dt

minJ(Py+ P3, w) =
Pa 0
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subject to: < P;

Esmn =< Es
Note that this is a non-linear optimization problem due to
the selected engine- and battery model. A technique called
Dynamic Programming [2] has been used to find an opti-
mal solution. Therefore, the optimization problem is trans-
formed into a time-discrete description where the states of
the system and the manipulated variables are mapped on a
dense grid. This approximation reduces the original prob-
lem, such that a solution is found in an acceptable amount
of time.

Pa.min < Pamax

< Esmax

4 Results

It turns out that the performance of EM is closely related

to the engine’s fuel map where nonlinearities should be
present. Also the energy efficiency of the battery influences
the decision whenever it is profitable to generate electric en-
ergy in advance. Applying Dynamic Programming learns

that fuel reductions of 2.5% can be expected. It should be
emphasized that this number depends heavily on environ-
mental parameters such as driving cycle, electric load re-
quest, etc.

5 Further research

Within the scope of the project, further research is expected
on the following topics:

e Analyze the optimal solution to find heuristic rules for
implementing an on-line control algorithm.

¢ Include additional features to improve the overall per-
formance of the strategy (e.g. stop-start function).
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1 Introduction purposes the system is linearized. To do this the system is
written in State-Space format. For the linearization two dif-

Continuously Variable Transmission (CVT's) are increas- ferent situations are distinguished. The first case is the part
ingly used in automotive applications. They have an ad- of the tractioncurve that is decreasing with slip. This is the
vantage over normal automatic transmissions, namely the microslip area of the tractioncurve. In macroslip the trac-

rgtio coverage of the CVT is much greater and more VErsa- tioncurve is flat. The nonlinear state space description with
tile. This enables the engine to operate at a more economic ,, [wp, ws, )" andu = [T'd, Te, F, AF]"is:
working point. Unfortunately the big advantage is largely

lost due to inefficiencies in the variator in the CVT. High fiﬁf‘ - %
clamping force levels are applied to prevent slip from occur- i = flzu)=| L— foslzp]“ (8)
ring, which could damage the pulleys and the belt. How- ‘KAFw,

ever, high clamping forces increase wear and fatigue and
increase internal friction in the belt. Furthermore a higher
clamping force causes more actuation losses due to hy-
draulic leakage[1]. Lowering the clamping force therefore
increases the efficiency of the variator, but also increases the
risk of damage.

To linearize the system the geometric relationship between
R,, R, andr, is used. R, and R, are characterized as

a second order polynomial of,. The function fory(v)

is taken piecewise linear, this is indicated by the index
The system can be linearized around a certain working point
Ty = [Wso,wpoﬂ'go]T-

2 Modelling slip poo= kuv+ky )

& = Ai+ Ba (10)

Wheret = x — zo andé = u — ug. The linearized matrices
A and B can now be found to be:

Slip is defined relative to the rotational speed of the primary
axis. The reason for this is the slip mechanism in the mi-

croslip area. Raokis wa0Raok1
_ e N L
B E 1 (1) A = W [ 71?50711 90 soizttv)l?et 90 ‘|
Tg 0 ko AFg
ry = Ws (2) “PO";O%‘J"RS’“U“S
Wp _wporgUst_rﬁUgwp%MRSM“%O ay
R, T
ry = - 3) L 0
RS r 2R
’i 0 Ts =t 0
T., = 2FuR @) B = . * 7% o ] 12)
cos « | o o o R0Wpo
The speed rati@, is calculated using the rotational speeds
_of the primary a_nd secqndary axes. Th(_a_geometrlc rgtio References
is measured indirectly via the pulley position.
A dynamic model can be derived: [1] H.Faust, M. Homm, and F. Bitzer. Wirkungsgradopti-
) ] miertes cvt-anpresssystem. LUK Kolloquium 2002pages
p = TsTg " TsTg (5) 61-73, 2002.
7n2 . .
. g . [2] A.Tonohata M. Adachi H. Asayama, J. Kawai. Mech-
poo— WsWp T WsWp (6) anism of metal pushing belJSAE Review l6ages 137-
° w? 143, 1995,
Ty = KwpAF (7) [3] D. Kobayashi, Y. Mabuchi, and Yoshiaki Katoh. A

. . o i , study on the torque capacity of a metal pushing v-belt for
The derived dynamic model for slip in a variator is cvt's. SAE Technical paperd 998.

nonlinear[3][2]. In order to analyse the system for control
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1 Introduction 4 Control strategy

In the near future a significant increase in electric power The energy management problem is written as an optimiza-
consumption in vehicles is expected. Reasons for this are tion problem, where the cost function expresses the re-
the increasing standards for safety and comfort and the re- lation between generated power and fuel use. The con-
placement of mechanical and hydraulic systems by electric Straints incorporate the physical limitations of the compo-
ones. nents. [1, 2, 3]

A Model Predictive Control framework is used, such that the
optimization problem is solved over a receding prediction
horizon.

To limit the associated fuel consumption, smart strategies
for the generation, storage/retrieval, distribution and con-
sumption of the electric power can be used that:

e exploit the fact that the cost for generating electricity 5 Implementation
varies with the operating point of the engine,

e make use of the possibility to temporarily store
electric energy in a storage device.

A Hardware in the Loop test setup has been built for eval-
uation of different control strategies. In this test setup the
mechanical parts of the vehicle are simulated, whereas some
components of the electric power net are physically present.
2 Problem statement

: S Resul
The goal of this project is to develop a smart energy manage- 6 Resuilts

ment system that uses knowledge on the component charac- Fye| savings are obtained of about 1-2 % of the total fuel
teristics and the mechanical and electric power requests, in consumption for the NEDC driving cycle in combination
order to generate electric energy at lower costs. with electric loads of 500 to 2000 W. [3]

3 Vehicle 7 Further Research

e Extension to a parallel hybrid electric vehicle where the
generator can also be used as a motor.
Minimizing peak power demands using priority control.
b This power scheduling system can postpone or quicken
¥ Driveline certain energy requests.

. Internal P P N
4>/ uel Combustion —" » Engzgéc
Engine

P Advanced | P T References
Alternator P ‘\\\\
(4 | Batery &.@ [1] E. D. Tate and S. P. Boyd,Finding ultimate
N iciency )

-___Battery storage -~ limits of performance for hybrid electric vehicles,
- Battery storage SAE Paper 2000-01-3099.

Figure 1: Power flow in the vehicle [2] Bram de JagerPredictive storage control for a class
of power conversion systems, Proceedings of the ECC 2003,
Cambridge, UK.

The engine torque is split between the mechanical drive line [3] M. Koot, J. Kessels, B. de Jager, M. Heemels, and
and the alternator. The alternator torque depends on the elec-P. van den BoschEnergy Management for Vehicle Power
tric power drawn from it. Nets, Submitted to the ACC 2004, Boston, USA.

The power flow in a conventional vehicle with an alternator
and a battery can be represented according to Figure 1.
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1 INTRODUCTION

The pulleys of a pushbelt or chain type CVT are actuated ax-
ially to adjust transmission ratio and to apply slip-preventing
belt clamping force. In conventional CVTs this is done us-
ing hydraulics. Hydraulic losses are however substantial. To
reduce the energy consumption, a electro-mechanical CVT,
as shown in Figure 1, is developed. This system has the
advantage that only mechanical power is needed when the
CVT is shifting or the clamping force is changed. Another
advantage is that the CVT transmission ratio and the clamp-
ing force can be set independently.

For simulation, control design and testing, a multi-body
model of this system is implemented in Adams software.
The main part of the model is the ariator, which is discussed
in the next section. The model also incorporates friction

losses in bearings, gears and spindles. Furthermore elec-

tromotor models and some characteristic properties of the

driveline are implemented, such as engine data and a torque

converter.

Primary
pulley

Secondary
pulley

Figure 1. Alternative Variator Actuation concept

2 MULTI-BODY MODEL

The belt is not implemented as a multi-body system. This
would introduce many degrees of freedom, and simulation
would be very slow. The coupling between the primary and
secondary pulley is implemented using a velocity controller
and is represented in Figure 2. The maximum torque that
can be transmitted depends on the clamping force between
the sheaves and the belt. Experiments show that, when

“Tont * Tbem TD’ wv
IC engine
Tou ‘ ‘ T, @,
—>> Wheels

Figure 2: Variator implementation

maximum belt torquél;.;¢, a realistic variator behavior is
obtained.

The clamping forces between the belt and pulleys are calcu-
lated using the model by Kobayashi, presented in [3]. This
model gives an insight on the tensile and compressive forces
acting within the bands and between the blocks of the belt.
Transient variator models like Ide’'s model [2] or Shafai's
model [4] state that there is a damping force relative to the
shifting speed. This damping is implemented on the move-
able pulley sheaves.

3 RESULTS

The model presented shows a very realistic behavior. Sim-
ulations show very low power consumption of both electro
motors during FTP and NEDC driving cycles in compari-
son with a conventional CVT. By decoupling the ratio and
clamping force control, a high actuation performance with
a high closed loop bandwidth and a small steady-state error
can be obtained.

References

[1] B.Bonsen, TW.G.L. Klaassen, K.G.O. van de Meer-
akker, P.A. Veenhuizen and M. Steinbuch, Analysis of slip
in a continuously variable transmission, in Proc. of Imece
2003, Washington USA, 2003

[2] T.Ide, A. Udagawa, and R. Kataoka, A dynamic re-
sponse analysis of a vehicle with a metal V-belt CVT, in
Proc. of the 2nd Internat. Symp. on Advanced Vehicle Con-
trol (AVEC94), vol. 1, pp. 230235. Tsukuba, Japan, 1994.

[3] D. Kobayashi, Y. Mabuchi and Yoshiaki Katoh, A

Study on the Torque Capacity of a Metal Pushing V-Belt
for CVTs, in SAE Technical papers, nr. 980822, 1998

[4] E. Shafai, M. Simons, U. Neff, and H.P. Geering,
Model of a continuously variable transmission, in Proc. of

torque is transmitted, there is always slip between the belt the 1st IFAC Workshop on Advances in Automotive Con-
and the pulleys [1]. By saturating the control torque on the trol, pp. 99107, 1995.

41



Book of Abstracts

23rd Benelux Meeting on Systems and Control

Variance analysis of frequency response function measurements using periodic
excitations

T. D’haene (1), R. Pintelon (1), J. Schoukens (1), E. Van Gheem (2)
Vrije Universiteit Brussel, dept. ELEC(1), META(2) Pleinlaan 2, B1050 Brussels, Belgium
email: Tom.Dhaene@vub.ac.be

I. INTRODUCTION

The influence of disturbing noise and non-linear distortions
on frequency response function (FRF) measurements using
periodic excitations has been studied in detail in the
literature[ 1,2,3]. A variance analysis method (1) has been
developed [4] that allows to detect and quantify the non-
linear distortions G¢ and the disturbing noise N . Here the
device under test is excitated with an odd random phase
multisine with a random harmonic grid. P consecutive
periods of the steady state response are measured and this
experiment is repeated for M different realisations of the
phases of the multisine. This results in the following
sample variances:

-2 2 2
0G,1 » 0g/M+0,/MP
5 ) 1)
GG.2 — 0,/ MP
2 [m, p] 2 [m]
where 0, =var(Ng '), 0g = var(Gg "), for m = 1,..,M and
p=1,.,P

However in the presence of non-synchronous periodic
disturbances NEm’p ! such as the 50Hz mai?s and its
harmonics it has been observed in [5] that o ; can be

smaller than 62G' » and hence 6§<0 , which is an undesired
property.
Il. THE VARIANCE ANALYSIS PROCEDURE

In this paper the variance analysis (2) is generalised to
detect and quantify the following non-stationary
disturbances: (i) non-synchronous periodic signals, for
example the SOHz mains and its harmonics, and (ii) non-
stationary behaviour of the device under test, for example
phase or frequency modulation.

.2
0G,1 — oé/M+ oj/MP + ctz/MP2

.2

6.2~ O/ MP+ 0./ MP )

2
n

~2
g3 = OW/ MP+ 0./ MP+0./ MP

where 6§ and 6ﬁ are defined in (1) and with

Gtz = var(NEm’p])

lll. SIMULATION

In this simulation, we consider a system with a third order

This work is sponsored by the Fund for Scientific Research
(FWO-Vlaanderen), the Flemish Government (GOA-IMMI) and
the Belgian Program on Interuniversity Poles of Attraction
initiated by the Belgian State, Prime Minister's Office, Science
Policy programming (IUAP V/22).
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non-linearity in the presence of disturbing noise and 2
different non-synchronous periodic components:

V(1) = 2(8) + 0.12(1)° + sin(21f, 1) + sin(21,1) + 0.01n(r)  (3)
with P =50, M =5, f =500Hz, f, =2300Hzand n(;)
normally distributed white noise.

10

—20+

Amplitude (dB)

—50F

—-80
10

10°
Frequency (Hz)

FIG. 1. The top blue line: the best linear approximation of the
system, the dotted line: 6 , , the +: 05 3. the *: G |

This simulation shows that even for large values of the
number of periods P, 626’ , becomes larger than 626' | inthe
neighbourhood of the frequencies f; and f,. Due to these
frequencies the estimate 6; (1) would be negative,
although the significant presence of the non-linearities. The
contribution of this paper is to overcome this problem via
the generalised variance analysis (2).
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Abstract - For accurate testing of analog-to-digital converters
(ADC), the spectral purity of the input signal is utterly
important. This paper describes a method to create very pure
signals, such as sine waves, dual-tones or multi-tones, using only
power measurements. The signals are generated with an
arbitrary waveform generator (AWG). Any unwanted spectral
line is removed, independent of its exact origin. This allows to
apply the correct signal to the ADC under test, even if the signal
source is not perfect or is followed by filters or amplifiers with a
small non-linear distortion. Measurements are used to
demonstrate the capabilities of the method.

I. INTRODUCTION

Signal generators are imperfect devices. Besides the
wanted spectrum, unwanted spectral contributions appear and
the generated spectrum becomes non-ideal. This is especially
true if the generator is followed by filters, amplifiers,... In
those cases, the difference between the exact spectrum
required to excite the analog-to-digital converter (ADC) and
the one actually applied can be unacceptable large. These
unwanted spectral contributions make it very difficult to
measure the response of an ADC properly.

The method described in this paper corrects distorted
spectra. The input spectrum of the used AWG is modified to
cancel out every undesired spectral peak in the signal applied
to the ADC under test. This is possible because a well
designed AWG is mainly linear.

Measurements are performed with a spectrum analyzer,
which both has a very low noise floor and can work at higher
frequencies, allowing the compensation of very small
harmonics. This is also an advantage from metrologic point of
view, since the operation of an ADC is very similar to an
AWG and may contain common flaws, whereas a spectrum
analyzer is based on a totally different working principle.

II. PROPOSED METHOD

The method to obtain compensation is very simple and will
be explained in detail in the presentation. It requires no
modelling, only measurements and very few assumptions are
made.

III. MEASUREMENTS

The first example is the creation of a pure sine wave. The
AWG used 4096 points and a sample frequency of 10 MHz.
For this example, line 30 was excited, which results in a sine
wave with a frequency of 73,242 kHz. To determine the
phase, seven recursions were used. For the amplitude and
gain, only 5 recursions were necessary. The results (see figure
1) show that unwanted spectral lines, including the one at DC
are all suppressed by at least 80 dB.

43

before correction

M

"H‘x\ )“‘\

I
‘/\ M\‘“\"”ﬂ‘ W
I v

by
| W‘H“T"U"“‘W T MW I
-120 !

| M
‘u‘uh

‘/uu

m”‘\‘ \\N M “\/*‘M

I
) /WW‘
-100¢ il

i

U

jg

-140

3 4
Frequency (Hz)

after correction
20

9

Tt Ml
»\\ m n‘\\w\w W fin
f

[

[
M‘m ‘M h ﬁ“y‘,“b‘/y Q) ”MJ"“N‘/MW‘\‘ ‘W'\ ‘ ‘ w\'\‘V\A‘H M VM\M
-100 — V ‘v il i

|
| ‘Jw "
T

p
|

2 3

4
Frequency (Hz)

Fig.1 Spectrum of a generated sine wave before and after correction (o : lines

to which correction was applied)
ACKNOWLEDGMENT

This research was supported by a grant of the Flemish
Institute for the improvement of the scientific-technological
research in industry (IWT), the Belgian National Fund for
Scientific Research, Flanders, the Flemish government
(GOA_IMMI), and the Belgian government as a part of the
Belgian program on Interuniversity Poles of attraction (IUAP-
5/22) initiated by the Belgian State, Prime Ministers Office,
Science Policy Programming.

REFERENCES

[1] Rabijns D., G. Vandersteen, W. Van Moer, Y. Rolain and
J. Schoukens, “Creating spectrally pure signals for ADC-
testing”, IMTC 2003 Conference proceedings, Vail, USA,
2003



Book of Abstracts

23rd Benelux Meeting on Systems and Control

Fast Measurement of Quantization Distortions in DSP Algorithms

Johan Paduart, Johan Schoukens, Yves Rolain
Vrije Universiteit Brussel, dep. ELEC, Pleinlaan, 2 1050 Brussels, BELGIUM e-mail: johan.paduart@vub.ac.be

1. INTRODUCTION

Digital Signal Processing systems have the advantage of
being flexible compared to analog circuits, but they
introduce calculation errors. These errors induce a non ideal
behaviour of the output like the presence of quantisation
noise, limit cycles, chaotic and even nonlinear behaviour.
Therefore it is necessary to check for the presence of these
effects and to quantify them in order to be sure that the
design specifications are still met. A single experiment
showing and quantifying all errors at the same time is
possible by applying a multisine with well chosen
amplitude spectrum instead of using single sines. The
amplitude of the multisine can be composed in such a way
that the RMS value of the multisine is about the same as the
RMS value of the expected input signal of the system, in
order to have a realistic idea of the level of nonlinear
distortions that will arise in later use. At the unexcited
frequencies of the multisine, the nonlinear behaviour at the
output of the DSP system will be detected. Moreover, by
looking at variations in the output from one period to
another, also the presence of a chaotic/quasiperiodical
contribution will be seen.

Il. DSP ERRORS

A fixed point DSP system will be used to illustrate the
results. The advantages of a fixed point representation in a
DSP system are well known, however, there are some
serious drawbacks: finite precision and finite range for the
internal representation of the processed samples. A lowpass
filter, implemented in Direct Form II with 16 bit
accumulators and 8 bit memory and with respectively 4 and
2 bits headroom serves as an example. The different kinds
of distortion can be detected and quantized:

- Truncation errors of the filter coefficients

Best Linear Approximation — Rounded and Floored
T T T T T T e
—< Rounded
—t— Floored

Transferfunction [dB]

10 20 30 40

50 60 70 80 920 100
Frequency

FIG. 1. Distortion of the transferfunction due to pole dislocation

It is obvious that the truncation method of the filter
coefficients has an influence of the realised transfer

This work was supported by the FWO-Vlaanderen, the Flemish community
(Concerted action ILiNoS), and the Belgian government (IUAP-V/22).

function. (FIG. 1.)

« Finite Precision Distortion

The level of nonlinear distortion components at the output
due to the finite precision of the arithmetic and storage
operations can be investigated from the same data (FIG. 2.),
on the non excited frequency lines of the applied multisine.

- Finite Range Distortion

The two approaches that can be used to deal with the finite
range (two’s complement overflow and saturation) are
compared

Finite precision distortion (Floored) Best Lin. Approx. — Saturation / Overflow
5

Non Excited Even Lines *  Saturation

% * Excited Lines O ideal
%
10 % ©_Non Excited Odd Lines +_Overflow

Output Amplitude [dB]
Transferfunction [dB]
X
N

0 50 100 150 200 250 o 20 40 60 80 100
Frequency Frequency

FIG. 2. Finite precision distortion and overflow methods

The simulation clearly shows heavy distortion of the
transfer function in the case of two’s complement overflow
(FIG. 2.), while the distortion in case of saturation is much
smaller.

. Chaos

Chaotic behaviour can occur with two’s complement
overflow when no special precautions are taken concerning
the filter coefficients [S]. For high order systems, the
analysis is not simple. Quasiperiodical solutions can be
detected by comparing successive periods of the output of
the multisine.
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In the industrial practice, a controller for a real-life
system Gy is generally designed using a model G of
G identified using data collected on the true system.
When designing the identification experiment, the
control engineer generally faces the problem of making
a trade-off between its desire of obtaining as much
information as possible about the true system by using
a very long identification experiment and a very power-
ful input signal, and the economical constraint asking
her/him to reduce as much as possible the costs of the
identification by keeping this identification short and
by exciting Gy with a low power signal. In this paper,
we propose an elegant solution to that problem of
trade-off by determining the least costly identification
experiment for control. The least costly identification
experiment for control is here defined as the experiment
on Gy (with a fixed length of measurement data) where
the input signal w(t) is the one whose total power
P, (ie. P, = (1/27) [ ®,(w)dw) is minimized under
the constraint that the identification still delivers a
model G sufficiently close to Go for the controller C
designed with G to stabilize and to achieve sufficient
performance with (Gy. The desired performance on
Gp will be expressed by magnitude bounds on one
(or several) closed-loop transfer functions of [C' G]
(Ho performance constraints). Note that, to remain
brief, we will focus on the design of the input signal
u(t), given a fixed data length, since this variable is
generally the variable considered in experiment design.
However, our results can be easily extended to the
design of the shortest identification experiment for
control, given a fixed wu(t).

In this abstract, we thus propose a new framework
in order to design the identification experiment when
the model has to be used for control. This framework
consists of designing the cheapest identification ex-
periment (i.e. the experiment with the less powerful
input signal) to ensure that the identified model
delivers a satisfying controller for the unknown true
system. This framework is a novelty since the optimal

Gérard Scorletti
LAP ISMRA, Caen, France

Michel Gevers
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identification experiment had been until now defined as
the experiment for which a measure of the performance
degradation between the loops [C' Go] and [C' G] was
minimized under a constraint on the power of w(t).
Multiple examples of such an approach can be found
in the literature. The major difference between the
framework developed until now in the literature and
our new framework is that, in the first, the authors
seek the best performance with C for a given cost
of the identification while, in the latter, we seek the
minimal cost for the identification to obtain the desired
performance with C.

Due to the novelty of the framework, the existing tech-
niques for the design of an identification experiment
were not appropriate for the design of the least costly
identification experiment for control. Consequently, be-
sides the contribution related to the definition of this
new framework, a second (more technical) contribution
is to propose a methodology in order to determine the
least costly identification experiment for control (and
more particularly the input signal corresponding to this
identification experiment). This methodology consists
of two distinct steps. In a first step, we determine how
far the true system Gy may be from the identified model
G for the G-based controller C' to be still a satisfying
controller for GGyg. The second step is then the actual
design step. Indeed, in this second step, we design the
identification input signal «(¢) with the minimal total
power P, such that, at a self-chosen probability level,
the obtained modeling error is smaller than the larger
admissible error determined in the first step.
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1 Introduction Ho, whereas the numerator @f is the likelihood function

evaluated at the ML estimator 6éfunderH;. Hg is to be re-
Functional magnetic resonance (fMRI) studies intend to an- jected if and only ifA > g, wherelq is some user specified
swer neuroscience questions by statistically analyzing a set nreshold. The false alarm rae is given by the probability
of acquired images. Thereby, the aim is to determine those that the test will decidél; whenHy is true. Thedetection
regions in the brain image in which the signal changes upon ate R, is given by the probability that the test will decide
stimulus presentation. Although MR data are intrinsically  H, whenH; is true. It can be shown that, asymptotically, the
complex valued, most tests are commonly applied to magni- test statistic 21 possesses a chi-square distribution with
tude MR images, because these images have the advantaggyegrees of freedom whety is true. This allows one to de-
to be immune to incidental phase variations due to various termine the proper threshold needed to achieve a deBired
sources. A consequence of transforming the complex valued \ye considered the problem of testing whether the response
images into magnitude images is a change of the probability f 3 magnitude MR data set of sample size\ to a known
density function (PDF) of the data under concern. Whereas (eference functiom — (r1,...,rn)7 is significant. The noise-
complex data are Gaussian distributed, magnitude data are |ess magnitude data set was assumed to be described by the
Rician distributed [1]. Nevertheless, tests applied to magni- N x 1 deterministic signal vector:
tude data generally rely on the (false) assumption of Gaus-
sian distributed data. If the signal-to-noise ratio (SNR) of z=al+br 3)
the data is high, this may be a valid assumption since the Ri-
cian PDF tends to a Gaussian PDF at increasing levels of the
SNR. However, at low SNR, the Rician PDF significantly
deviates from a Gaussian PDF. In this paper, we propose a
Generalized Likelihood Ratio Test (GLRT) for magnitude
fMRI data that fully exploits the knowledge of the Rician
PDF.

with 1 anN x 1 vector of ones. Hence,is a constant base-
line on which a reference functianwith amplitudeb is su-
perimposed. In the absence of activityequals zero, such
thatz= al. The hypothesis thdit= 0 (Hp) is tested against
the hypothesis thdt # 0 (H1).

3 Results

2 The Generalized Likelihood Ratio Test Extensive Monte Carlo simulation experiments were set up

to test the performance of the GLRT. Thereby, the offset
as well as the amplitude of the reference function was es-
timated using ML estimation [2]. Experiments were run for
various reference functions, for various values of the SNR
and for various values dfl. The results reveal that, for a

Letm= (my,..., rnN)T be a magnitude data set of which the
joint PDF depends on the vect® = (6y,...,6¢)" of un-
known parameters. Suppose that we wish to test the com-
posite null hypothesis:

Ho: 01 =60, .6 =60,6:1, 6k (1) fixed false alarm rate, the proposed GLRT outperforms ex-
where?, ..., 60 are known and, .1, .., 6 are left unspec- isting statistical tests applied to magnitude MR data in terms
ified, against the alternative composite hypothesisinder of detection rate.
which all parameter8s, ..., 6 are left unspecified. The gen-
eralized likelihood-ratio (GLR} is then defined as follows: References

sup L(6q,---,6c;m) [1] A. Macovski, Magnetic Resonance in Medici36,
61,6 -
o SUka (6,60, 641, ,6;M) [2] J. Sijbers, A.J. den Dekker, E. Raman, and D. Van
150

Dyck, International Journal of Imaging Systems and Tech-
where the denominator dfis the likelihood function evalu- nology10(2),109-114, 1999.

ated at the Maximum Likelihood (ML) estimator éfunder
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1 Introduction

When primates track a moving visual stimulus, they com-
bine two different types of eye movements to orient their vi-

mining the amplitude of catch-up saccades. We confirmed
that both PE and RS were used in single-peaked saccades
programming. In contrast, for double-peaked saccades, the
first part of saccadesd(np,) presented a better correlation

sual axis: smooth pursuit and catch-up saccades. Saccadesyith PE whereas the second pattfip.) presented a better
are rapid eye movements that can reach velocities as high ascgrrelation with RS:

500°/s. They allow to orient the fovea (the highest acuity
zone of the retina) to the target. They are controlled without
any visual feedback, because the visual delays are too long
compared to their duration. Smooth pursuit is characterized
by slower movements. They can reach maximum velocities
of 50°/s and allow to track a moving visual target. In con-
trast with saccades, they are controlled by continuous visual
feedback.

Horizontal catch-up saccade have been studied in details.
Their programming uses both information about position
error (PE) and retinal slip (RS)[1]. Visual tracking in two
dimensions (2D) allows to better assess the interaction be-
tween position and velocity errors by exploring different ori-
entations of PE and RS vectors.

2 Methods

We measured 2D eye movements in 7 human subjects
(search coil technique).

Control trials were composed of 2 fixation periods (dura-
tion [700..1300ms]). The first position of fixation was at the

center of the screen, and the second position was randomly

chosen in a 20 sided square.

Each double-step-ramp trials started with a 2D Rashbass
step-ramp stimulus (velocity [10..23], direction [0..36€],
duration [600..1100ms]) [2]. This was followed by a second
step-ramp of the target (duration, [500..700ms]). Both the
direction of the position step (PS, [-10.°Jpand the veloc-

ity step (VS, [-40..40/s]) varied randomly in 2D. We ana-

lyzed the first catch-up saccades after the second step of the

target.

3 Results

We could divide the data in two categories of catch-up

Amp, =0.80 % PE +0.06 * RS, R =0.94,n = 1555,

Rpr = 0.90,
Rps = 0.63,
Amps = 0.21 % PE+0.10% RS, R =0.91,n = 1555,
Rpp = 0.57,
Rpg = 0.85.

Thus, double-peaked saccades illustrate that PE and RS are
not necessarily integrated simultaneously in catch-up sac-
cades programming.

In order to show such asynchrony between PE and RS for
the single-peaked catch-up saccades, we studied their cur-
vature. The curvature of control saccades, defined as the
angle between the initial and final saccadic orientations, de-
pended on the global saccadic orientation. The catch-up sac-
cade curvature was modulated by the relative orientation of
PE and RS around control values. More precisely, the angle
between the initial and final saccadic orientations depended
linearly on the anglé between the orientations of PE and
RS. This dependence was greater when RS increased. For
saccades oriented in the upper-right quadrant, we obtained:

Curv = —29.75,
Curv = —28.2+0.08 x 0,

controls,n = 657,
RS < 20°/s,n = 656,

R=0.21,
Curv=-23.74+029%6, RS >20°/s,n=>572,
R =0.53.

In conclusion, the combination of position error and retinal
slip allows the saccadic system to accurately catch a moving
target even when these signals are not synchronized. This
difference in timing suggests different neuronal pathways
for the processing of PE and RS.
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1 Introduction

In man, blood vessels are lined by a thin layer of
endothelial cells. Regulation of endothelial cell division is
one of the numerous functions of the protein transforming
growth factor-B; (TGF-B;) [1]. Recent experimental
findings suggest that endothelial cells become insensitive
to TGF-B, at an advanced age, which might explain the
endothelial malfunctioning in various cardiovascular
diseases, e.g. atherosclerosis. Computational modelling can
contribute to our understanding of these physiological
processes. Nowadays, most biological computer models
consist of highly non-linear differential equations due to
so-called sigmoid functions in signalling pathways and
enzyme processes:

v

f(x) = ——— i

(= ()
with x [in M] the substrate concentration; K [in M] and v
are the “half-maximum” concentration and the so-called
cooperativity coefficient, respectively. However, little
experimental data confirm the sigmoid curve’s exact shape
and data is lacking to determine K and v [2]. For high v-
values, sigmoid functions show switching behaviour,
which can be modelled as a two-step piecewise constant
system. Replacing the non-linear sigmoid function with
linear equations makes the system more suitable for
analysis, e.g. reachability and stability [3]. On the contrary,
the change from a non-linear system to a piecewise system
could result in approximation errors. We show in this
paper that a 2-step abstraction approaches the sigmoid
function in a biological model very well for high v-values
(v > 10) and is still reasonable at lower v-values.

2 Model

The TGF-B; pathway consists of wvarious interacting
concentrations, which are assumed to be homogenously
distributed in the extracellular compartment (LTGF-f; and
TGF-B;) and cytoplasm (R-SMAD and mRNA) of the
endothelial cell. An inhibiting substrate (I-SMAD) is
located in the nucleus of the cell, which shuttles into the
cytoplasm as soon as the TGF-f,; activation is sufficiently
high to exceed a threshold. The dynamics of the
concentrations were described with five ordinary
differential equations that contain both a positive and a
negative feedback; the shuttling of I-SMAD is modelled
with a sigmoid function and as a 2-step piecewise constant
function:
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X = Ax, 2)
-k, 0 0 0 ks |
k, -k, 0 0 0

A=| 0 k, -—ky-ksx,) O o[, 3
0 0 ky kg O
|0 0 ky 0 —kg|

with x= [LTGF-B,,TGF-B;,R-SMAD,I-SMAD,mRNA]".
The parameter ky4(x4) is in the non-linear model simulated
as a sigmoid function (Eq. 1), multiplied by a maximum
rate constant, k.. The 2-step piecewise constant
approach is described as follows:

0 forx, <K
k forx, >K’~

max

k4(X4)={ )

with K [in M] is the threshold concentration.

Simulation

Normalised concentrations were used. Multiple simula-
tions were performed with both models by varying the k-
values between 0 and 1, because no physiological relevant
values could be obtained from literature. Furthermore, the
v-values of the non-linear model were simulated between 1
and 100. At t = 0, LTGF- B, was set to one, the other
concentrations were initially zero. The time-concentration
plots from all simulations of both models were compared
to each other.

3 Conclusion

For high v-values (> 10), the non-linear model and the
piecewise approach show good resemblance. However, for
lower v-values, the piecewise graphs deviate slightly from
the non-linear system. Therefore, we propose to substitute
the 2-step piecewise constant for an n-step piecewise affine
system for lower v-values. Moreover, we will perform
stability and reachability analysis of these piecewise
systems in future studies. In conclusion, a piecewise
approximation of a non-linear biological pathway is a
plausible alternative for high v-values.
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Abstract

In previous works, the modelling of CHO cells during the
growth phase has been obtained by performing a Metabolic
Flux Analysis on a given metabolic network (Fig. 1) suppo-
sedly governing the growth machinery.
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F1G. 1: Metabolic network for the growth phase.

Then the metabolic network was translated into a set of
macro-reactions :

Glucose — 2 Lactate
Glucose — 6 CO,
Glutamine —  Alanine+2 CO, + NHy
Glutamine —  Lactate+2 CO, +2 NHy
Glutamine —  5CO,+2 NHy
Glucose + 3 Glutamine —  Purine+2 CO, + NH,
Glucose + 2 Glutamine —  Pyrimidine +2 CO, + NHy
by first deducing the so-called elementary flux modes. From
there a classical model was elaborated and used to obtain
simulation results.

The main idea in this contribution is to use the same
methodology for the apoptose phase. A metabolic network
(see Fig. 2) is proposed for modelling this particular stage of

the cell life. Then a Metabolic Flux Analysis is performed
and the elementary fluxes related to the apoptose phase
are computed. Subsequently, the set of macro-reactions
corresponding to the apoptose phase is deduced :

Lactate — 3 CO;
Alanine — 3 CO, +NH,
Glutamine — 5 CO, +2 NHy

The transition between the two phases is described by
smoothly switching between the two metabolic networks
and the two corresponding models. The results are presented
in Fig. 3
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Abstract

The three basic processes in the cement manufacturing
industry are preparing the raw material mix, baking the
raw materials and grinding the final product. Of these three
processes, the burning process is the most important and
the most difficult step. Indeed the quality of the cement
produced is essentially determined by the temperature in
the kiln where the raw mix is transformed in clinker.

The clinker burning process is a very complex dynamical
process due to the heat exchanges and the series of
chemical reactions taking place therein. The complexity of
the phenomena makes the process quite misunderstood and
the cement kiln complicated to control. A dynamic model
of the cement kiln can therefore be very useful to
understand its behaviour in more details and to design
more sophisticated control strategies.

In the literature, few dynamic models of the cement kiln
are proposed. The models of Blumberg [1] and Spang [3]
are quite complete and are both based on the work of
Lyons [2]. The partial differential equations used by Spang
[3] are very similar to those of Lyons [2] but the author
adds a dynamic model of the flame. In order to reduce the
computational load, simplifying assumptions have been
made. On the other side, Blumberg’s [1] model takes more
phenomena into account but represents the kiln by a finite
number of sections. This representation leads to formulate
the model equations in a finite-difference form rather than
by a set of partial differential equations, ordinary
differential equations being easier to solve.

In this contribution, the dynamic model of Spang [3] is
chosen and studied. The computational power now
available allows the use of a more complicated model. The
structure of the model is therefore modified on the base of
Blumberg’s work to take more phenomena into account
and incorporate time-varying parameters. The partial
differential equations describing the model are
implemented using the method of lines.

Several simulations have been performed for different
loading conditions and values of the parameters. The
results give interesting informations on the general
behaviour of the kiln and on the input/output relations.
Potential control and measured variables can also be
chosen from the simulation for control purpose.
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1 Introduction

At Eindhoven University of Technology a project has been
started to build a combined DC/RF accelerator. The RF ac-
celerator cavity is an RF coupled resonant structure which
creates a longitudinal electric field of standing waves (along
the axis of the cavity). A pulsed laser is used to create a
short bunch of electrons. For optimal acceleration the elec-
trons must be created at the right phase of the RF field. In
order to achieve this the laser pulses have to be synchro-
nized to the RF signal. The RF cauvity is filled with energy
by a pulsed klystron tube (which is an RF amplifier just like
for instance a magnetron). To create an RF power pulse the
power input of the klystron tube is pulse modulated. The
modulator creates a pulse of approximate\WA¥ with a
duration of 4«s. The RF power pulse at the output of the
klystron has a peak power of approximatelyM@/.

2 Problem definition

Usually the modulator is designed to deliver a flat top power
pulse. In the setup which is built at Eindhoven University
of Technology a different approach is used. Instead of using
a modulator creating a flat top pulse the modulator was de-
signed to create an “exponentially shaped” pulse. The rea-
sons for choosing an “exponentially shaped” pulse instead
of a flat top pulse are: Only one short electron bunch is
accelerated per RF power pulse (which consumes only a
very small fraction of the power) so there is no need for a
constant output power. The modulator becomes very com-
pact because it contains less large high voltage and high
power components. The modulator becomes more reliable
mainly because it contains less capacitors. The setup be-
comes cheaper.

The choice of an “exponentially shaped” pulse introduces
extra dynamics into the system. To evaluate the influence of

these dynamics on the performance of the system a thorough

identification of the non-linear system dynamics had to be
performed [1].

3 System identification and analysis

Though there are advantages, there are also problems con-

nected with using an “exponentially shaped” pulse to power
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the klystron tube. Firstly, the tube introduces a phase change

dwo

ve(t)
whered is the length of the tube andp is the input fre-
guency. This is caused by the changing electron spggyl
in the klystron. Since the RF accelerator cavity has an ex-
tremely small absorption bandwidth (a loaded quality factor
Q of 7000) the changing delay causes the cavity to be shifted
off resonance which means that the maximum RF field in the
cavity will be smaller.

o) =

The second effect is that because of the changing frequency
the phase of the RF field inside of the cavity will have a
small time-dependency which could increase the phase jitter
between the laser and the RF field inside the cavity. This
might spoil the stability of the accelerator.

The third effect is caused by the shape of the pulse itself.
Since the cavity has a very high quality factQr= 7000

it has a limited bandwidth which prevents it from reaching
its maximum (steady state) value. This also results in a de-
crease of the maximum RF field inside the cavity.

4 Conclusions

The overall decrease of the electric RF field inside the cav-
ity when using an “exponentially shaped” modulator pulse,
equals approximately 10% of which approximately 5% is
caused by the klystron output frequency change. The 5%
loss of electric field due to phase changes is actually much
less than the initial guess. This is caused by the relativistic
effect since it reduces the phase variations around maximum
(it can be seen as a saturation effect). The phase jitter is
slightly larger when using an “exponentially shaped” mod-
ulator pulse instead of a flat modulator pulse. The total time

jitter resulting from the phase jitter has a standard deviation

of approximately 3-10?fs. When using a flat top pulse
the standard deviation of the total jitter could have been ap-
proximately 25% smaller.
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Introduction piping -
The performance and operating range of centrifugal com- ()
pressors is limited by the occurrence of an aerodynamic in-
stability calledsurge. This instability can lead to severe compressor lenum throttles
damage of the machine due to large mechanical and thermal Ge—r b1 —
loads. A way to cope with this instability is active contrini. ” I
. . . . c (bs"
this approach, perturbations are fed back into the flow field 4,—,7

in order to modify the dynamics of the compression system.

Such techniques can extend the stable operating range t0- Figyre 2: Lumped parameter compression system model.
wards lower mass flows, which makes the compressor more

versatile. See also Figure 1. Furthermore it enables tlee saf

operation of the compressor near the surge point. Model validation

w ‘ — ‘ ‘ In order to validate the obtained model, simulation results
surge line ] are compared with experimental surge measurements. Fig-
' ure 3 shows that both the amplitude and frequency of the
surge oscillations are captured well by the model. Further-
more, a sensitivity analysis is carried out. This analysis p
vides measures for the relative importance of the various
model parameters. The results also form the starting point
for the analysis of the linearized model and the design of a

compressor

,/' throtles ] stabilizing feedback controller.
¢ 2522 10—
|
. . . . z'ﬁf\‘ AN /""‘\{l\h/
Figure 1: Compressor curve with unstable operating point. B 24 /‘. :{f /. /-\; /\il; 5 10° W(WW
e i
= \ I L
Compression system model 2 B
18 10°
The suggested approach is applied to an experimental com- e T T e T

pression system with a rated power2sf) kW. To describe
the dynamic behaviour of the examined compression sys- Figure3: Comparing simulations (
tem, the model suggested in [1] is used. The lumped param-
eter model is schematically shown in Figure 2. By introduc-
ing a dimensionless mass flafy pressure rise), and time
scalet, the following set of equations is obtained

- -) with experimental data (-).
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Abstract

Inkjet is an important keytechnology, both from
an industrial point of view and from an academic
research perspective. Applications of this technology
cover a wide range varying from printing applications,
the production of PolyLEDs, and the production of
biochips used for medical research, see e.g. [1] and
[2]. Each specific field of application has its own
performance requirements to the fluidjet printhead.
First, specifications in terms of timing, positioning,
and volume have to be met. Often, these criteria are
quite tight. For applications of Océ one can think
of an accuracy to be met in terms of fractions of
microseconds, micrometers and picoliters. Second,
requirements play a role concerning reproducibility in
face of aging, material variations, and the like. In the
future, these performance criteria become even tighter.
The requirements for future applications motivate
ongoing research into inkjet technology.

A typical design of a printhead comprises several
piezoactuated channels in parallel. Given a certain
design of these channels, the piezoactuators are
provided with pulses (wave forms), whose shape has
been the result of a design, such that the requested
drop on demand results. From a control perspective,
these designs amount to a passive control strategy. A
switch from passive to active control of a printhead
can break current boundaries that are associated with
this open-loop control: one can think of for example
higher jet-frequencies and drop-size modulation. To
make optimal use of abilities of active control, a
mechatronic redesign of the printhead is required. For
one, proper sensor functionality should be built in.
However, performing a redesign and application of
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control requires the availability of a suitable model.

At Océ, a number of models are available, two of which
are most important. The first one is an acoustic model
based on [3]. However, this model is inaccurate with
respect to the fluid-dynamics due to the simplifying as-
sumption that the printhead only involves acoustics.
The second model is a finite volume model in Flow-3D
([4]). A major drawback of this model is that it requires
large computational times. Since both models are not
suited for the redesign and control purposes in mind,
a new dynamical model is developed based on physical
insight. The results of these modeling efforts are pre-
sented and discussed. In the future, these insights will
be used for control and redesign of the ink-jet print-
head.
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This study aims at a deep parametric description of the open-
loop properties of an impact system: thedge billiard.

er

b

The model of a ball non-elastically bouncing on a sinu-
soidally vibrating table provides one of the simplest illus-
trations of a dynamical system exhibiting rich nonlinear
phenomena such as period doubling and chaotic behavior
(“bouncing ball” dynamics, see Holmes (1982) for a re-
view). This model uses open-loop sinusoidal excitement as
an input commanetabilizing several periodic motions, de-
pending on the vibration amplitude and frequency. Our aim
is to transpose these results to a more complex system based
on thewedge hilliard configuration (Lehtihet and Miller,
1986), see Figure 1: the ball moves in the plane (2D jug-
gling) under the action of a constant gravitational field and
undergoes collisions with two intersecting edges.

Figure 1: Wedge billiard.

this task, as Sternad et al. (2001) did previously with the
bouncing ball.

The complexity of the wedge billiard is intermediate be-
tween the 1D bouncing ball and the classical 3D juggling
skill (Sternad, 1999) — with the edges viewed as an idealiza- p j Homes The dynamics of repeated impacts with a sinu-
tion of the juggler’s two arms —involving some critical “jug- soidally vibrating table. J. Sound Vibration, 84(2): 173-189,
gling” constraints, such as synchronism of both hands and  1932.

spatial constraints (if more than one ball are juggled). P.J.

Beek and his team studied extensively the cascade juggling H. E. Lehtih_et and_ B. N. Miller. Numerical study of a billiard in
skill (see Post et al., 2000, and references therein) which is & ravitational field Phys. D, 21(1): 93-104, 1986.

typically characterized by these constraints. A. A. Post, A. Daffertshofer and P. J. Beek. Principal compo-

) nents in three-ball cascade jugglinBiol Cybern, 82(2): 143—
Recently, Sepulchre and Gerard (2003) studied closed-loop 52, 2000.

control of periodic orbits in the wedge billiard. We use here

an open-loop sinusoidal excitation of both edges to stabilize R- Sepulchreand M. Gerard. Stabilization of periodic orbits in
particular orbits. The bifurcation parameters are notonly the & Wedge billiard.  In42nd IEEE Conference on Decision and
vibration amplitude and frequency (as in the bouncing ball Control. Hawaii, 2003.

model) but also a critical parameter for the wedge system: D. Sternad. Juggling and bouncing balls: Parallels and differences
the angled (see Lehtihet and Miller, 1986). Phase-lag be- in dynamic concepts and tools$nternational Journal of Sport
tween the edges will also be investigated to select particular ~ Psychology, 30(4): 462—-489, 1999.

orbits.
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An experimental setup is currently built in our lab. It is Perform, 27(5): 1163-84, 2001,

based on a tilted air-hockey table ensuring a frictionless
puck motion. We will describe the technical features of this
setup and present some preliminary experimental results.

Our further research will be based on the human ability to
exploitthese open-loop stability properties when performing
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1 Introduction

In nature many examples of oscillating systems coupled into
a ring formation can be found. Such a structure is used to
explain the gaits of n-legged animals [1], and to model the
twining of plants [2] and rings of semiconductor lasers [3].
In this paper the cells are coupled unidirectionally, i.e. the
i-th oscillator is influenced by thé& + 1)-th oscillator for

1 = 1,...,N, and theN-th one is influenced by the first.
This way of coupling can be used to model a cyclic pursuit
strategy of robots. In [4] such a strategy is modeled without
the use of limit cycle oscillators. The present paper indicates
the stability properties of the equilibrium solutions.

2 System dynamics

Some simplifying assumptions are made in the construction
of the model. Each oscillator is assumed to exhibit a periodic
behavior when not coupled to other oscillators. Itis assumed
that these oscillators still behave periodically when coupled,
and that the only property that is influenced by the coupling
is the speed of the periodic motion of each oscillator. With

Dirk Aeyels
Technologiepark Zwijnaarde 914
9052 Zwijnaarde, Belgium
dirk.aeyels@ugent.be

permutation of a vector of the form

()

(ay...,am—ay ..., T —a),
—_——
m N—m

with m € {0,1,..., N} anda the solution ofma + (IV —
m)(mr — a) = 2xl, | € Z, corresponds to a phase lock-
ing solution. The solutions of interest are those of the form
¢ = (ZE,. .., ZE) L € Z. The solution withk = 0
mod 27 is called thesynchronized solution; the other so-
lutions are the so-calletlaveling wave solutions. The ve-
locity 2 with which such a phase locked group moves is
sin(%’“)K . The stronger the oscillators attract each other,
the faster they will move when the motion is a traveling
wave. If the oscillators synchronize, the group velocity
Q) is zero. This behavior is completely different from the
case in which the oscillators are bidirectionally coupled,
where(2 is zero for each phase locking solution and hence
does not depend oA'. Remark that in the original coordi-
nates the group velocity 8 + w. For coupling strengths

H H _ 2k 2nk

K > 0 the phase locking solutions = (=37,..., %)
with cos(2%%) > 0 are locally asymptotically stable.

H H _ (2mk 2k

For K < 0 the phase locking solutions= (%%~, ..., %7)

these assumptions it is possible to create a model where the with COS(%) < 0 are locally asymptotically stable.

state of each oscillator is represented by one scalar variable

0, the phase of the oscillator. The phase of tli¢h oscillator,
when uncoupled, evolves in time according to the differen-
tial equationéi = w;, 6; € S'. In this equationv; € R is

the natural frequency of the i-th oscillator; it indicates the
speed of the periodic motion. The phase of an oscillator can
be visualized as a point moving around on the unit circle.
When the oscillator is uncoupled, this point moves around
with a constant velocity. The system equations of the cou-
pled oscillators become

éi =w; + KSiII(9i+1 - 91‘)7
On = wy + Ksin(6, — 0n).

i=1,...,N—1,

The parametek is called the coupling strength ad is
the number of oscillators. For the sake of simplicity, the
interaction is implemented by a sine function.

2.1 ldentical oscillators

In the case of identical oscillators, all oscillators have the
same natural frequency. Call this frequency Define
the phase differences; = 6, — 6;_1, i = 2,...,N and

¢1 = 61 — Oy. Every vectorp = (¢1,...,¢n) thatis a
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2.2 Nonidentical Oscillators

If the oscillators possess different natural frequencies, phase
locking solutions exist as well. Assuming that= Q, Vi,
leads to an equation that has to be satisfied2byOnce a
value of(2 is obtained, the values of the phase differences
can be determined via (1). For very sm&llno phase lock-

ing solutions exist. It is only when the coupling strength
exceeds some threshold valkg, that phase locking solu-
tions arise . Similar to the case with identical oscillators, the
group velocity of the phase locked oscillators depends on
the coupling strength. Wheld gets very large, the behavior
converges to the behavior of a ring with identical cells.
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1 The wedge billiard system

The wedge billiard system is depicted on the Figure 1. A
point mass (ball) moves in the plane under the action of a
constant gravitational field. The ball undergoes collisions
with two intersecting edges, an idealization of the juggler’'s
two arms. In the absence of control, the two edges form a

S

Figure 1: The wedge billiard.

fixed angled with the direction of gravity. Rotational actua-
tion of the edges around their fixed intersection point is used
to stabilize one particular orbit of the uncontrolled system.
When uncontrolled, the wedge billiard is a rich dynamical
model leading to stabilization problems of various complex-
ity. It was realized in [2], [6] that the wedge billiard displays
a variety of dynamical phenomena as a function of the angle
0. Forf < 45°, the phase space exhibits stable and chaotic
behavior associated with periodic orbits of any period. For
0 > 45°, the motion appears completely chaotic. The value
0 = 45° is very special and leads to a completely integrable
system with a two-parameter family of unstable periodic or-
bits.

2 Stabilization problem

The stabilization problem under consideration is viewed as
a benchmark for theoretical investigations of impact con-
trol problems encountered in legged robotics. The difficulty

when studying these mechanisms comes from the underac- [6]

tuated and intermittent nature of the control.

Active stabilization of juggling machines has been ad-

dressed by [1], [3].[4], [7].

From a theoretical point of view, the stabilization of periodic

orbits through impact control is rephrased as the fixed point
discrete-time stabilization of the Poincar map. Hence our

56

, R.Sepulchre@ulg.ac.be

problem defines as the stabilization of a three-dimensional
discrete-time nonlinear system.

In [5], the problem of stabilizing a period-two orbit (as de-
picted on the left part of Figure 2) is addressed in the case
0 = 45°.

The present paper will address the stabilization of a period-
one orbit (see right part of Figure 2) for an arbitrary wedge
angle0°® < 6 < 90°.

45°1 452

Figure 2: Period-two orbit (left¢ = 45°) and period-one orbit
(right).
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1 Abstract

Recent years have witnessed an increasing interest in the in-
teraction between information flow and system dynamics.
It is further recognized that information and communica-
tion constraints may have a considerable impact on the per-
formance of a control system. The study of these topics
forms a very active area of research, giving rise to new con-
trol paradigms such agiantized control systemsetworked
control systemandmulti-agent (multi-vehicle, multi-robot)
systems

An important aspect of information flow in a dynamical sys-
tem is the communication topology, which determines what
information is available for which component at a given time
instant. We study the role of communication topology in the
context of multi-agent systems. Our interest in multi-agent
systems is motivated by the emergence of several applica-
tions including formation flying of UAVs (unmanned aerial
vehicles), cooperative robotics and sensor networks.

In the present work we consider a grouprofigents, not
necessarily identical. The individual agents share a common

namic agents to agree upon quantities of interest via a process
of distributed decision making.

An important feature of the present work concerns the broad
class of communication patterns that we consider. We al-
low for general, time-dependent communication patterns, not
necessarily bidirectional. Unidirectional communication is
important for practical applications and can easily be incor-
porated, for example, via broadcasting. Also, sensed in-
formation flow which plays a central role in schooling and
flocking, is typically not bidirectional. In addition, we do not
exclude loops in the communication topology. This means
that, typically, we are considering leaderless coordination
rather than a leader-follower approach. Finally, we allow for
time-dependent communication patterns which are important
if we want to take into account link failure and link creation,
reconfigurable networks and nearest neighbor coupling.

We present necessary and/or sufficient conditions on the com-
munication topology guaranteeing convergence of the in-

dividual agents’ states to a common value. These results
are, essentially, convergence results for infinite products of
stochastic matrices.

state space and each agent updates his current state based

upon the information received from other agents, according
to a simple weighted average rule. The mathematical model
of this multi-agent system is a linear time-varying system
in discrete time with a stochastic system matrix at each time
instant. Our aimisto relate the information flow and commu-
nication structure with the stability properties of this system.

The model that we consider encompasses, or is closely re-
lated to, several models reported in the literature. A promi-
nent and well-studied example concerns synchronization of

coupled oscillators, a phenomenon which is ubiquitous inthe .

natural world and finds several applications in physics and
engineering; see [3, 4] for a review and a historical account.
Another interesting example concerns swarming, a coopera-
tive behavior observed for a variety of living beings such as
birds, fish, bacteria, etc. In the physics literature, swarming
models are often individual-based with each individual be-
ing represented by a particle moving with constant velocity,
its direction of motion being updated according to nearest
neighbor coupling; see, for example, the papers [1, 5]. A
third and last example of multi-agent systems that fall within
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Abstract in higher dimensions. In the planar case some results are
obtained by explicitly using the geometry of the plane; in
In the last decade the study of hybrid systems has received higher dimensions this way out is no longer available.
considerable attention. Recently, a specific subclass of hy-

brid systems, so-called piecewise-affine hybrid systems, is In the talk we focus on one particular discrete mode of a
studied quite extensively. A piecewise-affine hybrid system hybrid system, and study the continuous dynamics in this
consists of an automaton, with at each discrete mode of the mode, described by an affine autonomous system on a poly-
automaton an affine system on a polytope, evolving in con- tope. First it is shown how the exit facets of this system can
tinuous time. As soon as the continuous state reaches the be recognized. Next, the state polytope is divided into three
boundary of the polytope, a discrete event is triggered, and parts: solutions that remain inside the polytope forever, so-
the automaton switches to a new discrete mode. There the |utions that leave the state polytope in finite time through one

continuous state is restarted and will evolve according to the
system dynamics of the affine system corresponding to the
new discrete mode. In every discrete mode, the dynamics

of the exit facets, and solutions that touch one of the bound-
aries of the state polytope. For affine systems of dimension
n = 2 (i.e. the planar case), itis shown how these sets can be

of the corresponding continuous-time affine system, and the
polytope on which this system is defined, may be different.

determined explicitly. Eventually, this leads to a subdivision
of the polytope into an invariant set (solutions that remain in
the polytope forever), and into several domains of attraction

In the analysis and control of hybrid systems, the problem ¢4 different exit facets.

of reachability plays an important role: is it possible to steer
the system in such a way that every state of the system can be
reached? A similar problem occurs in the problem of safety
verification, where one has to guarantee that some undesir-
able (unsafe) states are never reached while the system is in
operation. Unfortunately, the reachability problem is very
difficult to solve, in general.

One of the problems in reachability analysis of piecewise-
affine hybrid systems is the determination of the domain of
attraction of an exit facet. Given an affine system on a poly-
tope, the exit facets are the facets through which the state may
try to leave the polytope. Since leaving through a different
facet corresponds to a different transition in the automaton,
reachability analysis requires that for every element in the
state polytope, the corresponding exit facet is determined.
More precisely, for any pointin the state polytope, one should
check whether the state trajectory of the autonomous affine
system with this particular initial value, eventually leaves the
state polytope, and if that is indeed the case, the correspond-
ing exit facet has to be determined. It is exactly this problem
of characterization of the domains of attraction of the exit
facets that is the subject of this talk. In full generality this
problem is difficult to solve, and therefore we confine our-
selves to affine systems on polytopes of dimension 2, i.e.
to the planar case. It turns out that this situation is simple
enough to obtain useful results, and rich enough to gain some
understanding why the problem becomes far more difficult
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Abstract

The problem of constructing a control system realizing an
input/output map is one of the central problems of system
theory. The solution of this problem for the linear case
is well-known and exploited in various branches of system
and control theory. In this talk realization theory for linear
switched systems will be presented. The results are parallel
to those on classical linear systems, although the methods
used to derive them are substantially different.

1 Theframework of linear switched systems

A linear switched system is a switched system in the spirit
of [2] of the form

d
%x(t)

y(t)

Aq(t)ff)(t) + Bq(t)u(t)
Co)

whereq(t) € @, q(.) : [0, +o0) — Q is piecewise-constant,
Q ={q,-,qn} isthe set of discrete modes,is the state
spacel/ is the continuous input spacy,is the continuous
output space. The sels, ) andi{ are assumed to be vector
spacesandl, : X — X, B, : U — X,C,: X — Yare
linear mappings. The input function(.) : [0,4+00) — U

is assumed to be piecewise-continuous and bounded on any

bounded interval . Denote the state trajectory from the ini-

tial stater, under the inputi(.) : [0, +00) — U and switch-

ing sequencey = (q1,t1), -+, (qx, tx) € (Q X [0, +00))*

by zs(xo, w,u(.)) : [O,Z’f t;] — X. Define the corre-

sponding output trajectom: (xo, w, u(.)) : [0, Z'f ti]| =Y

by yggx?7w,u(l.))(t) = Cgrs(zo,w,u(.))(t) for t €

{ (01 220t L>1 g linear switched systems
[0, 1] =1

31 andXl; with identical continuous input and output spaces

and identical set of discrete modes are said timpeat/output

equivalent if ys, (0,w,u(.)) = ys,(0,w,u(.)) for all con-

tinuous inputsu(.) and switching sequences. Consider

the functiony : U1%+) x (Q x [0, +00))* — YI0:+)

where/[0:+>) stands for the set of piecewise-continuous

input functions and the sgtl®+°°) stands for the set of par-

tial mappings of typd0,+00) — ). A linear switched

system> is said to be aealization of y if ys(0,w,u(.)) =

y(u(.),w) for all input functionsu(.) : [0, +00) — U and

switching sequences. A linear switched systerh is said

to bereachable if Reach(X) = {x(0,w,u(.))(ty) | w =
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(q1:t1) -+ (ks 1) € (Q x [0, +00))*,u(.) € UOT)} =
X. A linear switched systent is said to beobserv-
able if (Vw € Q*,u(.) € UlO+>l ¢ ys(zy, w,u(.))
yg(wg,w,u(.))) — 11 = x4 for all T,y € X. A lin-

ear switched system is said to b#nimal if it is reachable

and observable. Two linear switched system are said to be
algebraically similar if the matrices of the one of the sys-
tems can be converted to the matrices of the other system by
means of a linear transformation between the state spaces.
This transformation is independent of the discrete modes.

2 Results

In this talk two separate but related topics will be discussed.
First, given a linear switched systeR) it will be shown
that there exists a linear switched syst&hy;,, such that
Ymin 1S Minimal and input/output equivalent . More-
over, any other minimal.” which is input/output equivalent

to X, is algebraically similar ta:,,,;,,. Second, given an
input/output functiony : U%+>) x (Q x [0, +00))* —
Yl0:+) necessary and sufficient conditions in termsyof
will be presented for the existence of a switched linear sys-
temX such thats is a realization of;. The proof of the suf-
ficiency also yields a minimal linear switched system which
realizesy.

References

[1] Bronistaw Jakubczyk. Existence and unigueness of
realizations of nonlinear system3.AM J. Control and Op-
timization, 18(4):455 — 471, 1980.

[2] Daniel Liberzon. Switching in Systems and Control.
Birkhauser, Boston, 2003.

[3] E.D. SontagMathematical Control Theory. Spinger-
Verlag, 1990.

[4] Zhendong Sun, S.S. Ge, and T.H. Lee. Controllability
and reachability criteria for switched linear systerasito-
matica, 38:115 — 786, 2002.

[5] H.Sussman. Existence and uniqueness of minimal re-
alizations of nonlinear systemblathematical Systems The-
ory, 10:263-284, 1977.



Book of Abstracts

23rd Benelux Meeting on Systems and Control

A Bayesian Approach to the Identification of Hybrid Systems

Alexander Lj. Juloski
Department of Electrical Engineering
Eindhoven University of Technology
P.O. Box 513, 5600 MB Eindhoven

The Netherlands
Email: a.juloski@tue.nl

Abstract

This presentation deals with a novel method of identifica-
tion of a class of hybrid systems. We consider the prob-
lem of identifying piecewise ARX systems of the form
y(k) = f(z(k)) + e(k) where

o7 <T> if 2 € Xy
o7 <51”> if © € X,

is a piece-wise affine map;(k) is a vector of regressors
consisting of time-delayed output and input measurements
z(k) = col(y(k —1),...,y(k —ng),u(k = 1),...,u(k —

np)). Here,X = |J;_, X; is a bounded polyhedron, and
{X;};_, is a polyhedral partition of’. Parameters,, and

n, and the number of modesare assumed to be known,
or decided upon and the noisés an i.i.d. sequence with
density functiorp,.

Given T' measurement$z(k),y(k)), £ = 1,...,T, the
identification problem consists of estimating the parameter
vectorsd;, fori = 1...s, and the specification of the re-
gions{X;};_, so that the measured data is explained by the
piecewise ARX model in a maximum likelihood sense.

To solve the above identification problem in a numerically
tractable way, we propose a Bayesian approach in which the
unknown parameter vectofs, i = 1,...,s, are regarded

as random variables with anpriori probability distribution
function (pdf) py, that is sequentially adapted as data be-
comes available. This yields a recursive identification pro-
cedure in which at each time stépthe likelihood that the
data point(xz(k),y(k)) belongs to mode is computed ac-

cording to thea priori pdfpé’f_l) obtained from the previ-
ous time step. The data pointk), y(k)) is assigned to the
mode with maximum likelihood which results in anpos-
teriori pdfpg,':). Repeating this scheme sequentially for all

data points yields parameter vectatseither as expected

1This research is financially supported by STW/PROGRESS grant
EES5173
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values or as maximum likelihood estimates associated with
the probability distribution functiorysg). A schematic rep-
resentation of the algorithm for the case= 2 is given in
Figure 1.

init: p,,(6,,0)

computation of

the a posteriori » Py (6,,K)
p.d.f.
maximum
(X Yi) likelihood
decision logic [
1 computation of
the a posteriori > Dy, (6, ,K)
p.d.f.
init: p,,(6,,0)

Figure 1: Schematic representation of pdf adaptation

Having the data points attributed to the modes, we apply
some standard clustering techniques from pattern recogni-
tion to obtain the region§X'}_;.

A numerically tractable implementation of this algorithm
makes use of ideas from particle filtering for the calcula-
tion of pdf's. We will discuss these ideas in the talk. Some
simulation results will be provided. We discuss advantages
and disadvantages of this method, and issues such as con-
vergence, region classification and region misclassification.

Figure 2 shows an example of a two-mode syster-(2)
with n, = n, = 1, T = 100 and with 200 particles in the
initial and final estimates, respectively.

Figure 2: Particle approximation to the initial (uniform) and final
pdf’s (red: particles opy, ; blue: particles ops,)
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1 Abstract

Many agricultural systems are influenced by weather con-
ditions. When controlling these systems, weather forecasts
can be of substantial importance, especially when anticipat-
ing control strategies are used [1]. Uncertainties in weather
forecasting then play an important role.

Weather forecasts can be divided in two forecasts ranges:
short term forecasts (up to 32 hours ahead) and medium
range forecasts (up to 10 days ahead). The short term fore-
cast only consists of a "best” forecast whereas the medium
range forecast consist of 52 independent forecasts with dif-
ferent scenarios.

A general framework is presented in which local weather
forecasts are updated using local measurements. Also
medium range forecasts can be updated using short term
forecasts by this framework. In this case all scenarios are up-
dated separately. Kalman filtering is used for this purpose as
assimilation technique [2]. Given short term weather fore-
casts from the Dutch weather agency Weathernews Benelux,
for location "De Bilt”, as well as the observations for the
same location, it is shown that the standard deviation can
be reduced for several hours ahead. This reduction depends
on the weather variable that is used. The results for 2 me-
ter temperature forecasts are presented in figure 1. For 2
meter temperature it is shown that assimilating short term
forecasts into medium range forecasts lead to a decrease of
the standard deviation up to 1 day ahead.
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A few years ago, the roads in Wallonie (Belgium) have

Météorologie) can be included in the model. Figure 2 shows

been equipped with meteorological stations that measure the comparison between G4 results and our Auto-Regressive

many meteorological data such as air temperature, subsur-
face temperature, road state, wind direction etc. The people
in charge of those stations would like now to exploit those
data in an intelligent way. Among possible applications is
the construction of an expert system which would act as a
computer-aided decision making tool to estimate the need
to spread salt on the roads to prevent the apparition of ice.
Our work aims at studying the feasability of such a project.

We focused on two precise problems :

1 Prediction of the temperature of the surface of the
road

A systematic study [1] has lead us to identify the best pos-
sible linear prediction models with respect to the avail-
able data. It appears that good prediction performances are
achieved when considering a 3 hours horizon. We expressed
our results in terms of RMSERpot Mean Sguare Error)
which is defined as follows:

RMSE =

Figure 1 shows the comparison between the RMSE of the
predictions given by the "Wing [@&€o0” (‘G4 predictions’)
and the RMSE of our Auto-Regressive models of order 9,
for the station of Berloz.

Berloz Station — 3 hours horizon

30 AN

251

RMSE (x0.1°C)
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Figure 1: Comparison between G4 results and AR results fora 3
hours horizon
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However, longer horizon prediction will only be possible
if weather forecasting from the IRM (Institut Royal de

models of order 5 for a 6 hours horizon, also for the station
of Berloz.

Berloz Station — 6 hours horizon
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Figure 2: Comparison between G4 results and AR results for a 6
hours horizon
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2 Nonlinear classifier

We also built a LS-SVM nonlinear classifier [2] that predicts
directly the state of the road (icy or not). The first major dif-
ficulty is the lack of data examples when ice is present (it is
quite a rare event compared to absence of ice). This could
lead us to bad results in classification. Our solution was to
reduce the number of events without ice by randomly se-
lecting a subset of these events, in order to obtain similar
numbers of the events of each of the two classes. The sec-
ond difficulty is that data do not explicitly mention whether
the absence of ice is natural or due to previous spreading of
salt. We then built a model which would try to estimate the
"initial” state of the road, that is the state which we would
observe without spreading any salt on the roads. This model
was based on the values of the surface temperature, the con-
gelation temperature, and the humidity of the road.
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Abstract

The modeling and forecasting of the load is currently an im-
portant area of quantitative research [5, 1]. The short term
modeling is usually applied on a daily basis on every ma-
jor dispatch center and by grid managers [4], and there exist
an important research literature where different methods are
applied with excellent results [6, 2]. A second important
topic is the characterization of the load in terms of its typi-
cal features, and the task is to extract this information from
the model in order to identify if a post can be assigned to
any of the categories of industrial, residential or business-
commercial customers.

Within the context of an applied research project, we have
developed a methodology based on traditional economet-
rics that can tackle the problem of individual load model-
ing using a vector auto-regression structure. By a simple
extension, this model can be used to identify the typical
daily shapes for each post after removing the seasonal and
weather effects. The set of all daily shapes computed in this
way can be used in a clustering exercise for a given set of
more than 200 available posts.

Each hourly load series is modeled by using a Periodic Au-
toregressive (PAR) model [3] consisting of a set of 24 equa-
tions, one for each hour of the day. Each equation con-
tains 48 lagged values of the load plus calendar variables
and temperature-related variables. The hourly periodicity is
captured by the coefficients of the system, leading to a di-
agonal structure that can be estimated using ordinary least
squares (OLS). In our setting, exactly the same specification
has been applied to all posts, obtaining different forecasting
performances for different posts. An example is given in
Figure 1.

Figure 1: out-of-sample hourly predictions (thick), confidence intervals
(thin) and true values (dashed) for a selected post over a period
of 96 hours.
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By usingY , as the collection of the 24 hourly values of
the load for dayl, the PAR model can be written in vector
formas®yY 4 =C +®1Y 41+ DY 40+ D3 X4+ €4.
After removing the exogenous effects of weather and calen-
dar information contained in the matriX 4 it is possible to
compute a convergence veclBi' = {®y — &, — ,} 1 C.

In our setting, this 24-valued vectd* can be interpreted

as the typical load daily shape for each post, cleaned out
from the seasonal and weather influences. By using all the
computed (and normalized) ™ in a kernel-based cluster-
ing exercise [7], several shapes categories can be identified
(Figure 2).

Figure 2: Identified Clusters based on Typical Shapes
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1 Introduction

The positioning performance of many controlled mechanical
systems, such as robots and optical disc drives, is limited by
the presence of dry friction. One possible strategy to tackle
this problem is model-based friction compensation [1]. In
this paper, friction compensation in a controlled one-link
robot using a reduced-order observer is studied. Since fric-
tion is generally velocity-dependent and controlled mechan-
ical systems are often only equipped with position sensors,
friction compensation requires velocity-estimation. Here, a
reduced-order observer is used for this purpose. Both the
case of exact friction compensation and non-exact friction
compensation is investigated. In case of exact friction com-
pensation, design criteria in terms of controller and observer
parameter settings guaranteeing global exponential stability
of the set-point are proposed. Moreover, in case of hon-exact
friction compensation it is shown that undercompensation
leads to the existence of an equilibrium set and overcom-
pensation leads to limit cycling. These results are obtained
both numerically and experimentally.

2 Friction compensation strategy

In figure 1, the friction compensation strategy incorporat-
ing the reduced-order observer and a proportional-derivative
controller is depicted schematically and is applied to a one-
link robot (inertia.J, positiong and friction torquer’).

L4
q .| Reduced |
m—Ff qlref observer

+—‘ q

u
+ PD [¢
+ controller |
1. Set-valued |
A . dry friction |~
rFy Fy model

Figure 1: Friction compensation strategy.

3 Exact friction compensation

In the case of exact friction compensation £ 1 in fig-

ure 1), conditions in terms of the controller and observer pa-
rameters are derived, which ensure global exponential sta-
bility of the set-pointg,..;. These conditions can be used
as design criteria for the friction compensation strategy as

64

proposed in figure 1. When these conditions are not satis-
fied an equilibrium set exists, possibly inducing a non-zero

steady-state error, and limit cycling may occur both destroy-
ing high positioning performance. The equilibrium set is a

direct consequence of the set-valued modelling of the fric-
tion (modelling stiction) and the set-valued design of the

friction compensation.

4 Non-exact friction compensation

The case of non-exact friction compensation is studied by
introducing a scaled friction compensation rule (with scaling
parameter-). It is shown that undercompensation € 1)
leads to the existence of an equilibrium set (non-zero steady-
state error) and overcompensatior{ 1) induces limit cy-
cling. These results are obtained both numerically and ex-
perimentally, see figure 2. Moreover, the equilibrium set in
case of undercompensation can be reduced in size by tuning
the controller and observer parameters.

. = limit cycles (max. abs. valu
-+ = equilibria ,

000

D
~

q [rad]
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Figure 2: Experimental bifurcation diagram with bifurcation
paremeter-.

5 Conclusions

A friction compensation strategy for a controlled one-link
robot using a reduced-order observer is proposed. In case of
exact friction compensation design rules for the controller
and observer parameters ensuring global exponential stabil-
ity of the set-point are provided. Furthermore, in the case
of non-exact friction compensation it is advisable to under-
compensate the dry friction in order to avoid limit cycling.
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Abstract

Determining a vehicle position is a crucial task in many
environments: maritime, road, railway, aviation,
aerospace ... Indeed, position is the basic information
needed for vehicle guidance and security. Of course, the
required accuracy can differ from a few millimetres to
about ten metres depending on the aimed objectives.

To get information on the vehicle position, several
sensors can be used, such as GPS receivers, INS or radar
systems ... However, these measurements are subject to
errors, noises as well as to faults. For instance,
transmission interruption can occur due to obstacles. The
availability of several sensors results from a compromise
between precision and cost.

To improve accuracy, state estimation techniques have
been developed. They use a model of the vehicle
behaviour in relation with sensors to get the best position
estimates. However, such models are uncertain, as a
result from linearization, time-varying parameters,
non-modelled phenomena.

State estimation has therefore to be robust with respect
to measurement errors and model uncertainties. To
address these problems, robust state estimation
techniques have been proposed in the literature [1].

In this study, robust state estimation methods are
considered in the context of a maritime application. The
objective is to estimate the position of an autonomous
underwater vehicle (AUV) described in [2]. The
assumption of a movement in a horizontal plane is made.

Several data sources are used to calculate the position
(x,y) and the heading y.

e Acoustic Positioning Systems. They provide
distance and angle measurements. Because the
acoustic signals are sent from and received by the
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AUV, noise sources come from the environment. A
loss of signal can occur if obstacles are in the
acoustic trajectory.

e Inertial Navigation System. using
accelerometers, INS provides distance
measurements. Since INS is set in the AUV, it is not
subject to signal loss. The existence of bias limits its
use to a short-time evaluation.

By

e Command sensors. They measure the force intensity
applied to the AUV by thrusters.

The robust observer is based on a linearized model of the
AUYV and an uncertainty is taken into account in order to
compensate the loss of information.

The performance of the robust observer is illustrated in
simulation, for various situations, i.e. various level of
measurement noise and model uncertainty.
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Abstract

This project is within the scope of the European SICONOS
project on analysis and control of nonsmooth dynamical
systems. It involves an experimental study of an observer
design strategy for a class of piece-wise linear systems [1]
by application to an elastic beam with a one-sided support.

The beam system consists of a steel beam, which is
clamped on two sides and is supported at a discrete location
by a one-sided linear spring. Due to the one-sided spring
the beam has two different dynamics regimes.

Focus is on the implementation of a model-based switching
observer on the experimental beam system and on the
comparison of the observer predictions with experimental
measurements. To achieve that, the observer incorporates a
3DOF model of the experimental system, which is based on
a finite element model of the beam and is reduced using the
Rubin reduction method [2]. The dynamics of the model is

Mdi+Ba+Kaq+ fu (q) = [-F(t) 00

whereq = [Grid Jact qg]T , Omid andgae are defined in Fig-
ure 1 andy; reflects the contribution of the first eigenmode
of the beamM, B andK are the mass, damping and stiffness
matrices of the system, respectivefy(t) and f, are a peri-
odic excitation force applied on the beam and the restoring
force of the one-sided spring, respectively.

one-sided spring

de Wouw*, H. Nijmeijer*
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The Netherlands
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beam. According to the observer design strategy global
asymptotic stability of the state estimation error can be
achieved. Furthermore, the designed observer does not
require information on the currently active dynamic regime
of the piece-wise linear system.

Comparison of the experimental results with observer
predictions (see Figure 2) confirms the stability of the
implemented observer and indicates a satisfactory ohserve
performance.

x10™
T

— observer
= = experiment

| it \\ Il

3.25

-1

3.45

b) time [sec]

Figure 2: Comparison of the measurgg and the predicted dis-
placemenys; of the beam (see figure 1) at different ex-
citation frequencies.

Further research in the direction of performance improve-
ment is ongoing.
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We consider the problem of output feedback trajectory will be extended with an estimation ofs ©
tracking with a unicycle mobile robot system. A state- > _ 7

. . ¢ f — C4UrYe
feedback controller for the non-linear error dynamics of the ~ N
robot is combined with an observer that estimates the ori- ql) = 9T CsUre
entation error based on available trajectory informationand [/ = (wr —w)g + (w N Wr)C50rTe + C4VrYe — - - -
measurement of the position coordinates. The derivation Cavwe + cqup f — cfvlye
and implementation of the resulting controller is given and § = (wW—wp)f+ (wr —w)cavrye + 5020 + . ..
tested on an experimental mobile robot. C5VrWYe — C5UU + C5V2G — CRvi,

Global exponential tracking results [3] of a unicyle mobile with {‘b’ 14 estimates forfsin ©, cos ©}, [v(,), w()] the

robot with coordinates, reference coordinates and error co- (reference) forward and angular velocity respectively and
ordinates as in figure 1, are obtained by cs, ¢4, €5 constants, such that implementation of an orienta-

tion error observer is possible [2]. The resulting exponen-
) tially stabilizing output-feedback trajectory tracking con-
w = wy +c1sin O, ¢ >0 troller is implemented on an experimental mobile robot sys-
U= 0p + CTe — C3WrYe, C2>0, c3> -1 tem. Figure 2 proves stability of the total system driving a
Lissajoux figure.

In [1] this output-feedback trajectory tracking controller was
extended with an observer under the assumption that one of o2
the tracking error coordinates is unknown. 02

— Reference
asured
5 >
"

-05 0 05
x[m]

Figure 2: Stability of the total system.
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1 Introduction

Adaptive control is often subject to serious bias in the learn-
ing phase, simply because insufficient information is avail-
able in order to motivate the choice of a unique prior, and
hence, a unique optimal feedback. Imprecise probability
theory may resolve this problem by means of using sets of
priors. In doing so, we end up with a set of possibly optimal
feedback controls—rather than a single one. This allows us
to quantify the lack of information for finding an optimal
feedback, and tells us exactly how many transitions must be
observed before we can have a unique, robust optimal feed-
back. Such a result would be especially useful in applica-
tions where sampling costs are relatively high compared to
the rewards incurred at each transition.

Adaptive control of Markov decision processes with uncer-
tain transition probabilities has already been studied in great
detail during the sixties [2]. In the classical approach to this
control problem, the uncertainty of the transition probabili-
ties is described by means of a product of Dirichlet priors,
which are updated in time as transitions are observed. It is
well-known that the optimal solution can be found through
a dynamic programming algorithm.

Renewed interest in this problem has been initiated by re-
cent developments in imprecise probability theory. It has
been demonstrated how we can learn about the probabilities
of a multinomial sampling model without having to give a
unique prior, by means of a set of Dirichlet priors [3]. In
optimal control, it turns out that the dynamic programming
formalism still applies to dynamical systems whose gain is
described by a set of probability distributions [1]. These re-
sults are our main inspiration for generalising adaptive con-
trol of Markov decision processes with uncertain transition
probabilities to the framework of imprecise probabilities.

2 Example

Consider the Markov decision process depicted in Figure 1.
At each timek we can choose between two actiongndv.
Transition probabilities are denoted g5, (the probability
from statey to statex when taking actiom), and the reward

I This paper presents research results of project G.0139.01 of the Fund
for Scientific Research, Flanders (Belgium), and of the Belgian Programme
on Interuniversity Poles of Attraction initiated by the Belgian state, Prime
Minister’s Office for Science, Technology and Culture. The scientific re-
sponsibility rests with the author.
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Figure 1: A simple Markov decision process
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associated with this transition is denotedryy. Transition
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Intuitively, it is clear that insufficient information is avail-
able in order to construct a unique optimal feedback. Sup-
pose we are in state at timek = 0, take actiorw and end

up in statex at timek = 1. Then it seems reasonable to
assume that when we select actioagain, the probability
that we end up inc again is higher than the probability of
ending up iny. In fact, the reward associated with this tran-
sition,r?_, is the highest possible reward. Even if we do not
know precisely the value qf,, after observing the transi-
tion from stater at timek to statexr at k& + 1 under action

v, we obtain, through the imprecise Dirichlet model (hyper-
parametes = 1), a sufficiently narrow probability interval
for p¥ . in order to ensure that we will end up with the high-
est possible reward by taking actierfrom statex at time

k = 1. Secondly, we have found that this model satisfies
the principle of optimality. So, globally optimal feedback
controls can be obtained through an efficient dynamic pro-
gramming algorithm.
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1 Introduction

The remote operation of an unaugmented mini helicopter
requires a skilled and experienced pilot. Its instabilitg a
high level op coupling between lateral and longitudinal mo-
tion make its operation a high-workload task. Therefore as
first part of a joint project of the Delft University of Tech-
nology, FlyCam and NLR to build an autonomous helicopter
UAV system [4], certain tasks of the operator are taken over
by an automatic control and stability augmentation system.
This so-callediser-friendly control systemshould cancel out
the instability and cross-coupling effects and providetaan

of the vehicle by simple speed commands.

2 Modelling

Starting from a mathematical representation of the mini hel
copter developed using theoretical and empirical estonati
methods [2], a modular and generic helicopter model was
made that links the modules together through data-flows [5].
Since the dynamics of the helicopter change considerably
over the flight regime, this behaviour was included in the
linear model that is used for analysis and controller design
Numerical linearizations of the longitudinal dynamicsiuod t
nonlinear model of the FlyCam helicopter were made for
varying forward speed and this set of linear models was used
to constructan LFT representation of the system by element-
wise interpolation of the stability and control derivatvea-
trices. On top of this, a mass-variation of 25% is added in
the form of another LFT.

3 Synthesis

The LFT model of the longitudinal dynamics of the mini
helicopter augmented with an ideal model and performance
weights serves as system for which four controllers are de-
signed differing in controller synthesis method. The first
technique that is used H,-synthesis [1]. Because it does
not take the diagonal structure of the uncertainties into ac
count it leads to a conservative controller which is expecte
to have good robust stability but poor robust performance.
The second technique that is employed:isynthesis [1].

In this synthesis, both mass and velocity variations are in-
cluded as diagonal matrices with scalar complex unceytaint
blocks. The resultingi-controller is expected to have good
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robust stability and reasonable robust performance.
Finally, two versions of full-block LPV controller synthe-
sis [3] are performed on the LFT model using the ve-
locity variation to schedule the controllers. The socalled
LPV-H ., -controller, like the H,.-synthesis, doesnot take
any uncertainty structure into account whereas the LPV-
controller uses scalings for the mass-uncertainty sintdar
those used in thg-synthesis to reduce conservatism.

4 Resultsand conclusion

The resulting four controllers are compared in frequendy an
time domain with eachother and with locally optimz&d. -
andp-controllers. TheH -controller gives good robust sta-
bility but poor robust performance. Thecontroller gives
similar robust stability and a reasonable robust perfoigaan
but time-domain results show a relative high cross-cogplin
betweenu and w. The LPV controllers show good ro-
bust stability and performance and a significant decrease in
cross-coupling and their time-responses are almost as good
as the local optimized controllers. As expected, the LPV-
u-controller delivers the best results in both frequency and
time domain.
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Figure 1: Block diagram for the class of Hopf bifurcation oscil-
lators.

Abstract

This paper describe two basic mechanisms responsible for
the creation of limit cycle oscillations in particular classes
of high-dimensional nonlinear systems.

Main results

We consider the feedback system shown in Figure 1 where
the SISO systentr is described by a linear controllable and
detectable state space model

T = Ax+bu
@{s =& ®
whereasp;, is the static nonlinearity
or(y) = —ky + é(y) (2)

andg(-) is a smooth sector nonlinearity in the sedt@roo),
which satisfies¢’(0) = ¢”(0) = 0, ¢'”(0) > 0 and
lim) g oo ¢f) = oo (“stiffening” nonlinearity). We note
G, the (positive) feedback interconnection Gf with the
feedback gairk. The feedback system is equally described
as the feedback interconnection@f, and the (strictly pas-

sive) nonlinearitys(-).

gb. stan@ul g. ac. be,

r.sepul chre@l g. ac. be

2/[o)

f
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Figure 2: Block diagram for the class of relaxation oscillators.

one branch (at least) of the root locus must enter the right
half plane). The following result characterizes the possible
bifurcations under a passivity assumption €éy- .

Theorem 1 Consider the system shown in Figure 1 and
characterized by (1),(2). If G is passive, then a bifurcation
occursfor some k* > 0 as k increases.

If Gk~ (s) has a unique pole on the imaginary axis and if
G+ is passive, the bifurcation is a supercritical pitchfork
bifurcation; for £ = k*, the systemis globally bistable, that
is, the equilibrium z = 0 is a saddle and its stable manifold
separates the state space in two open sets, each of which is
the basin of attraction of a stable equilibrium.

If G~ (s) hasaunique pair of conjugated poleson theimag-
inary axis and if G- is passive, the bifurcation is a super-
critical Hopf bifurcation; for k 2> k*, the system has a limit
cyclewhich is GASin R™\{0}.

Theorem 1 is the basis for two different oscillation feedback
mechanisms including, as particular low-dimensional cases,
the Van der Pol (based on the second part of Theorem 1) and
the FitzHugh-Nagumo oscillators (based on the first part of
Theorem 1 and on Theorem 2).

Theorem 2 Under the assumptions of Theorem 1, let k >
k* such that the feedback loop of G and ¢, is globally
bistable. Then there exists a constant = > 0 such that

If G is a passive system, the feedback system is absolutely V7 > 7, the feedback system shown in Figure 2 has a glob-

stable fork = 0 and the equilibriumxz: = 0 is globally
asymptotically stable (GAS). A% increases, a root locus

argument shows that the feedback system must loose stabil-

ity at some critical valué*. (As the transfer function of a
passive systen(7(s) has a relative degree equal to one and

ally asymptotically stable limit cycle.

Theorem 1 and Theorem 2 extend the feedback mechanism
for oscillations of these two well-known oscillators (Van der
Pol and FitzHugh-Nagumo) to higher-dimensional systems.
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1 Abstract

In this presentation, we look at the problem of stability
analysis of an uncertain linear system of the form

Tht1 = A(Ak).’bk , Ap€ A, kE=1,2,... (1)

with o R
A =co{A' A% ... AN}

the uncertainty set formed by the N generators
AY A2 AN 1t is well known that the existence
of a Lyapunov function for system (1) proves exponen-
tially stability. Conversely, given that the system is
exponentially stable a Lyapunov Function is guaran-
teed to exists. One can prove that in this case one can
also find a polyhedral norm Lyapunov function, see refs.
[4, 3, 1, 2]. Unfortunately, there are no a priori bounds
on the required dimension of this function class. At
present, the practical importance of this approach is
therefore limited.

An alternative approach to prove exponential stability
of the discrete time system (1) is to analyze the set of
products of matrices

Pr={P|P=A(Ak-1)A(Ak_2)... A(Ao)
A; e cofAY A% AN} for i=0,...,k—1}
If for some k = kg,

IP|| <€ forall P &Py,

we have proven exponential stability. Note that ||P||
can be any norm on P.

Again, this 'direct approach’ (performed for some ko) is
only a sufficient condition for exponential stability. It
has a number of advantages, though. First, it is a con-
vex test so that a number of relaxation schemes (Full-
Block S-procedure, Polya-relaxation, sum of squares
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techniques) can be applied and numerically verified in
the LMI framework. Second, it allows to incorporate
constraints on the rate of variation in a very natu-
ral way, i.e. via norm bound constraints of the form
|Ag — Ag_1]| < for all k € N, with v € R.

In this presentation, we present the direct approach
to analyze stability of system (1). We show how con-
straints on the rate of variation can be taken into ac-
count. Different relaxation schemes are applied. Fi-
nally, we discuss exactness of the relaxation in case the
test for exponential stability fails for some chosen kg.
The main goal is then to try to prove instability of the
system and construct a destabilizing time-varying per-
turbation.
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1 Introduction

In this presentation, we consider the problem of asymptotic
regulation of the output of a dynamic system, which is sub-

ject to disturbances generated by an external system. This

problem is known as theutput regulation problemin the
context of this problem, we consider systems of the form

f(z, ,w) (1)
h(z,w),

T =
(& =

with statex € R", input € R™, regulated output € R”
and exogenous disturbance inpute R" generated by the
exosystem

2
The output-feedback output regulation problem can be for-
mulated as followsfind a controller of the form

é = 77(&6)
= 0(¢)

such that(x) all solutions of system (1), (2) in closed-loop
with (3) are bounded anel(t) — 0 ast — oco. Many control
problems can be put in the framework of the output regula-
tion problem, e.g. disturbance rejection, tracking, controlled
synchronization.

w = s(w).

(3)

For alinear system, if the output regulation problem is solv-
able, then the solution is global, i.e. the control gealis
attained globally. Most of the existing solutions to the out-
put regulation problem for different classeswinlinearsys-
tems are either local or semiglobal [1]. This motivates our
research to find a class of nonlinear systems for which the
output regulation problem can be solved globally in a way
similar to the linear case. In this presentation, we propose
a method for solving thglobal output regulation problem
based on the quadratic incremental stability property [2],
which is intrinsic to asymptotically stable linear systems.

2 Assumptionsand preliminaries

We assume that

(A) every solution of (2) is defined and bounded for 0;
(B) there exist locally Lipschitz functions(-) : R" — R"
andc(-) : R" — R™ such that

4 r(w(t) = f(r(w(t), c(w(t)), w(t)),

T hr(w(t).w(#) — 0, ast — oo, D
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for all solutionsw(t) of the exosystem (2).

A matrix function.A(z) € R"*" is called quadratically sta-
ble over a seg if for someP = P?  0andQ =907 0
PA(2) + A(2)TP<-Q Vze 2. (5)

A pair of matrix functions.A(z) and B(z) is said to be
guadratically stabilizable ovef if there exist a matrixi’
such thatA(z) + B(z) K is quadratically stable oveE. A
pair of matrix functions4(z) andC(z) is said to be quadrat-
ically detectable oveg if there exist a matrix, such that
A(z) + LC(z) is quadratically stable oveZ.

3 Main result
Theorem. Under assumption@\) and(B), if the pair of ma-
trix functions [%} , {%} is quadratically stabilizable and

the pair
0 (% ’ ox Ow

is quadratically detectable ovetr, ,w) € R™™™*" and

% is uniformly bounded, then the global output regulation

problem is solvable by a controller of the form

= c¢(w)+ K(& —7n()))

= f(@, ,w)+ Li(h(z,w)—e¢)

s(w) + Lo (h(z,w) — e)

where the matrice& and L = [LT, LT]" are chosen such
that the matrix function$3. + 4L K') and

&

lz}:

of  of Oh Oh
ox w L= —
k8 I3

are quadratically stable ovefr, ,w) € R,

4 Conclusions

We have presented a global solution to the output regulation
problem for a class of nonlinear systems.
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Abstract

Hybrid systems are usually studied by considering the equa-
tions governing the time evolution of the system. We instead
give a behavioural approach based on considering the space
of all possible trajectories of this system. This approach is
similar to the study of discrete event systems by consider-
ing the language generated by all possible event sequences.
The main advantage is that it facilitates the study of non-
deterministic systems and systems for which the evolution
does not depend continuously on the initial conditions. We
illustrate the method by studying example systems such as a
switched arrival system [6] and a heating system.

We consider a trajectory of a hybrid system as a function
defined on a collection of disjoint intervals, equivalent to
that used in [4]. This yields a framework under which dis-
crete events may cause jumps in the continuous state, and
for which more than one event may occur at a given time.
The natural topology on this hybrid trajectory space is the
compact-open Skorohod topology [2], under which trajecto-
ries are close if they are uniformly close on finite time in-
tervals after allowing for a small reparameterisation of time.
There are two natural types of evolution operators on the hy-
brid trajectory space, the return operators, which are contin-
uous on their domains of definition, and the time evolution
operators, which need not be.

A hybrid system can be specified abstractly by giving the
set of allowed trajectories in the full hybrid trajectory space.
The most interesting class of hybrid system is that for which
the trajectory space is compact in the compact-open Skoro-
hod topology. We show that such a system is either non-
Zeno, or has a trajectory which undergoes infinitely many
events at a single time. We also show that the asymptotic be-
haviour of such systems can be described symbolically by a
compact subshift, and probabilistically by an invariant mea-
sure [5], either for the time-evolution operator or the return
operator.

A sufficient condition for a hybrid system to have compact
trajectory space is that the continuous-time evolution is de-
scribed by a differential inclusion [1] and the discrete-time
behaviour by a set-valued map, both of which are upper-
semicontinuous. Upper-semicontinuity requires that when-
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ever a tangential or grazing incidence of a system trajec-
tory with the guard set of a discrete event occurs, the system
evolves non-deterministically, and the discrete event may or
may not occur. Upper-semicontinuity may typically be im-
posed on a system model without significantly changing the
behaviour, though some care is sometimes needed in the for-
mulation of the model to avoid chattering [3].

Although we do not consider stochastic systems, there
are potentially strong links between the theory developed
here, the existence of invariant measures in particular, and
stochastic systems, especially when considering zero-noise
limits, providing extra motivation and directions for further
research.
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1 Background material flow goes downstream whereas process availability

) . information goes upstream.
Manufacturing systems are often discrete event systems: the

state of these systems changes due to the occurrence of an
event instead of a change in time. Typical events are: release

of alot into the system, lots entering or leaving a process and Y2 DU —> material flow (lots)
lots leaving the system. — availability information
Industrial complexity increases with product complexity and T, T s T > controller anthorization

vice versa. A typical example is semiconductor industry,
where the multitude of production steps and their reoccur-
ring nature make it very difficult for low level control to
meet all production requirements/orders and other targets.
The need for more intelligent, higher level control becomes With proper definitions for; (k), y:(k) andz(k), each pro-
stronger. cess can be written in the form of (2). Building blocks can
be combined by connecting inputs and outputs. For exam-
2 Max-plus linear systems ple, a simple manufacturing system (Figure 2) consisting of
an infinite bufferB;,¢, two parallel machines/ that are not
Before a manufacturing system can be controlled, a model necessarily identical, a 3-place buffB; and a batch ma-
has to be made. The model describes the behavior of the chine with fixed batch size Z%, can be modelled as in (2)
system and can be used to test and tune a (future) controller. with a state vectos (k) containing 7 elements (minimal or-
One way of modelling discrete event manufacturing sys- der). This is a relatively compact exact model of a manufac-
tems is using max-plus algebra. A proper description of turing structure that might be difficult to analyze by hand.
the operators used in max-plus algebra and some analysis The resulting max-linear state space model can be analyzed

Figure 1: Elementary building block of manufacturing process.

methods are given in [1]. N to derive properties of the system (e.g. throughput, bottle-
The basic operations are max-addition and max- neck) and to develop a controller. Control techniques exist
multiplication: for this type of systems, model predictive control for exam-

@y = max(z,y) ple (see [2]).

1
r®y=z+y @)

for z,y € RU {—o0}. The ‘zero’ element in max-plus 0
algebra iss = —co. A remarkable analogy exists between @ @.@ G @
conventional algebra and max-plus algebra.

A large class of deterministic discrete event manufacturing a

systems can be described in an exact way with max-plus

linear systems of the formz( v andy can be vectors .
y (u y ) Figure 2: Simple manufacturing system (material flow only):

z(k+1)=A®x(k) ® B u(k) o state vector contains 7 elements.
y(k) =C ® z(k) ® D @ u(k).
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1 Abstract

In this abstract! a new approach to control urban traffic is
presented. The main aim is to maximize the throughput of
the system by means of real-time actions such as the timing
coordination of traffic lights in a urban area. The optimiza-
tion problem for urban traffic control can be formulated as
follows: minimize ), (tdeparture — tarrive)i> Where the sum
is extended to all the vehicles in the system over the whole
optimization horizon.

An urban area, composed of elementary components such
as intersections, freeways with on-ramps and off-ramps and
traffic light network, can be thought as a very complex Dis-
crete Event System (DES). The basic idea is to use a detailed
model of urban areas based on timed Petri nets (PNs), one
of the formalism proposed in literature for DES modelling
[1]. PNs have been proved to be a valuable tool for the anal-
ysis, state estimation and control of DES. In this abstract a
modular approach is proposed, in which urban areas to be
controlled are modelled as interconnected timed PN mod-
ules. In such a way a microscopic representation of urban
traffic as in [2] can be used for some parts of the network
while coarser, more aggregated models can be used for other
parts.

Figure 1 shows a general scheme for urban traffic control.
Each urban area to be controlled (e.g. two signalized in-
tersections connected each other with a road link) together
with sensor signals, is viewed as a plant, according to the
classical closed loop scheme in the control theory. Sensor
signals about vehicle arrivals and departures plus interme-
diate information on the controlled urban area are consid-
ered as input events for the observer subsystem [3]. The ob-
server contains a detailed timed PN model of the controlled
urban area. Such a model is modular and with changeable
parameters according to the plant state (i.e. the time asso-
ciated to timed transitions could change according to the
traffic conditions). In other words, the model can adapt to
the traffic conditions. The modularity is realized by consid-
ering as a module each elementary component of a urban
area (i.e. a module for the signalized intersection, a mod-
ule for a road link, etc.) and by interconnecting them with
fusion places. Each fusion place of a PN is a set of places
that are considered to be identical, i.e. they all represent a

IThis work has been supported by the EC Marie Curie Multi-partner
Control Training Site (CTS) contract number HPMT-CT-2001-00278.
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single conceptual place even though they are drawn as indi-
vidual places. The control is distributed, that is each local
controller optimizes a single urban area. A local controller
works in real-time: it can read the observer estimated plant
state and makes predictions about the future states (e.g. by
using what-if techniques) if a detailed and reliable model
of the plant is provided. It is important to notice that each
controller action is sent to the plant as well as to the ob-
server, in order to update the estimated state according to
the real plant one. In order to avoid that the optimization
of an area is realized at other area’s expense an higher level
optimizer is needed. The optimizer can gain access to the
state of each observer; moreover it knows how modules are
aggregated each other. Consequently, it can coordinate the
local controllers, in real time, in order to improve the overall
performance.

N
OPTIMIZER
J
A
Observer i Opserygr j
—  oleo [t 0o [+
PN Modulei | = PN Module] .= |
: Urban Area g Urban Area g
vehicle i vehicle : i
arrivals : Plant i : departures Plant j

Figure 1: A general scheme for urban traffic control.
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1 Abstract

Subspace identification methods are widely used for the
identification of linear time-invariant systems. Unlike the
classical identification methods, subspace methods do not
require a particular parameterization; this makes them nu-
merically attractive and especially suitable for multivari-
able systems. In recent years subspace identification meth-
ods have also been developed for linear parameter-varying
(LPV) and bilinear systems. LPV systems are widely used
in control, especially in gain-scheduling and robust control
techniques. Bilinear systems form an important class of
nonlinear systems for which a considerable body of theo-
retical results has been obtained over the years [4].

The first subspace methods that were developed for the iden-
tification of bilinear systems were based on the assumption
that the input to the system is a white-noise sequence [3, 5].
Although white-noise inputs provide a good excitation of
the dynamical system, in several applications the input can-
not be taken equal to a white-noise sequence; it might be
that only sum-of-sine inputs or step signals with a minimum
duration are allowable or possible. Therefore, bilinear sub-
space identification methods that can deal with more general
input signals are of interest. Favoreel [2] and Chen and Ma-
ciejowski [1] described such bilinear subspace identification
methods. We recently described how these subspace meth-
ods can be extended to identify LPV systems with affine pa-
rameter dependence [5, 6].

A major drawback of the LPV and bilinear subspace identi-
fication methods is the enormous dimension of the data ma-
trices involved. The number of columns in the data matri-
ces equals the number of samples, and the number of rows
grows exponentially with the order of the system. In ad-
dition, the methods require the number of columns to be
larger than or equal to the number of rows, thus the num-
ber of samples needed can be enormous. Even for relatively
low-order systems with only a few inputs and outputs, the
amount of memory required to store the data matrices ex-
ceeds the limits of what is currently available on the average
desktop computer. This limits the applicability of the meth-
ods to high-order systems with several inputs and outputs.
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We have developed a novel approach to deal with the di-
mensionality problem in LPV and bilinear subspace iden-
tification. We propose a kernel method that only relies on
computations with the kernel matrix, which is a square ma-
trix with dimensions equal to the number of samples. The
major advantage of such a method is that the computational
complexity no longer depends on the exponentially grow-
ing number of rows in the data matrices, but on the (usu-
ally much smaller) number of samples available. It is well
known that estimation of a large number of parameters using
a small number of samples can lead to a large variance error
in the estimated parameters. In such a case it is reasonable
to allow for a small bias to reduce the variance error. To bal-
ance the bias and variance errors, we integrate regularization
methods in the kernel methods for subspace identification.
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1 Abstract

Kernel based methods suffer from exceeding time and mem-
ory requirements when applied on large datasets since the
involved optimization problems typically scale polynomi-
ally in the number of data samples. Next to low-rank ap-
proximation, reduced sets appear in recent literature as a
viable remedy. Along this line we focus on regression in
RKHS with features based on a subset of basis functions.
We show that the Nystrom based feature approximation fits
readily into this framework and investigate several alterna-
tive subspaces of the subset to transform features. In the
context of subspace regression we discuss kernel PCA, ker-
nel PLS and kernel CCA with regression in the primal space
leading to sparse representations as in fixed-size LS-SVMs.
The different models are illustrated and compared on artifi-
cial and real world benchmark datasets [1].

2 Overview

Over the last years one can see many learning algorithms
being transferred to a kernel representation [2]. The benefit
lies in the fact that nonlinearity can be allowed, while avoid-
ing to solve a nonlinear optimization problem. In this paper
we focus on least squares regression models in the kernel
context. By means of a nonlinear map into a Reproducing
Kernel Hilbert Space (RKHS) the data are projected to a
high-dimensional space.

Kernel methods typically operate in this RKHS. The high-
dimensionality which could pose problems for proper pa-
rameter estimation is circumvented by the kernel trick,
which brings the dimensionality to the number of training
instances n and at the same time allows excellent perfor-
mance in classification and regression tasks. Yet, for large
datasets this dimensionality in n means a serious bottleneck,
since the corresponding training methods scale polynomi-
ally in n. Downsizing the system in dimensions to size
m < n is therefore needed. On the one hand, low-rank
approximations offer reduction to smaller m X m matrices.
On the other hand reduced set methods work with a thin tall
n X m system. This work connects at the latter perspective.

We deal with least squares (LS) regression in the feature
space. The estimation of the regression coefficients in
the RKHS should be performed in a (potentially) high-
dimensional basis. Most kernel LS based methods circum-
vent this by the kernel trick or a functional formulation.

Here, we propose to explicitly restrict the regression coef-
ficients to a subspace, which allows to control the number
of regression parameters. The use of kernels is then natu-
rally introduced by expression of the subspace in the basis
formed by mapped training data points. This formulation
yields a complementary, unifying viewpoint on some kernel
methods. We especially focus on the expression in a subset
m < n of features of the RKHS. This scheme of LS sub-
space regression delivers a linear system that consequently
only needs polynomial training times in m.

With such a model formulation we then connect to the
Nystrom approximation to show that it delivers a direct ap-
proximation of features, which, applied in an ordinary least
squares model, can be interpreted as a regression with re-
striction to an eigenspace of, and expression relative to, a
basis of the reduced set. As in fixed-size LS-SVMs [2], re-
gression is done in the primal space leading to sparse repre-
sentations in combination with the Nystrom method, unlike
estimation in the dual space as done in Gaussian Processes
without having a sparse representation [3].
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1 Abstract

This presentation considers an algorithm for estimating a
state space quadrupld, B, C, D] of the minimum-phase
spectral factor, from matrix valued power spectrum data.
The key step in the algorithm is the preservation of the posi-
tive realness (PR) property in estimating the power spectrum
associated with the spectral factor. For a given pdirC|

with A stable, this PR property is guaranteed via the solu-
tion of a conic linear programming problem. In comparison
with the classical LMI based solution, this results in a more
efficient way to minimise the weighted 2-norm of the error
between the estimated and given power spectrum.

2 Problem Description

In several applications such as active vibration suppression,
it is important to have an accurate estimate of the spectral
factor of a stochastic system. The problem considered in this
note is that of identifying such a spectral factor directly from
the power spectrum. GiveN + 1 samples of a power spec-
trum {® (eI 271/2N)) 1NV the goal is to find a state-space
realisation of the minimum-phase linear time invariant filter

|

that minimises the weighted 2-norm of the difference be-
tween the spectral samples and the power spectrum of the
signaly;, for unit variance white input noise .

Az, + Bey,
Cxyp + Dey

Th+1

e 1)

3 Outline of approach

The proposed vector ARMA parameter estimation method
consists of a subspace identification algorithm supple-
mented by a prediction error method. The subspace identifi-
cation algorithm provides an initial estimate of the spectral
factor H, while the prediction error method is used to further
improve the performance with respect to the cost-function:

T= o (@) -H(2)H" (2))o Wi |3, 2= 3, (2)

whereW, is a weighting functione the Hadamard product
and|| - || = the Frobenius norm. In the later step, the spectral
factor H is parametrised in output normal form.
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The applied subspace identification algorithm differ in sev-
eral aspects from the subspace identification algorithm for
discrete time frequency domain power spectra as described
in [1]. We have shown that in estimating the pglr, C1, it

is advantageous to use the inverse discrete Fourier transform
(IDFT) of the given power spectrum as an approximation of
the firstV process covariances, rather than using the explicit
relation with the state space matrices. In this way there is no
need to carry out a cumbersome factorisation, which numer-
ically very sensitive.

Another important issue in the identification of stochastic
systems is to ensure that the estimated power spectrum is
positive real (PR). Positive realness is needed to ensure that
the estimated power spectrum has a spectral factor. The pos-
itive realness requirement imposes a constraint on the pair
[B, D]. For a given paifA, C] finding the optimal B, D]

can be formulated as a least squares problem with LMI con-
straint. In the proposed subspace identification algorithm
this problem is efficiently solved as a conic linear program-
ming problem. This approach is more efficient than solving
the problem as a large scale LMI or by using a non-linear
least squares approach [1, 2].

The property that the conic linear programming problem can
be solved in a globally optimal sense, is exploited in the
prediction error part of the algorithm to derive a separable
least squares procedure for the (local) minimisation of cost-
function (2). The advantages of the derived subspace algo-
rithm and the iterative local minimisation procedure have
been illustrated in a brief simulation study. In this study, the
effect of calculating the power spectrum on the basis of a
short length data set, has been considered in detail.
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Abstract

Theoretically, a continuous time sliding mode control
(SMC) features invariance to disturbances and to modelling
errors, closed-loop system order reduction, and predictable
transient behavior [1]. In practice, especially with discrete-
time (sampled) implementations of SMC algorithms, con-
trol chattering occurs due to the £nite duration of con-
troller switching. The chattering is an undesirable high-
frequency oscillation of the control input that may excite
unmodelled dynamics present in electromechanical systems
and decrease control performance.

Some methodological and conceptual solutions have been
proposed to deal with problems caused by sampled imple-
mentation of SMC algorithms. The methodological solu-
tions are directed towards elimination or reduction of the
chattering effects. Typical examples are implementation of
the boundary layer concept [1] and SMC design using the
power rate reaching law method [2]. The most important
conceptual contribution is the development of discrete-time
sliding mode control (DSMC) algorithms [2],[3] that di-
rectly take into account the effects of discretization.

The DSMC algorithm considered in [3], utilizes both con-
ceptual and methodological advances. It ensures that the
sliding mode is reached in £nite time without chattering.
Additionally, the characteristics of SMC are preserved, such
as ensured closed-loop stability in the presence of distur-
bance effects and modelling errors, with direct control of the
system transient behavior. In the absence of disturbances
and modelling uncertainties, the order of the closed-loop
system is reduced in the sliding mode. A distinguishing
property is the simplicity of the DSMC feedback control
law, which can be implemented on-line with minimal com-
putational costs. These appealing merits have motivated us
to apply the algorithm in robot motion control, since, so far,
the algorithm was experimentally tested only in the control
of a simple linear unloaded DC motor [3]. In this work, we
adapt the original formulation of the algorithm presented in
[3], making it applicable for robot motion control.

The DSMC law is designed based on the rigid-body robot
dynamics. With a theoretical analysis, as well as by ex-
perimental results, we show that the obtained chattering-
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free control law can still cause undesirable ampliEcation of
noise and parasitic dynamics. This is a consequence of a
restriction in the ratio between proportional and derivative
feedback gains, which induces high-gain feedback at higher
frequencies. It appears that even with very careful tuning,
the DSMC law can cause undesirable effects in the robotic
system, degrading the performance of motion control. The
observed problems are experimentally demonstrated on a
benchmark direct-drive robot of spatial kinematics [4]. The
excited parasitic dynamics cause undesirable oscillations in
the robot motions, as seen from the position errors shown in
Fig. 1. Inclusion of robot parasitic dynamics in the DSMC
design is the possible improvement to be examined in the
future, together with some some structural changes of the
algorithm itself.

x10°
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Figure 1. Experimental position errors in the robot joints.
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1 Experimental vibration isolation set-up

This work discusses the use of a virtual sensor strategy
for control of the experimental vibration isolation set-up
schematically depicted in figure 1. A thick triangular
aluminium plate is being excitated by an electrodynamic
shaker. This vibration source is connected to a receiver
structure by three mounts. Each mount is controllable in
two degrees-of-freedom due to its two piezoelectric actu-
ators. The goa for this set-up is to minimize the overall
vibration or sound radiation from the receiver plate given
a certain disturbance shaker force on the source. Without
control, relatively large forces are induced on the receiver
plate when the source vibrates due to the high stiffness of
the piezoelectric actuators. A possible control approach for

Shaker

Error sensor
———% 5 o o \%
Actuator ° 0‘
% Source plate
> Receiver plate

[l H ¥ [

Performance sensors

Mount

Figure 1: Schematic overview of the 6 degree-of-freedom vibra-
tion isolation set-up.

Figure 2: Adaptive feedforward control structure

thisproblem isgivenin figure 2. The plant is represented by
Pand S. The primary path P representsthe transfer functions
from the shaker input signal to the six error sensors. The sec-
ondary path S represents the 6x6 transfer functions from the
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Six actuator inputs u to the six error sensors e. A reference
signal x(n) based on the disturbance is used as the input for
a feedforward controller W(z) which output u controls the
six piezoelectric actuators in the mounts. An adaptive algo-
rithm is used to adapt the filter W(z) based on minimizing
a certain costfunction. This costfunction should be related
to the overal vibration levels of the receiver. Practically the
acceleration levels measured by the six error sensorsin line
with the actuators on top of the mounts are being used. In
order to validate the isolation performance, two additional
accelerometers have been placed on the receiver. These are
denoted as performance sensors in figure 1. Experiments
have shown that at certain disturbance frequencies the con-
troller steering the six actuators based on the six error sen-
sors does not result in the maximum achievable reduction
on the two performance sensors. However, the results are
different when placing the performance sensors on different
locations. Obviously using only two sensorsis not sufficient
to get aglobal estimate for the overall vibration level of the
receiver. A better estimate could be obtained with a grid
of multiple sensors on the receiver plate. However, this ap-
proach is too expensive to pursue and therefore the use of
'virtual” sensors comes into view.

2 Virtual sensors

For simulation and control system design statespace models
for P and S have been obtained using subspace identifica-
tion. By collecting appropriate input-output data sets with
the performance sensors at different locations it is possible
to obtain an extended model of the set-up for agrid of "vir-
tual’ performance sensors. These models can be used to ob-
tain afilter matrix containing information from the transfer
functions between the error sensors and the virtual sensors.
By filtering the real error sensor signals with this filter and
using the resulting virtual sensor signals for adapting the
controller, the controller effectively minimizes a costfunc-
tion which should be a better representation for the overall
vibration level of the receiver. Therefore the globa vibra-
tion reduction on the reciever can be expected to be higher
compared to using the error sensors directly.
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Abstract

In data-based (DB) control designs, the need for (non) para-
metric plant models is omitted, since only experimental data
are used. In this work, the reasons for using DB control are
simplifed off-line design of high-performance motion con-
trollers, and direct control of the controller structure and its
complexity. Our practice with model-based motion control
conf£rms that closely accounting for experimental proper-
ties of the controlled system can signi£cantly improve the

robot of spatial kinematics were designed using the DB
method. The design problems experienced when using ex-
perimentally collected signal, such as poor coherence at low
frequencies and the presence of nonlinear effects, has been
circumvented by using data synthetically generated from a
relevant high-order plant model. The designed feedback
controllers were experimentally implemented to realize ref-
erence trajectories that require the full authority of the robot
drives. The experimental results shown in Fig. 1 reveal high
motion accuracy when performing the reference trajectories,

control performance and the robustness against disturbanceswithout excitation of the robot parasitic dynamics. These

and parasitic dynamics [1]. However, the problem we com-
monly experience is the complexity of controllers that result
from model-based designs. To make them admissible for
online implementation, we must lower their complexity via
model reduction.

Here, we investigate if the control performance feasible with
model-based motion controllers can also be realized with
controllers designed using some DB method. The require-
ment is that the DB method must allow prescribing the con-
troller structure and the complexity at the very beginning of
the design. A starting point we found in the virtual refer-
ence feedback tuning approach [2]. Using this, we derive
our own DB method for controller design, which enables
simultaneous shaping of the closed-loop sensitivity and the
complementary sensitivity transfer functions.

The DB design begins with the de£nition of the model-based
cost function which imposes the desired shapes of the sensi-
tivity and the complementary sensitivity functions. Then, a
DB counterpart of this function is derived, which depends
merely on input-output signals that are either experimen-
tally measured on the controlled system, or are synthetically
generated using a system model of arbitrary complexity. It
is irrelevant if the signals are collected under open-loop or
closed-loop operating conditions. However, it is important
that these signals are rich around frequencies of interest for
control, such as the crossover frequency. For the selected
controller class, the designer optimizes the DB cost func-
tion in one-shot using a least-squares algorithm. The result
of optimization is the optimal controller tuning with respect
to the desired shapes of the reference transfer functions.

Feedback motion controllers of a benchmark direct-drive
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results verify that the DB method is capable of tuning con-
trollers of given structure and complexity such that the mo-
tion control of high performance is realized. Our next ob-
jective is to overcome the need for synthetically generated
data in the DB design of the robot motion controllers. We
are also eager to achieve a stability test compatible with our
DB method. Finally, we investigate the possibility for online
controller tuning using the considered DB method.

e [rad]

e, [rad]

e [rad]
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Figure 1: Experimental position errors in the robot joints.
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1 Abstract

modes. In contrast to the literature, which studied nonlinear,
time-varying controllers (see [1]), we will show, by example,

Decentralized control has been an important research areathat we can find time-invariant nonlinear controllers.

for a long time. There are many application for instance
in power systems where we have several local controllers
with their own measurements and actuators but no central
controller. A major objective is then to stabilize the system
subject to the constraint that each local controller can only
act upon the locally available information. In the seminal
paper [4] it was established that stabilization was possible as
long as the so-called decentralized fixed modes are all in the
open left half plane.

On the other hand, many actuators have limitations. Com-
mon limitations are rate or amplitude constraints. It is well
known that in this case global stabilization is possible if and
only if the underlying linear dynamics is stabilizable and all
poles of the open loop system are in the closed left half plane,
see for instance [3, 2].

This talk will discuss the combination of the two. In other
words, we consider linear systems with input saturation and
decentralized control. First, we note that input saturation
requires in general nonlinear controllers for global stabiliza-
tion. But the fixed modes established in [4] are intrinsically
based on linear controllers. We will show that using nonlin-
ear controllers, we can actually reduce the number of fixed

1Currently visiting the Faculty of Electrical Engineering, Mathematics
and Computer Science at Delft University of Technology
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Our conjecture is that when all poles are in the closed left half
plane, the system is stabilizable and all fixed modes are in
the open left half plane then we can find a decentralized con-
troller for this system which achieves global stability without
violating the constraints. We have no full result available at
this moment but we will present the results obtained so far.
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Abstract

In spite of the current state of control theory, a
fundamental issue in control remains open: which
model is appropriate for control design? Mathematical
models of complex systems are not always reliable,
while adaptive and robust control methods have not
completely overcome the danger of modelling errors.
Furthermore, the design of an accurate model from
first principles or from system identification, is often
a time consuming and not a straightforward task. In
this work [1], another approach to design controllers
for a system is discussed. The control action that
realizes system regulation or tracking control is de-
rived without the use of any model or preliminary
information about the system, but is merely based on
input-output data observed from the system. This
way, the step of modelling or system identification
is not required anymore. Such a control strategy is
known as data-based control.

Standard model-based discrete-time finite horizon
optimal control is obtained using a state-space de-
scription of the system. A linear quadratic cost
function is optimized resulting in two difference Riccati
equations, with which the optimal state feedback and
state observer gains can be computed. Since a linear
quadratic cost function is used together with Gaussian
process and measurement noises, the combination of
the optimal control and the state observation is known
as Linear Quadratic Gaussian (LQG) control.

Reference [2] presents an algorithm that omits the need
for a state-space model of the system, when computing
the solution to the discrete-time finite horizon LQG
problem. The computation makes use of closed-form
solutions to the difference Riccati equations instead of
the normally used recursive solutions. This way, the so-
lution no longer requires an explicit system model, but
is based on a finite number of Markov parameters of the
system that equal the values of the impulse response
at discrete sample times. These parameters can be
estimated on-line from almost any set of input/output
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data of the system using ARMarkov representations [3].

The combination of on-line Markov parameter es-
timation and data-based LQG control can be used to
construct a moving horizon controller. A system can
then be regulated using only the input and output
data, without requiring any model of the system or
any parametric representation of the controller. Based
on the measured input/output data, the controller can
adapt its action to the actual dynamics. Consequently,
the data-based controller can also be used to control
systems with changing dynamics. Apart from state
regulation, the data-based controller can be used for
tracking control tasks.

The effectiveness of data-based LQG control is
evaluated in simulations and in experiments. Sim-
ulations show that, in case of time-invariant plants,
a model-based and data-based LQG controller give
identical results while in case of time-varying plants,
the data-based controller is able to adapt itself to
the changing dynamics. Although not yet delivering
a high tracking performance, experimental results
obtained on a direct-drive robot of spatial kinematics
look promising. At this moment, a high computational
burden is the most important factor which limits the
performance. Reduction of the computational costs,
so performance improvement can be obtained with a
longer horizon length is under investigation.
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Closed-loop optimisation techniques, such as receding
horizon optimal control often have the limitation with
respect to dealing with measurable disturbances that these
techniques reject these disturbances in order to track open-
loop defined optimal input control trajectories. Sometimes
measurable disturbances can also be exploited to improve
the performance of processes. For example, the amount of
sunlight, which is a measurable disturbance in greenhouse
vegetable cultivation, can be exploited to improve the
greenhouse vegetable cultivation. If disturbances in
sunlight are rejected in optimal greenhouse climate control,
the cultivation will be sub-optimal.

Measurable disturbances can be exploited in closed-loop
optimisation by using an iterative optimisation algorithm at
each time controls need to be recalculated for adjustment
(Rahman and Palanki 1996). Iteration is time consuming,
so non-iterative algorithms are needed to recalculate
controls.

An interesting non-iterative closed-loop optimisation
procedure was developed by Palanki, et al. (1993) and
Rahman and Palanki (1996). They proposed to develop
optimal feedforward/state-feedback laws symbolically for
optimal singular regions for this procedure. They also
proposed to use minimum or maximum input values for the
non-singular regions. To determine switching times
between singular and non-singular regions and what values
(minimum or maximum) the manipulated inputs take in the
non-singular regions, the adjoint equations in addition to
the state-equations needed to be integrated in open-loop
(off-line).

They recommended using symbolic manipulation software
such as MAPLE or MATHEMATICA for the calculation
of feedforward/state-feedback laws of large systems,
because of the computation of a large number of necessary
Lie-derivatives. Symbolic manipulation will lead to
difficult-to-handle feedforward-/state-feedback laws for
large systems however. Numerical development of optimal
feedforward/state-feedback laws is therefore more
convenient.
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Magana Jimenez (2002) devolped a MATLABS.3-
ADIFOR2.0-FORTRAN™%6 0-CONTROL (MAFC)
software package that is able to synthesize numerical
feedforward/state-feedback laws for nonlinear systems. In
the synthesis of these laws automatic differentiation is
incorporated to compute the necessary Lie-derivatives
numerically.

In order to be able to use this software package, the
optimisation problem has to be cast in a non-linear system.
Rahman and Palanki (1996), and Van der Schaft (1984)
showed how to do this.

The development of numerical feedback/state-feedback
laws for singular regions, which can be used in non-
iterative closed-loop optimisation using the MAFC
software package is going to be shown. First the optimal
control problem is cast in a non-linear system. Then the
development of feedforward/state-feedback laws are
presented, that are synthesized by the MAFC software
package. Singular trajectories defined by numerical
feedforward/state-feedbak laws are validated with singular
trajectories calculated by a gradient algorithm in an
example.
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1 Scope and objective

To reduce the fossil energy use in greenhouse horticulture
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3 Results and Conclusions

The receding horizon optimal control has been tested with

a new greenhouse has been designed, which is called the year-round weather data. From the results, it can be con-

solar greenhouse. In combination with model based optimal
control we intend to maximize solar energy use, minimize
fossil energy consumption and obtain optimal crop growth
conditions.

2 Methodology

2.1 Solar greenhouse

The heat insulation and the transmission of solar radiation
of the greenhouse are maximized. An aquifer consisting of
a warm- and a cold-water basin is used to store the solar
energy. The greenhouse can be heated with little energy
input with a heat pump and warm aquifer water. The green-
house can be cooled with a heat exchanger and cold aquifer
water, while energy is harvested to use at times of heat
demand. CQ supply is independent of boiler operation,
thus avoiding the need to use the boiler at times of,CO
demand. Ventilation with heat recovery is used to dehu-
midify the greenhouse at times of heat demand. A dynamic
model of the solar greenhouse with crop is developed to
accurately describe the process.

2.2 Receding Horizon Optimal Control

The aim is to minimize fossil energy consumption, while
maximizing crop dry weight and keeping temperature and
humidity within certain limits. Long-term effects of tem-
perature are incorporated in a temperature integral. These
requirements are defined in a goal function, which is mini-
mized by optimal control. An indirect gradient method is
used to calculate the optimal control trajectories. The con-
trol solution consists of actuator trajectories, which result in
temperature, humidity and G@oncentration that optimize
the goal function.
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cluded that

e Receding horizon optimal control of the solar green-
house is feasible. Although the model is non-linear and
complex, rational optimal control solutions can be found.

The results of the optimal control strongly depend on
the weather conditions; therefore reliable predictions are
needed.

e The heat pump and the heat exchanger are valuable ad-
ditions to the greenhouse control system. In all months,
except in winter, the greenhouse is mainly heated by the
heat pump. The heat exchanger is used to cool the green-
house in spring and summer, thus harvesting energy for

the aquifer.

e Temperature and relative humidity stay well within their
bounds, and the temperature integral requirements are
well met.

e The energy use of the solar greenhouse is much lower

than a conventional greenhouse.
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Abstract

Recently researchers have become gradually more
interested in the optimal control and stabilization of hybrid
systems in general and Piecewise Affine (PWA) systems in
particular, mainly due to the fact that the PWA framework
can describe a broad class of hybrid models [4, 7].
Extension of receding horizon control, also known as
Model Predictive Control (MPC), to PWA systems came
as a natural opportunity and successful implementations
have been carried out, including [2, 5]. The main
drawbacks  encountered consist in the on-line
computational load and in guaranteeing closed-loop
stability. Efficient solutions for reducing the on-line
computational burden in hybrid MPC have already been
developed, such as the Piecewise Linear (PWL) explicit
approach [2] or the discrete events controllable sets based
approach [5], while the stability aspects have been
addressed only marginally, e.g. see [1, 2].

In this paper we develop sufficient stabilization conditions
for quadratic cost based receding horizon control of
constrained PWA systems. Stability is ensured using the

terminal cost and constraint set method [6] for
guaranteeing stability in linear or nonlinear MPC.
Lyapunov arguments are employed to obtain the

stabilization conditions that yield after suitable novel
transformations a set of Linear Matrix Inequalities (LMI).
If the resulting LMI is feasible, then the value function of
the MPC cost is a Lyapunov function of the PWA system
in closed-loop with the MPC controller. A different
terminal weight matrix can be used in the MPC cost for
each sub-model of the PWA system to reduce
conservativeness. The terminal weight matrix (or matrices)
and feedback gains are easily obtained from the solution of
the developed LMI, and the terminal state has to be
constrained to a positively invariant set [3] containing the
origin to ensure closed-loop stability. A procedure for
computing a polyhedral positively invariant set for a PWL
system is also presented. Therefore, the finite horizon
open-loop optimal control problem that has to be solved at
each sampling instant remains a Mixed Integer Quadratic
Programming (MIQP) problem while stability is
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guaranteed. The implementation of the whole procedure
has been tested on several examples with good results.

The proposed method can be used to achieve stability for
other relevant classes of hybrid systems equivalent to
PWA systems [4], when a quadratic cost MPC scheme is
used, and it does not depend on the algorithm employed to
solve the corresponding MIQP problem (e.g. the results
would also hold for a PWL approach).
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Abstract

Hybrid systems have recently attracted the interest of both
academia and industry due to their ability to model the in-
teraction between continuous and logic components. In par-
ticular, several authors have studied a subclass of hybrid
systems, viz. piecewise affine (PWA) systems, since they
represent a powerful tool for approximating nonlinear sys-
tems with arbitrary accuracy and since a rich class of hy-
brid systems can be described by PWA systems. Another
subclass of hybrid systems is the class of the max-min-plus-
scaling (MMPS) systems, the evolution equations of which
can be described using the operations maximization, mini-
mization, additions, and scalar multiplication. Recently, a
link between continuous PWA and MMPS systems has been
demonstrated. In this presentation we consider MMPS sys-
tems, and thus also continuous PWA systems.

Several authors have considered Model Predictive Control
(MPC) for classes of hybrid systems, and, in particular, sev-
eral approaches and efficient algorithms have been devel-
oped for MPC for PWA systems. We extend the approach
of [1], in which MPC for MMPS systems (and equivalently
— for continuous PWA systems) has been proposed. In [1]
the deterministic noise-free case without modeling errors is
considered, and in this presentation we extend these results
to the cases with noise and modeling errors.

An important difference between MPC and some other con-
trol methods is the explicit use of a prediction model. Be-
cause the models play such an important role in MPC, we
must also take into account noise and error modeling when
we implement MPC. Indeed, ignoring the noise can lead
to a bad tracking or even to unstable closed-loop behavior.
Both modeling errors and noise and disturbance perturb the
system by introducing uncertainty in the equations of the
system. We model the noise and disturbances by including
extra additive terms in the max-min canonical forms of the
system equations for MMPS systems.
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Figure 1: Illustration of the worst-case MPC for a perturbed

MMPS system.

By adapting and extending the MPC approach for perturbed
max-plus discrete event systems developed in [2] to per-
turbed MMPS systems, we obtain an efficient MPC ap-
proach which is based on minimizing the worst-case cost
criterion. More specifically, we prove that the optimization
problem at each step of the MPC algorithm can be trans-
formed into a sequence of linear programming problems, for
which efficient solution methods exist. We also illustrate the
new approach for a simple case study (see Figure 1).
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Abstract

In monitoring the goal is to accurately estimate the state of
atrue system. For estimating the state a single model of the
true process is usually available. In some situations multi-
ple candidate models are available for describing the current
behavior of the true system. An example of such a situa-
tionisin model based fault detection and isolation (FDI). In
model based FDI, at least one model is given to describe to
nominal process behavior, while a second set of models de-
scribe the behavior of the process after corresponding faults
have occurred. These fault models could be the same as the
nominal models, but with time varying parameters. In this
abstract we will focus on the problem of selecting the best
possible model for state estimation.

Model selection for filtering problems is often described
using Bayes conditional probability theory [1]. Suppose
n models are available, denote these models as ., with
i =1,2,....,n. Then the filtering procedure is carried out
for each model, on measurement data y. Afterwards, us-
ing Bayes conditional probability theory, the conditional
probability p(.#;ly) is computed. The model with the
highest conditional probability is then selected, and the
state estimates based on this model are used. The condi-
tional probability p(.#;|y) can be computed via: p(.#i|y) =
p(y|-#:)p(A;)/p(y). Using this equation in practice for
complex process models is generally difficult, because the
term p(y|-#;) is not trivia to compute for non-linear sys-
tems and knowledge of the priori probability of each model
p(#;) israrely available.

An dternative approach to the model selection problem is
given in [2]. If a moving horizon state estimator (MHE)
is used for state estimation, the state estimation problem is
written as a weighted and regularized least squares prob-
lem. The problem of model selection is therefore approx-
imately similar to model selection in system identification
theory. Given this similarity, the model selection is done us-
ing the Akaike Information Criterion (AlC). Advantages of
this approach are that exact probability distributions are no
longer required, and the technique can a so be easily adapted
for non-linear models. Drawbacks of this approach are that
the technique can only be used in conjunction with mov-
ing horizon estimators. Another drawback is that the AIC
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criterion may not be the best criterion, since it was derived
only for least squares problems without weighting and reg-
ularization, while states are estimated with weighting and
regularization.

In the remainder we consider a model selection procedure
closely related to [2] will be considered. We propose to use
the expected asymptotic prediction error ¥/ (k) asaselection
criterion:

ExV (%, k). (1)
Eyellvk — (%) |1 )

inwhich % isthe estimated state using all measurement data
up to (and including) vk, Y(X) isthe best one step ahead pre-
diction of yk given x, and R is a chosen positive semi def-
inite weighting matrix. Since this criterion is a prediction
error, modelswith alower #'(k) are considered to be better.
A practical problem with using this criterion is that exactly
computing the asymptotic fit requires an infinite number of
measurements. Since this is impossible, an estimate of the
expected asymptatic fit is required. Our derived estimator is
ageneralized version of the FPE criterion [3] used in system
identification. The generalized version can a so compute the
expected asymptotic fit if model parameters have been esti-
mated using regularized least squares problems. The new
criterion is similar to the AIC criterion used in [2], but is
better suited for monitoring problems because it also incor-
porates knowledge on how the states are estimated.

v (k) =
with V(x,k)
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1 Abstract sity function, especially if the number of parametersis large.

Model based fault detection systems are made of two In order to alleviate this problem, alternatives have
parts: a residual generator and a decision module. The been developed like the stratified and the Latin Hypercube
first is a filter notch which takes as inputs the actuator sampling methods. The latter amounts to divide the domain
commands and the measured plant outputs and generatesof each probability density function into subsets and to
signals called residuals. The residuals are signals that, in the generate realizations of the random variable from each of

absence of faults, deviate from zero only due to modelling
uncertainties, with nominal value being zero, or close to
zero under actual working conditions. If a fault should
occur, the residuals deviate from zero with a magnitude
such that the new condition can be distinguished from the
fault free working mode. The role of the decision module is
to determine whether the residuals differ significantly from
zero and, from which residuals are different from zero, to
analyse the pattern of zero and non zero residuals and to
deduce which is the most likely fault.

The performance of such systems are characterized by
their false detection (isolation) rate, their missed detection
(isolation) rate and their mean detection (isolation) delay

[1].

Yet such criteria are very difficult to evaluate analyti-
cally once modelling uncertainties are considered.

The aim of this contribution is to study the use of

Monte Carlo simulation to estimate the above mentioned
performance criteria. The uncertain model parameters
are described by their probability density function. Three
methods are considered to obtain realizations of these
random variables [2,3] :

- The random sampling method
- The stratified sampling method
- The Latin hypercube sampling method

The random sampling method is the most obvious
one: a value of each parameter is simply generated on
the basis of its probability density function. This method
requires an important number of simulations to cover
appropriately the entire domain of each probability den-

1The work of Gdric Parloir is supported by project EU-IST-2001-
32122 IFATIS
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those subsets. This allows covering the domain of each
probability density function more suitably.

After presenting the methodology in a general con-
text, it is illustrated on a simple system. The different
sampling methods are compared and the effect of the choice
of the distribution of the uncertain parameters is studied.
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1 Introduction wherei, (k) = [2(k) a(k)]", with 2,(k) € R™, is the esti-
mated augmented state(k) € R™ is the inputy(k) € R’

Fault Detection and Identification (FDI) is a topic that has s the output anas(k) andv(k) are respectively the process
grown with the increasing demand of fault-tolerant control noise and the measurement noi&ék) is the parameter that
systems. Especially in safety-critical systems such as air- represents additive faults on the input.
craft, the demand of reliable FDI is large. For this reason
an important element of the European ADFCS-II (Afford- The augmented filters by themselves are not sufficient for
able Digital fly-by-wire Flight Control Systems) project, of ~ FDI. Some additional FDI logic has to be added to determine
which this research is part, consists of sensor and actuator What type of fault has occurred after the detection of the
FDI. In this project methods are studied for cost-efficient fault. The detection of a fault is performed by applying the
implementation of FDI in small commercial aircraft. There- cumulative-sum (CUSUM) algorithm on the fault parameter.
fore “hardware redundancy”, which is very common in air-  The logic is based on the fault characteristics of the two fault
craft should be replaced by “analytical redundancy”. This types.
research will focus on actuator FDI because the sensor FDI
part has already been extensively studied [3]. 4 Evaluation

The proposed method is evaluated with data from the non-
linear simulation of an aircraft as used in the ADFCS-II
project. The system matrices are based on a linearization
of the non-linear aircraft in a certain working point. Real-
istic flight maneuvers with insertion of faults in the primary
control surfaces are simulated.

2 Actuator FDI in aircraft

There are two types of common actuator faults in aircraft
[1]. These two types are partial faults and total faults. A total
fault is characterized by the fact that the concerning actuator
does not react at all on the commanded inputs. When a par-
tial fault has occurred the actuator still reacts on the input,
but with reduced efficiency. Furthermore there are different References

types of total faults [1]. The goal of this researchis to firstly [1] J. D. Baskovic and R. K. Mehra, “Stable Multiple
detect the fault and then find out to which class it belongs. Model Adaptive Flight Control for Accomodation of a Large

Subsequently the size of the fault should be estimated. Class of Control Effector FailuresRroc. of the American
Control Conference 199%p. 1920-1924, San Diego, June
3 FDI method 1999.

[2] S. Ms&Sig, V. Verdult, M. Verhaegen and S. Kaney,
Previous research has been conducted on actuator FDI in air- “Estimation and Robustness Analysis of Actuator Faults
craft using the parameter estimation method based on sub- based on Kalman Filtering'Proc. of the IFAC SAFEPRO-
space identification [4]. A recommendation from this re- CESS 2003pp. 241-246, Washington DC, USA, June 2003.
search was to investigate a recursive identification method [3] M. Oosterom, R. Babika and H. B. Verbruggen,

instead of the Useq batch-wise method in order to imprOV.e “Soft Computing App"cations in Aircraft Sensor Manage_
the Speed of detection. Therefore an augmentEd Kalman fil- ment and F||ght Control Law ReconﬁguratiomEEE Trans-

ter has been implemented that does not only estimate the actions on Systems, Man and Cybernetics. 32, no.2, pp.
states but also an extra fault parameter [2]. Such an aug- 125-139, May 2002.

mented filter in the case of additive faults is given by: [4] V. Verdult, S. Kanev, J. Breeman and M. Verhae-

A B B gen, “Estimating multiple sensor and actuator faults using
Zo(k+1) = {0 7 } Za(k) + [O } u(k) + w(k) (1) subspace identificationRroc. of the IFAC SAFEPROCESS
2003 pp. 387-392, Washington DC, USA, June 2003.
y(k) =[C 0] zqa(k) + D(u(k) + a(k)) + v(k)(2)
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Abstract

In the system identification literature one distinguishes two

possible assumptions when performing analytic investiga-
tions on the asymptotic characteristics of the obtained esti-
mates: (i) the true system can exactly be disclosed and (ii) the

or control relevant identificationwhich is currently one of
the main reseach directions in the identification community.
The idea of using a control-relevant bias tuning filter to im-
prove the incorporation of the control-relevant dynamics in
the estimated model is used in e.g. [3].

true system can at best only be approximated. Focussing on One characteristic of thieentification for control c.g. bias

the G-estimate obtained with the prediction error method of
identification [1], this distinction translates to the distinction
in (i) the assumption that the true syst&@rns contained in
the model set®, € 4/8 € M) and (ii) the assumption that
the trueG is not contained in the model s&¢ ¢ G/8 ¢ M).
This distinction reflects itself also in the nature of the con-
vergence analyses for both these approaches. Irettae(
modelling) case of (at leas§, € 4 the convergence analy-
sis focuses on finding conditions for which a consistent
estimate is obtained. Well-known results in this respect are
that

« in the case of (completely) closed-loop data the noise
model has to be estimated consistently in order to ob-
tain also a consister-estimate

* in the case of open-loop data a consis@@r¢stimate
is obtained irrespective of whether a consistent noise
model is obtained or not

A less well-known result in this respect is that in the case
of partial closed-loop data, i.e. when part of the inputs is
being manipulated and a remaining part is not, under general

conditions the complete noise model has to be estimated con-

sistently in order to obtain a completely unbiaseéstimate;
when it comes to consistency it thus resembles a completely
closed-loop situation. When the output additive disturbances

are uncorrelated and the noise model is parameterized ac-

cordingly or when certain channels in the r&hbre absent,
only part of the noise model needs to be estimated consis-
tently in order to obtain a completely unbias@eestimate.
See [2].

In contrast, in thegpproximatemodelling) case 06, ¢ G,

the convergence analysis focuses on maintaining the pos-
sibility of tuning the inevitable bias in such a way that its
distribution over the dynamical c.q. frequency range is op-
timal with respect to the intended use of the model. When

this intended use is control design, the presence of the possi-

bility of tuning the bias allows fordentification for control
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tuning literature is that it generally considers only SISO sys-
tems. Tuning the bias of th@-estimate for these systems

is easily performed using a prefilter consisting of the input
spectrum, noise model and/or data filters. The particular is-
sues and possible problems related to tuning the bias of a
multivariable G-estimate have not been considered to this
date, not even for the open-loop case, (at least not to the
knowledge of the authors) while many real-life systems to
be identified are multivariable, in particular in the process
industries. The aim of this presentation is to fill in this gap:
the question that will be addressed is how to tune the biases
of part or all of the SISO transfer functions of a multivariable
G-estimate. This will be done only for the open-loop case.

The results discussed during the presentation are summarized
in [4].
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1 Abstract Pereyra [2] to solve nonlinear optimization problems, based

_ ) N in a reduction of the number of parameters to be optimized.
This paper presents a new approach towards the identifica- Thjs reduction is accomplished by the separation of these

The main feature of this approach is to estimate the LLM Pa- equation, i.e., linearlyy;, or nonlinearly,,. The optimiza-

rameters based on the Separable Least Squares (SLS) opti-tion is then performed independently, first for the nonlinear

mization technique. Additionally, this approach also consid-  part and then for the linear part. This procedure demands the
ers the use of a dynamic parametrization for the state space manipulation of the LLM equations into a suitable structure,

matrices. resulting in the following problem:
2 Local linear Models min [|Y" — @ (0, Al
n,Y1
The motivations to approximate nonlinear dynamical sys- | sts
tems via LLM is widely discussed e.g. in [1]. The LLM min

2
can be described as a weighted combination of several lo- On ‘Y —2(0n) @ (an)TYHZ
cal linear models, which are designed to approximate the 0, = (¢9n)T Y
dynamical behavior of nonlinear systems. In the work of
Verdult [1] a new approach for the identification of LLM
was proposed, consisting of the identification of several lin-
ear state-space models and their combination based on radial
basis functions:

Regarding an efficient implementation of these algorithms,
the use of mathematical tools, e.g. DR-decompositigns
also under research.

4 Parametrization

Tesr = i (Bns iy w;) (Aswy + Byuy, + O;) The performance of the optimization algorithms, used for
i=1 system identification, is highly influenced by the nonunique-
e = Cuap+u ness of the input-output state-space representation. This

feature normally results in an ill-conditioned optimization
problem. To handle this problem an adequate parametriza-
tion for the system matrices has to be used. This
parametrization needs to take into account the requirements
of the SLS optimization. Here, the use of an approach simi-
lar to that used by Ribarits [3] is under research.

wheres is the number of LLMx;,, € R" is the state vector,
ur € R™ is the input,y, € R!, s is the outputy, € R!

is a white noise sequence apd ¢y, ¢;, w;) is the schedul-
ing vector, defined as normalized radial basis functions with
centerc; and widthw;. Therefore, the identification prob-
lem resumes to the estimation 4f, B;, O;, C and of the
parameters for the weights andw;. References
3 Separable Least Squares [1] V. Verdult, L. Ljung and M. Verhaegen. Identification

This identification of LLM is based on a gradient-type op- of composite local linear state-space models using a pro-

L . . jected gradient searcHNT. J. CONTROL75(16/17):1385
timization process, therefore, a nonlinear cost function has

L . . .~ —1398, 2002.
to be minimized over the available input-output data. This _ o
type of procedure normally implies a large number of pa- [2] G._H. Golub and V Pereyra. The differentiation of
rameters to be manipulated at a time, with consequences pse_udo-lnverse and nonlinear least squares problems whose
both in the numerical stability and conditioning of the prob- ~ Variables separateSIAM J. Numer. Anal10(2):413 — 432,
lem and also in the computational burden. Therefore, to April 1973.
handle these problems, the viability of performing a Sep- [3] T. Ribartis, M. Deistler and B. Hanzon. Separable
arable Least Squares (SLS) optimization is currently under least squares data driven local coordinatedth IFAC Sym-
research. The SLS is a method developed by Golub and posium on System Identificatiqmages 1922—-1927, 2003.
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Abstract

Let w = (u,y) be an exact input/output trajectory of an
LTI systemS. We give conditions under which an arbitrary
response ofS can be constructed directly from and an
iterative algorithm that does this. In particular, the impulse
response can be obtained fram Followed by a realization
algorithm, this gives a new exact identification procedure.

Let H,(-) be a block-Hankel matrix withblock-rows,e.g.,
with w(1), ..., u(T),

u(l)  u(2) w(T —1+1)

u(2 u(3 w(T —1+2
= [ =142

u(l) uw(l+1) u(T)

Letn,,.x be an upper bound on the system ondand define
Up € RemaxX: [ € RI™X" Y, € RemaxPX" Y € RIPX py

{Up} v Hopat(y) = { ] :

Us
Theorem 1 (Response from data). Let (u,y) be a trajec-
tory of a controllable LTI system S of order n < ny,,, and
let u be persistently exciting of order [ + 2n,,.«. Then the
system of equations

Yp
Yi

a1 (1)

Uf g=|us|, (1)
Y, 0

is solvable for any us and any particular solution g allows
the computation of the response g; of S due to the input s
and zero initial conditionsas s = Y;g.

The persistency of excitation assumption implies that

T+1

m+ 1 2)

so using (1), we are limited in the length of the respofse
that can be computed from a finite It is possible, how-
ever, to find an arbitrary many sample of the response. Al-
gorithm 1 does this by computing iteratively blockd abn-
secutive samples.

[ <

- 2nmax7
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Algorithm 1 (Iterative computation of response from data).

Input: u, v, 4f, andn ..

1. Initialization: choosé€ according to (2), set := 0,

._| 0 © ._ |0
0= |:’l_1,f(1:l):| , and fi¥ = M .
2. Repeat
2.1. Solve
Up e 15
Ui | g™ = sz) , Where i:) = £k
Yy y,p Iy

Let g(*) be the particular solution found.
2.2. Defineg™ := v;g®.
2.3. setfy) := g*) and shiftfy, f;

ol 15 k+1) [0y
1R A B |

a(kl+1:(k+1
24. k:=k+1
Until ¢ < ki

(1) ._ {
u :

(t := # of samples i )

T
—(k—=1)T
W]’

Output: 7 := [gf(o)T
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1 Introduction
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Since every input-output transfer of a mechanical distebu
system can be written as a sum of modal components, each

Due to the demand of higher accuracy and lower acoustic transfer has the same pole locations. So shifting poles lo-

noise levels, there is a growing interest for active vitmnati
suppression in industrial application. Noise and vibratio
problems often occur in mechanical distributed parameter
systems which are badly damped and typically suffer from
high modal density [3].

cally into the left half-plane (LHV), i.e. increasing modal
damping, will result in vibration suppression in a global
way. This is used as a root-locus tuning criterium.

The poles of the PPF controller are placed such that the
attraction of root-loci of dominant modes into the LHP is

In literature, control concepts have been proposed in the .,5vimized. By doing so, a trade-off occurs for the damping

field of active vibration suppression using multiple siso-
feedback filters with collocated sensor/actuator pairs [2]

of the controller poles. Less damping results in a shift of
one particular pole into the LHP whereas more damping in

These concepts are suited to introduce damping in Systems he controller spreads the interaction of root-loci overeno
with a large number of modes and overcome the problems ,qqes byt reduces effectiveness. As an alternative, a sum-

of high authority controllers such &g, and* ., which suf-
fer from spill-over effects resulting from either model- or
controller-order reduction.

Due to good experiences reported in literature, Positia-Po
tion Feedback (PPF) is chosen to implement. However tun-
ing such controllers is often focussed on reduction of one
dominant mode. Other approaches are needed for broa
banded reduction of vibration levels.

2 Approach

Using negative feedback, the transfer-function of a PPF con
troller can be written as a summation bfmodal compo-
nents

n=~k

:ZG

n=1

-1

n
82 428, we, 8 + w2

whereY, andU¢ are the controller output and input whereas
&, we, andG,, are respectively the modal damping, eigen-
frequency and gain of mode

mation of several PPF modes can be used to create a broader
frequency range for vibration suppression.

3 Results

The tuning approach is experimentally evaluated on a vi-

d- brating plate using PZT piezo’s for collocated sensing and

actuating. Laser vibrometer measurements show that be-
sides local performance, reduction of vibration levelsrove
the entire plate is achieved.

Additional aspects such as time-delay, spill-over andtdigi
as well as analogue implementation will be discussed and
verified by means of experiments.
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This makes loop-shaping less suited to tune for vibration
suppression. Nevertheless, open-loop information i$ stil
valuable for stability analysis.
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1 Background on vibration isolation

Vibration isolation aims at reducing the transmission of vi-
bration from one body or structure to another [2], to prevent
undesirable phenomena such as sound radiation. A well-
known method for vibration isolation is the technique of
passive vibration isolation, such as the use of springs and
dampers. By carefully designing the stiffness properties of
the material, it is possible to provide a certain level of vibra-
tion isolation. However, often it is not possible to decrease
the stiffness to such a degree that proper vibration isolation
is being accomplished. Especially vibrations in the lower
frequencies are difficult to isolate [2]. A more promising
method for vibration isolation is hybrid isolation techniques.
In addition to passive isolation, an active isolation control

system is being used with sensors, actuators and a controller,

which compensates for those lower frequency vibrations [1].

2 Experimental set-up used for validation

For research and development, a one-degree-of-freedom

(1DOF) experimental vibration isolation setup has been
built at the laboratory. The setup is depicted in Figure 1. An
electro-dynamic shaker serving as a vibration source excites
a mass with an unknown disturbance. The mass is mounted
on a clamped metal plate by a ceramic piezo-electric actua-
tor which operates as a hybrid isolation mount. The goal of
the set-up is to minimize the acceleration sensor output by
properly steering the ceramic piezo-electric actuator input
on the basis of an adaptive controller. The set-up is sampled
at a sample frequency of 4 kHz. For control hardware the
dSPACE DS1103 single board ISA controller is used.

3 Contribution of our work

First, for control of the set-up, a model of the transfer path
between the ceramic piezo-electric actuator input to the er-
ror sensor output is required (i.e. a model of the secondary
pathS). This problem is solved by making use of the PO-
MOESP class of subspace identification routines [5, 6]. Itis
demonstrated that an accuraté™@der state space based
black-box model can be identified of the secondary gath
Second, it is shown that by making use of an adaptive feed-
back controller which is parameterized as a finite impulse

Figure 1: The one-degree-of-freedom vibration isolation set-up

response filter and which is updated on the basis of the post-
conditioned filtered-x least mean square algorithm [1, 3, 4],
broadband isolation control is achieved with reductions of 9
dB, 5dB, 12 dB and 3 dB on the four main resonance peaks
of the set-up.
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1 Abstract [2] N. Challamel,Rock destruction effect on the stability

_ _ _ _of adrilling structure Journal of Sound and Vibratid?g3
This research is concerned about the study of self-excited vi- (2000), no. 2, 235-254.

brations that occur when drilling with rotary system equiped .
with PDC bits. In this novel approach [5], the discrete 381 E. Detour_n_ay anq P. Defournxp_\ phenomenological
model takes into consideration the axial and the torsional mpdel qf the drilling action of drag bifsnt. J. Rock Mech.
modes of vibration. This simple mechanical model consists Min. Sci. & Geomech. Absti29(1992), no. 1, 13-23.

in a torsional spring, a punctual mass and inertia. The cou- [4] D. R. Pavone and J. P. DesplaAgplication of high
pling between these two modes through rate-independent sampling rate downhole measurements for analysis and cure
bit-rock interaction laws that account for the cutting and the  of stick-slip in drilling, SPE 28324 (1994).

frictional process are based on the phenomenological DD (5] T, Richard,Self-excited stick-slip oscillations of drag
model [3]. bits, Ph.D. thesis, University of Minnesota, December 2001.

Because of the helical motion of the bit, the cutting forces
depend on a varying delayed axial position of the bit. This
delay dependance is ultimately responsible for the existence
of self-excited vibrations. Numerical simulations showed
that they may degenerate into stick-slip oscillations or bit
bouncing for sets of parameters in accordance with quan-
tities used in real field operations. Such extrem types of
vibrations are at the origin of important bit or drillstring fail-
ures.

It was found that the key quantity governing the mean re-
sponse of the system is a parametewhich is an indirect
measure of the level of the axial vibrations. Indeed, the
mean rate of penetration and the mean torque depend on this
quantity, as well as on the rate independant parameters char-
acterizing the system.

Commonly assumed to be an intrinsic property of the bit-
rock interaction laws [1, 4, 2], the velocity weakening law
(decrease of the friction coefficient with respect to the pre-
scribed angular velocity) is not a cause but a consequence
of the self-excited vibrations. It is directly related to the
variation ofx (level of axial vibrations).

The importance played by the axial vibrations on the mean
system response emphasizes the necessity to increase the
number of degrees of freedom to model the drillstring in a
more realistic way. Current research is focused on the inte-
gration of finite elements in the mechanical model to see the
influence on the system response when a softer mechanical
system is placed above the bit .
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1 Introduction

This article develops a frequency domain solution to the
7% control problem. This is a two-block optimal controller
synthesis problem, with standard solutions in the time do-
main. This paper presents a frequency domain solution to
this problem. The advantages of such an approach are dis-
cussed. Also some examples are given, which illustrate the
computational solution.

2 Approach

In the optimal 2-norm controller synthesis, one seeks a con-
troller which stabilizes the control system and minimizes a
given quadratic cost function. The first important contribu-
tions to this problem uses the Kalman filter and its extension
to Linear Quadratic Gaussian control (LQG). This was fur-
ther extended by robust control theorists, who generalized
the problem, leading to the four block % problem. The
best known solution of this problem is described by Doyle
etal. [1].

A nice feature of the present approach is that the solution
is closed form. Being in the frequency domain, it is more
transparent than a pair of coupled time domain Riccati equa-
tions. This method also gives insight into many issues, such
as where the controller poles go as weights varies.

The approach taken here uses the sensitivity and comple-
mentary sensitivity function as a measure of robustness.
Here we solve the two-block problem, which is to mini-
mize the two-norm of the square of the magnitude of the
sensitivity and the complementary sensitivity function. This
amounts to the minimization of

WS
W, T

2

; 6]

2

where W, and W; are weighting functions used to shape S
and T, respectively. The sensitivity function, S, determines
the effect of disturbances on the closed-loop system. The
complementary sensitivity function, 7', is important for the
closed-loop response, the effect of measurement noise, and
robust stability.
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Typically, control system design amounts to shaping these
functions aiming for the following objectives

e Make the sensitivity S small at low frequencies.

e Make the complementary sensitivity 7 small at high
frequencies.

e Prevent both S and T from peaking at crossover fre-
quencies.

The approach taken here is based on the Youla parameteri-
zation (see Maciejowski [2, §6]), which is a useful tool that
facilitates the solution of the 73 problem, since it allows
the cost function (1) to be written in terms of a single pa-
rameter, Q. That is, the optimal Q is calculated and then
using the Youla parameterization the corresponding optimal
controller K is found. In this way, closed loop stability is
equivalent to the stability of Q.

3 Presentation

First the general idea of the approach is introduced. Next
the Youla parameterization is briefly stated. It is also shown
how to reduce the two-block problem (1) into a one-block
problem. The solution to the one-block problem is given
next. Ideas of how to choose the weights are presented and
some examples are shown which give more details on the
selection of weights. Finally, some concluding remarks are
presented.
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Figure 1: TheH, control problem with multiple i/o delays and its
equivalent filtering problem.

Abstract

We consider the control system configuration of Figure 1(a)
where the planP(s) is a rational transfer matrix and the
multiple-delay operator&,(s) and/y(s) represent different
delays in each channel of the input and output of the plant,
respectively. TheH,-optimal control problem is to find a
stabilizing LTI causal controller such that ti&-norm of

the overall transfer function from to zis minimized:

min [ (P(S). Au(SK (SA(9) 2 )

In [2], partly using techniques developed in [1], it is shown
that if the delays are present only either in the input or é th
output, i.e. if either\y(s) = I or Ay(s) =1, then the control
problem (1) is equivalent to a (transposed) filtering proble
of the form

fgl(lsl;l [T(s) + T2()A(SF (9)]|2 )
whereT; (s) andT,(s) are rational transfer matrices that can
be determined from the plaR{s). The delay operatoh(s)

is equal to eitheNy(s) or Ay(s), whichever not equal to the
identity. It is also shown that the connection between the
filter F(s) and the controlleK(s) is established through a
causal bijection. Once the optimal filtBgy is known, it is
trivial to compute the optimal controller.

In [2], the (transposed) filtering problem (2) is solved @sin
frequency domain techniques. However, the method works
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well only for open-loop stable plants. For unstable plants
pre-multiplication of the filtering equation (2) by a certai
all-pass transfer function, which makes the formulas unnec
essarily complicated, is needed. In addition, the requltin
optimal filter has a considerably larger dimension than the
plant.

In this work, an alternative time-domain approach for solv-
ing the filtering problem (2) is developed. In time domain,
the objective (2) is

rp(it?||T1(t)+T2(t)*/\(t)*F(t)HZ @)

whereF (1), T1(t), T2(t), andA(t) are the impulse responses
of F, Ty, To, andA. Since in (2) we may optimize each
column of F(t) independently, without loss of generality
we may assume thdt(t) is a single-column impulse re-
sponse. By this assumption, we may view the quantity
(Tai(t) + Ta(t) * A(t) x F(t)) as the output of the system
[T1 T2] with col(3(t),A(t) «F(t)) as its input. The ob-
jective (3) becomes finding the optimal inpu(t) = F(t))

for the systen|T1 T2 such that théd>-norm of the output

is minimized. This is actually a linear quadratic regulator
(LQR) problem with multiple input delays.

By employing the fundamental principle of optimal control
theory, namely the principle of optimality, it may be shown
that the resulting LQR problem with multiple input delays
may be reduced tbl standard finite-horizon LQR problems
plus a standard infinite-horizon LQR problem, the solutions
to which are readily available. HeM:is the number of dis-
tinct delays inA. The resulting controller consists of a ra-
tional transfer matrix block, a finite impulse response kjoc
and delay components. The rational part of the controller
has the same dimension as the plant and the method does
not have any problem in handling unstable plants.
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1 Introduction

Tensegrity structures are built up from bars and tendons,
where bars are placed discontinuously in a continuous net-
work of tendons [1]. While tendons can only handle tensile
forces, bars can be subjected to both tensile and compres-
sive forces. Integrity (stability) of the tensegrity structure is
obtained through pre-stress of the tendons. The word tense-
grity is obtained by coining fension and integrity.

Changes in the shape of a tensegrity structure are possible
by altering the unstressed length of tendons [2]. Methods for
generating reference trajectories for shape control of tenseg-
rity structures and for designing a feedback controller that
suppresses structural vibrations, while maintaining integrity
of the structure, have been developed.

2 Shape changes

Design of the reference trajectory for changing shape is ac-
complished using an optimization algorithm. The objective
for the optimization problem is selected to represent the con-
trol effort, the changes in tendon length. Several constraints
must be met:

e Collision avoidance: if elements collide during the
shape change, the shape change may not be feasible
or elements can be damaged.

o Geometry related constraints: desired shape and/or
desired nodal positions, fixed bar lengths, minimum
allowed tendon lengths, and fixed nodal positions by,
e.g., joints.

e Force related constraints: tension in all tendons, min-
imum and maximum allowed element forces related
to pre-stress and buckling or yield respectively, and
maximum allowed change in element forces to avoid
possible damage to the elements.

When the optimization problem is feasible, a reference tra-
jectory for the shape change is generated.
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3 Dynamics and control

The reference trajectory is used as a feedforward signal for
the shape change of the tensegrity structure. To suppress vi-
brations in the system, an Hy controller is introduced. How-
ever, other control strategies can also be used [3]. Since the
control strategy is based on a linear model, the non-linear
dynamics of the structure is linearized.

With de design of the Hy controller, attention is paid to
external disturbances, control inputs, and weighting filters.
Since integrity of the structure throughout the shape change
is desired, a minimal tension requirement is included in the
control objectives.

4 Example

The methods developed are applied to a two dimensional
tensegrity structure:

When only the feedforward signals are used for the shape
change, structural vibrations are clearly visible and integrity
cannot be guaranteed throughout the shape change. With
the H, controller in the feedback loop, tension in tendons is
preserved and vibrations are suppressed:
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1 Introduction

Process industry requires now more accurate, efficient and
flexible operation of the plants. Nonlinear MPC optimiza-
tions become computationally expensive to be solved in real-
time. This presentation considers MPC algorithm for non-
linear plants using successive linearization. The prediction
equation is computed via nonlinear integration. Local linear
approximation of the state equation is used to develop an op-
timal prediction of the future states. The output prediction
is made linear with respect to the undecided control input
moves, which allows to reduce the MPC optimization to a
guadratic programming problem (QP). A structured interior-
point method (IPM) has been proposed to solve the MPC
problem for large-scale nonlinear systems. The cost of this
approach is linear with the horizon length, compared with
the cubic growth for the standard optimizers.

2 Structured IPM based MPC

The constrained optimization programs tend to become too
large to be solved in real-time when standard QP solvers
are used. To reduce computational complexity we solve
the QP problem using a structured interior-point method
[1, 2, 3, 4]. Many industrial examples show that large-scale,
usually stiff, nonlinear systems may require long horizons
to fulfill performance requirements. Naive implementations
of standard QP solvers could be inefficient for such MPC
problems. The proposed optimization algorithm explicitly
takes the structure of the given problem into account such
that the computational cost varies linearly with the number
of optimization variables. The algorithm also easily allows to
introduce multiple linear models. The state elimination was
not carried out and the structure given by the dynamics of
the plant reflected in the Karush-Kuhn-Tucker (KKT) equa-
tions that were used to solve the QP using an interior-point
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method. The structured IPM is implemented using primal-
dual Mehrortra’s algorithm including prediction, correction
and centering steps. The optimization variables consist of
the inputs and the states over the horizon, but the optimiza-
tion problem becomes sparse to allow computational time
reduction, which is an important issue for on-line implemen-
tations of MPC for nonlinear stiff systems. In this paper the
effectiveness of the structured IPM based model predictive
controller is demonstrated on two industrial chemical pro-
cesses, hamely a continuous stirred tank reactor and a stiff
nonlinear batch reactor.
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Abstract

We consider coordinated traffic control for networks consist-
ing of both urban roads and freeways. One of the main prob-
lems that has to be addressed when designing traffic control
strategies for such networks is that we should prevent a shift
of problems from the urban network to the freeway network
(or vice versa) due to the applied control strategy.

We develop an integrated model to describe the evolution of
the traffic situation in mixed urban and freeway networks.
For the freeways we use the METANET [3] macroscopic
traffic flow model, that describes the evolution of the state
variables density, the speed, and the flow for each segment
of a freeway.

freeway 1

freew X 2

For the urban traffic a new model is developed that is based
on an earlier model by Kashani [1]. We have added the fol- Figure 1: Network used for the case study
lowing extensions:

tive used is the total time spent by all vehicles in the net-
e blocking effect: horizontal queues are used to de- work, and the control measures are the urban traffic signals
scribe the effect that a full link can block an upstream  (but the method can easily be extended to include other ob-
link. jectives, control measures and/or constraints).
The model and the control approach are illustrated via a sim-
ple case study, for which MPC control results in a reduction
with about 8 % of the total time spent with respect to fixed-

e turning-dependent queues: the queue dynamics if
one direction is blocked are modeled by turning-
dependent queues.

time control.
e shorter simulation time step: a shorter time step
makes it possible to give a more accurate description, References
and especially to detect a blockage earlier. [1] G.N Saridis H.R. Kashani. Intelligent control for ur-

ban traffic systemsAutomatica, 19(2):191-197, 1983.
To complete the model for mixed urban and freeway net- [2] J.M. Maciejowski. Predictive Control with Con-
works we provide model equations that describe the connec- straints. Prentice Hall, Harlow, England, 2002.
tion between the two models via on-ramps and off-ramps.  [3] A. Messmer and M. Papageorgiou. METANET: A

o macroscopic simulation program for motorway networks.
We present a model predictive control (MPC) framework [2]  31:466-470, 1990.

for mixed urban and freeway networks. The control objec-
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Abstract

In this presentation an efficient implementation of MPC us-
ing a time-varying terminal cost is explained. The imple-
mentation uses online computed convex combinations of
a precalculated set of terminal costs and constraints. The
new method is shown to have better scaling properties than
other MPC-schemes using time-varying terminal cost, while
retaining the performance and feasibility. A generalized
stability proof is given, unifying MPC with fixed terminal
cost, time-varying terminal cost and the newly introduced
scheme.

1 Introduction

Stability is an aspect of MPC that has been studied inten-
sively in the last decade. The main ingredients for imposing
stability area) a locally stabilizing feedback controller (ter-
minal controller) that is appended at the end of the horizon,
b) a terminal cost, corresponding to the Lyapunov function
of the terminal controller, which is imposed on the last state
of the horizon (terminal state) arj a terminal constraint,
corresponding to a region of attraction of the terminal con-
troller inside which the latter doesn't violate the state and in-
put constraints, which is also imposed on the terminal state.

These ingredients guarantee that the subsequent optimiza-

tion problems are feasible (if initially feasible) and that the
MPC cost function acts as a Lyapunov function, implying
assymptotic stability for those initial states that result in fea-
sible MPC optimization problems. However, a trade-off has
to be made between a large terminal constraint (resulting in
good feasibility) and a small terminal cost (resulting in good
performance in terms of total control cost).

2 Time-varying terminal cost

Several MPC-schemes using a time-varying terminal cost
have been introduced in recent years to tackle the trade-
off between feasibility and optimality. They all have the
common property that one or several additional variables,
parametrizing the considered set of terminal costs and con-
straints, are added to the optimization problem, resulting in
the most optimal feasible choice of terminal cost at each
time step. In general, several LMI-constraints that express
the dependence of the terminal cost and constraint on the
parameters, also have to be added to the optimization prob-
lem. Generally, this results in a significant increase in com-
putational complexity compared to MPC with fixed terminal
cost.

3 Convex combinations

A significant amount of online computations can be avoided,
by calculating a discrete set of terminal costs and constraints
beforehand. Online, convex combinations can then be used
to achieve a time-varying terminal cost and constraint. In
this way, only a very limited number of variables and LMI
constraints have to be added to the online optimization prob-
lem, restoring the scalability of the more classical MPC
scheme with fixed terminal cost and constraint. Almost no
concessions have to be made, however, in terms of feasi-
bility and performance. A further refinement can be made
by using a time-varying subset of the discrete set of pre-
calculated terminal costs and constraints, to further reduce
the computational complexity. Finally, stability is proven
by means of a unifying stability theorem and illustrated by
examples.
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1 Abstract

Non-linear mechanical systems with several degrees of
freedom that require high dynamical performance over
their whole operating envelope must be based on dynamic
models that carefully represent both the global non-linear
behavior, the representation of dominant structural flexible
dynamics and the inclusion of relevant other parasitic
phenomena.

The SIMONA research simulator project (SIMONA

stands for the Institute for research in Simulation, Motion
and Navigation) has as one objective the study in the field
of simulation with an advanced flight-simulator. This simu-

lator is composed by a light-weight cockpit mounted over a
six degree of freedom motion platform. It is desired that this
simulator works on a wider bandwidth than conventional
simulators, in order to simulate special conditions; therefore
the simulator is lighter and more flexible which would intro-

duce important flexible dynamics to be considered for high

the frequencies of interest [4].

Having a representation prior to model fitting would
give us more freedom on the experiments and the frequency
spectrum used. Additionally we would have the possibility
to reduce or eliminate error sources prior to fitting. The
errors due to model structure selection and order can be
isolated from errors in excitation and measurement.
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the high dynamical performance over the flight simulator
limited workspace, which is to be achieved by a model
based controller that takes into account uncertainties and
non-linearities of the system over the operating envelope.

At present, an approximation of the real system con-
sidering only the motion platform dynamics has been used
for an initial control design [1]. Better approximations
of the dynamics of the whole system are necessary for
increasing the performance in the entire working envelope
and fulfill bandwidth requirements.

In order to obtain an adequate model with system
identification procedures attention should be given to the
experiment design. The proper excitation of the system is
crucial in order to obtain measurements with enough infor-

mation over the relevant dynamics for the subsequent use

of identification routines. Due to the system magnitude (6

inputs, 6 outputs), a choice has been made to use frequency
domain measurements that properly designed prove to be

adequate and informative. Moreover, frequency domain

[4] R.Pintelon, J. Schoukens. “ System Identification: A
Frequency Domain approach, John Wiley and Sons, 2001.

measurements can be superposed and adapted to particular

frequency spectra resulting in good signal to noise ratios on
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Abstract

Measurements of transmission lines are usually done using
network analyzers. To remove the systematic errors of these

troduction of a plane of reference that indicates the reference
impedance in which the measurements are done.

In practice the impedance of the reference plaiieand

the characteristic impedan@g differ and reflection effects

measurement devices, several calibration techniques have emain. As long as these effects remain, the value of the

been developed (SOLT, TRL, ...). All these techniques in-

measured scattering matrix (1) is not equal to the theoretical

troduce a plane of reference to which the measurements are y5)ye (2).

referred. This is due to the calibration elements and for a
TRL-calibration it is the characteristic impedance of the line
used in the calibration method, in SOLT-calibration this is
the value of the load element. When the value of the load is
different from the characteristic impedance of the transmis-
sion line reflection effects will appear in the measurement
data as an unwanted side-effect of calibration. In this paper
it will be shown that it is possible to extract both the undis-
torted transfer function and the characteristic impedance of
the measured transmission line.

1 INTRODUCTION

Many modeling techniques are measurement based, so ac-

e (Z3-1)sinhiyl)
S11= 52 = 5 coshiyl)+(Z5+D) sinhyl)

Sp=91= 2Zg

o 220cosny|>+<25+1> sinh(yl)

(1)

WhenZy = Zgr (1) falls back to the theoretical scattering
matrix of a transmission line (2)

= = O
%2 = zzzi =e7 @
3 SOLUTION

curate network measurement need to be available. These It can be shown that the eigenvalues of the transmission ma-
measurements are done using vectorial network analyzers trix of the transmission line are identical to the transfer func-

(VNA) and these devices are calibrated to eliminate system-
atic errors by means of well known calibration techniques
(SOLT, TRL,...) [1],[2].

These calibration techniques introduce a plane of reference
to which the measurements are referred to. For a TRL-
calibration approach this plane of reference is the charac-
teristic impedance of the transmission line used in the cali-
bration. For a SOLT-calibration this is typically &0

If the plane of reference does nor coincide with the character-
istic impedance of the measured transmission line, reflection
effects will remain in the calibrated measurements. These
can be very annoying when it comes to using the measure-
ments for modeling purposes.

It will be shown that the real transfer function and the un-
known characteristic impedance of the measured transmis-

sion line can be extracted from measurements by means of (2]

an eigenvalue decomposition.

2 PROBLEM STATEMENT

The vectorial network analyzer allows the measurement of
the scattering paramete®s (1). As mentioned before, this

setup has to be calibrated in order to minimize systematic
measurement errors [3]. Common to all methods is the in-
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tion and its inverse as they would be measured in the charac-
teristic impedance of the transmission line.

Using these eigenvalues for the transfer function and its in-

verse, the hyperbolic sine and cosine in (1) can be written

as the sum and difference of the eigenvalues. Using these
values, the system (1) has only one unknown remaining, the
normalized characteristic impedangg. This unknown can

be found using a LS-approach.
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1 Introduction

Due to the decreasing availability of fresh water, there is a
large need for well performing wastewater treatment plants
(WWTPSs). Since the common trial-and-error approach is in-
sufficient for adequate (re)design or control, a model-based
approach is adopted.

2 Mode type

When selecting a model, the choice must be made
whether to use avhite-boxor a black-boxmodel. The
knowledge-driven white-box model (or first principles
model) incorporates all available mechanistic knowledge
into the model structure. This type of model is very accurate

in describing the observed phenomena, but the high degree

of complexity and non-linearity makes it very difficult
to incorporate in a design or control strategy. Examples
of white-box models are the Activated Sludge Models
proposed by Henze and co-authors for the biodegradation
process and the 1D-settling model introduced by &atak

and co-authors for the sedimentation process, characteriz-

ing important dynamics in an activated sludge WWTP [2, 4].

A black box model, like, e.g., a neural network, is

data-driven, and identifies a relationship between measured

values of the different in- and output variables. While this
type of model often has a very low computational com-
plexity, largely facilitating its implementation in (re)design
and control schemes, it does not incorporate any available
mechanistic knowledge. Furthermore, the validity of the
black-boxmodel is mostly limited to the range of in- and
outputs that was used during the identification process.

This research will aim at combining the advantages of
these two model types in grey-boxmodel: by exploiting
the available mechanistic knowledge and combining it with
a data-driven approach, a realistic, yet practical, model is
obtained.

3 Multi-modelling of WWTPs

To model the global activated sludge WWTRuazymulti-
model is used because this multi-model can accurately de-

scribe complex system behaviour [5]. To identify this
model, the two main operations, biology and sedimentation,
are modelled separately. For each unit operatiprddta
are generated through simulationg) ¢he dimensionality

of the dataset is reduced by meangoihcipal Component
Analysis (iii) the area of operation is divided into different
operational regimes usingfazzyclustering technique, and
(iv) a linear model, the so-called corner model, is identified
on each cluster [1, 3]. Combination of the different corner-
models and appropriate control actions for the various op-
erational regimes, using tHazzyrules obtained during the
clustering step, results in a global multi-model which can be
exploited in control schemes for activated sludge WWTPs.
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1 Abstract

Modeling and parameter identification of bioprocesses are
notoriously difficult tasks, due to the following issues:

the lack of experimental data, i.e. the number of sam-
ples and measurements is often restricted by time- and
money-consuming laboratory analysis;

the difficulty to perform experiments in a reproducible
way, due to the large number of phenomena influenc-
ing cell growth;

the lack of a priori knowledge on the biological reac-
tion scheme, in terms of yield coefficients and kinetics;

the model complexity, i.e. the potentially large number
of involved components and number of reactions, and
nonlinearities (mostly involved in the kinetics).

Once a model structure and parametrisation have been se-
lected, itis required to infer the numerical values of the model
parameters from experimental data. Recently, a systematic
identification procedure has been proposed in [1], which is
based on the state transformation originally introduced in
[2], and which allows the yield coefficients to be estimated
independently from the kinetic parameters. This procedure
takes all the measurement errors into account through the for-
mulation of maximume-likelihood criteria. Even though very
efficient, this procedure can sometimes be time-consuming,
and there is still a need for fast data evaluation and modeling
procedure.

In this connection, this study aims at developing a semi-
analytical procedure which allows a fast predetermination
of model parameters. To allow analytical developments to
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be performed, some simplifying assumptions are required,
which makes the problem solution approximate. However,
a first evaluation of the model parameters can be very useful
to check basic modeling assumptions, and to investigate the
qualitative behavior of the key components of interest. In
addition, the estimated parameter values can serve as starting
points for more rigorous identification methods.

The proposed computational procedure is implemented in a
Matlab tool, and illustrated with a few application examples.
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1 Introduction of reactions involved and chemical species at different op-

erating points. Subsequently singular perturbation methods
A NO trap catalyst can be used to reduce harmfulkNO  have been used to identify the time-scales associated with
emissions from vehicles that use a combustion mixture with ihe different reactions and species. By relating these time-
a high amount of oxygen (lean-burn). This is done by storing  scales to heat and mass transfer dynamics, steady-state ap-

NOy on the catalyst surface during the time the engine runs proximations can be derived for parts of the model.
lean and subsequently switching the engine to rich operation

(high amount of fuel in the combustion mixture) to reduce
the stored NQ. As a fuel efficiency penalty is incurred by

running the engine using a rich mixture, there is a trade-off \yhen considering a typical operating trajectory at differ-

betwgen NQ emission levels am?' fuel efficiency. A control  nt temperatures, around 12-17 elementary reactions and
algorithm can be used to determine how and at whatmoment 1 chemical species on the catalyst surface can be removed
to conduct this switch in order to obtain the best compromise f,om the model without affecting the response for this tra-

4 First Results

between emission levels and fuel efficiency. jectory. Singular perturbation analysis indicated that 12-14
species can be considered to be in steady-state. This cur-
2 Goal rently leaves a 7th order ODE reaction system model with a

o ) coupled AE model for the steady-state part of the model. It
In the automotive industry simple, lumped-parameter type \yas also found that diffusion to the surface can be neglected

models are currently used as a basis for control design. The oy most species in a large part of the temperature range.
models are formulated based on practical experience and the

parameters are obtained by identification. This identification
process has to be repeated for different catalyst specifica-
tions and in case the catalyst ages. To approach this con- after potential further reduction we intend to use function
trol problem in a more systematic manner we intend to US€  approximation to determine the solution of the AE system
a model-based design approach, which starts from a first- {5 each relevant value of the dynamic states. This will al-
principle model of the catalyst. The first-principle model of |6y online integration of the dynamic model. After focusing
the catalyst that has been developed is based om a 1D modelqp, the reaction system it is also necessary to apply reduc-
of a single catalyst channel. It contains a reaction system of {jon methods to heat- and mass-transfer dynamics. As these
51 elementary chemical reactions and 21 species to describe gynamics are coupled to the reaction system an integrated
storage and conversion at the catalyst surface. Limited heat approach will be taken. Finally, a nonlinear Model Predic-
and mass transfer equations are also included in the model. yjye control problem will have to be formulated based on
We aim to reduce the complexity of this type of model to  he reduced model. In conjunction with online state and pa-

obtain a control-oriented model. This model can be used for rameter estimation it should then be possible to control the
online model predictive control. This approach has the ad- NOy trap, taking into account ageing effects.

vantage that different catalyst specifications or catalyst age-
ing effects can easily be incorporated into the control design.

5 Further Work
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a sensitivity-based method has been used to trim the number
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1 Introduction a non-linear function on the delayed motor angl&he lat-

ter delayh can change abruptly between a miniming,
Spraying is the most used method in agriculture to apply and maximumhmay value.

pesticides to the crop. Nowadays, a field is sprayed com-
pletely and farmers try to distribute the liquid as homoge-

neously as possible. However from an economic and eco- x=Kmfq(u) 1)
logic viewpoint this is not the optimal way of working. Stud- y= % 0 < hmin < h < hmax

ies pointed out that weeds occur in patches on the field [1],
such that it is more effective to spray only these patches.
Optical sensors have been developed which can discrimi-
nate between crop and weed [1]. Once a weed is detected,
a nozzle can be opened to spray the weed. The continu-
ously opening and closing of the nozzles imposes different in whichKy, c1, a, B, y are constants of the system.
requirements to the hydraulics. By opening and closing of

nozzles, the pressure in the systems changes abruptly. To en- 3 Design of the control law

sure the correct dose and the desired droplet spectrum, the R

pressure should be maintained constant. This paper designsControl is based on a prediction of the motor anxflg by

a control system to maintain the pressure in the conduct of making use of a Kalman filter. The control lawis as fol-

the nozzles as constant as possible. lows and is rather natural when some assumptions are made.

fag(uy=u if ¢y <|u
fa(uy=0 if c1>|ul

)

2 Description of the spray system and model for control U= —a(x(t) — xa(t)) — Uasignxt) — xa(t)) 3)
The pressure in the system is controlled by changing the

opening to the return which lowers or increases the resis- in which a anduy are design parameters. In case the pre-
tance to the return for the fluid. An electrical motor accom- dictionx(t) equals the true valudt), abstraction is made of
plishes this through a gear box, manipulating a ball valve. the discontinuous term in equation (3) duoflis larger than

By the construction of the valve and friction of the ball, cj, the pole of the closed loop system is located.at

the valve contains a dead zone and a variable time delay.

A long flexible laminated thread reenforced rubber conduct Deeper investigation of this control law reveals that equation
connects the valve to a steel conduct to which 6 nozzles are (3) corresponds to sliding mode control and that the speed
attached. A linear second order system approximates suffi- Of response is almost not governed by consteiniit by the
ciently accurate the behaviour of the flexible conduct. The Kalman gain of the predictor. It is proven that the sliding
dynamics of the steel conduct are negligible. The nozzles manifold is in all cases attractive and that the closed loop
behave like hydraulic resistances. By opening and closing System is stable for varying del&y not exceeding a certain
of the nozzles, their resistance changes from a certain value maximum valuehmax. The variations of the delaly, don't
when opened to infinity when closed. The objective is to Need to be continuous.

control the pressure after the flexible conduct, just before

the spray nozzles. References
[1] E. Vrindts, J. De Baerdemaeker, H. Ramon, 2002,

“Weed detection using canopy reflection,” Precision Agri-
culture, 3 (1): 63-80.

For control, the considered model consists of a simple inte-
grator, representing the action of the electrical motor (1),
with a dead zone (2). The output of the mogeis the
square root of the pressure. This output depends through
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1 Abstract

Methyl-methacrylate (MMA) polymers are used in a very
wide range of applications, e.g., packaging, construction, so
that their production is of notoriously high interest. Recent

controller (in which the jacket temperature is optimized) and
an NMPC parameterized as a PI controller (in which the two
Pl parameters are optimized) are considered.

The performances of the controllers are compared with re-
spect to certain, practically relevant disturbances and model-

studies witness the challenges associated with the control plant mismatches. In practice, most of the control problems

of this bulk, free-radical polymerization process (see [1]).
These challenges are essentially due to the following factors:
stringent quality requirements on the final product, severe
perturbations (reactor fouling, gel effect), model uncertain-

arise due to the accumulation of impurities in the reactor,
causing variations in the heat exchanges and/or the efficiency
of the initiator, and to modelling uncertainties (particularly,
associated to the gel effect). Hence, disturbance rejection

ties, scarse on-line measurements of the product properties is of particular importance. Here, as a test-example, an un-

(only temperature measurements are reliable).

Inthis work, the control of a pilot-scale batch process, located
in the C.P.E.R.I. laboratories (Prof. C. Kiparissides), Thes-
saloniki (Greece), is considered. In this plant, the solution
temperature of the reaction liquid, hence the reaction kinet-
ics, is adjusted by continuous heating/cooling of the reactor
jacket. This is achieved by two independent valves acting
on the hot and cold water flows. For control and supervisory

known disturbance in the heat exchange between the metal
wall and the solution is considered. In this case, all three
schemes exhibit satisfactory performance with respect to dis-
turbance rejection, NMPC being more agressive with regards
to the control moves. Interestingly, the NMPC schemes allow
for some energy management by appropriate penalization of
the system inputs.

As shown in the work, for the considered problem setup,

purposes, the solution and jacket temperatures are measuredNMPC parameterizing low-level controllers for immediate

on line. For simulation purposes as well as model-based con- disturbance rejection does lead to satisfying control perfor-

trol, a nonlinear state space model (see [2]) is used, which mance and disturbance rejection. More effort is currently

describes the mass and thermodynamic balances. The modeldedicated to robustness with respect to model-plant mis-
has twelve states and the so-called gel effect is represented bymatch as well as to output feedback (that is, when the state
a deterministic, nonlinear function of the conversion factor. vector is estimated).

The state variables are the conversion factor, three moments

of the polymer distribution (quasi-steady state assumption

holds for the free-radical phenomena) and the temperatures [1]

of the solution, the metal wall and the jacket.

References
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A two-level control strategy is employed: first, an optimal
trajectory is computed off line, this trajectory is then tracked
by adjusting the jacket temperature. The off line-calculated,
tracked trajectory is obtained such that a cost criterion that
weights a certain final molecular weight, final mass conver-
sion and batch time is minimized.

In the frame of this paper, different controllers for tracking
the optimal trajectory are examined. These controllers do
actually not directly act onto the hot and cold water valves.
Ratherthey provide the temperature setpoint for two PID con-
trollers operating in so-called split range mode (this mode al-
lows only one valve to be active at each time instant). As con-
trollers providing the temperature setpoint a classical Pl con-
troller, a standard nonlinear model-based predictive (NMPC)
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Introduction

In the (Chemical) Process Industry, there is a growing
need to monitor the performance of actuators and the
associated control loops. Small drops in performance
because of bad tuning, or deteriorating mechanical
characteristics of the actuator can lead to significant
economical losses.

Since a few years, the availability of large databases
ensures that novel techniques can be applied, using
large amounts of data to assess the performance of
local loops. Typically, the data will be used to model a
part of the process, after which changes in the model or
in the residual after simulation are being monitored to
check for deterioration.

However, a few problems arise using this data-driven
approach. The amount of data available can lead to
problems with classical identification techniques,
especially as the systems are typically non-linear, and
the occurring faults will change exactly these non-
linearities. Further, a major issue is to detect quality
data; the systems are not persistently excited when
running in steady state.

In order to address these issues, an approach based on
LS-SVM [3] is proposed, using an entropy based sub-
sampling technique.

Example: Simulation of level controlled tank

Description: A valve controls the flow to a tank, the
level of which is being controlled by a PID controller.
Over time, the valve’s performance drops, due to wear.

Method: After a simple linear identification using
recursive ARX, the data (e.g. 10° points) is being
arranged into a Hankel structure where beside the
delayed output and inputs, the delayed residuals after
linear identification are included. This extended
Hankel ensures a focus on the non-linearities, not using
a non-linear algorithm to identify the linear part.

It is not possible to use this Hankel matrix in an LS-
SVM non-linear regression (neither in any other non-
linear technique known to us) because of the size of the
matrix (typically > 1 GB). Using an entropy based
criterion, a subsample can be selected with which the
identification can be achieved without too much risk of
running into problems with persistency of excitation.
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entropy evolution for 2000 S''s, on & order = 30 , orderl = 10 model, with sigma2: 1
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By using a heuristic algorithm, the entropy selection
can be stopped considerably faster, without losing
much accuracy.

residual 2000 BV, black linear, grey non-linear ident. Arrew denotes sudden change in actuator
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The residual clearly shows a change in the local loop,
after which more detailed assessment can pinpoint the
wear of the valve. Linear identification doesn’t detect
the problem.
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Abstract

This research focusses on a new way for determining the
regularization trade-off in least squares support vector ma-
chines (LS-SVMs) via a mechanism of additive regulariza-
tion which has been recently introduced in [2]. This frame-
work enables computational fusion of training and valida-
tion levels and allows to train the model together with find-
ing the regularization constants by solving a single linear
system at once. In this paper we show that this framework
allows to consider a penalized validation criterion that leads
to sparse LS-SVMs. The model, regularization constants
and sparseness follow from a convex quadratic program in
this case.

Summary

Regularization has a rich history which dates back to the
theory of inverse ill-posed and ill-conditioned problems
[5]. Regularized cost functions have been considered e.g.
in splines, multilayer perceptrons, regularization networks,
support vector machines (SVM) and related methods (see
e.g. [1]). SVM [6] is a powerful methodology for solving
problems in nonlinear classification, function estimation and
density estimation which has also led to many other recent
developments in kernel based learning methods in general
[3]. SVMs have been introduced within the context of sta-
tistical learning theory and structural risk minimization. In
the methods one solves convex optimization problems, typi-
cally quadratic programs. Least Squares Support Vector Ma-
chines (LS-SVMs) [4] are reformulations to standard SVMs
which lead to solving linear KKT systems for classification
tasks as well as regression and primal-dual LS-SVM for-
mulations have been given for kFDA, kPCA, KCCA, kPLS,
recurrent networks and control [4]

The relative importance between the smoothness of the so-
lution and the norm of the residuals in the cost function
involves a tuning parameter, usually called the regulariza-
tion constant. If the relative importance is given by a single
parameter in the classical sense, we refer to this trade-off
scheme as a Tikhonov regularization scheme [5]. The de-
termination of regularization constants is important in order
to achieve good generalization performance with the trained

Ihttp://iwww.esat.kuleuven.ac.be/sista/lssvmlab

model and is an important problem in statistics and learn-
ing theory [1, 3]. Several model selection criteria have been
proposed in literature to tune the model to the data. In this
paper, the performance on an independent validation dataset
is considered. The optimization of the regularization con-
stant in LS-SVMs with respect to this criterion proves to be
non-convex in general. In order to overcome this difficulty,
a reparameterization of the regularization trade-off has been
recently introduced in [2] referred to additive regulariza-

tion (AReg). The combination of model training equations
of the AReg LS-SVM and the validation minimization leads
to one convex system of linear equations from which the
model parameters and the regularization constants follow at
once. In order to explicitly restrict the degrees of freedom
of the additive regularization constants (to avoid data snoop-
ing), a penalizing term is introduced here at the validation
level leading to sparse solutions of AReg LS-SVMs with pa-
rameter tuning by solving a convex quadratic prograts-
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1 Similarity search

Many data analysis methods (classification tools, clustering
algorithms, ...) make use of@imilarity measureon data.
For example the well-knowh-NN classifier determines the
class of a new data element according to its ‘similarity’ with
other elements for which the class label is known.

In many cases, those data are embedded (described) in a

metric space (often a Euclidean space) and the similarity

between two data elements is measured by the distance be-

tween their respective vector representations in the space.

A growing number of applications now involve complex

Place du Levant, 3
B-1348 Louvain la Neuve
verleysen@dice.ucl.ac.be

In other words, the distances from a point to its nearest

and farthest neighbours respectively, tend to be quite sim-

ilar when dimension is high...

3 Practical considerations

The above-mentioned results were obtained from a theoret-

ical viewpoint. We need to further investigate whether the
intuition of irrelevance of the Euclidean norm as a similarity
measure in high-dimensional spaces does have an impact in
practical cases. The following questions are thus of interest.

Has the concentration phenomenon an impact on the stabil-
ity of a nearest neighbour search lhdeed we would like

data that require a hi.gh number of numerical components to 14t if a data element is similar toy, theny would be sim-
be completely described. Those data have to be embedded;i5; t0 . In other words, ifz is the nearest neighbour of

in high-dimensional spaces (from tens to thousands dimen-

sions). Examples are spectrophotometric data, gene expres-

sion data, texts, pictures, etc.

2 The concentration of measure phenomenon

It is well known that the Euclidean norm is subject to the
concentration phenomenpmvhich expresses that the re-
spective norms of two randomly chosen vectors in a high-
dimensional space will be very similar, with a high proba-
bility. That leads to question the relevance of the Euclidean
distance as a measure of similarity for complex data.

It can indeed be shown thataf= [z1, - -, x4] IS a random
variable inR¢,
. Std([|z]])
lim ————= =0. (1)
d—oo E(|z])

The equation says that when dimensionality grows, the stan-
dard deviation of the norm (or Euclidean distance to ori-
gin) of a random vector gets small compared to the expected
value of the norm. This means that the norm of a high di-

y should be among the closest neighbours.of

Will the use of some other metric less subject to concentra-
tion help ? It can be shown that Minkowski metrics

1

]|, = (Z(wi)p>
%
have slower convergence rates to concentration vghien
small. Will a nearest neighbour search be more stable if the
value ofp is well chosen ?

What impact has concentration on robustness to noise ?
two ideal elements are similar, we would like the corre-
sponding observed data to be similar too. Are all Minkowski
norms equally robust to noise ?

How influent is the intrinsic dimensionality of the datBe-
sults (1) and (2) rely on the independance of the components
x;. Is concentration observed when there are dependences ?

Answering those questions will help improving the global
performances of data analysis methods that rely on data sim-

mensional vector becomes nearly a constant independant onilarity estimation.

the coordinates of the vector !

Furthermore, Beyer [1] have proved that for any random
[x1,---,2q4] € R? surrounded by other pointg € R,

max; (d(z,y;)) — min; (d(z, y;))

y
e min; (d(z, ;)

d— o0

=0. 2)

112

References

[1] K.S. Beyer, J. Goldstein, R. Ramakrishnan and
U. Shaft: "When Is ‘Nearest Neighbor Meaningful?”,
Proc. 7th International Conference on Database Theory
(ICDT’99), pp.217-235



23rd Benelux Meeting on Systems and Control

Book of Abstracts

Command line

completion:

lear ning and decision making using the imprecise Dirichlet model

Erik Quaeghebeur
SYSTeMS research group
Universiteit Gent
Technologiepark 914, 9052 Zwijnaarde
Belgium
Email: Erik. Quaeghebeur@UGent.be

1 Introduction

Our purpose is to to illustrate how models usingprecise
probabilities[1] can be used in a practical application such
as command line completion.

The central model is the imprecise Dirichlet model (IDM)
[2]. It is a model for representing probabilistic informati
on about multinomial processes, combined with an updating
scheme. The updating scheme allows for learning from ob-
servations. An IDM, together with utility specificationg fo
completion actions, can be used in decision making.

Our research, using the IDM for learning in Markov models,
is incorporated in the current illustration to allow the com
pletion method to take preceding commands into account.

2 Conceptsand models

Command line completiois a feature that operating sys-
tems (OS’s) provide for users working in text-mode. The
user invokes the feature by pressing a predefined key after
having typed part of a command. The user is then either
presented with a list af possible completionss or, if there

is only one, this completion is given on the command line.

Our objective is to add supplementary functionality to com-
mand line completion when multiple completions are possi-
ble. By modelling (making assumptions about) the behavior
of the user, the OS can order the completion actions.

We assume that the user choosed aocording to an un-
known, but fixed, multinomial distribution over all possi-
ble completions. A component gives the chance that the
user chooseis The set of all possible distributiortss Cp.

Practically, we only have partial, probabilistic, infortiwe
aboutc. Theimprecise Dirichlet modelsed by the OS to
represent this probabilistic information, consists of aveax
set of Dirichlet distributions oveg,. The expectation o
under this model consists of a substof Ci,.

Every time the user enters a command, the OS updates the [2]

IDM. This results in a new IDM with a more precise ex-
pectationMy, 1. We takeMg to be the whole interior of.
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We can make the assumptions about the user’s behavior mo-
re complex by allowing the multinomial distributianover

all possible completions to depend on the command typed
on the preceding command line. This behavior corresponds
to a Markov modelwith an unknown transition matriX.

Each row ofT will correspond to a multinomial distributi-

on, conditional on the preceding command.

The OS then uses a modified version of the IDM, consisting
of one set of Dirichlet distributions per row, to represém t
probabilistic information available abotit This IDM can

be updated after observing two successive commands.

3 Actions, utility and decision making

Completion actiongan consist of actions; (presenting
completioni on the command line) and a default action (gi-
ving a specially ordered list af completions).

Whatever action the OS takes, there is only one completion
that the user is looking for. Each action the OS takes thus
has a certaiwtility for the user. For example, actiangives

a utility of +1 if i is the correct completion anel if it isn't.

The OS now has a model both for what completion the user
is looking for, the IDM, and for the utility of his actions.
By combining these two models, the OS can calculate the
expected utilityfor each of the completion actions.

The expected utility for they’s can then be used fade-
cision makingi.e., a partial ordering of these actions can
be constructed. If this ordering has one maximal element,
the OS decides to present the corresponding completion. If
there are multiple maximal elements, the default action is
taken: showing the partial ordering to the user, such thaat th
maximal elements are the most conspicuous ones.
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Chromatographic separation processes are based on the
differential adsorption of the components of a mixture. The
Simulated Moving Bed (SMB) process, made of a series of
chromatographic columns, allows a counter-current
movement of the solid phase and the liquid phase, which
contains the mixture to be separated, by periodically
switching inlet and outlet valves in the direction of the
liquid flow. The Simulated Moving Bed technology is
important in various fields, from sugar to enantiomer
separation. But the transfer of the SMB technology, used
industrially for hydrocarbons and sugars separation, to the
separation of fine chemicals is not immediate. The main
issues are the selection of optimal operating conditions and
the process control, problems which require the
development of a model of the process and the estimation
of the model parameters.

SMB models are based on the differential fluid and solid
mass balances in the columns. The following equation is
obtained for the component i in one column in the SMB
process:
ac;
ot

ac;
=-v—+

0z

d’c; 1-€9q;
LA A (1)
0z £ ot

with ¢;, the fluid concentration, q;, the solid concentration,
v, the fluid velocity, D, the diffusion coefficient, €, the
porosity. t denotes the time and z, the axial coordinate. The
last term of the equation characterizes the mass transfer
between the solid and the liquid phase. It is a function of
the difference between the adsorbed concentration and the
adsorbed equilibrium concentration. The latter is, in our
case, a non-linear function of the fluid concentration. This
function is called isotherm.

The model complexity can be modified by neglecting
diffusion or by modifying the shape of transfer term. In
this study, three models have been taken into account:

- the linear driving force model, that considers linear
driving force for the mass transfer:
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aqi _ eq

S k@ —a) 2
with ¢;* the adsorbed equilibrium concentration and k the
mass transfer resistance.
- the equilibrium dispersive model, which considers
equilibrium between solid and fluid phase:

9 =9% 3)
- the kinetic model that considers linear driving force for
the mass transfer (Eq. 2) but neglects axial diffusion (D =0
in Eq.1).

The parameters to be estimated are the isotherm
parameters, the mass transfer resistance and/or the
diffusion coefficient. The parameters are estimated from
experimental data (batch or SMB) by minimizing the
differences between measured and simulated concentration
profiles with an optimization procedure.

The parameters identifiability is checked by sensitivity
analysis and by studying the identification from fictitious
measurements resulting from simulations performed with a
model with known parameters. These results combined
with a study of the computational load for integration of
the model equations show that the kinetic model offers
significant advantages in comparison with the other two
models.

A systematic procedure for the estimation of isotherm
parameters and mass transfer resistance of a kinetic SMB
model from batch and SMB measurements is presented.
The contribution of this study is to propose an approach
that, contrary to the techniques previously described in the
literature, uses few assumptions and gives a confidence
interval on the parameters.
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Abstract

Tubular reactors cover a large class of processes in
chemical and biochemical engineering, they are typ-
ically reactors in which the medium is not homoge-
neous (like fixed-bed reactors, packed-bed reactors,
fluidized-bed reactors,...) and possibly involve differ-
ent phases (liquid/solid/gas). Such systems are some-
times called ”Diffusion-Convection-Reaction” systems
since their dynamical model typically includes these
three terms.

The dynamics of nonisothermal plug flow reactors are
described by semi-linear partial differential equations
(PDE’s) derived from mass and energy balances. The
main source of nonlinearities in the dynamics is concen-
trated in the kinetics terms of the model equations.
Here we consider a nonisothermal reactor with the
chemical reaction : A — bB, where b > 0 denotes
the stoichiometric coefficient of the reaction. If the ki-
netics of the above reaction are characterized by first
order kinetics with respect to the reactant concentra-
tion Cy(mol/l) and by an Arrhenius-type dependence
with respect to the temperature T'(K), the dynamics
of the process in a plug flow reactor are described by
the following energy and mass balance PDE’s, where
Cp(mol/l) denotes the product concentration :

aT T AH E 4h

2,2y, oy e,

ot~ "9 oC, oCaczp(=pr) pde( )
(1)

oCy - 0C 4 E

o~ Vg, ToCacep(—gp)

(2)

oCg 90 E
o = v—az +bkoCaexp( ﬁ) "

with the boundary conditions given, for ¢ > 0, by :

T(O,t) = T,
CA (07 t) = CA,in (4)
Cp(0,t) = 0,

where T;, and Cy ;,, denote the inlet temperature and
reactant concentration respectively. The initial condi-
tions are assumed to be given, for 0 < z < L, by

T(z,00 = To(z)
CA(Z,O) = CA’O(Z) (5)
CB(Z, O) = 0.

The objective of this work is basically two-fold : (a)
to develop a theory of asymptotic stability for semi-
linear infinite-dimensional systems [1], by using tools of
infinite-dimensional nonlinear system theory [2], (b) to
implement this theory for studying the asymptotic sta-
bility of the reactor model above. More precisely, it is
shown that the constant temperature equilibrium pro-
file (T},) is an asymptotically stable equilibrium profile
[1]. The motivation for choosing such an equilibrium
profile is the fact that it minimizes the reactant con-
centration at the reactor outlet and the energy con-
sumption along the reactor (see [3]).
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Chromatographic separation is based on the difference in
the adsorption affinities of the components of a mixture.
Simulated Moving Bed (SMB) is a continuous
chromatographic separation process in which a counter-
current movement of the liquid phase and the solid bed of
particles is "simulated" by periodically switching the inlet
and outlet ports [1]. This technology is used in various
fields, from sugar to enantiomer separation.

SMB processes are distributed parameter systems, i.e.
systems in which the state variables (the component
concentrations) vary both in time and space. On-line point-
wise measurements of the component concentrations can
be performed using HPLC or UV sensors, but there is a
need for state observers (software sensors) to reconstruct
the complete spatial concentration profiles. In turn, this
information can be used for process supervision and/or
control.

The keystone of the software sensors is a dynamic model,
which, based on the assumption of a continuous counter-
current movement, takes the form of a True Moving Bed
(TMB) model. The partial differential equations of the
model can be solved using an approach based on a method
of lines [2].

In this study, two different nonlinear distributed parameter
observers are considered and compared:

- an extended Luenberger observer [3],
- areceding-horizon observer.

In the first observer, a correction term based on the
deviation between the measured output and the estimated
output is introduced in the model equations. One or several
parameters allow the convergence of the estimated state to
the real state to be adjusted. More specifically, the
correction terms can be written

0D (€ (2 ) =& (2, D) W, (2)

where 0 is a gain factor, Z, is the sensor location

(k=1,---,m), c,(z,,t) is the measured concentration,

C;(z,,t)is the estimated concentration, and W, (z) is a
weighting function.

The function W, (Z) can be chosen in several ways, e.g.

exponentials, triangularly shaped functions, and weights
the output error correction term in space.

In the second observer, the most-likely initial conditions of
the TMB model are estimated based on the available on-
line measurements on a receding time window. To this
end, an output-error criterion is minimized using a
modified Levenberg-Marquardt algorithm. In order to limit
the number of unknowns, the initial concentration profiles
are represented by shape functions, whose parameters are
estimated.

Both observers are compared in terms of performance, i.e.
speed of convergence, sensitivity to measurement noise,
sensitivity to model errors and computational load. The
influence of the sensor number and location is also
highlighted.
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1 Introduction

In the chemical industry most of the reactors are still oper-

ated by trial and error procedures based on the experience

of the operators. Opposed to this heuristic approach, model
based process control allows a more efficient operation.

2 Optimal control of a tubular reactor: a case study

In order to find an optimal model based control strategy,
three essential components are needed(i).a, mathemati-
cal model describing the reaction process quantitatiyiy,
constraints imposed on the states and/or controlg(iéihc
cost criterion that has to be minimized [2].

The reactor under study is a classical tubular reactor
in which an irreversible, exothermic, first-order reaction
takes place. A surrounding heating/cooling jacket is used to
control the reactor temperature. Describing the reactor un-
der steady-state conditions by a 1D-model with axial mass
and heat dispersion, results in a system of two second-order
differential equations with respect to the spatial coordinate
z and four Danckwerts boundary conditions [1]. Next to
physical constraints on the states, e.g., temperature and
concentration have to be positive, a lower and an upper limit
are imposed on the control input, i.e., the temperafijse

of the jacket fluid. Two different cost criteria are proposed
in order to measure the control performance. Both penalize
a low conversion and a high reactor temperature or hot
spot. The first criterion only consists of a terminal cost,
depending on the reactor outlet values. The second criterion
however, combines a terminal cost for the concentration
with an integral cost for the temperature, meaning that the
temperature profile along the reactor is taken into account.

3 Results and discussion

After the transformation of the two second-order differen-
tial equations into a system of four first-order differential
equations, optimal control theory is applied [2]. According
to the minimum principle of Pontryagin a Hamiltoni&#

has to be minimized with respect to the control input. Min-
imization of the Hamiltonian usually involves the solution
of a two point boundary value problem (TPBVP), which
can become very tedious. For this case study however, the
Hamiltonian’ is affine in the control input?,:
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H=0¢+v -T,.

As a result, the optimal contrdl}’ depends on the value
of ¢. If 4 is positive or negative, then the optimal control
T is equal toly, min OF Ty mas respectively. Ify equals
zero over an intervalz;, z;+1], then the optimal control
T, is a singular controll); ;.. obtained by repeatedly
differentiatingy with respect ta: until the control inpuftr’,
appears explicitly.

For the first (terminal cost) criterion no singular phase
exists and the optimal control sequence is oftihag-bang
type, i.e., the optimal temperature profilg is a step profile
that switches between the maximum vallig,,.,, and the
minimum valueT, ..;,. The switching position has to be
determined numerically. For the combined terminal and
integral cost, dang-singular-bangrofile is obtained, i.e.,
the profile starts witl, ,,q-, then switches td@%, 4, and
ends withT,, ... Again, both switching positions have to
be determined by numerical optimization.

4 Future research

The obtained open loop control laws can be assessed under
transient conditions, in order to che(ik whether the reac-

tor profiles evolve to the same steady-state when the control
law is applied from the start of the reactor operation and
(ii) whether the reactor variables do not pass inadmissible
regions during the transition phase.
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Abstract

We consider control questions about finite automata, viewed
as input/output systems. In particular we find estimations
of the minimal size needed to control a given automaton.

We show that on average feedback is not much simpler than

open-loop.

1 Motivation

It is common sense that feedback, when available, is better

than open-loop to control an input/output system. Several
theoretical approaches may be followed to formalize this in-
tuition. Many of them rely on robustness (feedback can cope
with errors and noise). Here we would like, following [1],
to explore a complexity argument: Is feedback easier to im-
plement than open-loop? Does feedback lead to simpler,
shorter algorithms than open-loop?

2 Model

To treat this question, we study systems in discrete time,
with finite input, finite output and finite state space. These
systems are called ‘finite automata’.

We consider the problem of driving an automaton from a

state to another state by giving a correct sequence of inputs.

The open-loop strategy consists in directly giving a correct

input sequence, regardless of the output. This input may be

seen, in a quite trivial way, as produced by an automaton.

The feedback strategy consists in computing at each step of

time the next input from the output, with the help of a finite
automaton. In other words, we control an automaton with
another automaton.

For every strategy, we would like to achieve the goal with

the simplest possible strategy, i.e. the smallest possible con-

troller automaton. We would like to know whether this op-
timal controller is smaller in the feedback strategy or in the
open-loop strategy.

Of course, feedback cannot be more complex than open-
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Avenue Georges Leritae, 4-6
B-1348 Louvain-la-Neuve, Belgium
blondel@inma.ucl.ac.be

simpler. But what about a typical case? What if the automa-
ton we would like to control is taken at random?

3 Results and conclusions

We prove that the average complexity needed to drive a
state automaton from one state to another is, up to a con-
stant factor, close tibg n —regardless of the chosen strat-
egy, feedback or control. This means that feedback is not
particularly better from the point of view of complexity on

a random finite system. Coupled with the existence of ex-
amples on which feedback is efficient, we are lead to the
following conclusion:Measuring the output of a system is
useful only if the system is structured

Further work could be devoted to investigating on what

particular structured automaton feedback is potentially ef-
ficient, for instance automata derived from the quantization
of alinear system. Is feedback useful for a (discrete approx-
imation of) a typical linear system?
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1 Abstract

Balanced truncation is probably the most widely used model
reduction technique for linear systems. The objective of this
talk is to generalize it to systems with particular structure in

Truncation) is the following. First, we need to defitveo
pairs of n x n gramians (“second-order gramians”) that
change according to contragradient transformations, and
that do have an energetic interpretation. The first pair
(Ppos, Qpos) CoOrrespond to an energy optimization prob-

such a way that the resulting reduced order system preservesjem depending only on thpositionsg(t) and not on the

some properties of the original system. We focus our atten-
tion on second order systems and presentSmaaond Order
Balanced Truncatiotechnique.

2 Introduction

Second-order linear time-invariant systems are of the type :
M(t) + Dq(t) + Kq(t)

{ y(t)

whereu(t) € R™, y(t) € RP, ¢(t) e R", Be R*™*™, C €
RP*2 M, D, K € R*>*™with M assumed to be invertible.

It is often advisable to construct a reduced model of &ize
< n that nevertheless keeps the “second-order structure” of
the system. We thus need to build a reduced model,

Kq(t) u(t)
9() q(t)

wherej(t) € R¥, M, D, K € R&<k, B ¢ R™ O ¢
RP*k such that its transfer function is “close” to the origi-
nal transfer function. Since (1) is a particular case of a linear
time-invariant system, one may consider its corresponding

Bu(t)
Cq(t)

1)

{ M{(t) + Dg(t) + @

B
C

state-space model and apply the techniques of model reduc- 2]

tion known for state-space models. In doing so, the reduced
system is generally not of the same type anymore. Since
from a physical point of view it makes sense to impose the

reduced system to be of the same type, we propose in this
paper a new method of model reduction that preserves the
second-order form. Our technique is inspired from [2].

The idea of our balance and truncate technique for second-
order systems (called SOBT for Second-Order Balanced

1This paper presents research supported by the Belgian Programme on
Inter-university Poles of Attraction, initiated by the Belgian State, Prime
Minister's Office for Science, Technology and Culture.

2A research fellowship from the Belgian National Fund for Scientific
Research is gratefully acknowledged by the author.
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velocitiesg(t). Reciprocally, the second paiP,c;, Quer)

is associated to an optimization problem depending only
on the velocitiesj(t) and not the on the positiongt).

By analogy to the first order case, the gramig?s,; and

Qe are defined from the dual systems. After these defi-
nitions we then come to the balancing part of the method.
For this we transform to a balanced coordinate system in
which the second-order gramians are equal and diagonal :
Ppos = ons = Eposa Poet = Quvet = el Their di-
agonal values will enable us to point out what fhepor-

tant positions and themportant velocities are, i.e. those
with (hopefully) large effect on the I/O map. Hence to get
a reduced second-order model we keep only the part of the
system that depends on these variables. This is the trunca-
tion part of the method. Numerical examples and possible
extensions will be given during the talk. A deeper study of
the Second-Order Balanced truncation technique and a com-
paraison with other techniques can be found in [1].
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The joint spectral radiusof a set of matrices measures the
maximal asymptotic growth rate that can be obtained by
forming long products of matrices taken from the set; see
[4]. More formally, it is defined by:

p(M) = limsup pi (M),

k—oo

where p (M) = sup ||Ag---Aq|/"
M

When the setV consists of only one matrix, the joint
spectral radius coincides with the usual notion of spectral
radius of a single matrix which is equal to the maximum
magnitude of the eigenvalues of the matrix.

Questions related to the computability of the joint spectral
radius of sets of matrices have been posed in [5] and [2].
The joint spectral radius can easily be approximated to any

desired accuracy. Indeed, bounds proved in [2] can be evalu-

ated and lead to arbitrarily close approximationg.of hese
are expensive calculations. Moreover, itis proved in [6] that,
unlessP = NP, there is in fact no polynomial-time ap-
proximation algorithm for the joint spectral radius of two
matrices.

We provide two easily computable approximations of the
joint spectral radius for finite sets of matrices. The first ap-
proximation, g, is based on the computation of a common
quadratic Lyapunov function, or, equivalently, on the com-
putation of an ellipsoid norm. This approximation has the

. o [5]
advantage that it can be expressed as a convex optimization

problem for which efficient algorithms exist. This first ap-
proximation satisfies

pP<p<p
n

-

wheren is the dimension of the matrices. For the special
case of symmetric matrices or triangular matrices , we prove
equality between the joint spectral radius and its approxima-
tion, p = p.

Also, we prove a simple bound for the joint spectral radius of
sets of matrices that hav®n-negative entriesThe spectral
radius of the matrixS whose entries are the componentwise
maximum of the entries of the matrices/ifi satisfies

p(S)

S p(M) < p(S)

wherem is the number of matrices in the set.
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The problem of computing approximations of the joint spec-
tral radius is raised and analyzed in a number of recent con-
tributions. In [3], the exponential number of products that
appear in the computation pf, based on its definition is re-
duced by avoiding duplicate computation of cyclic permuta-
tions; the total number of product to consider remains how-
ever exponential. In [1], an algorithm based on the above
ideais presented. The algorithm gives arbitrarily small inter-
vals for the joint spectral radius, but no rate of convergence
is proved.

The approximations we provide allow us to define algo-
rithms for which the complexity can be determined and for
which the precision of the approximation can be evaluated a
priori.
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Recently, different notions of similarity in graphs have been
introduced [1, 2, 3]. Given two grapl@, andGg, possibly
identical, we want to measure the similarity between nodes
of G andGg.

The similarity between pairs of nodes, described by a non-
negative vector, is computed iteratively until convergence to
a fixed point, or until convergence of a the iterates to a peri-
odic point.

In [1], the similarity score vector is computed by the power
method
Ms¢

IMs¢”

whereM > 0 is the adjacency matrix of a graph constructed
from Gp andGg. Depending on the eigenvaluesAf sev-

eral convergence cases can occur. The similarity score is

Sk+1

chosen among the set of subsequences limits according to

an extremal condition.

In [2], only similarity for a graphGa with itself is studied.
The iteration considered there can be written

S+1 = MSk—l—b,

whereM > 0 is a weighted adjacency matrix of the product
graphGa x Ga andb > 0 is a vector taken such that the sim-
ilarity between a node and itself equals 1. This affine map
admits only one fixed point and the convergence is global on
the nonnegative quadrant.

The different variants of iterations in [3] may be formulated
in a unified expression

S — Msc+b
1 [Msc+ b’

whereM > 0 is a weighted adjacency matrix of a graph con-
structed fromGp and Gg, b is a positive vector supposed

to speed up the convergence without too much changing the
fixed point, and the norm is the uniform norm. In this pre-
sentation, we will use the notion of projective distance [4]
to prove the existence of a unique fixed point and the global
convergence towards this point on the positive quadrant.

After the convergence of these algorithms is established,

other questions arise about their convergence properties.

121

How can one characterize the speed of convergence? What
is the sensitivity of the solution towards a perturbation of the
initial value or towards a perturbation of the adjacency ma-
trix of the product graph? Is the algorithm accelerated by a
variant of the iteration formula? We will briefly report our
most recent results on these questions.
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Realization of Dynamic Systems:
Theory and (Many) Applications

Bart De Moor!

ESAT-SCD, Katholieke Universiteit Leuven
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T: +32-(0)16321709 M: +32-(0)475287052 F: +32-(0)16321970
E: bart.demoor@esat.kuleuven.ac.be W:www.esatkuleuven.ac.be/~demoor

Part 1. Realization from exact observations.

Classically, ‘realization’ refers to the problem on how to obtain (‘to realize’) an
electrical circuit in terms of electrical components (such as resistors, inductors and
capacitors) starting from a given transfer function. More generally, we could state that
‘realization’ refers to the problem on how to go from an ‘external description’ of a
dynamical system (observations, transfer matrices, input-output equations, impulse
response samples, ...) to an ‘internal’ one. By ‘internal’, we mean a set of equations that
explicitly reveals the interaction between external observations (e.g. inputs and/or
outputs) and ‘internal’ states of the dynamical system. Typically, such a representation
describes the dynamic behavior of the state as driven by the input, by a set of difference
(differential) equations, and the output as a memoryless map from states and inputs to
outputs. Reasons to ‘realize’ a given system into a state space representation are
manyfold: analyse inherent properties such as stability, finding eigenfrequencies and —
modes, designing observers and control strategies, quantify the distance between
systems and/or behaviors in order to cluster and classify them, ‘clean up’ data
(denoising), and obtain reduced order models.

A classical example of a realization problem is given by the path that leads from
Kepler’s laws to Newton’s. A modern example is given by applications in systems
biology, such as trying to unravel the mechanisms that lead to chemotaxis.

In the first part, we will concentrate on the realization problem for linear deterministic
systems, which is to obtain a state space model from impulse response observations.
We consider its (long) history and will survey the contributions of many, culminating in
the realization theory of Ho-Kalman, with its many variations and possible numerical
implementations, typically via the singular value decomposition. We will also discuss
many linear algebraic and system theoretic properties that are useful in or have been
derived from the study of realization problems, such as balancing linear systems,
properties of block Hankel matrices, etc...

As an illustration of this, we will treat the so-called modal analysis of a bridge, starting
from impulse response experiments. We will show how to do realization theory in the
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frequency domain. In yet another illustration we will show how to obtain a realization
theory for bilinear systems.

Next we discuss the linear stochastic realization problem, which is the problem of
obtaining a state space model starting from a covariance sequence and which has a deep
and rich system theoretic history. Here, we discuss the property of positive realness of a
realization, which historically was introduced in order to determine whether one could
realize a given transfer function by an electrical circuit (details to be explained !), but
surprisingly also plays a crucial role in stochastic realization. We will also discuss the
notion of stochastic balancing. Again, we will illustrate our findings with some
engineering examples, such as state space modeling of civil structures excited by
ambient disturbances, compression of movies that are highly correlated in space and
time, and calculating distances between behaviors observed from gene expression levels
on microarrays.

Part II. Examples and applications

The basics as established in Part I, form a very rich backbone that allows to study and
analyse many problems in many different areas. The objective of this Part is to illustrate
this with many engineering applications, and to analyse in some detail what additional
constraints are necessary in these applications and how they complicate the realization
problem. We will treat examples related to mechanical engineering (modal analysis,
eigenfrequencies),  medicine  (nuclear  magnetic  resonance,  denoising),
telecommunications (modelling of ATM traffic, buffer modelling), bioinformatics
(realization of Hidden Markov Models, DNA sequence modelling), biological systems
(nonnegative realization, compartmental systems), image processing (texture analysis),
multidimensional realization theory (direction-of-arrival in signal processing,
uncertainty modeling in robust control) and geometry (computer tomography, ‘shape
from moments’).

Links with other domains (such as e.g. the very old problem of the moments in
probability theory, finding the zeros of sets of multivariate polynomials with Sylvester’s
elimination theory, cepstral realization and the occurrence of realization problems in
coding theory) will also be explored.

Part II1. The ‘noisy’ realization problem and model reduction

In Part III, we show how to tackle the realization problem when our observations are
corrupted by noise, as it always happens in every day practice. One heuristic way is to
apply the algorithms that were designed for the noiseless problem, and then try to
analyse the resulting realization. We will however also analyse the maximum likelihood
formulation of the realization problem and show, among other things, how this relates to
the so-called structured total least squares problem. We will show how sometimes a
priori information can be incorporated in the realization problem.

Then we discuss how to obtain a reduced order model from a given one. This can be
done via balanced model truncation, or minimizing some L2-norm. We will also briefly
touch on Hankel norm model reduction.

Finally, we will conclude by presenting a list with open research problems.
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Welcome Registration

The Organizing Committee has the pleasure of welcoming The Benelux Meeting registration desk, located near the Ho-

you to the23rd Benelux Meeting on Systems and Contabl  tel Reception, will be open on Wednesday, March 17, from

the “Conference Hotel Guldenberg” in Helvoirt, The Nether- 10:00 to 14:00. Late registrations can be made at the Benelux

lands. Meeting registration desk, when space is still available. The
fee schedule is:

Aim Arrangement Price
single room EUR 410.—

The aim of the Benelux Meeting is to promote research ac- twm—lbedclied room EBE ggg_

tivities and to enhance cooperation between researchers in meals only .
one day EUR 140.—

Systems and Control. This is the twenty-third in a series of
annual conferences that are held alternately in Belgium an
The Netherlands.

dThe registration fee includes:

» Admission to all sessions.

Overview of the Scientific Program » A copy of the Book of Abstracts.
o » Coffee and tea during the breaks, and ice water and
1. Plenary lectures by invited speakers mints during the sessions.
* Fredrik GustafssofiSY, LITH, Linkdping, Swe- « In the case of an accommodation arrangement: lunch
den) o . and dinner on Wednesday, breakfast, lunch and dinner
— Model-based filtering for automotive on Thursday and breakfast and lunch on Friday.

safety systems

— The particle filter and its application to * In the case of a “meals only” arrangement: lunch and

dinner on Wednesday and Thursday, and lunch on Fri-

positioning g
« Bassam BamiefUniv. of California at Santa Bar- &y
bara, USA) * In the case of a “one day” arrangement: lunch and din-
— Distributed control in |arge actua- ner on WedneSday or ThUrSday, or lunch on Fr|day

tor/sensor arrays
— Understanding and controlling turbulent
shear flows

The registration fee doemt include:

 Cost of phone calls

2. Mini course onRealization of Dynamic Systems » Special ordered drinks during lunch, dinner, in the

« Bart De Moor (ESAT-SCD, Catholic University, evening, etc.
Leuven, Belgium)
— Realization from exact observations . .
— Realizations: Examples and applications Organlzatlon
— The *“noisy” realization problem and

model reduction The Organizing Committee of the 23rd Benelux Meeting con-
3. Contributed short lectures, see the list of sessions forSIStS of
the titles and authors of these lectures. D. Aeyels (Univ. of Gent), G. Bastin (Univ.

Catholique de Louvain), O.H. Bosgra (Delft
Univ. of Technology) R.F. Curtain (Univ. of

Directions for speakers Groningen), M. Gevers (Univ. Catholiqgue de

Louvain), P.M.J. Van den Hof (Delft Univ. of
For a contributed lecture the available time is 25 minutes. Technology), Bram de Jager (Eindhoven Univ. of
Please leave a few minutes of this period for discussion and Technology), B.L.R. de Moor (Univ. of Leuven),
room changes and adhere to the indicated schedule. In each H. Nijmeijer (Eindhoven Univ. of Technology)
room overhead projectors and beamers will be available. Be A.J.van der Schaft (Univ. of Twente), J.M. Schu-
careful with this equipment, because the beamers are supplied macher (Tilburg Univ.), M. Steinbuch (Eind-
by some of the participating groups. When using a beamer, hoven Univ. of Technology), G. van Straten (Wa-
you have to provide a notebook yourself and you have to start geningen Univ.), Vincent Verdult (Delft Univ. of
your lecture with the notebook up and running and the external Technology), S. Weiland (Eindhoven Univ. of
video port switched on. Technology), H. Zwart (Univ. of Twente).
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The meeting is sponsored or supported by the following or- which consists of a trophy that may be kept for one year and a

ganizations: certificate. The evaluation forms of each presentation will be
returned to the junior researcher who gave the presentation.
* Dutch Institute for Systems and Control (DISC), The Prize Commissioners are Karel Keesman (Wageningen

o ) ) University) and Rodolphe Sepulchre (Univ. of Liege). The
* Stichting Meet- en Besturingstechnologie (SMBT),  organizing committee is counting on the cooperation of the

« Nederlandse Organisatie voor Wetenschappelijk On- participants to make this contest a success.

derzoek (NWO).

The meeting has been organized by Bram de Jager (EindhoveNvebSIte

Univ. of Technology) and Vincent Verdult (Delft Univ. of

Technology). An electronic versiorof the Book of Abstracts can be down-
loaded from the Benelux Meeting web site

i http:// .wfw.wtb.tue.nl/benelux2004/
Conference location bompdt e TREnEL

All lecture rooms of “Conference Hotel Guldenberg” are sit-
uated on the ground floor. Consult the map at the back of this|\j eetings
book to locate rooms and to avoid getting lost. During the
breaks, coffee and tea will be served in the bar. Announce- . . )
; .The following meetings are scheduled:
ments and personal messages will be posted near the main
conference room. Accommodation is provided in the confer-
ence hotel. Breakfast will be served between 7:30 and 8:30.

Room keys can be picked up at arrival and need to be returned
before 8:30 on the day of departure. Parking is free of charge. « Graduate School on S&C (B) on Wednesday, March

* UNIT DISC on Wednesday, March 17, Restaurant,
19.00-20.30.

The address of “Conference Hotel Guldenberg” is 17, Restaurant, 19.00-20.30.
Guldenberg 12 » Management team DISC on Wednesday, March 17,
5268 KR Helvoirt Boswilg, 20.30-22.00.

The Netherlands
tel: +31 (0) 411 64 24 24
fax: +31 (0) 411 64 24 32

» Board DISC on Thursday, March 18, Boswilg, 20.30—
22.00.

Facilities

The facilities at the center include a restaurant, bar, and recre-
ation and sports facilities. We refer to the reception desk of the
hotel for detailed information about the use of these facilities.

Best junior presentation award

Continuing a tradition begun in 1996, the Benelux meeting
will close with the announcement of the winner of the Best
Junior Presentation Award. This award is given for the best
presentation given at the meeting by a junior researcher (i.e.,
someone working towards a PhD degree). The award is specif-
ically given for quality of presentation rather than quality of
research, which is judged in a different way. At the meeting,
the chairs of sessions will ask three volunteers in the audience
to fill out an evaluation form. After the session, the evalua-
tion forms will be collected by the Prize Commissioners who
will then compute a ranking. The winner will be announced
on Friday March 19, immediately after the final lectures of
the meeting and he or she will be presented with the award,
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