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Summary

Dynamically Reconfigurable Optical Access Network

This dissertation presents the research results on a fiber-optic high bit-rate ac-
cess network which enables dynamic bandwidth allocation as a response to varying
subscribers’ demands and bandwidth needs of emerging services.

The motivation of the research is given in Chapter 1 ”Introduction” to-
gether with a brief comparative discussion on currently available and future access
networks. The idea of wavelength reconfigurability in the last-mile networks is de-
scribed as a solution for more efficient bandwidth utilization and a subject of the
Broadband Photonics project.

Chapter 2 ”Reconfigurable WDM/TDM access network - architec-
ture” provides a comprehensive description of the proposed solution with each
network element being analyzed in terms of its functionalities. This includes a
colorless optical network unit and a reconfigurable optical add/drop multiplexer.
An estimation of power budget is followed by the choice of wavelength set and
network control and management layer overview.

In Chapter 3 ”Reflective transceiver module for ONU” after discussing
different communication schemes and modulation formats three approaches to a
colorless high bit-rate transmitter are analyzed in detail. This includes experi-
ment and simulation results on a reflective semiconductor optical amplifier, reflec-
tive electro-absorption modulator and a Michelson-interferometer modulator. The
Chapter is concluded with a comparative discussion.

Chapter 4 ”Reconfigurable optical add/drop multiplexer” discusses
another key element in the proposed network architecture which is an integrated
structure of micro-ring resonators providing wavelength reconfigurability. The mea-
sured characteristics assess the applicability of the device able to support unicast
and multicast transmission.

A range of possible sources of signal degradation in the access links are ana-
lyzed in Chapter 5 ”Transmission and network impairments in the access
network”. An estimation of potential power penalties resulting from such impair-
ments in the proposed system follows afterwards.
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Special attention is paid to optical in-band crosstalk penalties and improvement
methods in Chapter 6 ”Interferometric crosstalk in the access network
with an RSOA”. This subject is treated extensively with the support of math-
ematical considerations and experimental results.

Proof-of-concept experiments of the proposed network architecture are pre-
sented in Chapter 7 ”Reconfigurable WDM/TDM access network - ex-
periments”. The results of bidirectional transmission of high bit-rate WDM sig-
nals in different wavelength allocation schemes are discussed in detail. From there,
the behavior of a full-scale network is assessed by means of simulations.

In Chapter 8 ”Migration towards WDM/TDM access network” the
migration scenario from currently deployed fiber-optic access networks towards
the novel solution is proposed. Afterwards, a short dispute on the economics of
last-mile fiber technologies is included.

Finally, the work is concluded and potential future research ideas based on this
thesis are given in Chapter 9 ”Conclusions and further work”.
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Chapter 1

Introduction

In 1841, a Swiss physicist Daniel Colladon, demonstrated that light can use internal
reflection to follow a specific path. In his experiment he directed a beam of sunlight
at the stream of water flowing through the spout of one container to another. The
light beam followed a zigzag path inside the curved path of the water. This is
considered to be the first research into the guided transmission of light [1].

A hundred years later another milestone was set by Brian O’Brien from the
American Optical Company and his colleagues from the Imperial College of Science
and Technology in London who developed a fiberscope, which used the first prac-
tical all-glass fiber, and a few years later, an externally coated glass fiber.

In 1990, only 40 years after bringing the term ”fiber optics” to life, engineers
at Bell Laboratories succeeded in soliton transmission of a 2.5 Gbit/s signal over
7500 km without regeneration using an erbium-doped fiber amplifier (EDFA) and
less than a decade afterwards they reached another record of sending a hundred
of 10 Gbit/s wavelength channels for a distance of 400 km thanks to wavelength
division multiplexing (WDM) [2].

Today the technology chase has brought the WDM technology closer to the
end-user. After conquering long-haul transport networks and metro networks it is
entering the area of access networks.

1.1 Rationale

59 % to 64 % of the downstream traffic is web- or web media-related which is
mainly because of photo and video communication and real-time streaming. Peer-
to-peer (P2P) traffic covers over one-fifth of downstream and over 60 % of upstream
traffic. Services alternative to P2P like file hosting and remote storage are gain-
ing more interest [3]. Also the growing interest in voice, video and data delivery
on the same infrastructure (triple-play) has changed the common way of network
usage - a necessity of running many application on several devices connected si-



2 CHAPTER 1. INTRODUCTION

Table 1.1: Downstream bandwidth consumption for future access networks.

Service Bandwidth

SDTV 2 Mbit/s per channel
HDTV 8 Mbit/s per channel

3D SDTV 63 Mbit/s per channel
3D HDTV 187 Mbit/s per channel
Basic HSI 5 Mbit/s average
Gaming 10 Mbit/s average

Multimedia surfing 8 Mbit/s average
Video-conf. and learning 3 Mbit/s per session

Home-working 4 Mbit/s average
VoIP 110 Kbit/s

multaneously to a single access point has arisen [4]. Furthermore, when mature
high-definition TV (HDTV) products become available the situation will get even
worse. Changing from the standard-definition TV (SDTV) to HDTV, 1-3 Mbit/s
to 8 Mbit/s per channel respectively, even not including services like video-on-
demand (VoD), P2P and online gaming will exceed the capabilities of currently
most popular digital subscriber lines (DSLs) drastically [5]. Although the trans-
mission speed offered by the asymmetric DSL (ADSL) technology has improved
significantly from 512 Kbit/s (2001) up to 20 Mbit/s (2006), the most sophisticated
protocols ADSL2+ and very high speed DSL 2 (VDSL2) are not able to satisfy
the next-generation users’ bandwidth hunger. This forces the efforts towards not
only near-future solutions but also towards future-proof networks which can last
for next 25 years and more [6].

Table 1.1 shows the bandwidth requirements for some example services [7,
8], and fig. 1.1 gives the flavor of time required to download a file depending
on the access technology. Besides multi-session applications, e. g. multi HDTV
channels transmission to one home, the traffic pattern changes, for instance, from
the before-noon business-centric file transfer and video-conference to afternoon
entertainment-centric VoD and voice-over-IP (VoIP) communication. Therefore,
the location of the traffic congestion changes on a specific time-scale basis [9].

This bandwidth-hungry scenario created by both content providers and con-
sumers stimulates the development of novel components and network architectures
which should not only be capable of transmitting data at high bit-rates but should
also be cost-efficient. Latter is a necessity to make them particularly attractive for
network operators and service providers (SP). The physical layer of such network
has to be capable of providing bandwidth on-demand, and, since the destination



1.2. NEXT-GENERATION ACCESS ARCHITECTURES 3

ADSL 4 Mb/s
ADSL2+ 9 Mb/s

Fiber 100 Mb/s
Fiber 1 Gb/s

data CD-ROM (650 MB)

video movie (800 MB)

DVD movie (4.7 GB)

backup (10 GB)

0

1

2

3

4

5

6

7

8 Time required for downstream communication [hours]

Figure 1.1: Examples of downstream services (calculation performed with [10]).

of the traffic load may change in time, the provision of the bandwidth should be
made reconfigurable.

The great majority of current copper-based and point-to-point fiber-based ac-
cess installations do not comprise these features and need to be changed into
advanced fiber architectures [11,12].

Although installing optical fiber in the access area is a great challenge, e. g. in
terms of capital expenses (CAPEX), next question comes immediately: which net-
work solution should be chosen in order to succeed in low operational expenses
(OPEX), so the end-user can enjoy instantaneous large bandwidth connectivity
without upgrades in the next decades?

The so-called next-generation access (NGA) network can provide the answer
for the requirements in the ”last mile”.

1.2 Next-generation access architectures

The basic general architectures of optical access networks are point-to-point (PtP)
and point-to-multipoint (PtMP) [13] as depicted in fig. 1.2. Because of different
possible placements of the optical network unit (ONU) there are several topologies
for access networks, for instance fiber to the home (FTTH a. k. a. fiber home-
run), fiber to the node/curb/bulding (FTTN/C/B), in general FTTX. In case of
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CENTRAL OFFICE OPTICAL DISTRIBUTION NETWORK OPTICAL NETWORK UNIT

FTTN

FTTB

FTTH

 

 

PtP

PtMP

Figure 1.2: Access network architectures.

Table 1.2: Overview of access network standards.

Standard Date Bandwidth

APON inc. in ITU-T G.983 1998 625 Mbit/s
BPON ITU-T G.983 2002 625 Mbit/s
EPON IEEE 802.3ah 2004 1.25 Gbit/s
GPON ITU-T G.984 2005 2.4 Gbit/s

10GPON none to be ratified 10 Gbit/s
in 2010

WDM-PON none unknown 1-10 Gbit/s per wav.

FTTN/C/B a copper cable is provided in the very last section from the ONU
to the user’s home which gives the maximum capacity of 100 Mbit/s at 300 m
(for VDSL2). FTTN also holds for hybrid fiber-coax (HFC) which provides lower
bandwidth. FTTH is a completely optical connection reaching the user’s home,
thus it can provide the largest bandwidth. In some exceptions, like rural areas
due to low population density, ONU can be equipped with a radio base station
providing wireless connectivity to the home (fixed-wireless access, FWA).

Currently deployed broadband access networks together with the solutions be-
ing considered for NGA are given in table 1.2, where an evident trend of increasing
the aggregated bandwidth can be noticed.

DSL exploits the existing copper infrastructure that was originally deployed
for plain old telephone services (POTS) and the maximum available bit-rate is
achieved at a range of few hundred meters as mentioned before [14].

The growing popularity of fiber as an efficient transmission medium in terms
of achievable bit-rate and reach has brought several standards for passive optical
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Figure 1.3: Passive optical network architectures: a) TDM-PON, b) WDM-PON
and c) WDM/TDM-PON.

access networks (PONs). A PON consists of an optical line termination (OLT,
situated in the central office, CO), ONUs and an optical distribution network
(ODN) which includes fiber spans and splitters between OLT and ONUs. The CO
provides the interface between the PON and the backbone network. The ONU
terminates the optical link and provides interfaces at the user side for different
services. In a PON system downstream encrypted signals are broadcast to each
ONU on a shared fiber plant. Upstream signals are combined using time division
multiple access (TDMA) such that every ONU is assigned a time slot for transmis-
sion, fig. 1.3a. PONs are attractive for their low outside plant (OSP) maintenance
costs, for instance no power supply in the cabinet is needed and in case of a fiber-
cable rupture between OLT and the distribution cabinet fewer splices are needed
than in a multi-fiber installation.

Asynchronous transfer mode PON (ATM-PON or APON) was the first PON
standard and it was intended for business applications. Further improvements
to the original APON concept led to broadband PON (BPON) which provides
an asymmetric bandwidth of typically 622 Mbit/s downstream and 155 Mbit/s
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upstream [15]. The ethernet PON (EPON) uses standard ethernet frames with
symmetric 1.25 Gbit/s upstream and downstream rates. It is applicable for net-
works in data centers as well as access networks with triple-play service [16]. The
gigabit PON (GPON) standard is a great improvement with respect to BPON. It
uses variable-length packets which gives larger aggregated bandwidth (2.5 Gbit/s)
and exploits the bandwidth more efficiently. To allow for higher quality of service
(QoS) for delay-sensitive applications a GPON encapsulation method (GEM) is
implemented in the standard [17]. 10GPON (10 gigabit PON) is a GPON natural
successor, which provides larger bandwidth. However, it requires expensive compo-
nents a. o. high-bandwidth burst-mode receivers. Wavelength division multiplex-
ing PON (WDM-PON) exploits multiple optical wavelengths to increase available
bandwidth. In such system each ONU receives and transmits data on a dedicated
(unshared) wavelength channel, therefore the strict time-scheduling due to time
division multiplexing (TDM) transmission is not required any longer, fig. 1.3b.

10GPON and WDM-PON are a subject of an intensive discussion on their pros
and cons [18,19]. However, a general conclusion is that a WDM-PON, which in fact
provides a wavelength-based PtP connectivity, combines the advantages of fiber-
based PtP communication and PtMP infrastructure as summarized in table 1.3.

Besides providing the end-users with much larger bandwidth in downstream
and upstream, WDM-PON systems can cover larger areas since the power bud-
get is significantly extended. For instance, in case of a system with 32-ONUs a
multiplexer/demultiplexer in a WDM-PON will introduce around 4 dB loss, and a
power splitter in a TDM-PON will introduce over 15 dB loss. Both networks can
be extended to long-reach PONs, beyond 20-25 km, through a single amplifica-
tion module placed in the ODN [20]. Another advantage of a WDM-PON system
over TDM-PON is the ease of scalability. Adding an extra ONU in the former
one requires launching another wavelength which is done without any disruption
to the other active users, whereas in a TDM-PON connecting additional ONU re-
duces average bandwidth available per each user in the system. Apparently, both
upgrades are feasible as long as the distribution points, like multiplexer or pas-
sive splitter, are equipped with sufficient amount of free ports. Another issue in a
TDM-PON is the capability of upgrading to higher bit-rate. Since each ONU in a
TDM scheme has to work at the same bit-rate, an upgrade of even a single ONU
implies the upgrade of the complete system, whereas in WDM or fiber-diversified
scheme it can be introduced on a per-wavelength or per-fiber, thus per ONU, basis.
A great advantage of TDM-PON system is the reduction of energy consumption.
Since it scales together with the number of OLT ports, a TDM-PON architecture
which uses a single port at OLT to provide the communication to the complete
PON system, is more energy-efficient than a wavelength-PtP or fiber-PtP [21,22].
From a SP’s viewpoint the key advantage of the WDM-PON is the capability of
the local-loop unbundling (LLU), which means the possibility to introduce several
SPs on the same network infrastructure simply by assigning different wavelength
channels, thus corresponding ONUs, to a given SP. The benefits of LLU, for in-
stance cost-reduction, are not only directed to SPs, also the end-users gain in richer
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Table 1.3: Advantages and disadvantages of different optical access architectures.

fiber TDM-PON WDM-PON
PtP (PtMP) (wavelength PtP)

LLU + - +
Upscale to more ONUs + - +

Upgrade to higher bit-rate + - +
Power budget + - +/-

Energy consumption - + +/-
Fiber plant reduction - + +

and more competitive offers.
In a WDM-PON system a single wavelength pair can provide a separate TDM-

PON, e. g. GPON. Such architecture is referred to as a hybrid WDM/TDM-PON
and a single wavelength-specific PON is very often referred to as a virtual PON
or colored PON, fig. 1.3c. The wavelengths can be also used in a flexible manner
to provide efficient bandwidth allocation which brings the benefit of increased
average bandwidth available per user [12,13,23–25]. Although wavelength-flexible
and wavelength-fixed WDM/TDM-PON can scale up to a much larger number
of active users than WDM-PON they have lower power budget and limited range
with respect to the latter one. However, the main issue related to WDM and
WDM/TDM systems is the high cost of components, a. o. wavelength-specific
transmitters. This can be solved if more functionalities are integrated on a single
optical chip which enables mass production to eventually provide a lower cost
per device [26, 27]. The critical problems for a 10GPON system are dispersion
management and a high-speed burst-mode receiver with sufficient sensitivity.

The NGA covers a large area of research subjects from physical layer up to the
protocol layer and involves numerous development aspects, e. g. network capacity,
reach and coverage as well as network reliability, survivability and scalability. The
recent decade has brought numerous PON-related research projects [11, 28] and
an evolutionary trend towards a hybrid WDM/TDM-PON can be noticed. Dif-
ferent architectures have been considered such as splitter-based PON, (cascaded)
arrayed waveguide grating (AWG)-based PON, amplified PON and PONs based
on different wavelength spacings [29,30] as well as different topologies such as bus-
and-tree or ring [31–33], integrated metro-access architectures [34] and long-reach
large-scale solutions [35–37]. In those works only fixed wavelength assignment has
been considered. However, as access networks tend to connect a higher number
of users each with fluctuating bandwidth demands, this growing amount of traffic
should be dynamically managed which brings the strong need for reconfigurability
in the access domain as addressed in [23,24].
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1.2.1 Wavelength reconfigurability

In a short-term evolution scenario a demand of on average 60-70 Mbit/s per ONU
is expected which includes multiple HDTV channels, and in a long-term evolu-
tion it can reach 300 Mbit/s and beyond when including 3D HDTV [7, 8]. As a
result traffic congestion will increase. In a multiwavelength transmission system it
can be reduced by routing wavelength carriers from areas with lower bandwidth
requirements to areas with higher bandwidth requirements, fig. 1.4. As a result,
the number of ONUs sharing the same wavelength channel is adapted dynami-
cally [13,38].

local exchange

optical fiber

area with high 
bandwidth demand

area with low 
bandwidth demand

local exchange

optical fiber

area with high 
bandwidth demand

area with low 
bandwidth demand

Figure 1.4: Wavelength reallocation [13].

The advantage of flexible capacity reallocation can be demonstrated by ana-
lyzing the call blocking probability. Given the actual traffic loads on all the wave-
length channels, the call request of an ONU may not fit into its default wavelength
channel, but may fit into an other wavelength channel which still has sufficient ca-
pacity available. In the static wavelength assignment case this call of an ONU
would have been blocked, whereas using the flexible wavelength assignment it can
be accepted. Therefore, the on-demand bandwidth allocation will decrease the call
blocking probability remarkably which implies that more calls can be accepted.

Fig. 1.5 shows the system blocking probability versus relative system load,
after [38]. The example system comprises eight wavelength channels with a capac-
ity of 1.25 Gbit/s each, and 256 ONUs, which generate Poisson-distributed calls
with a data-rate of 63 Mbit/s or 125 Mbit/s. The length of a call is assumed to
be exponentially distributed. This may be a realistic model for exchanging files
through the network. The relative system load ρn of the network is then defined
in eq. 6.2, where N is number of active users, ∆f is bandwidth of a call and B is
the aggregate capacity of all wavelength channels.

ρn =
N ·∆f

B
(1.1)

Taking these assumptions, the number of users active at any given moment
follows a discrete binomial distribution. Using the Chernoff’s upper bound ap-
proximation the system blocking probability versus relative system load has been
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Figure 1.5: System blocking probability versus relative system load for static and
dynamic capacity allocation [38].

calculated, under the assumption that granularity effects are negligible, which is
a reasonable assumption when the call bandwidth is much smaller than the wave-
length channel bandwidth. It can be seen that the flexible capacity allocation
reduces the blocking probability with respect to the fixed capacity allocation. For
instance, for a blocking probability of 10−3, the system load may be doubled for
63 Mbit/s calls, and more than doubled for 125 Mbit/s calls.

The above consideration shows that a higher loading factor for a given blocking
probability is allowed in the wavelength flexible network, and thus the resources at
the OLT are exploited more efficiently. This implies that the network operator has
to install less equipment in the OLT, which results in cost reduction. Moreover,
for a given amount of OLT equipment the network operator can accept more calls,
and thus increase the revenues.

From the network hardware viewpoint such routing may be performed by
e. g. adjustable wavelength-multicasting routers, which settings are optimized and
adjusted to current bandwidth demands through a management protocol. Besides
such routers, wavelength-agile transceiver modules are required since every ONU
in such network should be capable of detecting and transmitting any wavelength
channel.

1.3 Overview of fiber-to-the-x market

Increasing the available bandwidth per user allows for more terminals at home.
However, since there are more terminals and each of them may evolve its bandwidth
needs, the bandwidth needed per home is higher, which on its turn pushes the
network operator... to increase the bandwidth [39]. Regardless this vicious circle,
there are more factors influencing the pace of broadband development.

Depending on the market of broadband services, legislation issues, competition
in hardware development, wealth and density of population and the involvement of
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local authorities NGA penetration ratio is foreseen to reach 20 % (United Kingdom
and Spain), 40 % (USA, Denmark, Italy, France and Germany) and up to 80 %
(Japan, South Korea, Sweden and the Netherlands) in 2015 [5, 40]. According
to [41] by the end of 2011 the number of FTTH subscribers in Japan will grow to
around 30 million, whereas in USA deployment of FTTP will reach 16 million links.
In Europe by the same time it is foreseen that FTTH will reach 33 %, 32 %, 22.5 %
and 15 % of all broadband access links in Denmark, Sweden, the Netherlands and
France, respectively, which brings the French to a leading position in Europe with
3.7 million FTTH links [42,43].

Some European broadband providers have already started to sell 100 Mbit/s
FTTH links for € 30 [44], and on the other hand it is forecasted that around € 20
billion will be invested in new access technologies [45]. The decrease of pricing
and, in parallel, the increase of investment in NGA is caused not only by the users
willing to explore emerging services but also by the network operators to whom the
regulations are becoming more transparent and thus they can start mass FTTH
roll-outs.

Whereas most of the operators continue to invest in fiber PtP and few other in
TDM-PON topologies, some predictions were published that in the year of 2013
the end-user will be given a dedicated wavelength channel [46].

From the users’ viewpoint the attractiveness of broadband access originates
from the diversity of the provided services, and not from the advancement in net-
work technology itself. To enable a palette of competitive offers multiple providers
should be allowed to share the same well-developed open access infrastructure.
Thanks to the open access model in the Western European countries, where the
network infrastructure is owned by an incumbent or a third party (e. g. munici-
pality), the leading role of national operators is being limited while enabling the
alternative operators and SPs to develop. E. g. in the Dutch city of Enschede the
infrastructure is owned by the leading national operator KPN, and the end-users
can choose their preferred SP. Orange, the large French operator, is taking steps
towards building and opening the network in newly-built dwellings. In other coun-
tries, like Poland, although the position of the incumbent remains very strong,
the first open access networks are given a chance, e. g. owned by local authori-
ties Broadband Network of MaÃlopolska is operated by Telekomunikacja Polska SA
(incumbent) and Telefonia Dialog (alternative operator) [47].

It is important to note that the increase of broadband penetration causes a
natural development of information and communication technologies (ICT). This
contributes to the extension of industry and trade via stimulation of leading ser-
vices and more effective production, logistics, resource management etc. Thanks
to video-conferencing and home-working it also helps to reduce population mi-
gration from rural to metropolitan areas. Eventually, it also enables the citizens
to communicate with governmental agencies (e-government) which contributes to
the development of democracy and reduces the administration-related expenses of
public financial resources [48].
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1.4 The Broadband Photonics Access project

As justified in Section 1.1, current optical access networks will not be able to
efficiently handle the avalanche-like growth of traffic and need to be upgraded in
terms of higher bit-rate and on-demand bandwidth provision as well as coverage
and scalability.

The Freeband Broadband Photonics Access (BBPhotonics) project vision en-
compasses congestion-free access for the user to virtually unlimited amounts of
information, which is available to the user at any time, anywhere [49].

Obviously, this vision can only be realized with an access network infrastruc-
ture of which the communication power exceeds any present and foreseeable user
communication need. A brute-force solution could be to provide abundant commu-
nication power everywhere, no matter whether it is needed at that instant or not.
However, excessive overprovisioning of capacity leads to poor utilization efficiency
of network equipment and high infrastructure costs, which is severe problem in
the access network where costs need to be low because of the low per-user network
sharing factor.

In the BBPhotonics project, it is therefore proposed to build intelligence in the
access network, which enables to provide an adequate adjustable amount of com-
munication power tailored to the actual instantaneous and temporal user needs.
Optical fibre carrying multiple wavelength channels is chosen for the broadband
flexible network infrastructure. Putting emphasis on low costs, which is a cru-
cial factor for success in the market of access network products, reconfigurable
architectures and access network modules are investigated. Compact low-power
photonic integrated circuits and intelligent network reconfiguration mechanisms
are key research items in the project.

Concrete project results envisaged towards this next-generation access network
goal are:

• System concepts for congestion-free wideband access networks, capable of
accommodating fluctuating capacity demands

• Definition of a universal wideband access network platform supporting ethernet-
based traffic up to 10 gigabit ethernet (GbE)

• Migration strategies for upgrading (fibre-based) access networks towards
wideband

• Low-cost advanced opto-electronics modules for wideband access

• Trial testbeds for assessing technical feasibility of reconfiguration mecha-
nisms and advanced modules.
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1.5 Contributions of the dissertation and thesis
overview

The key contributions of this dissertation are given below:

• Design and proof-of-principle of a dynamically reconfigurable 25 km-reach
WDM/TDM-PON-based architecture which can provide the bandwidth of
1.25-10 Gbit/s per wavelength channel to minimum 64 ONUs

• Novel design of a high bit-rate wavelength-agile transceiver based on a reflec-
tive semiconductor optical amplifier (RSOA), a reflective electro-absorption
modulator (REAM) and a Michelson-interferometer modulator (MIM)

• Assessment of a tunable micro-ring resonator structure for dynamic wave-
length reconfiguration

• Realization of an efficient method for interferometric crosstalk mitigation in
a WDM-PON environment employing reflective ONUs.

The thesis is organized as follows. The architecture of the proposed novel net-
work is given in Chapter 2. This is followed by the description of design, realization
and test results of individual network modules in Chapters 3 and 4. Afterwards,
possible network and transmission impairments are discussed in Chapter 5. Inter-
ferometric crosstalk is treated separately in Chapter 6 where efficient suppression
methods are discussed as well. Chapter 7 provides comprehensive experimental re-
sults on a network testbed and a full-scale network simulation results. In Chapter 8,
the migration scenario from currently deployed fiber-optic access networks towards
the proposed novel solution is given together with a discussion on the economics
of last-mile fiber technologies. Finally, the work is summarized and suggestions for
further research are given in Chapter 9.



Chapter 2

Reconfigurable WDM/TDM
access network - architecture

In this Chapter based on [50] the network architecture is discussed. A general
network description is given in Section 2.1. In Sections 2.2, 2.3 and 2.4 central office
(CO), ONU and remote node (RN) are described, respectively. The downstream
(DS) and upstream (US) power budget for the longest light-path is estimated
in Section 2.5 after which the wavelength panel applied in the network and the
required network control and management are discussed in Sections 2.6 and 2.7,
respectively.

2.1 General specifications

The BBPhotonics network is a dynamically reconfigurable novel solution for the
access domain. It provides the end-users with high bandwidth which is available on
demand thanks to dynamic wavelength reallocation. For this purpose wavelength-
flexible switching nodes and wavelength-agile high bit-rate ONUs have been de-
signed.

The BBPhotonics access network architecture is characterized with a powerful
set of features [51]:

• delivery of multiple wavelength channels per home (up to all system wave-
lengths) enabling service separation e. g. in terms of QoS (latency and band-
width requirements) and tariff, SP separation e. g. to flexibly lease the capac-
ity by the network operator, traffic rerouting e. g. connection restoration via
alternative, and higher capacity e. g. to provide more of the same services.

• n ONUs connected to a RN

• m RNs, each equipped with tunable wavelength router
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• multiple wavelength channels grouped in DS/US pairs placed on ITU 200 GHz
grid, in 1530-1561 nm range

• protected feeder fiber ring architecture with of standard single-mode fiber
(SSMF) between the RNs (LRN−RN ), CO and RN (LCO−RN ) and from RN
to ONU (LRN−ONU )

• wavelength-agnostic ONU (by deploying a reflective modulator)

• up to 10 Gbit/s per wavelength channel

• embedded control channel for remote network reconfiguration.

The designed network architecture does not determine whether the traffic
should go along the upper or lower branch of the ring, since bidirectional trans-
mission over a single fiber is provided via bidirectional RNs. The optical splitter
with variable optical split ratio at the CO enables protection against breaks in a
ring feeder fiber. It is connected to a circulator which splits/combines the US and
DS. Such architecture allows the network to be extended with another RN sim-
ply by proper re-routing of the data traffic and adding more wavelength channels
(more transceivers in the CO) without interrupting the operation of any part of
the network.�� �� �� �
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Figure 2.1: BBPhotonics network architecture.

To reduce the gap with todays FTTH practices it has been decided to relax
the above requirements, which, in general, reduces the functionality of the net-
work. However, it also constitutes a first realistic migration step which entails
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less demanding specifications for the system modules, which can be simpler and
thus potentially lower cost1. The specified parameters for the network architecture
considered here are as follows [52]:

• delivery of a single DS/US wavelength pair to the subscriber

• n = 16 ONUs per RN

• m = 4 RNs, each equipped with tunable OADM

• 16 wavelength channels (8 DS/US pairs) placed on ITU 50 GHz C-band grid;
up- and down-channel in a pair spaced by 500 GHz

• protected feeder fiber ring architecture with 20 km of LCO−RN , 1 km of
LRN−RN and LRN−ONU

• wavelength-agnostic ONUs

• up to 10 Gbit/s per wavelength channel

• 300 Mbit/s to 1.25 Gbit/s or 10 Gbit/s of available bandwidth per user.

FlexPON

In the FlexPON approach2, the complexity of the system is substantially reduced
which is associated with a small penalty in the network functionality, e. g. two
wavelength channels can be sent to a single ONU. This is in the interest of realizing
a practical working demonstrator providing a proof-of-feasibility of the concepts
envisaged in the BBPhotonics project. The FlexPON demonstrator is foreseen to
deliver GbE per wavelength channel (1.25 Gbit/s) to two end-users in total. The
network characteristics for the demonstrator are:

• delivery of 2 wavelength channels per subscriber (1 DS and 1 US)

• 1 GbE capacity per wavelength channel

• 1 RN and 2 ONUs

• 4 wavelength channels (2 DS/US pairs) placed on ITU 200 GHz C-band grid

• 20 km of LCO−RN and 5 km LRN−ONU .

1An upgrade of the discussed network with optical code division multiplexing (OCDM) has
been considered as well and it is discussed in Appendix A based on [50].

2The FlexPON is a subject of development activities led by Genexis BV
(http://www.genexis.eu), a BBPhotonics Project partner, and it is out of the scope of
this dissertation.
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2.2 Central office

The CO contains a set of transmitters generating continuous-wavelength (CW)
carriers and amplitude-modulated (non return to zero, NRZ) data signals for DS
transmission and a set of receivers for US termination, as shown in fig. 2.1. Two
AWGs are used as WDM multiplexer and WDM demultiplexer for DS and US,
respectively. The DS and US traffic transmitted over a single fiber is split by a cir-
culator. No direct communication between ONUs has been foreseen in this network
which means that all traffic is terminated at the CO. A variable optical splitter
at the CO is added for protection and restoration purposes. When power loss is
detected, for example, in the upper branch of the ring it enables the transmission
via lower branch. Therefore, a break of the ring fiber causes a connection loss only
during the switching operation. Also any maintenance or inserting a new RN will
not seriously disturb network operation. Coarse-WDM (CWDM) multiplexers are
used to provide a control channel which is situated out-of-band with respect to
the data signal channels in order not to interfere with or depend on these. It is
used to control the OADM functions in the RNs.

2.3 Optical network unit

The ONU contains a Mach-Zehnder (MZ) duplexer which demultiplexes a modu-
lated signal and a CW signal at its two outputs by means of wavelengths diversity.
As shown in fig. 2.2a a photodetector is connected to the lower output and an
RSOA to the upper output of the MZ duplexer.�

1 data, 
�

2 CW�
2 data
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Figure 2.2: Solutions for the optical network unit: (a) based on RSOA, (b) based
on REAM, (c) based on MIM.
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The CW signal is amplified and intensity modulated in the RSOA. It is reflected
at the end facet of the RSOA and sent back to the CO with modulated US data.
The capability to provide gain and modulation at the same time reduces the need
for additional amplification and the wide amplification bandwidth of the RSOA
provides wavelength-independency of the ONU.

Since its electrical bandwidth is low (¿ 10 Gbit/s), other solutions for fast inte-
gratable wavelength-agnostic reflective modulators are studied, namely, an REAM
fig. 2.2b and an MIM as shown in fig. 2.2c. The REAM works on the basis of a
voltage-controlled change in light absorption and the MIM works on the basis of
phase-to-amplitude conversion. These are discussed in detail in Chapter 3.

2.4 Remote node

In the original BBPhotonics access network design the RN is based on a wavelength
router (a. k. a. λ-router), fig. 2.1a, which can deliver multiple wavelength chan-
nels to a single subscriber. Since the system requirements have been reduced, as
discussed earlier, the wavelength router has been changed to an OADM, fig. 2.1b.

The RN also includes bidirectional optical amplification stage and CWDM mul-
tiplexers for control channel detection and transmission at each side as schemati-
cally shown in fig. 2.1.

a) b)

Wavelength router 

or OADM

in / out through

c)

Figure 2.3: An eight-port wavelength router (a), an OADM (b) and the position
of the switch (c).

The wavelength router and OADM are equipped with thermally tunable micro-
ring resonators [53] as shown in fig. 2.3 for an eight-port device. The temperature
dependency of the refractive index is used to apply a phase shift to the optical
field. The thermal-optic effect is a slow process (ms), thus, it is only suitable
for relatively slow circuit switching (routing) applications. Using this device a
single wavelength channel can be dropped to multiple users or a single user can
be assigned a wavelength at any given time. Fig. 2.4 schematically illustrates the
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Figure 2.4: Basic operation of a micro-ring resonator.

operation of a single micro-ring resonator. The ring is connected to two waveguides
in a four port configuration (two inputs and two outputs). The waveguides are
situated orthogonally to enable the micro-ring resonators to be placed in a matrix
array as indicated in fig. 2.3.

Consider a broadband input (multiple wavelength channels) at port 1. When
the ring is in resonance for λdrop, the wavelength channel λdrop is dropped on port
4 together with all wavelengths which are separated by an integral multiple of the
free spectral range (FSR) of the micro-ring resonator. The FSR is defined as the
distance between two consecutive fringes (resonance peaks) in the spectral response
of a single micro-ring resonator. The remaining (non-resonant) wavelengths are
transferred to port 2. It is also possible to drop a single wavelength to multiple
ports by a deliberate detuning of the ring resonator from a nominal wavelength of
the channel. That way part of the power is dropped and the remaining power is
transmitted to the adjacent ring resonator.

The micro-ring resonator structure is unidirectional in terms of common-input
to through-port transmission. Therefore, in order to maintain the bidirectional
traffic in the ring fiber a 2× 2 switch is necessary to keep optical signals running
in the same direction through the OADM as shown in fig. 2.3c. If the traffic on
the fiber ring changes direction, because of a protection switching in the CO, this
switch changes from bar-state to cross-state or vice versa.

The bidirectional amplification can be provided either by a two unidirectional
EDFAs or SOAs depending on gain and noise requirements as shown in fig. 2.5.
The preference is given to gain-clamped amplifiers which can reduce cross-gain
modulation and provide high output saturation power3. Although, to satisfy the
gain requirements, as shown in the next Section, it is enough to apply a single
amplification module, two such modules are applied at every RN and they are

3CIP, SOA-L-OEC-1550, saturation output power specified as 16 dBm
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switched on and off (by proper optical switch states) depending on the network
configuration (e. g. traffic direction change due to switching at the CO).

Figure 2.5: Bidirectional amplification module.

2.5 Power budget

The calculation of the power budget is performed for the longest light-path as
explained graphically in fig. 2.6. A fiber break is assumed between the last RN
and CO and all traffic goes via the upper branch of the ring. In this calculation
the aggregate capacity (8 wavelength pairs) is distributed uniformly among all
ONUs (64) in such a way that each wavelength pair feeds two ONUs per RN as
indicated in fig. 2.6. This means that each wavelength channel experiences a total
power-split ratio of 8.

In table 2.1 and table 2.2 the power budget is calculated for downstream and
upstream path, respectively4. The CO loss includes the insertion loss of a WDM
DS multiplexer and US demultiplexer (4.0 dB each), a CWDM coupler (1.0 dB), a
circulator (0.8 dB), a switch (1.0 dB) and connectors (0.6 dB in total). The through
loss in RN1, RN2 and RN3 each includes OADM insertion loss (6 dB)5, OADM split
loss (1.25 dB)6, connectors (0.6 dB in total), two times insertion loss of a CWDM
coupler (1.0 dB) and a switch (1.0 dB), and an additional attenuator at stage B as
explained later. The drop loss in RN4 includes OADM insertion loss (6 dB), OADM
split loss (9.0 dB), connectors (0.6 dB in total), a CWDM coupler and a switch. For
the applied wavelength range (1540 nm to 1550 nm) the fiber loss is 0.2 dB/km.
The insertion loss in ONU (8.5 dB) includes connector, fiber/chip coupling, MZ
duplexer and waveguide losses. It has to be noticed that different transmission
impairments (discussed in Chapter 5) will accumulate (e. g. ASE noise) and cause

4All values used in table 2.1 and table 2.2 are working assumptions. The realistic values
based on characterization of the ONU and the OADM are given in Chapter 3 and Chapter 4.
Moreover, this estimation concerns only power levels, and noise properties of the complete system
are discussed in Chapter 5.

5The insertion loss of the OADM includes fiber/chip coupling and waveguide loss.
625 % of power of each wavelength channel is tapped-off at each RN as it feeds two subscribers

per RN.
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Figure 2.6: The longest light-path.

higher power penalties at ONUs, for instance, at RN4 than at RN1. This drives the
requirement for sufficiently high power margin to be maintained across all ONUs
in the network. Here, the margin is 5.0 dB for downstream and 6.0 dB for upstream
as indicated in table 2.1 and table 2.2, respectively. The sensitivity of 1.25 Gbit/s
is better than a 10 Gbit/s which extends the available power budget significantly
(6-8 dB). For the purpose of the power budget estimation discussed here we assume
all wavelength channels are modulated at 10 Gbit/s and the receiver sensitivity is
-24 dBm which is close to the value specified in [54] for a receiver with an avalanche
photodiode.

It can be noticed in table 2.1 that in the downstream direction the required
gain (stage A) RN4 is lower than in other RNs. This is caused by the fact that at
RN4 the signal power is completely dropped to two ONUs receiving 50% of the
optical power restored by the amplifier at the input of this node. In RN1-RN3 the
ONUs receive the same amount of power, however the split ratio is different due
to the through port power requirements of those RNs. In order to avoid additional
amplification (stage B) and, therefore, maintain low total noise figure, the split
ratio there is adjusted to pass through 75% power and divide the remaining power
equally over two ONUs.

In upstream direction, table 2.2, the gain requirements are higher as the input
powers are lower. This is because of the fact that the signals transmitted by ONUs
first experience the high OADM losses and then they enter the amplifiers.

In the discussed calculation, each wavelength channel feeds exactly the same
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Table 2.1: System power budget for downstream path (data and CW channel).

Parameter loss/gain [dB]
or power [dBm]

(1) Transmitted power per wav. channel 6.0
(2) CO loss - 7.4
(3) CO-RN1 fiber att. - 4.0

RN1 input power - 5.4
(4) RN1 stage A gain/att. 12.7
(5) RN1 through loss - 11.9
(6) RN1 stage B gain/att. - 0.7
(7) RN1-RN2 fiber att. - 0.2

RN2 input power - 5.4
(8) RN2 stage A gain/att. 12.7
(9) RN2 through loss - 11.9

(10) RN2 stage B gain/att. 0.7
(11) RN2-RN3 fiber att. - 0.2

RN3 input power - 5.4
(12) RN3 stage A gain/att. 12.7
(13) RN3 through loss - 11.9
(14) RN3 stage B gain/att. 0.7
(15) RN3-RN4 fiber att. - 0.2

RN4 input power - 5.4
(16) RN4 stage A gain/att. 6.7
(17) RN4 drop loss - 11.6

RN4 power at drop port - 10.3
(18) RN4-ONU fiber att. - 0.2
(19) ONU loss - 8.5

Received power - 19.0
(20) 10 Gbit/s receiver sens./refl. mod. sens. - 24.0

(21) Power budget, [(1)-(20)] 30.0

Remaining power margin
[(2)+(3)+...+(19)+(21)] 5.0
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Table 2.2: System power budget for upstream.

Parameter loss/gain [dB]
or power [dBm]

Refl. mod gain 22.0
ONU fiber-to-fiber gain 5.0

(1) Refl. mod. transmitted power 3.0
(2) ONU loss - 8.5
(3) RN4-ONU fiber att. - 0.2

RN4 power at add port - 5.7
(4) RN4 add loss - 11.6
(5) RN4 stage A gain/att. 10.7
(6) RN4-RN3 fiber att. - 0.2

RN3 input power - 6.8
(7) RN3 stage B gain/att. - 4.7
(8) RN3 through loss - 11.9
(9) RN3 stage A gain/att. 16.6

(10) RN3-RN2 fiber att. - 0.2
RN2 input power - 6.8

(11) RN2 stage B gain/att. - 4.7
(12) RN2 through loss - 11.9
(13) RN2 stage A gain/att. 16.6
(14) RN2-RN1 fiber att. - 0.2

RN1 input power - 6.8
(15) RN1 stage B gain/att. - 4.7
(16) RN1 through loss - 11.9
(17) RN1 stage A gain/att. 16.6
(18) RN1-CO fiber att. - 4.0

CO input power - 10.6
(19) CO loss - 7.4

Received power - 18.0
(20) 10 Gbit/s receiver sensitivity - 24.0

(21) Power budget, [(1)-(20)] 27.0

Remaining power margin
[(2)+(3)+...+(19)+(21)] 6.0
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Figure 2.7: The wavelength-dependent amplification module.

number of subscribers per RN. However, different split ratios are possible thanks
to flexible wavelength assignment in the OADM. For instance, a given wavelength
pair may feed 2 ONUs at RN1, 6 ONUs at RN2, 3 ONUs at RN3 and 16 ONUs at
RN4, whereas the remaining wavelength pairs cover the bandwidth requirements of
the remaining ONUs7. In the worst case it may also happen that one wavelength
pair feeds all subscribers in the network. These different wavelength allocation
schemes cause different split losses per wavelength channel. Also the gain variation
caused by the ASE spectrum of cascaded amplifiers may substantially influence
the power distribution among the wavelength channels. Moreover, the attenuation
due to different CO-ONU distances will contribute to the packet-to-packet power
level differences upon reception at the OLT. Hence, the amplification values of the
optical amplifiers at the RNs are set to balance the losses in the RNs in such a
way that each ONU receives the same optical power. This requires proper gain
settings at the input of the OADM (stage A in fig. 2.6). Furthermore, in order to
enable a modular upgrade of the network by adding another RN each wavelength
channel needs to have the same power at through port of each RN. This requires
proper power adjustment at the output of the OADM (stage B in fig. 2.6).

This, so called, unity-gain approach (the resultant RN loss is 0 dB at a through
port) also enables easier network reconfiguration/restoration in case of protec-
tion switching [55]. However, it yields the requirement for tunable wavelength-
dependent gain which can be achieved in the setup depicted in fig. 2.7. After
demultiplexing the wavelength channels, the electrically-driven variable optical
attenuators (VOA) are adjusted according to the required power level which is set
by the control unit. In order to provide high output power gain-clamped SOAs are
proposed which also helps to suppress cross-gain modulation effects and the re-
sultant interchannel crosstalk. Currently available gain-clamped SOAs are not yet
capable of satisfying these requirements. However, models of such devices reveal
gain over 15 dB and saturation output power over 22 dBm [56].

7This is discussed for the FlexPON design in [55] where detailed power budget specifications
for different capacity distribution cases together with the power budget for a control channel are
given.
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2.6 Wavelength set

In the BBPhotonics network architecture 64 ONUs are served by 8 wavelength
channel pairs. This provides the end-user with an average available bandwidth of
300 Mbit/s to 1.25 Gbit/s depending if a given wavelength pair serves a GPON or
10GPON system. The network can be configured in such manner that some users
are assigned the complete (symmetrical) capacity of a single wavelength channel. In
this case the bandwidth available for the rest of the users is decreased accordingly.

The wavelength set has to match with the FSR of the micro-ring resonators
in the OADM (FSROADM ) and to the periodicity of a MZ interferometer in the
ONU (FSRMZI). It also has to correspond to the ITU standard wavelength grid
such that commercially available equipment can be employed. For this network
the optical band of 1540-1550 nm is used and the channels are spaced by 50 GHz.
The channels are grouped into two subbands as shown in fig. 2.8a where the DS
subband contains modulated wavelength channels and the US subband contains
CW carriers for remote modulation at the ONU. An US-DS channel pair, which is
to be dropped to the same ONU, is spaced by a single FSROADM (here: 500 GHz).
As shown in fig. 2.8b the FSRMZI has to be twice the FSROADM , that is 1 THz,
in order to separate the two channels.

... ...

downstream CW
(upstream data)

downstream
data

P [a.u.]

P [a.u.]

f [Thz]

f [Thz]

BDROP

FSROADM

2·FSROADM

Out2Out1

(a)

(b)

Figure 2.8: Wavelength architecture at the OADM (a) and at the MZ duplexer
outputs in the ONU (b).

Initially, another wavelength set has been considered. It concerned interleav-
ing upstream and downstream channels. However, it led to stricter requirements
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on the design of the micro-ring resonators-based OADM, which would need to be
tuned across much broader optical bandwidth (up to 30 nm in case of 200 GHz
channel spacing) which would cause higher electrical power dissipation. In the
chosen wavelength set the OADM has to be tuned across 10 nm bandwidth only.
However, it requires the wavelength duplexer at the ONU to be fine-tuned when-
ever the wavelength channels assigned to a given ONU are changed as discussed
in [57].

2.7 Network control and management

The BBPhotonics network is considered as a stack of quasi-independent logical
PONs. The concept of bandwidth reallocation is shown in fig. 2.9. The network
from headend (HE) to customer premises equipment (CPE) is depicted as a two
stage switch. The first stage switching is done by a GbE switch which can route
traffic to and from every OLT from any of the ports towards the wide area network
(WAN) interface. The second stage switch is the reconfigurable network itself which
can associate any ONU to any OLT based on the wavelength configuration.

Fig. 2.9 shows two OLTs which are operating on a unique wavelength pair.
Each OLT and the associated ONUs form a logical PON namely the ”Red” PON
and the ”Blue” PON. The nominal bandwidth available to an ONU depends on
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Figure 2.9: Concept of bandwidth reallocation [50].
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the number of ONUs supported by each logical PON. If the number of ONUs
supported by a logical PON is increased then the nominal bandwidth available per
ONU reduces while it increases when the number of ONUs is decreased. This is an
effect of using time slots in the network. The increase in the nominal bandwidth
available to ONU1 in the ”Blue” PON is achieved by changing the wavelength
assigned to ONU5, as shown in fig. 2.9.

The network reconfiguration and hence the consequent reallocation of the
ONUs is done in such a way, that the bandwidth distribution in the network
is optimized [58]. A master controller (MC) monitors the network load and sets a
configuration that is optimal for bandwidth availability to the end-user. The MC
communicates with the GbE switch and OLTs at the HE as well as with local
controllers (LC) at the RNs. The LCs act as slave devices to the MC and perform
status monitoring and reconfiguration. The LCs are based on microcontrollers or
embedded microcontrollers.

All control and management for the network is done on an out of data band
communication channel. This channel works on 1310/1490 nm optics based on
a 100Base-X communication link between the MC at the CO and LCs at the
RNs. A two-fiber diversity in the link connection between the CO and every RN
ensures fail-safe communication for up to a single link failure [59]. This out of
band communication channel for the network ensures independence in operation
of EPON or any other standard MAC protocol for such a network.



Chapter 3

Reflective transceiver
module for ONU

Several source-free ONU architectures using reflective modulators have been pro-
posed in Chapter 2. In this Chapter, based on [50,60–64], different solutions for a
wavelength-agile remotely-seeded reflective modulator are discussed.

An overview of possible CO-ONU communication methods is given in Sec-
tion 3.1. In Sections 3.2, 3.3 and 3.4 ONUs based on RSOA, REAM and MIM,
respectively, are characterized. This is followed by a brief comparison of the reflec-
tive modulators in Section 3.5.

3.1 CO-ONU communication schemes

The ONU is situated at the user-end and has two major tasks. Firstly, it terminates
the optical path and converts the DS data into the electrical domain and, secondly,
it transmits the US data after converting it from the electrical to the optical
domain.

Since the size of the ODN is critical when deploying an access network, it is
important to reduce the number of fiber links and optical splices. Although the
topology which uses two unidirectional fibers in parallel is the most tolerant to
backscattering and reflections, fig. 3.1a, it requires a relatively large number of
components with respect to single-fiber communication. The same applies even
if the same wavelength is used for DS and US transmission (a. k. a. wavelength
reusage), fig. 3.1b. Bidirectional transmission using a single bidirectional fiber,
fig. 3.1c and fig. 3.1d, reduces the amount of fiber needed by half, but the crosstalk
issues are increased in such topology (Chapter 6). Nevertheless, it enables the
utilization of a single-port ONU, which leads to simple and cost-efficient packaging
technology. Although, dedicating a separate wavelength for upstream transmission
requires an additional light source at the CO and a wavelength duplexer at the
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ONU, it is favorable in terms of upstream modulation performance and, therefore,
the scheme depicted in fig. 3.1c is chosen when designing the BBPhotonics access
network.

Figure 3.1: Communication schemes [63].

3.1.1 Modulation format

The most straightforward manner to provide the upstream communication is to
send a CW carrier from the CO to the reflective modulator at the ONU. It is not
a bandwidth-efficient method as each ONU needs two wavelengths1. Furthermore,
it is sensitive to backscattering which is discussed in detail in Chapter 6 together
with improvement methods. However, if intensity modulation in both directions
is chosen it becomes very attractive for access networks in terms of costs as it
requires only simple direct receivers. Therefore, this modulation format is applied
in the BBPhotonics access network.

Recently, transmission of 10 Gbit/s was achieved with a modulator based on
an EAM monolithically integrated with SOAs [66, 67]. Transmission experiments
using a monolithically integrated reflective modulator comprising a concatenated
SOA and an EAM section (R-SOA-EAM) have been demonstrated at a bit-rate
up to 7.5 Gbit/s in [68]. Architectures using an RSOA [69–71] for 1.25 Gbit/s
upstream transmission or a wavelength-locked Fabry-Perot laser diode (FP-LD) as
the 622 Mbit/s reflective modulator in the ONU have also been proposed [72–75].

1Time partitioning can be used to separate the DS and US signals [65] if a single wavelength
is used to provide DS and US communication. In such case the modulated DS signal from the
CO is alternated with a CW optical carrier. At the ONU a portion of the light is detected by a
receiver, and the remaining light is looped back through a modulator to the CO.
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3.1.2 Wavelength demultiplexing at ONU

In a WDM/TDM-PON each ONU operates on a dedicated or shared wavelength
which is transmitted over a shared CO-RN and a dedicated RN-ONU fiber-links.
Therefore, the ONU is supposed to operate at any wavelength which can be
assigned statically (fixed) or dynamically by the CO. Both require wavelength-
independent performance of the ONU within a broad wavelength range.

In order to decouple the two DS wavelengths as indicated in fig. 3.1c, a cost-
efficient wavelength duplexer has to be provided. For this purpose different solu-
tions are possible. Some of those are shown in fig. 3.2.
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Figure 3.2: Wavelength duplexers for ONU: (a) power splitter and bandpass filter
(BPF), (b) banded skip filter and (c) MZ interferometer [63].

The architecture in fig. 3.2a uses a combination of a passive power splitter and
bandpass filters to separate the wavelengths. The incoming signal is split into two
arms. In the upper arm the DS CW channel is selected by filtering before it reaches
a reflective modulator. The filter in the lower arm selects the DS data channel and
sends the signal to the receiver. The device can be integrated and it does not
require active control for tuning since the passband can be large enough to let
through all DS CW channels or all DS data channels depending on the arm of
the splitter. The disadvantage is the substantial power loss caused by the splitter.
The DS data signal will have a loss of 3 dB. The other channel passes the splitter
twice, which will result in a power loss of 6 dB. Another disadvantage is that such
a wideband filter will not suppress amplified spontaneous emission (ASE) noise
well enough. This ASE noise may come from the in-line amplifiers or from the
reflective modulator which can be based on e. g. RSOA, and such unsuppressed
noise will deteriorate the amplitude of the signal.

The duplexer presented in fig. 3.2b is a passive red/blue filter a. k. a. banded
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skip filter. The part of the input signal containing the DS data band is reflected
to the photodetector and the rest of the input signal (DS CW) is sent through to
the reflective modulator. Similarly to the earlier design, the disadvantage of this
device is that due to the large optical bandwidth it is not filtering the ASE noise
effectively.

Although the third solution, fig. 3.2c, which is based on a MZ interferometer re-
quires active control to tune to the desired wavelengths, it is advantageous in terms
of integration capability. Therefore, this solution is chosen for the duplexer [76] to
be integrated with the photodetector [77, 78] and the reflective modulator [79] in
the transceiver module [57,80] in the BBPhotonics network.

3.2 Reflective semiconductor optical amplifier

An SOA has the same structure as a semiconductor laser but without feedback
mirror. The gain is realized via stimulated emission induced by electrical pumping.
In bulk material, the drive current is directly injected in the active region, while
in multiple quantum well (MQW) material the drive current generates carriers in
the separate confinement heterostructure (SCH) which are captured in the quan-
tum wells area. Spontaneous emission is also present in the amplification process,
therefore, the output signal is accompanied by additive noise, known as ASE.

If the SOA is driven by an amplitude-modulated current it becomes an am-
plified modulator. The internal gain of such a device compensates for splitting
and coupling losses. However, the frequency response of the SOA is governed by
three major factors: the relaxation oscillation frequency, cavity travel time and the
parasitic capacitance.

The relaxation oscillation results from the interplay between the photon field
and the population inversion in the active region of the SOA. The modulation
response is relatively flat for ωm ¿ ΩR, peaks near ωm = ΩR and drops sharply
for ωm > ΩR, where ωm is the modulation frequency and ΩR is the relaxation
oscillation frequency. The damping of the resonance is governed by the sponta-
neous emission at low photon densities and by the gain suppression factor at high
photon densities. For the purpose of high frequency modulation a large increase of
the relaxation oscillation is desired but it will be severely limited at high photon
densities by the damping introduced by the gain suppression [81].

The other factor limiting the electrical bandwidth of an SOA is the cavity travel
time. Suppose an instantaneous change in gain at t0 is applied to an amplifier
with a continuous optical input power. The output signal will reach its steady
state output power when the photons that entered the amplifier at t0 exit the
amplifier at t0 + ∆t. All photons exiting the amplifier before t0 + ∆t will undergo
the new gain for a shorter time (or length), so the output power before t0 + ∆t
will be smaller. After t0 + ∆t the output power will be stable. The ∆t causes an
unavoidable delay between modulation input and optical output power, thus a
rise-time and a fall-time. The value of ∆t depends on the effective refractive index
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neff and the lightpath length ∆L.

∆t =
∆L

vg
=

neff∆L

c
(3.1)

To give an idea about the influence of this phenomenon, the cavity travel time is
calculated for estimated values of neff (3.7) and L (700 µm). Therefore, ∆L is
equal to 1.4 · 10−3 m (2 · L), and the cavity travel time becomes 17.3 ps. With a
modulation speed of 1.25 Gbit/s this is 2.16 % of the bit period, while for 10 Gbit/s
modulation speed it is 17.3 % of the bit period. In the latter case this phenomena
will cause a serious decrease in signal quality.

The last factor which may significantly influence the frequency response of
the SOA modulator is the parasitic capacitance, which is located between the
active layer (top) contact and the substrate contact of the device. When changing
the drive current the device parasitic capacitance limits the achievable modulation
speed. To decrease the parasitic capacitance, the area of the active layer contact can
be decreased or the distance between the two contacts, mostly dominated by the
substrate thickness, can be enlarged. The material permittivity is directly linked
with the refractive index, so changing the permittivity is not feasible. For higher
bit-rates the degradation of the electric signal due to the parasitic capacitance can
cause problems, so attention has to be paid on the electrical design of the RSOA
module. The length of the device, which is inherently necessary to obtain high
enough gain, is limiting the achievable minimum parasitic capacitance. A more
extensive description of the effect of this capacitance, and a possible solution by
adjusting the drive current pulse shape is presented in [82].

When one of the facets of the SOA is coated with a high reflectivity mirror, the
SOA becomes reflective and combines modulation and gain of the optical carrier
in a single-port geometry. The light enters the cavity after which it is modulated-
amplified, reflected and leaves the cavity via the entrance facet.

3.2.1 MQW-RSOA characterization

The MQW-RSOA2 is characterized in terms of static and dynamic properties3.
It has an integrated impedance matching circuit and an SMA connector for

the drive current supply. Temperature control is provided via 7 regular connector
pins, and the bias current is supplied to the device via a bias-tee, which enables
superposition of the DC and AC current, fig. 3.3.

The measurement system used to perform static characterization is shown in
fig. 3.4. Because the reflective SOA has only one fiber pigtail, the input power
and output power run through the same fiber. In the static measurement they
are separated by a 3 dB coupler. The part with the optical source consists of a

2CIP, SOA-R-OEC-1550, serial no. 02852.
3Further in this work, Chapter 6, the RSOA is also characterized in terms of the influence of

interferometric crosstalk on its performance.
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Figure 3.3: RSOA with MQW material [62].

CW laser (1 MHz linewidth), an isolator and an in-line power meter/attenuator.
Also a polarization controller is applied right before the RSOA. The input power
is measured from the second output of the coupler, while the second input of the
coupler is used to measure the output power after a 3 nm-BPF.

Figure 3.4: Experimental setup for static characterization of an MQW-RSOA [62].

The static measurement results are shown in fig. 3.5. All measurements are done
for a polarization state optimized for the highest output power4. The saturation
output power is 1, 5 and 7 dBm for drive current of 30, 50 and 80 mA, respectively.
The transparency current is around 10 mA, which is in agreement with the specified
values in the datasheet of the device.

The low transparency current for MQW device is explained by the small active
area. Also, a lower gain is required to compensate for the lower background loss,
which also reduces the transparency current.

4According to the datasheet the polarization dependent gain of the examined device is 20 dB



3.2. REFLECTIVE SEMICONDUCTOR OPTICAL AMPLIFIER 33

a)
gain [dB]

gain [dB]

bias current  [mA]

output power  [dBm]

b)

Figure 3.5: Static characterization results of an RSOA with MQW material:
(a) gain in function of the bias current and (b) gain in function of the output
power characteristics [62].

The slope of the MQW device starts steep (fig. 3.5) and reduces fast. This can
be explained by the higher linear material gain. Higher gain also leads to saturation
at lower drive current.

Because of its potential advantages in high bit-rate amplitude modulation,
MQW-RSOA is also characterized in terms of dynamic properties. The measure-
ment system used to perform dynamic characterization is shown in fig. 3.6. A
tunable laser source generates the CW input signal (1552.56 nm) for the RSOA.
The signal goes via the in-line power meter/attenuator and a circulator to a 50/50
coupler. The output power is first ASE-filtered before it is measured. A polariza-
tion controller is used to optimize the polarization of the CW input signal. The
amplified, modulated and reflected signal passes the coupler before the circula-
tor separates the signal from the input CW-signal. A demultiplexer is used to
filter the signal (0.88 nm bandwidth) like it would happen in the eventual system.
After the filter an attenuator is placed which will be used to investigate the mini-
mum received optical power (ROP) for error-free detection. A lightwave converter
(regular photodiode with a transimpedance amplifier) converts the optical signal
into the electrical signal, which is detected by a bit error-rate tester (BERT).
The bias current and temperature control are provided from a laser diode con-
troller/temperature controller (LD/TE) module. The amplitude is provided by a
pulse pattern generator (PPG), driven by a pseudo-random bit sequence (PRBS)
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Figure 3.6: Experimental setup for dynamic characterization of an MQW-
RSOA [62].

generator. The output of the PRBS generator is also linked to the BER tester for
a reference signal. In this system it is no longer necessary to apply an isolator,
because the circulator has high isolation (>60 dB), high directivity (>40 dB) and
high return loss (>60 dB). The total loss of this setup is around 6 dB for the
modulated signal and almost 4 dB for the CW signal, which is mainly caused by
the coupler and the insertion loss of the demultiplexer.

The length of the PRBS codeword applied in these measurements is 231 − 1.
The amplitude of the drive current provided by the PPG is limited to approxi-
mately 40 mA (maximum output of the PPG is 2 V in 50 Ω) and it is applied
centered around the bias current. From the static measurements on this device
the transparency current appeared to be 10 mA, which is the value corresponding
with a logic ’0’. Thus, the bias current provided by the LDC is set to 30 mA. The
input CW signal power is -28 dBm. Under these conditions a very open eye dia-
gram at 500 Mbit/s is obtained, fig. 3.7a. An eye diagram of 1.25 Gbit/s (231 − 1
PRBS) is also very open, fig. 3.7b. To improve the performance even further the
bias current is adjusted to obtain higher extinction ratio. A ’0’ level current of
8.7 mA and a corresponding ’1’ level current of 47.3 mA give optimum extinc-
tion ratio. This means that the ’0’ current is below transparency current, which
is plausible, because the eye diagram from fig. 3.7a already shows a slower falling
edge than the rising edge. If now the ’0’ current is decreased, the carrier-density
for a ’0’ drops below transparency, which leads to a quicker falling edge, while the
rising edge will become slightly slower. This trade-off has an optimum value for
the drive currents given earlier, fig. 3.7b. The spectrum of 1.25 Gbit/s modulated
signal reveals slightly wavy nature, which is due to the cavity resonances inside the
RSOA, fig. 3.7c. The error-free transmission (BER equal to 10−9) is easily achieved
even in the system with a simple lightwave converter, fig. 3.7d. The time-averaged
fiber-to-fiber gain of the RSOA in this case is around 20 dB. The 1.5 dB power
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Figure 3.7: Dynamic characterization results of an RSOA with MQW material:
(a) eye diagram of the 500 Mbit/s signal, (b) eye diagram of the 1.25 Gbit/s
signal, (c) spectrum of the 1.25 Gbit/s signal, (d) BER results for the 1.25 Gbit/s
signal, (e) eye diagram of the 2 Gbit/s signal (30 mA bias), (f) eye diagram of the
2 Gbit/s signal (40 mA bias) and (g) eye diagram of the 2.5 Gbit/s signal [62].
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penalty is caused by poorer extinction ratio and larger ASE noise contribution in
the case with lower input power.

If higher bit-rates are applied, pattern effects arise, fig. 3.7e (27 − 1 PRBS,
-28 dBm input power), which causes degradation of BER results. In this case the
extinction ratio is not the most important parameter. Since the highest possible
bit-rate with error-free reception is investigated, the symmetry of the eye and
the eye-opening become indications of performance. In order to improve the eye
diagram the bias current is changed from 30 mA to 40 mA. The pattern effect
decreases and the crossing of the rising and trailing edge becomes more centered,
fig. 3.7f. The eye-opening increases until a maximum is reached, fig. 3.7g, and
beyond this point the eye-opening decreases because of a larger saturation in the
gain-current characteristic. Probably higher bit-rates could be reached if the sys-
tem loss would be lower and the amplitude of the modulating signal would be
higher.

3.3 Reflective electro-absorption modulator

The EAM operates through a voltage-controlled change in light absorption. The
waveguide absorbs the light when it is reversely biased and it is transparent when
no bias is applied. The absorption coefficient of the EAM varies with the wave-
length of the incident light and with the electric field in the active region imposed
by the reverse bias voltage.

The semiconductor EAMs operate through either the Franz-Keldysh effect in
bulk semiconductor layers, or the quantum-confined Stark effect in MQW layers.
In the bulk material under the external electric field the probability of lateral
carrier tunneling of an electron from the valence band to the conduction band
via absorption of a photon with an energy below the material band gap energy is
increased. This results in a red-shift of the absorption edge. In an MQW-EAM,
when an external electric field perpendicular to the wells is applied, the energy
of the well states is reduced, resulting in a lower effective band gap. Compared
with bulk material EAMs, the MQW-EAMs have higher modulation efficiencies
and lower drive voltages, because the band gap in QW structures can change
significantly faster than the absorption near the band gap in a comparable bulk
structures.

The significant intrinsic optical propagation loss in the EAM can be compen-
sated with the gain of an SOA. The adoption of an all semiconductor/integrated
approach enhances the prospects for low-cost manufacture of the ONU at high
volume, which is necessary for applications in the access domain. The modulator
described in [83] is based on a semiconductor EAM monolithically integrated with
an SOA. Such a device is capable of modulation at 10 Gbit/s [84]. Recently, also
single-port monolithically integrated amplified reflective EAMs (R-SOA-EAM)
have been proposed [66, 85]. These devices can work at 10 Gbit/s over a large
spectral bandwidth up to 40 nm.
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3.3.1 REAM characterization

Two REAMs are characterized5: REAM-A6 and REAM-B7, fig. 3.8a. They are
packaged with a Peltier element driven by a temperature controller. The modula-
tion signal and the bias current are provided via 50 Ω-impedance SMA connector.

The setup used to measure the attenuation of the REAMs, fig. 3.8b, contains
a tunable DFB laser, a circulator which directs the return signal from REAM to
a power meter and a polarization controller which adjusts the polarization to the
highest attenuation. The polarization dependent loss (PDL) at 4.5 V reverse bias
is 4 dB for REAM-A and 2 dB for REAM-B. The reverse voltage is applied to the
REAM by a voltage source.

Fig. 3.8d shows the normalized (Pout − Pin) attenuation values for REAM-
A. The longer wavelengths have a relatively smaller absorption at a low reverse
voltage region, which can be explained with a lower density of states at such a
voltage. The measurement in the high voltage region shows different behavior for
this device only: the attenuation at wavelength 1540 nm is smaller than that at
wavelength 1550 nm. This is probably due to polarization changes. The insertion
loss (attenuation at 0 V) for the shorter wavelengths is much higher than for the
longer wavelengths (specified as 4.5 dB typically). Based on fig. 3.8d it can be
concluded that the extinction ratio has a maximum absolute value at a certain
reverse voltage between 0 V and -4.5 V. The largest extinction ratio is at the
shortest wavelength 1530 nm. Similar behavior can be noticed in fig. 3.8e, which
represents the REAM-B.

The setup applied for BER measurements is based on the previous setup,
fig. 3.8c. In front of the 10 Gbit/s receiver there is an in-line attenuator and a
power meter to adjust and measure the ROP. It is followed by the BER tester.
The REAM is provided with a 10 Gbit/s modulation signal with the maximum
available amplitude of 2 V, which is superposed on a reverse bias voltage of around
1 V. This gives the optimum extinction ratio for the provided amplitude of the
modulation signal.

The resulting BER curves for REAM-A, fig. 3.8f, indicate that the receiver is
the most sensitive to the wavelength 1545.32 nm and the least sensitive to the
wavelength 1562.23 nm. This, in general, corresponds to the attenuation measure-
ments, fig. 3.8d, which shows that wavelength 1540 nm has a larger extinction
ratio than wavelength 1550 nm at reverse voltage of 2 V. The results also show
that the receiver sensitivity at a BER equal to 10−9 slightly differs (<0.5 dB) for
different input powers. Similar trends are observed for REAM-B, fig. 3.8g.

5Most of the results included in this Section cannot be compared to the values specified in
the datasheets of the devices as the characterization here was performed under different working
conditions determined by the laboratory equipment parameters (RF voltage amplitude was 2 V,
whereas in the datasheet it was 4 V). The provided datasheet did not include the measurement
of attenuation in function of wavelength.

6CIP, R-EAM-1550, serial no. 03185.
7CIP, R-EAM-1550, serial no. 03272.
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Figure 3.8: REAM characterization: (a) an example REAM, (b) setup for static
characterization, (c) setup for BER characterization, attenuation in function of
bias current for (d) REAM-A and (e) REAM-B, BER results for (f) REAM-A and
(g) REAM-B [64].

3.3.2 R-SOA-EAM characterization

As mentioned earlier, the high intrinsic loss of the REAM has to be overcome with
a bidirectional optical amplifier. The transmission properties of such an R-SOA-
EAM combination (based on REAM-B) are investigated here.
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Figure 3.9: Setup for the characterization of the R-SOA-EAM [64].

The setup used in this measurement is depicted in fig. 3.9. The polarization
controller before the SOA is adjusted until the highest optical power is provided
to the REAM. The other polarization controller guarantees a stable system by
adjusting the polarization of the modulated light returned from the REAM. If this
polarization state is not well-adjusted it was observed that the received optical
signal fluctuates in an unexpected way due to cross-gain modulation in the SOA
(interaction between the CW input of the SOA and the modulated output of the
REAM). After tuning the bias of the SOA the stability is achieved for orthogonal
polarizations. Due to the presence of the ASE noise in this system a BPF is applied
in front of the receiver (0.8 nm).

The measurements are performed for four different wavelengths, fig. 3.10 -
3.13. The reference lines are the lines from the back-to-back (BtB) measurements
obtained by averaging BER values for input power levels of 0 dBm and -6 dBm.

Regardless the wavelength, if a higher input power is applied to the ONU, a
larger driving current and, thus, a higher gain of the ONU results in a larger power
penalty. This happens because the overshot due to the gain saturation of the SOA
is larger at the high driving current. In the case of lower input power, the power
penalty decreases as the driving current increases. It might be because more ASE
noise of the SOA is suppressed by the higher optical signal returned from REAM.
For the measurements with an input of -20 dBm and driving current of 100 mA
not enough power was received at the receiver to reach a BER of 10−9.

3.4 Michelson-interferometer modulator

The MZM is the most widely used type of interferometric modulator, fig. 3.14a.
It consists of two phase modulators and two Y-branches. Light launched into a
single-mode input waveguide is split equally between the arms of a symmetric
input Y junction. The two beams are phase-modulated by the field between the
planar electrodes and reach the second Y branch. When the phases of the two light
beams are the same at this point, the light propagates to the single-mode waveguide
output. When the phases are opposite, the light goes out of the waveguide.

If an MZM device is half-terminated by a reflective surface, an MIM is formed,
fig. 3.14b [61, 86, 87]. The incident light splits equally into the two branches of
the interferometer at the Y junction. Both signals travel through the waveguides
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Figure 3.10: BER results for wavelength 1562.23 nm [64].
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Figure 3.11: BER results for wavelength 1554.13 nm [64].
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Figure 3.12: BER results for wavelength 1545.32 nm [64].
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Figure 3.13: BER results for wavelength 1537.40 nm [64].
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to the mirror and are reflected back to the junction to recombine. By applying
a differential voltage to the electrodes deposited on top of the two waveguides, a
difference of refractive index in the two branches is created similar as in the case
of the MZM. This causes a phase difference between the two reflected signals and,
based on the degree of this phase shift, light from the two segments interferes at the
recombining Y-junction destructively or constructively. Consequently, phase-to-
amplitude modulation conversion is realized. For the best destructive interference
the induced phase shift must be π at the recombination junction yielding a logic
’0’. Constructive interference yields a logic ’1’ and it happens when the phase shift
is 0.

Figure 3.14: Structure of (a) a Mach-Zehnder interferometer and (b) a Michelson
interferometer.

Since an MZM can be monolithically integrated with a laser source [88], the
integration of an MIM with an SOA is also possible. A virtual model of an SOA-
MIM-based reflective module is designed, fig. 3.15a, and simulated [89]. In the
simulation setup a 0.8 nm optical filter was used followed by the 15 GHz receiver.
When comparing the obtained eye diagrams, fig. 3.15b, to the eye diagrams of
the RSOA, fig. 3.7, the SOA-MIM device shows great potential in high speed
modulation. The rising and falling slopes do not limit the performance of the
device as the eye remains widely and symmetrically open.

Similarly to an R-SOA-EAM, the SOA-MIM can provide modulation and am-
plification in a single chip, very high bit-rate modulation and large optical band-
width.

3.5 Comparison of reflective modulators

The intensity modulators like the EAM or the MIM have the largest electrical
bandwidth and reach 10 Gbit/s easily. The electrical bandwidth of the RSOA is
limited to around 3 Gbit/s.

The required input power into the RSOA is lower than for the REAM. However,
if the intensity modulator (REAM, MIM) is integrated with an optical amplifier
the required input power is also low.

The unavoidable ASE noise present in all discussed designs will decrease the
achievable Q-factor of the modulated signal mainly through the signal-ASE beat
noise. The ASE-ASE beat noise can be effectively filtered out by an optical BPF.

All presented modulators have large optical bandwidth to provide colorless
operation of the ONU and are capable of being integrated with a photodiode.
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Figure 3.15: MIM simulation (a) model and (b) results.

The fabrication cost of an RSOA and an MIM can be low when they are
produced in large volumes. The cost of an EAM and an integrated SOA-EAM, is
higher due to its complex semiconductor structure.
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Chapter 4

Reconfigurable optical
add/drop multiplexer

In this Chapter, the reconfigurable OADM (ROADM) based on the micro-ring
resonator structure is characterized [53,90,91].

In Section 4.1 the BBPhotonics ROADM architecture, as introduced in Chap-
ter 2, is described and characterized in terms of passive and dynamic performance
in Section 4.2 and Section 4.3, respectively1.

4.1 ROADM architecture

The dynamic wavelength allocation in the access domain has been already con-
sidered in earlier projects [23, 24, 95–99]. Wavelength selection can be performed
either at the ONU or through wavelength routing in the ODN [13]. The most
common solution is to realize the wavelength channel selection by combination
of cyclic AWGs and tunable laser sources. Providing tunability in the ONU re-
quires advanced and expensive components at the user-side, whereas setting the
wavelength-flexible ROADM in the shared part of the network, i. e. CO or ODN,
reduces significantly the overall initial investment.

The ROADM in the BBPhotonics network is placed at the RN. It is remotely
controlled (from CO) based on the requested bandwidth per user and provides the
user with exactly one wavelength-pair via a single drop-port. The principle of op-
eration is given in Section 2.4. For the purpose of the proof-of-concept experiment
the number of add/drop ports in the ROADM is downscaled to four.

The structure of the ROADM is based on thermally tunable micro-ring res-
onators fabricated in the Si3N4/SiO2 materials system. The application of a high

1The device characterized in this Chapter was also applied as a label extractor/eraser in
optical signal processing experiments as described in [92–94].
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a) b)

Figure 4.1: Architecture of the ROADM: (a) schematic and (b) mask; after [53].

contrast materials system (∆n = 0.55) for the highly selective filters allows for the
creation of complex devices on a small footprint [90,91,100].

As it can be seen in fig. 4.1 the ROADM consists of a central bus waveguide
which is coupled with four resonators. These resonators can be used to add/drop
channels from/to the four ports. The design is based on a single resonator unit
cell, fig. 4.2, which is copied a certain number of times to create the desired com-
ponent. Such cell consists of a ring resonator that is vertically coupled to its port
waveguides. On top of each resonator there is a thin-film omega-shaped chromium
heater, which enables thermal tuning.

Because of the material stress the maximum thickness of the Si3N4 layers is
about 340 nm and, since the transverse magnetic (TM) modes will typically have
a significantly lower effective refractive index and higher losses in resonator waveg-
uides with a low aspect ratio, it is impossible to create a polarization-independent
resonator with this technology. The structure is optimized for the transverse elec-
tric (TE) modes polarization only. However, the device can be made polarization-
independent if the TriPleXTM technology is used [101]. It enables matching the
effective indices for TE and TM by fabricating non-square waveguides. Another ap-
proach, suggested in [90], is based on the polarization diversity scheme. Although,
it preserves the same amount of ring resonators thanks to the exploitation of the
bidirectionality of a single resonator cell, it requires more complex design including
polarization beam splitters and polarization converters. Moreover, it suffers from
the interference induced by reflected signals.

The complete fabrication process is explained in [90]. The device is packaged
with the complete driving circuit involving a. o. a universal serial bus (USB)
interface and digital-to-analog converters (DAC), fig. 4.3. The USB interface is
driven with user-friendly software which enables separate tuning of each resonator
by changing the individual voltages. The DACs convert the digital signal to a
corresponding analog voltage.

Several ROADMs based on the design described above have been fabricated
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Figure 4.2: Top view and coupling region cross-section of the MR unit cell; af-
ter [53].

Figure 4.3: An example of packaged ROADM and the pigtailed chip in the inset;
after [53].
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within the BBPhotonics project2. In general, the requirements like passband and
tuning range have been satisfied. However, remaining issues are the high polariza-
tion dependence and insertion loss, low return loss and thermal instability.

As mentioned earlier the PDL can be addressed by e. g. TriPleXTM technology.
The high insertion loss and low return loss result in a very low signal-to-crosstalk
ratio (SCR) in a single bidirectional fiber system. The return loss and insertion loss
may be improved if, in addition to the small core fiber butt-coupled to the chip, a
transparent adhesive would be used for index-matching. For further improvement
tapered fiber with coated chip or slanted fiber and chip are recommended.

Thermal instability, which is mainly a result of thermal crosstalk between
neighboring heaters, causes an unwelcome detuning of a ring from its desired res-
onant wavelength and a higher power loss observed at a corresponding drop-port.
In extreme cases, when high voltages are applied, it may even lead to inter-band
(inter-wavelength or inter-channel) crosstalk resulting in serious degradation of the
received data signal. The thermal crosstalk is an unavoidable fundamental issue,
since the waveguide material is thermo-active and the rings are placed very close
to each other. This issue may only be addressed by voltage-wavelength look-up
table with correction factors for different heater configurations. The other issue
contributing to the thermal instability is the influence of the ambient tempera-
ture, which is far lower than the thermal crosstalk between the heaters and can
be managed by proper packaging of the optical chip.

In the following Sections a complete characteristic of the fabricated device with
the best properties is given.

4.2 Static characterization

The main static parameters of the ROADM are: the insertion loss (IL), the PDL,
the return loss (RL), the FSR, and the filter response. The IL, PDL and RL are
measured (1550 nm band) in the setups given in fig. 4.4a-4.4c with the ROADM
completely passive (no voltages applied to the heaters) unless mentioned differ-
ently. The results are summarized in table 4.13.

Table 4.1: Measured loss parameters of the ROADM

Parameter Input-port Port 1 Port 2 Port 3 Port 4 Through-port

IL [dB] 11.3 12.5 15.5 16.2 14.6
PDL [dB] > 30 > 30 > 30 > 30 > 30
RL [dB] 21.6 22.6 18.5 13.6 21.6 18.5

2LioniX BV (http://www.lionixbv.nl), a BBPhotonics Project partner.
3IL measurement is optimized for the best polarization (the highest transmission).
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Figure 4.4: Setups for static characterization of the ROADM: (a) IL, FSR, fil-
ter response, (b) PDL, (c) RL, (d) detuning-induced power loss and (e) ambient
temperature-induced wavelength shift.

The increasing trend of IL can be explained by the higher waveguide losses
and waveguide-ring coupling losses which the signal encounters while passing by
the consecutive ring resonators. This is also clearly visible in fig. 4.5, where for
the purpose of only this measurement 0 V, 2.85 V, 3.9 V and 4.88 V are applied
to the resonator heater 1, 2, 3 and 4, respectively, in order to tune to 50 GHz
spaced channels. Drop-port 3 shows an excessive insertion loss with respect to the
other ports. This, together with the exceptionally low return loss for this port,
can be explained with the misalignment of the fiber array which is attached to the
drop-ports of the optical chip.

The FSR is measured in the setup shown in fig. 4.4a with 0.02 nm-resolution
OSA attached to the through port of the ROADM when all rings are passive (not
tuned). The measured FSR is 4.31 nm as indicated in fig. 4.6. The FSR deviation
from the desired value of 4.0 nm is caused by inaccuracy of the waveguide resonator
diameter (5 µm).

The same setup, fig. 4.4a, was used to measure the filter response of an example
single resonator by sweeping the tunable laser over 4 nm around the resonant
frequency of a passive ring resonator and measuring the output power at a drop-
port 1 with polarization set to maximum transmission, fig. 4.7. In the same figure,
this is compared with the drop-port response to a broadband input recorded with
the OSA, which shows an acceptable matching. The filter response shows around
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Figure 4.7: Filter response of port 1 of the ROADM.

15 dB suppression ratio for 50 GHz wavelength grid, which should result in less
than 0.2 dB power penalty induced by interchannel crosstalk4, as discussed in
Chapter 5.

In order to provide PtMP operation, the ring-resonator has to work in a drop-
and-continue mode. This is achieved after some deliberate detuning of a ring-
resonator from the nominal wavelength, which potentially may introduce chirp-
induced intensity variations. The power loss at the drop-port caused by such
detuning is checked in the simulation setup using VPI TransmissionMaker [89],
fig. 4.4d, where the Lorentzian-matched filter characteristic is applied. The simu-
lation allows for elimination of any additional instabilities, e. g. thermal crosstalk
between the heaters, which may cause large inaccuracy during the measurement
on the real device. The simulation results are given in fig. 4.8.

Also, some undesired detuning may happen due to the ambient temperature
changes, since the device is not equipped with a temperature control circuit, or
thermal crosstalk between the neighboring heaters. Therefore, the ROADM is also
tested in terms of the thermal stability. For this purpose the whole aluminium
box with the RAODM is placed in a temperature-controlled chamber. The box of
the ROADM is partly opened, just as in fig. 4.3, to allow for the air convection.
Two temperature sensors are applied: one measures the air temperature inside the
ROADM box and the second one is placed on the ROADM aluminium box, as
indicated in fig. 4.4e. For this measurement the OSA with the highest resolution
of 0.01 nm is used. The temperature of the chamber is changed from -10 oC to
42 oC, the measurements are performed three times in around 12 hours intervals
and the temperature-up cycle is 4, 3 and 2 hours. The averaged results show
0.0147 nm/oC shift, fig. 4.9. Based on this result and the results in fig. 4.8, one

4This applies only to PtP (add/drop) configurations of the ROADM, which means that the
wavelength channels are not power-split as in PtMP configurations.
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can conclude that the temperature change of 4 oC, resulting in 0.06 nm detuning
from the desired wavelength brings minimum 2 dB additional loss at the given
drop-port. Therefore, it is recommended that the device is stabilized within 1 oC
in terms of ambient temperature changes in order to keep the power loss lower
than 0.3 dB. The thermal crosstalk between the heaters will be discussed in the
next Section.

4.3 Dynamic characterization

For the dynamic characterization the voltage to the heaters is applied.
In order to prove the proper filter function of the ROADM a 1.25 Gbit/s

amplitude-modulated wavelength channel is sent from the input-port to the drop-
port 1 in the setup given in fig. 4.10a. For this measurement a different device
with the same design but slightly better loss characteristics operating in 1300 nm
band was available5. The reference measurement showed the receiver sensitivity of
around -35.5 dBm at BER = 10−9, fig. 4.11. To drop the 1305.2 nm wavelength
channel drop-port 1 is tuned with 2.6 V. As it can be seen in the results of BER
measurements for PRBS equal to 231 − 1, fig. 4.11, no significant power penalty
was measured. The negligible difference of around 0.12 dB is assigned to the po-
larization instability in the measurement system and the remaining ASE noise.
The received eye diagrams show no negative influence of the OADM on the eye
parameters, as can be expected from the 46 GHz bandwidth of the MRs [102] that
offers the possibility of even higher bit-rates [103].

Although no dispersion effect can be observed in fig. 4.11 for 1.25 Gbit/s and
even for modulation at 10 Gbit/s in fig. 4.12, the wavelength-dependent optical
delay in the OADM needs to be explained. The micro-ring resonator is a resonant
filter and, therefore, the delay will be dependent on the position of the nominal
wavelength of the transmitted signal with respect to the resonance frequency of the
filter. Since the amplitude-modulated signal has a relatively wide spectrum, differ-
ent components of the modulated signal experience different delay causing pulse-
spreading and inter-symbol interference (ISI). In the case of micro-ring resonators
only the structural dispersion can be critical and the other dispersion types (mate-
rial and waveguide dispersions) can be neglected [104,105]. The modal dispersion
can be also neglected, since all waveguides are designed to be single-mode. The
structural dispersion is determined by the layout of the structure and the resulting
coupling constants, which is discussed in detail in [91]. There, the simulated and
measured group delay at the drop-port after the 10 Gbit/s amplitude-modulated
signal is transmitted through a single micro-ring resonator is 5 ps and the resulting
dispersion is 25 ps/nm. This is less than the dispersion after 2 km of SSMF, which
definitely will not cause any visible power penalty or eye diagram degradation,
fig. 4.12.

5Due to the problems with mask alignment the device performed better at 1300 nm than in
1550 nm as initially designed.
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a) b) c)

Figure 4.12: Eye diagrams of the 10 Gbit/s wavelength channel dropped at a
single drop-port for different positions of the resonant frequency with respect to
the nominal signal wavelength: (a) 0 GHz, (b) 13 GHz, and (c) 25 GHz shift.

The eye diagrams of a 10 Gbit/s wavelength channel dropped by a single res-
onator detuned with 0 GHz, 13 GHz and 25 GHz are given in fig. 4.12. In the
situation when a number of ring resonators in a row share the same wavelength
channel, every next ring resonator will see the through-response of the earlier
ring resonator with accompanying phase delay and dispersion. Still, no visible
dispersion-induced ISI in the eye diagram is recorded as shown in fig. 4.13. The
system used for this experiment is depicted in fig. 4.10c6.

Next, the tuning range of each resonator was checked in the setup as depicted
in fig. 4.10b. The measurement was taken from the through-port response to a
broadband input. In principle, the tuning range should cover the complete FSR.
However, in order not to overdrive the heaters, the tests for maximum ratings are
not performed. All rings reveal comparable tunability, and the measured tuning
range is sufficient to accommodate wavelength channels on a 50 GHz standard
wavelength grid, fig. 4.14. The slight differences in the graph are caused by the
lead length differences from the bondpad to the heater on the chip which results
in higher resistance and a lower current reaching the heater.

The dynamic operation of the ROADM splitting two wavelength channels to

6The micro-ring resonator-based structures can be also used for dispersion compensation. For
that purpose proper coupling coefficients and the position of the resonant frequency with respect
to the signal nominal wavelength has to be chosen [91].
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Figure 4.13: Eye diagrams of the 10 Gbit/s wavelength channel shared among four
drop-ports detuned from the nominal signal wavelength with (a) -25 GHz at drop-
port 1, (b) +13 GHz at drop-port 2, (c) -13 GHz at drop-port 3 and (d) 0 GHz at
drop-port 4.
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Figure 4.14: Tuning range of the rings.
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two different drop-ports is checked in the setup as given in fig. 4.10a. The first ring
is set to drop λ0 = 1549.61 nm which corresponds to the required voltage of 1.4 V
applied to the heater. The second, third or fourth ring is set to drop a wavelength
channel 100 GHz apart from λ0 which corresponds to 0.8 nm wavelength shift
and the required voltage of around 4.0 V, 4.1 V and 4.2 V, respectively, based on
fig. 4.14. As indicated in the recorded drop-port responses to a broadband input in
fig. 4.15a-4.15c, after activation of the second, third or fourth drop port a passband
shift can be noticed at the first drop-port, which is due to the undesired cross-
heating between the heaters7. This cross-heating is caused by substrate thermal
conductivity and it is lower if the distance between the heaters is larger. In order
to compensate for this instability and the resulting excess power loss (1-2 dB at
minimum according to fig. 4.8) a correction has to be applied to the voltage driving
the primary ring as indicated in table 4.2. Due to the fact that all the heaters
influence each other a voltage-wavelength look-up table with proper correction
factors has to be implemented for numerous wavelength configurations which the
ROADM is supposed to support in a given application.

Table 4.2: Corrected voltages required due to inter-heater thermal crosstalk.

Active Original Voltage for ∆λ Corrected
drop-ports voltage for crosstalk [nm] voltage for

drop-port 1 [V] drop-port [V] drop-port 1 [V]

1 and 2 1.4 4.0 0.050 0.82
1 and 3 1.4 4.1 0.048 0.86
1 and 4 1.4 4.2 0.045 0.92

If a ring resonator has to work in a drop-and-continue configuration only a
certain power level has to be tapped off from the broadcast wavelength channel.
It requires detuning of the ring resonator depending on the power level which has
to be dropped or let through to the next ring. Consider a situation where a single
wavelength channel is shared over two ONUs and, therefore, it has to be divided
into equal power levels. Again, drop-port responses to a broadband input signal
are recorded using the setup in fig. 4.10b. First, drop-port 2 is tuned to drop
completely wavelength channel at 1549.667 nm, which requires 1.482 V provided
to the corresponding heater. Then, drop-port 1 is tuned to drop the same power as
drop-port 2. That way the effective 50/50 splitting factor (including the different
IL for drop-port 1 and drop-port 2) is achieved8, fig. 4.16a. It takes a few seconds to

7The passband shift is defined as the shift measured at FWHM on the graphs in fig. 4.15.
8Since equal drop power levels can be achieved, and the IL is not the same for each drop-port

in the prototype device as shown in fig. 4.5, the contribution of split loss to the total loss also
differs per drop-port.
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Figure 4.16: ROADM configuration: (a) drop-and-continue and (b) drop-and-
continue with extra drop.

stabilize the situation as both heaters influence each other. The total loss (Ltotal)
for a given drop-port can be written as follows (dB):

Ltotal = IL + Lsplit (4.1)

where Lsplit is the splitting loss.
As discussed earlier, if an additional heater is activated it causes an undesired

wavelength shift to the primary ring. In a drop-and-continue scenario the two
drop-ports sharing the same wavelength are a subject to thermal crosstalk and
significant power loss if a third heater is switched on. This requires correction of
their voltages. Such a situation is depicted in fig. 4.16b. It may happen that the
thermal crosstalk is so large that the required correction cannot be performed even
if the voltage of the primary ring is set to 0 V. In order to be able to compensate
for the wavelength shift in a sufficiently wide bandwidth around the desired wave-
length all rings should be biased (pretuned) in the start-up situation. This should
be taken into account in the look-up table, which was mentioned earlier.

The partial filtering of the data channel will cause suppression of higher fre-
quency components in the electrical domain and, as a consequence, lengthen the
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Figure 4.17: Results for two different wavelength channel spacings of the ROADM
in a 1x4 configuration.

rise and fall slopes of the eye diagram. Moreover, if a 50 GHz wavelength grid
is applied, interchannel crosstalk may become an issue for higher split-ratio con-
figurations requiring further detuning of wavelength-sharing drop-ports. Such a
situation is recorded in the setup shown in fig. 4.10c, where one of two 10 Gbit/s
amplitude-modulated wavelength channels entering the ROADM is shared over 4
drop-ports. The same modulation signal was applied to both external modulators
and the output modulated signals were decorrelated by means of an optical delay
(0.2 km SSMF). The eye diagrams of the photodetected signals for 50 GHz and
100 GHz channel spacings are shown in fig. 4.17 together with the SCR and Q-
factor measured by the OSA and the digital analyzer, respectively. The presented
1x4 configuration requires the last ring in the row to be tuned exactly to the
nominal wavelength (drop mode), whereas the earlier rings operate in a drop-and
continue mode. The first ring is -25 GHz detuned from the nominal wavelength,
the second and the third ring are detuned with -13 GHz and +13 GHz, respec-
tively. For the 50 GHz channel spacing the signal dropped at the first ring suffers
from substantial interchannel crosstalk, fig. 4.17. The situation can be improved if
the channel spacing is increased to 100 GHz, as shown in fig. 4.17, or if the filter
characteristic of a drop port is upgraded by implementing higher order filters con-
sisting of 2 or more micro-ring resonators [104]. However, in such a case the phase
response and, therefore, the dispersion properties are different from those for a
single micro-ring resonator filter [106]. No chirp-induced amplitude-variations due
to the operation on the slope of the filter have been observed.

One of the most important parameters related to the dynamic performance of
the ROADM is the switching time [107]. In the setup used for this measurement
two CW signals are inserted into the RSOA using a circulator after the OADM
to avoid backreflections induced by poor return loss as mentioned earlier in this
Section, fig. 4.10d. Both CW signals are modulated simultaneously in the RSOA
with the data generated by personal computer 1 (PC1). Only one channel at a
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Figure 4.18: Switching time measurement [107].

time passes through the OADM, which is controlled by PC2. Media-converters are
used for opto/electrical conversion. The switching time, denoted as the time to
achieve maximum throughput again when a micro-ring resonator has to be tuned
from channel A to channel B spaced at a distance of 50 GHz, is measured by PC3
at 200 Mbit/s using user datagram protocol (UDP) packets of 1470 bytes. The
switching time is determined to be approximately 6 ms, which will inherently lead
to packet loss, fig. 4.18. However, when considering a time critical service like voice
communication, it will not disturb or disconnect the conversation. The obtained
packet loss consists of maximum 20 ms of voice data, which will not be notified
by the user. For other applications, retransmission of the packets will take place
after time-out.
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Chapter 5

Transmission and network
impairments in the access
network

There are several possible network and transmission impairments which need to
be considered in the access network. The estimated power penalties (PP) induced
by such distortions are crucial for the link power budget and, thus, the reach of
the network.

A number of possible transmission and network impairments that may occur
in a hybrid WDM/TDM access network are discussed in Sections 5.1-5.5. In Sec-
tion 5.6 all PPs induced by the different impairments in the BBPhotonics network
are given.

5.1 Limited extinction ratio

In a system with signal-independent noise1 a limited extinction ratio of a trans-
mitted signal causes PP according to the eq. 5.1, which is plotted in fig. 5.1, [108]:

PPER = −10 log
[

r−1
r+1

]
(5.1)

where r is the linear extinction ratio defined as the ratio of average power for a
logic ”1” to the average power for a logic ”0”. The above relation is depicted in
fig. 5.1. For extinction ratio equal to 9.5 dB and higher the PP is lower than 1 dB.
The penalty is higher when the system is limited by signal-dependent noise, which
is typically the case in amplified systems. This is due to the increased amount of
noise present at ”0” level [108].

1E. g. An unamplified system with direct detection PIN receivers.
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Figure 5.1: Power penalty induced by a limited extinction ratio of a transmitter.
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Figure 5.2: Intrachannel crosstalk scenario in an OADM.

5.2 Intrachannel crosstalk

The intrachannel crosstalk arises when the frequency difference between the desired
signal and the interferer is within the electrical bandwidth of the receiver.

In a WDM system this type of crosstalk may happen in case of four-wave mixing
(FWM) where some of the FWM products may arise close to a wavelength channel
or in a system where, for instance, an OADM with low drop ratio is applied. In
the latter case if a wavelength channel is only partially dropped and some power
leaks to the through-port of the OADM it will interfere with the added signal on
the same wavelength. This is the case only if the interfering signals propagate in
the same direction through the OADM as explained in fig. 5.2.

In a bidirectional system where DS and US transmission is performed on the
same optical carrier (e. g. remotely seeded ONU) over a single fiber, components
with low RL contribute to the crosstalk power by reflecting substantial part of
the signal power (a. k. a. discrete reflections). This reflected power interferes with
the counter-propagating signal. Furthermore, the counter-propagating signals in-
fluence each other due to RBS. The maximum accumulated RBS power is achieved
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Figure 5.3: Backscattering in the access network link based on amplified colorless
ONU.

for around 30 km fiber length, when the input power to RBS (returned) power
ratio reaches αRBS = 34 dB [63]. Although RBS-induced intrachannel crosstalk
is an issue in the single-fiber bidirectional systems it may not result in as high
PP as the crosstalk caused by discrete reflections. The discrete reflections may fall
in explicit phase interaction with the desired signal resulting in larger amplitude
variations than in case of inherently incoherent RBS.

Although, Brillouin backscattering (BBS) products are shifted around 10 GHz
apart from the nominal wavelength and reveal lower power than RBS power, for
10 Gbit/s (and higher) amplitude modulated carriers they are still considered as
a source of intrachannel crosstalk noise since the BBS power remains within the
optical data bandwidth. RBS brings higher return power than BBS and it is at
the same nominal wavelength as the desired signal, which makes it more critical
for the error-free transmission.

The intrachannel crosstalk noise can be decreased if components with high RL
are used in the setup. Also utilizing sources with short coherence length results in
weaker interferometric interaction between the desired signal and the interferer. In
the systems which are not sensitive to high chromatic dispersion (e. g. short range),
external phase modulation can be applied in order to disrupt the coherence. In
the access systems employing ONUs equipped with optical amplifiers, proper gain
adjustment may improve the SCR.

The situation considered here is depicted in fig. 5.3. The CO provides a single
unmodulated (CW) wavelength channel, which is transmitted over 30 km fiber
length (αf = 0.2dB/km ·30km). The R-ONU is equipped with an optical amplifier
and an amplitude modulator which transmits the US modulated signal on the same
nominal wavelength as the input CW carrier over the same fiber.

To distinguish between the SCRRBS at the CO site and ONU site two new ra-
tios are introduced. The SCRRBS,CO is the ratio of the US modulated signal power
(PDATA,CO) to the power of backscattered CW carrier (PRBS,CO) at CO input as
given in eq. 5.2. The SCRRBS,ONU is the ratio of the CW power (PCW,ONU ) to
the power of backscattered upstream modulated signal (PRBS,ONU ) at ONU input
as given in eq. 5.3 [63].

SCRRBS,CO = PDATA,CO − PRBS,CO (5.2)
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SCRRBS,ONU = PCW,ONU − PRBS,ONU (5.3)

where PDATA,CO, PRBS,CO, PCW,ONU and PRBS,ONU are given by eq. 5.4-5.7,
respectively.

PDATA,CO = PCW,CO − 2αf + GONU (5.4)

PRBS,CO = PCW,CO − αRBS (5.5)

PCW,ONU = PCW,CO − αf (5.6)

PRBS,ONU = PCW,CO − αf + GONU − αRBS (5.7)

where PCW,CO (dB) is the CW signal power transmitted from the CO, αf (dB)
is the attenuation of 30 km SSMF, and GONU (dB) is the gain of ONU. After
applying eq. 5.4-5.7 into eq. 5.2 and eq. 5.3, one obtains the following formulas:

SCRRBS,CO = GONU − 2αf + αRBS (5.8)

SCRRBS,ONU = αRBS −GONU (5.9)

The above relations are shown in fig. 5.4. It can be noticed that there is an
optimum value for the gain of ONU, where the SCRs are equal. In this case the
optimum corresponds to the total CO-ONU fiber loss.

For the purpose of further analysis the worst-case of intrachannel crosstalk is
assumed. This means that the signal and the interferer are out of phase and are
co-polarized, which results in the highest amplitude distortion. In a real situation,
the phase relation as well as polarization states may fluctuate over long time-scale
due to e. g. temperature variations. Assuming an infinite extinction ratio in an
optically amplified system, the PP due to intrachannel crosstalk is described with
the following formula [108]:

PPintra = −5 log(1− 2
√

εintra) (5.10)
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Figure 5.5: Power penalty caused by intrachannel crosstalk.

where εintra is the linear factor describing the crosstalk power with respect to the
signal power (inverse of signal to crosstalk ratio).

The above relation is depicted in fig. 5.5, where it can be seen that SCRintra

equal to 20 dB is a minimum requirement for 0.5 dB PP.

5.3 Interchannel crosstalk

The interchannel crosstalk noise is a result of the interaction between the neigh-
boring wavelength channels. It may also happen in the system affected by FWM
phenomenon, where some of the FWM products may fall into the optical passband
at the receiver. It is an important issue in high bit-rate (D)WDM systems, where
FWM products can degrade several wavelength channels.

A practical formula to describe PP due to interchannel crosstalk in an optically
amplified system (assuming an infinite extinction ratio) is given as follows [108]:

PPinter = −5 log(1− εinter) (5.11)

where εinter is the factor describing the crosstalk power with respect to the signal
power. The relation is depicted in fig. 5.6. The interchannel crosstalk induces
lower penalty with respect to the intrachannel crosstalk for the same value of
SCR. In case of the danger of interchannel crosstalk the requirements for optical
filters focus on sharp and relatively narrow passband response with high adjacent
channel suppression ratio.
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5.4 Accumulation of ASE noise

In case of a system employing several optical amplifiers the accumulated ASE
noise becomes an important limiting factor. Adding ASE noise power to the signal
power results in electrical beat noise products of the signal and the ASE as well
as beat noise products of the ASE against itself during the square-law detection
of the photodiode. These limit the maximum obtainable receiver sensitivity [81].
The cascaded amplifiers may build up a high total noise figure (NF) in the system.
Although narrow-band optical filters may improve the performance of the system
in terms of ASE-ASE beat noise significantly, still signal-ASE beat noise will go
through to the receiver resulting in degraded Q-factor and BER of the received
signal.

In access systems based on amplified reflective ONU, as discussed in this dis-
sertation, the heaviest ASE accumulation is at the US receiver at the CO, since
the CW encounters a cascade of optical amplifiers and then the modulated US
encounters the same number of amplifiers. Besides in-field optical amplifiers also
SOA in the ONU adds some noise. Total NF becomes difficult to calculate for the
complete DS-US transmission for the remotely modulated CW carrier. This is due
to the fact that the input signal to the reflective ONU is amplitude-modulated
with its primary ASE noise accumulated over DS propagation, fig. 5.7.

Due to the complexity of the designed network a simulation tool is used [89],
where the schemes shown in fig. 5.8 are applied. Based on that the influence of
accumulated ASE noise on the Q-factor at the ONU and CO receivers can be
easily checked for different noise figures of the applied amplifiers. To eliminate
potential impairments other than the ASE accumulation, all network elements are
substituted with attenuators. The reflective modulator at ONU consists of two
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Figure 5.8: Simulation schemes used to estimate the influence of ASE noise on the
performance of the BBPhotonics access network a) downstream and b) upstream
link.

amplifiers with an ideal amplitude modulator in between. It is important to say
that the ASE noise added to the CW input signal while passing the SOA towards
the amplitude modulator is also modulated, whereas the ASE noise added to the
output signal from the amplitude modulator remains unmodulated. The loss and
gain parameters are set according to the power budget given in Chapter 2 (the
longest lightpath, uniform capacity distribution). As it was discussed in Chapter 2,
regardless which capacity distribution case is applied four out of eight in-line down-
stream (upstream) amplifiers provide enough gain. The remaining amplifiers are
used in case of traffic rerouting.

As it can be noticed in fig. 5.9, the increase of the ASE noise accumulated in
the downstream data signal should not cause PP higher than 0.5 dB as long as the
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Figure 5.9: Simulation results of the accumulated ASE noise-induced power penalty
in the BBPhotonics access network with a cascade of 4 in-field amplifiers and an
amplified reflective ONU.

NF of each of 4 amplifiers is kept below 8 dB (dash line). The same amount of ASE
power is accumulated in the CW signal used for upstream data modulation. During
this modulation more ASE is added as the signal passes twice an SOA in the ONU.
Next, the signal propagates through a cascade of 4 upstream amplifiers. Due to a
large total number of amplifiers experienced by a wavelength channel propagating
from CO to ONU and back to CO and the resulting significant accumulation of
ASE noise, the upstream receiver at the CO receives a severely amplitude-distorted
signal. As a consequence, power penalty arises at the CO receiver, e. g. 3.0 dB
power penalty in case of NF equal to 6 dB (solid line, fig. 5.9).

5.5 Other sources of power penalties

Below, the remaining factors causing PP are discussed.

5.5.1 Dispersion

Dispersion is an effect where different components of the transmitted signal travel
at different velocities in the fiber [108]. As a result they arrive at different times
at the receiver. A short pulse signal is spread over the transmission link which
leads to intersymbol interference (ISI) and PP at the receiver. There are several
kinds of dispersion: intermodal dispersion, polarization-mode dispersion (PMD)
and chromatic dispersion (CD).
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The intermodal dispersion occurs in a system where multimode transmission
takes place and, therefore, is out of scope of this discussion.

The PMD is a consequence of difference between group velocities of different
polarization states due to the elliptical nature of the fiber cross-section or stress-
induced birefringence. In order to keep the PMD-induced PP below 1 dB the
following formula needs to be fulfilled [31]:

BDPMD

√
L < 0.14 (5.12)

where B is the bit-rate, L is the complete fiber length and DPMD is the PMD
parameter with a typical value of 0.5 ps√

km
. In case of a relatively short-range

(30 km) access network even for high bit-rate signals (10 Gbit/s) this condition is
well-satisfied (BDPMD

√
L = 0.027).

CD arises because different frequency components of a pulse propagate with
different group velocities in the fiber. One reason for chromatic dispersion is that
the refractive index is frequency dependent (material dispersion). The second rea-
son is the energy distribution of the signal which partly travels in the core of the
fiber and partly in the cladding, which has a different refractive index (waveguide
dispersion). In order to maintain the CD-induced PP below 1 dB the following
condition is given [108]:

BDCDL∆λ < 0.306 (5.13)

where DCD is the dispersion parameter (for C-band transmission over SSMF
DCD = 16 ps

nm·km ), and ∆λ is the optical source linewidth (∆λ = 130 kHz).
Again, for an access network (30 km, 10 Gbit/s) this condition is well-satisfied
(BDCDL∆λ = 0.051). The expression for the chromatic dispersion-induced PP is
given as follows:

PPCD = −5 log[1− (4BLDCD∆λ)2] (5.14)

5.5.2 Frequency chirping in the transmitter

Frequency chirping in the transmitter is the result of direct modulation of a laser
(and an RSOA as it is discussed in Chapter 6). The intensity modulation is coupled
with the phase modulation in semiconductor material because of the change in
refractive index due to carrier density change induced by varying bias current [109].
Because of the spectral shift, the power contained in the chirped portion of the
pulse moves out of the bit time-slot when propagating in a dispersive media. PP
caused by chirping is included in the PP induced by the chromatic dispersion,
eq. 5.14, through ∆λ parameter.

5.5.3 Narrow effective passband

WDM systems tend to have a number of optical filters (e. g. multiplexers). If they
are connected in a cascade the overall passband is much narrower than in case of a
single filter. Depending on the filter spectral response, wavelength channel spacing
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and chirping it may lead to substantial PP. Narrowing the bandpass may also affect
the signal modulation spectrum in case of high bit-rate signals, e. g. 10 Gbit/s.
It is impractical to describe such power penalty with a single formula. In such
systems high wavelength stability and accuracy is required [108].

5.5.4 Nonlinearities

Nonlinear effects arise when high-power signals are transmitted over a fiber or are
injected into some network components. Here, only a few different nonlinear effects
potentially affecting the performance of the designed network are mentioned:

• fiber nonlinearities (depending on fiber length and effective core area)

– scattering effects: stimulated Brillouin scattering (SBS) and stimulated
Raman scattering (SRS)

– effects related to power-dependent changes of refractive index: four-
wave mixing (FWM), self-phase modulation (SPM) and cross-phase
modulation (XPM)

• device nonlinearities: gain saturation and cross-gain modulation (XGM)

The intensity of light scattered in SBS and SRS grows exponentially once
the incident power exceeds a specific threshold value [109]. SBS occurs only in
the backward direction and the scattered light is shifted by about 10 GHz. The
Brillouin gain bandwidth is very narrow (<100 MHz). SRS can occur in both
directions and the scattered light is shifted by 13 THz. The Raman-gain bandwidth
extends over 20 THz.

Phase modulation in the fiber is the consequence of intensity-dependent re-
fractive index changes. The optical phase of a given wavelength channel changes
in time exactly in the same fashion as optical signal power in case of SPM. In
case of XPM the nonlinear phase shift of a certain wavelength channel depends on
the intensity of a neighboring channel. Both effects lead to the broadening of an
optical pulse (chirp) and results in higher dispersion sensitivity.

If the co-propagating wavelength channels happen to fall in a phase-match,
additional optical carriers may arise due to annihilation of two photons and a
birth of two new photons at a different frequency. This may introduce PP to the
received signal if the products of FWM fall into the optical bandwidth of the
desired signals. The FWM may be suppressed by proper wavelength spacing, low
power transmission and proper dispersion management [109].

The last two effects are related to the performance characteristics of the op-
tical amplifiers. If the optical signals injected to an amplifier have much different
intensities, the one with higher power can saturate the amplifier and significantly
influence the gain experienced by the channel with lower power. This happens for
the co-propagating and counter-propagating signals in the SOAs. As a result the
extinction ratio and Q-factor of the weaker signal is strongly suppressed which
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leads to PP. The effect can be reduced if optical amplifiers with high output sat-
uration power are applied or, for instance, power equalizers are used at the input
of the amplifiers.

In general, nonlinear effects can be minimized when lower power levels are
transmitted and shorter fiber lengths are utilized. Ignoring dispersion issues, uti-
lization of large effective area fibers in the access systems may also improve as
they allow for higher input power [108]. Since in the designed access network the
launched power per channel does not exceed 0 dBm and the utilized fiber lengths
are short, the nonlinear fiber effects are assumed not to introduce any significant
PP at the receiver side.

5.5.5 PDL, component aging and power margin

The polarization dependence of the transmission properties of optical components
has many sources. Some of the most common effects are birefringence, fiber bend-
ing and angled optical interfaces [110]. Since the polarization state may vary in
time the PDL also changes in time resulting in different performance of trans-
mission link components (e. g. modulators). Usually a 3 dB penalty is accounted
for PDL. For component aging-related issues (e. g. wavelength instability in the

Table 5.1: Estimated power penalties in the BBPhotonics network.

Impairment DS US Note
[dB] [dB]

(1) Intrach. crosstalk 0.0 1.5 RBS and BBS, Sec. 5.2
(2) Interch. crosstalk 0.3 0.3 broad bandw. in OADM, Ch. 4
(3) ASE noise accum. 1.0 3.5 more ampl. in US, Sec. 5.4
(4) Disp. (incl. OADM) 0.0 0.0 short fibers, Sec. 5.5.1, Ch. 4
(5) Nonlinearities 0.0 0.0 short fibers, low powers, Sec. 5.5.4
(6) Extinction ratio 0.5 2.0 limited ER at ONU, Ch. 3
(7) PDL 3.0 3.0 OADM, ONU, Ch. 3 and 4

Total PP due to 4.8 10.3
impairments only
[(1)+(2)+...+(7)]

(8) Component aging 3.0 3.0
(9) Margin 3.0 3.0

Total PP 10.8 16.3
[(1)+(2)+...+(9)]
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transmitter) another 3 dB is assigned. Furthermore, 3 dB of power margin is
saved, which may be used for maintenance activities in the transmission link over
its lifetime (e. g. extra splicings) [108].

5.6 Power penalties in the BBPhotonics network

In table 5.1 PPs assigned in the BBPhotonics access network design are given for
the longest lightpath as explained in Chapter 2. They are extracted from [108] or
based on the calculations in this Chapter and the network description in Chapter 2
as well as component descriptions in Chapter 3 and Chapter 4.

After analyzing the power budget of the system, the overall rise-time of the
system should be analyzed in order to ensure the data-rate requirement. The
system rise-time is a square-root of the sum of the squares of the rise-times of
individual components. These components are [111] the rise-time of the transmitter
and the receiver as well as the dispersion-related delay. In addition, in BBPhotonics
access network one need to account for the impact of the SOAs performance and
bandwidth narrowing due to cascaded optical filters. The calculation of the system
rise-time is rather a complex task and depends on the frequency characteristics of
the pulses generated on the relevant particular linecards (e. g. 1GbE and 10GbE).



Chapter 6

Interferometric crosstalk in
the access network with an
RSOA

In this Chapter interferometric crosstalk-induced power penalties (PP) and me-
thods to suppress this phenomenon in the RSOA-based access network are inves-
tigated. The problem is introduced in Section 6.1. Section 6.2 contains mathe-
matical considerations of the crosstalk scenario and solutions towards limitation
of the interferometric noise and Section 6.3 provides appropriate measurement re-
sults proving the described methods. A comparison of the methods and discussion
on their advantages and disadvantages followed by recommendations is given in
Section 6.4.

The work included in this Chapter has been published in [112–115].

6.1 Crosstalk scenario

A wavelength-agile ONU equipped with an RSOA is highly sensitive to backscat-
tered or reflected power coming from e. g. a fiber splice, connector or a neighboring
device with low RL. This power interferes with the original CW signal seeding
the RSOA and power instabilities arise. This so called in-band (interferometric)
crosstalk causes the degradation of SNR and PPs in the system’s BER perfor-
mance [116]. Since coherent and incoherent optical sources can be used in a WDM-
PON system, e. g. distributed feedback (DFB) lasers or a spectrally sliced broad-
band source [30], the phase-induced amplitude variations and resultant PPs at the
receiver are larger if the interference takes place within the coherence length of the
source (coherent crosstalk) and are smaller if it happens beyond this length or an
incoherent source is applied (incoherent crosstalk). However, an incoherent source
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causes higher sensitivity to dispersion. Moreover, the incoherent crosstalk can still
cause high PPs as its contributions may remain coherent with each other [117].

An access network with an RSOA has already been considered in terms of
in-band crosstalk in e. g. [118–120]. However, in those studies, due to the partly
reflected or backscattered signal simultaneously propagating in the direction of
remotely fed RSOA and the receiver, the investigated crosstalk was a sum of two
phenomena, namely, the interference of DS signal with return US and US with
return DS signal. In [121] the influence of back-reflected signal on the performance
of a saturated RSOA has been experimentally checked for the link architecture in-
volving DS data signal remodulated with US data. There, it has been also proved
that the RSOA is very sensitive to backreflections. However, besides different mo-
dulation formats and proper RSOA gain adjustment, none of the known publica-
tions provided a practical solution for as effective in-band crosstalk mitigation as
the techniques described in the following of this Chapter.

There are some solutions to decrease the in-band crosstalk, such as additional
phase modulation at the laser, polarization scrambling, low coherence source de-
ployment [122], and time diversity between the desired and the interfering sig-
nals [123]. A novel powerful technique based on phase modulation by dithering of
the RSOA bias current was proposed to fight with coherent [112, 114] and inco-
herent [113] crosstalk.

RSOA bias dithering is a novel method, which utilizes the amplitude-to-phase
coupling in the active material of the RSOA [124], and phase modulation at the
laser is a well-known method, which has been widely published [125–129].

RSOA

1 1 10 0

CW input

MOD output

Reflection/BS

RSOARSOA

1 1 10 01 1 10 0

CW inputCW input

MOD outputMOD output

Reflection/BS

Figure 6.1: RSOA-based drop link with crosstalk.

The optical link investigated here contains an RSOA and a single drop fiber
which provides DS CW transmission and US data transmission, fig. 6.1. The CW
signal is amplified and intensity modulated (OOK) in the RSOA with 1.25 Gbit/s
NRZ PRBS. It is reflected at the end facet of the RSOA and sent back to the
CO with US data. The problem may arise in such a drop link, if e. g. the WDM
RN to which it is connected has low RL. It may also happen due to the RBS
power accumulated over the complete CO-ONU link (e. g. 20-30 km). Since re-
flected/backscattered signal (interferer) and CW travel along the same fiber in the
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same direction and have the same nominal wavelength, they cannot be optically
filtered and they interfere with each other. The phase relation between interfer-
ing beams remains stable within the coherence length of the source in case of a
reflected interferer, and for an RBS-induced interferer such relation has a random
nature. Therefore, the former case causes coherent crosstalk and the latter one
incoherent crosstalk.

6.2 Analytical models

In order to reduce the interferometric crosstalk we apply methods which are based
on spectral broadening. Optical power of a spectrally broadened signal is spread
over a larger optical bandwidth, which means that the coherence length (or coher-
ence time) of the light is reduced. The relation of coherence length and spectral
width is described by eq. 6.1.

Lc =
c

n

1
π∆λ

(6.1)

where c is the speed of light in vacuum, n is the refractive index and ∆λ is the
spectral linewidth. The spectrum is broadened by phase modulation, which can
be introduced by chirping in the RSOA, further denoted as RSOA bias dithering,
or by phase modulation at the laser.

6.2.1 Coherent crosstalk and RSOA bias dithering

We investigate the conditions for RSOA bias dithering, which have to be satisfied
in order to suppress the crosstalk caused by a reflected power feeding back into
the RSOA.

The electric field at the output of the laser is given by eq. 6.2.

E(t) =
√

P (t)ej[Ω0t+ϕ(t)] (6.2)

where P (t) is the output laser power, Ω0 is the optical carrier frequency and ϕ(t)
is the laser phase noise. The laser phase noise is much smaller than the phase
changes induced by modulation and, therefore, it can be neglected. Therefore, if
we assume an output power constant in time the above equation can be written
as follows

E(t) =
√

P0e
jΩ0t (6.3)

where P0 is the constant laser output power as shown in fig. 6.2a.
Assuming negligible nonlinear interaction in the fiber, the field which propa-

gates from the laser towards the RSOA at the output of the fiber is described by
eq. 6.4.

Ein(t) =
√

Ψ0Ψ1P0e
jΩ0t (6.4)

where Ψ0 indicates the fraction of the power remaining after the attenuation of the
link between laser output and the point of reflection (including the attenuation at
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Figure 6.2: Mathematical model of crosstalk in an RSOA link: photocurrent (acc.
to eq. 6.10) of (a) the CW input signal, (b) the interferer, (c) the total input signal,
(d) the PRBS generator output current, (e) the photocurrent (acc. to eq. 6.10) of
RSOA output signal.

CO
amplified

R-ONU

Ψ0
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reflection
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Figure 6.3: Loss parameters in the RSOA-based drop link with crosstalk.

the point of reflection) and Ψ1 denotes fraction of the power remaining after the
attenuation of the fiber on the distance between the point of reflection and the
RSOA as indicated in fig. 6.3.

The light is amplitude modulated in the RSOA. Due to the swing of the current,
which induces the amplitude modulation, the carrier density changes accordingly.
This causes the variations of the refractive index of the active material in the
RSOA. Consequently, the phase of the light is also changed (modulated). As a
result, the output field is described by the following equation:

E(t) =
√

Ψ0Ψ1G(t)P0e
j[Ω0t+φr(t)] (6.5)

where G(t) is the modulated linear gain of the amplifier. φr(t) represents the
changes in optical phase induced by amplitude-to-phase coupling in the RSOA
(chirp).
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Due to e. g. very low RL of a connector (point of reflection) part of the output
signal returns to the RSOA. At the input of the RSOA such reflected beam is
represented by eq. 6.6 and plotted in fig. 6.2b.

Efeedback(t) =
√

Ψ0Ψ1Ψ2G(t)P0e
j[Ω0(t)+φr(t)] (6.6)

where Ψ2 represents the fraction of the power remaining after the total RL, which
includes fiber attenuation in the link from the RSOA to the point of reflection, RL
at the point of reflection and the fiber attenuation on the distance from the point
of reflection to the RSOA. The two signals represented by eq. 6.4 (delayed) and
eq. 6.6 are coupled together at the RSOA input, eq. 6.7, and the complete input
light is described by eq. 6.8, fig. 6.2c.

Etotal,in(t) = Ein(t− τ) + Efeedback(t) (6.7)

Etotal,in(t) =
√

Ψ0Ψ1P0e
jΩ0(t−τ) +

√
Ψ0Ψ1Ψ2G(t)P0e

j[Ω0(t)+φr(t)] (6.8)

where τ is the time difference (delay) between the unmodulated signal and the
interferer. This equation is valid only when the polarization states of the signal
and the interferer are aligned (worst-case).

Because the two signals have the same nominal wavelength and propagate in the
same direction they will interfere. Subsequently, such disturbed signal is amplitude
modulated by a PRBS signal (fig. 6.2d) and its phase is also changed due to the
same phenomenon as before. The final output electric field is schematically shown
in fig. 6.2e and it is described by eq. 6.9.

Eout(t) =
√

Ψ0Ψ1G(t− τ)P0e
j[Ω0(t−τ)+φr(t−τ)]

+
√

Ψ0Ψ1Ψ2G(t)G(t− τ)P0e
j[Ω0(t)+φr(t)+φr(t−τ)] (6.9)

In general, the photocurrent generated at the photodetector after neglecting
shot noise and thermal noise can be written as follows:

I = R[|E(t)|]2 (6.10)

where R is the photodetector responsivity given in A/W. The photocurrent gen-
erated after photodetection of the signal represented by eq. 6.9 is therefore given
by eq. 6.11.

is(t) + in(t) = R[|Eout(t)|]2 (6.11)

The term is(t) represents the amplitude-modulated desired signal, whereas the
noise term in(t) is the result of interferometric crosstalk indicated by arrows in
fig. 6.2e. After the introduction of the right side of the eq. 6.9 into eq. 6.11 we
obtain the expressions for the signal (assuming Ψ2 ¿ Ψ1) and noise current.

is(t) = RΨ0Ψ1G(t− τ)P0[1 + Ψ2G(t)] ∼= Ψ0Ψ1G(t− τ)P0 (6.12)

in(t) = 2RΨ0Ψ1G(t− τ)P0

√
Ψ2G(t) cos[−Ω0τ − φr(t)] (6.13)
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A common figure of merit used for analysing the chirp performance is the alpha
parameter (a. k. a. linewidth enhancement factor, LEF) given by the following
equation, [130]:

αeff = −2
∆φr

ln(∆G)
(6.14)

We use here the effective α-factor, which is defined as the phase to gain changes
coupling factor measured at the output of the RSOA. The phase deviation ∆φr

can be obtained from the eq. 6.14:

∆φr =
−αeff

2
ln(∆G) (6.15)

If the phase deviation ∆φr caused by gain change ∆G is equal to or higher
than π the term on the right side of eq. 6.13 (in(t)) fully oscillates around 0 [127].

|∆φr| ≥ π (6.16)

After combining eq. 6.15 and eq. 6.16 we obtain the following:

|−αeff

2
ln(∆G)| ≥ π (6.17)

If the term on the right side of the eq. 6.13 oscillates at a frequency which is out
of the receiver bandwidth it is averaged out in the stopband by the low-pass filter
of the receiver. That way the interferometric noise is mitigated by superposition
of high frequency modulation [131]. To satisfy these two conditions we need to
induce large enough amplitude-to-phase coupling at a frequency higher than the
data rate, which can be achieved by applying an additional current (dither) to the
RSOA with appropriate amplitude and frequency.

Fig. 6.4 shows the relation of the gain swing ∆G versus LEF based on eq. 6.17.
The gain swing has to be higher for the materials with lower LEF in order to
produce sufficient phase deviation. For the case of high values of LEF the phase
is strongly modulated by the data current. However, in such situation the phase
modulation is done at the frequency which is within the electrical bandwidth of
the data signal and cannot be filtered out by the low-pass filter at the receiver. It
may cause chromatic dispersion-induced PP.

For commercially available devices LEF varies from 2-3 to 4-8 for MQW- and
bulk material-based RSOAs, respectively [109]. At the same time, the electrical
bandwidth is lower for the RSOA with bulk material. Therefore, the required
dithering amplitude has to be considered based on the type of RSOA material
(value of LEF), its maximum electrical bandwidth, the bit-rate and the dithering
frequency. In general, if the modulation bandwidth is low and LEF is high, the
amplitude and the frequency of dithering signal should be lower than in the case
of a device with a larger bandwidth and lower LEF.

The relevant measurement results are given in Section 6.3.1.
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Figure 6.4: Gain swing required for π phase shift in function of linewidth enhance-
ment factor.

6.2.2 Incoherent crosstalk and RSOA bias dithering

A single reflection in the link as described in the previous Section produces coherent
crosstalk under the condition that the light beams interact within the coherence
length. However, if the interferer arises as a result of multiple discrete reflections,
like RBS, or when the beams interact outside the coherence length the relation
between the crosstalk signal and the useful signal is incoherent. One can expect
that the PP in such situation is smaller than when both beams are highly coherent.

In the coherent crosstalk the phase of the reflected beam is very important.
It can happen that the interfering beams meet in phase and produce large ampli-
tude deviation, thus, the phase shift required to mitigate the crosstalk is higher.
On the other hand, it can also happen that the beams meet out of phase and
no amplitude-to-phase coupling is needed, since there is no crosstalk-induced am-
plitude variation. In the case of incoherent crosstalk it is impossible to describe
exactly the phase relation and the interference between the beams is completely
random. Hence, for the mathematical model the worst case condition is taken,
which means that the co-polarized beams (polarization mismatch will cause weaker
influence of the interferer on the desired signal) meet in phase and interfere con-
structively. The same assumption was taken for the model with coherent crosstalk
to find the largest phase shift needed. Therefore, the relation of the gain swing
versus LEF (Section 6.2.1) remains valid for the case of incoherent crosstalk.

The appropriate measurements are provided in Section 6.3.2.
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6.2.3 Coherent crosstalk and external phase modulation

Another method to introduce phase modulation is to apply an external phase
modulator at the laser. Here, we mathematically define the conditions for such
phase modulation, which have to be satisfied in order to suppress the crosstalk.

The electric field at the output of the laser is given by eq. 6.3. Next, this
signal enters the phase modulator which is introduced here as an ideal device (no
insertion loss). The output of the modulator is described by the following equation
(after neglecting laser phase noise).

E(t) =
√

P0e
j[Ω0t+φp(t)] (6.18)

where φp represents the modulated phase of the optical carrier. If we apply the
same procedure as in eq. 6.4-6.11 to the signal given by the above formula, we
obtain an expression for the interferometric noise component of the photocurrent.

in(t) = 2RΨ0Ψ1G(t− τ)P0

√
Ψ2G(t)f(t)

f(t) = cos[−Ω0τ + φp(t− τ)− φp(t)− φr(t)] (6.19)

If a sine-shape signal is applied to modulate the phase at the source, the expression
describing phase deviation at the phase modulator is given as follows:

φp(t) = M sin(2πfpt) (6.20)

where M is the modulation index and fp is the frequency of the phase modulating
signal. When the above is taken into account together with the assumption that
the phase changes induced in the RSOA are negligible with respect to the external
phase modulation, we can modify the eq. 6.19 to the following:

in(t) = 2RΨ0Ψ1G(t− τ)P0

√
Ψ2G(t)f(t)

f(t) = cos{−Ω0τ − 2M sin(πfpτ) cos[πfp(2t− τ)]} (6.21)

Applying the same condition as in eq. 6.16 to the phase deviation induced by the
phase modulator gives the formula below.

| − 2M sin(πfpτ)| ≥ π (6.22)

The result after solving eq. 6.22 shows the relation of modulation index to
the frequency of phase modulating signal, fig. 6.5 (RSOA LEF = 0). This curve
shows the minimum phase modulation index to be applied in order to have phase
deviation equal to or higher than π. The results show strong periodic dependence,
and the interval between the peaks on the graph corresponds to the delay time
between the interfering beams, eq. 6.23.

∆f =
1
τ

(6.23)
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Figure 6.5: Required phase modulation index as a function of the frequency of
phase modulation.

In eq. 6.21 amplitude-to-phase coupling in the RSOA was neglected, as there
was no bias dithering applied. However, the data current itself which is applied
to the RSOA causes some amplitude-to-phase coupling (LEF 6= 0). Putting this
phenomenon back into consideration results in a modification of eq. 6.22 as follows:

| − 2M sin(πfpτ)− αeff

2
ln|∆G|| ≥ π (6.24)

The results for some example LEF values are given in fig. 6.5. The interval
between the peaks changes with respect to the case when LEF is equal to 0 (no
amplitude-to-phase coupling), which is due to the fact that the phase delay between
the interfering beams is different for each case because of the phase shifting in the
RSOA.

In practice the relation depicted in fig. 6.5 will be applicable only within the
coherence length of the laser and it implies additional restriction for the phase
modulation frequency with respect to the first condition given in eq. 6.16.

Beyond the coherence length this phase relation is unpredictable and the beams
interfere randomly causing less interferometric noise than within the coherence
length and, therefore, only condition given by eq. 6.16 remains applicable.

This theory has been verified experimentally in Section 6.3.3.

6.2.4 Incoherent crosstalk and external phase modulation

Here, the mathematical model is the same as for the coherent crosstalk with exter-
nal modulation (Section 6.2.3). However, since the light coming back to the RSOA
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is incoherent and the beams interfere randomly, the delay included in the model
for coherent crosstalk cannot be defined with an exact value. Due to that, the peri-
odic relation presented in fig. 6.5 is not applicable here and the exact quantitative
requirement for phase modulation index M cannot be given.

The relevant measurement results are provided in Section 6.3.4.

6.3 Experimental results

The setup which is used for measurements is shown in fig. 6.6. A CW carrier is
transmitted from the external cavity laser (linewidth < 15 MHz1) through the
variable attenuator, the circulator, the polarization controller (polarization state
adjusted for the highest output power) and the 3 dB coupler into the MQW-based
RSOA. The 3 dB coupler enables power monitoring. It also enables the addition
of reflected or backscattered light only in the direction of the RSOA.
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POWER
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VARIABLE 
REFLECTOR

PM

Figure 6.6: Experimental setup: ATT - variable attenuator, PM - phase modula-
tor, LDC - laser diode controller, TEC - temperature controller, PRBS - pseudo-
random bit sequence, BERT - bit error-rate tester.

The RSOA is temperature controlled and it is biased with around 27 mA. The
transparency current is 9 mA and the RF current swing used for data modulation
is set to 20 mA (231 − 1 PRBS at 1.25 Gbit/s).

The output power is divided in a 3 dB coupler and part of it goes through
the polarization controller either into the variable reflector, where the RL can be

1Coherence length > 15 m, according to eq. 6.1 for c = 299792458 m/s and n = 1.46.
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adjusted, or into the 25 km SSMF to induce the RBS. The reflected/backscattered
power passes again through the 3 dB coupler into the same fiber where the orig-
inal CW light is transmitted towards the RSOA. The CW light and the reflected
light interfere introducing interferometric noise. This interference is coherent when
variable reflector is used and incoherent when the SSMF is used instead. The fi-
nal modulated signal passes the circulator where it is directed to the AWG to
filter out the ASE noise (0.8 nm bandwidth). Next, in order to measure the BER
versus ROP, the ROP is adjusted with a variable attenuator and monitored by a
power meter attached to one of the outputs of the 3 dB coupler. The other output
sends light into a 1.25 Gbit/s receiver with limiting amplifier followed by a BER
measurement testset. The eye diagrams are recorded with an O-E lightwave con-
verter with 800 MHz low-pass filter which clearly shows the influence of coherent
crosstalk with and without additional modulation.

The utilization of a circulator prevents the modulated output signal of the
RSOA to be influenced by the reflected or backscattered power of the CW seed.

The RSOA input power is kept at -20 dBm and the linear fiber-to-fiber gain of
the RSOA is 20 dB [132]. The 1.25 Gbit/s receiver sensitivity is -22 dBm (BER =
10−9). However, in the following experiments the reference curve represents the
results of the measurement taken in the setup as given in fig. 6.6 without any
feedback, RSOA bias dithering or external phase modulation. The reference signal
is modulated in the RSOA and, therefore, the receiver sensitivity is decreased to
-21.5 dBm at BER = 10−9 (around -20.5 dBm at BER = 10−12). The direct
reason for this 1.5 dB reduction is the performance of the RSOA as a modulator
(extinction ratio is < 8 dB, residual ASE noise after 0.8 nm filter)2.

As described in Section 6.2 two methods are used to mitigate the interferometric
crosstalk, namely RSOA bias dithering and external phase modulation at the CW
laser. The first technique requires an extra RF signal generator used to dither
the bias of the RSOA. This signal is combined with the RF signal used for data
modulation and goes through the bias tee into the RSOA. For the second technique
an extra phase modulator at the output of the laser is used. In this case the output
of the dithering signal generator is connected to the phase modulator.

In both methods the frequency (around 2.5 GHz) of the phase modulating
signal is situated out of the receiver bandwidth so the low-pass filter at the receiver
suppresses the superposed interferometric noise products at higher frequencies.

6.3.1 Coherent crosstalk and RSOA bias dithering

First, we induce coherent crosstalk by applying a variable reflector and bias dither-
ing by adding a sine-wave signal to the bias of the RSOA, fig. 6.6. The RL is
adjusted in the variable reflector, and the total RL which is used to calculate
signal-to-crosstalk ratio (SCR) includes 3 dB coupler and loss of all connectors.

The dithering frequency (2.5 GHz) is equal to twice of the bit-rate. This yields

2This device has been intensively examined in Chapter 3.
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a shift of the crosstalk products sufficiently far above the baseband data spectrum.
It allows the suppression of the interferometric crosstalk in the stopband of the
low-pass filter in the receiver. The required amplitude of the dithering is high due
to the low value of the linewidth enhancement factor (around 2-3 for the applied
MQW-RSOA).

The spectrum of the output signal of the RSOA, fig. 6.7, is broader when
dithering is applied on the bias. According to eq. 6.1 the coherence length of such
light becomes shorter and, thus, the phase relation between the interfering beams is
weaker. The receiver sensitivity penalty caused by RSOA bias dithering (measured
in the absence of interferometric crosstalk) is lower than 0.2 dB at BER = 10−9

and, therefore, it is neglected further in this work.
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Figure 6.7: RSOA output spectra.

Fig. 6.8 shows the degradation of the eye diagram for the SCR equal to 11 dB.
The standard deviation of the ”1”-level is significantly reduced after applying the
dithering on the RSOA bias. At the same time the eye-opening improves, although
the signal amplitude decreases. This, in general, improves the signal-to-noise ratio
and thus lowers the BER.

no crosstalk

no bias dithering

crosstalk 

no bias dithering

crosstalk 

bias dithering

Figure 6.8: Example eye diagrams for SCR = 11 dB.

PP at BER equal to 10−9 is measured for different values of SCR, fig. 6.9. It
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can be seen that with this technique the PP is remarkably reduced even for very
low values of SCR (6 dB improvement for SCR equal to 18.5 dB). The error floor
is eliminated which shows that even better BER values can be achieved.
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Figure 6.9: Coherent crosstalk-induced PPs with and without RSOA bias dithering.

6.3.2 Incoherent crosstalk and RSOA bias dithering

The incoherent crosstalk is a result of interference between the CW beam and the
RBS power accumulated over 25 km SSMF. In our setup it results in a SCR equal
to 18.5 dB and it introduces around 5 dB PP and an error floor (at BER= 3·10−9),
fig. 6.10.

The spectrum of the reference signal at the output of the RSOA, where no
dithering is applied and no RBS is present, is shown in fig. 6.11 together with the
spectrum of the RBS-distorted signal. As it can be seen besides the RBS there is
also Brillouin backscattering. However, the latter has much lower power than the
former and, thus, it does not influence the useful signal. After applying the bias
dithering at the RSOA the spectrum of the output signal broadens, fig. 6.11, and
the PP is reduced with around 3 dB.

6.3.3 Coherent crosstalk and external phase modulation

The second method, spectral broadening at the CW source, is realized by applying
external phase modulator at a CW laser which can be shared among number of
users in a PON. It enables much larger linewidth enhancement than the RSOA bias
dithering. The same modulation frequency (2.5 GHz) is applied as in the previous
experiment. The difference in the experimental setup with respect to the setup
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Figure 6.10: BER results with and without RSOA bias dithering in case of inco-
herent crosstalk.
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Figure 6.11: Optical spectrum of the original CW, backscattered signal and spec-
trally broadened signal in case of RSOA bias dithering (BD).

for RSOA bias dithering is that instead of adding the phase modulation signal to
the bias of the RSOA it is provided to the phase modulator inserted between the
attenuator and the circulator, fig. 6.6. Therefore, in this setup additional insertion
loss introduced by the phase modulator has to be taken into account in the power
budget of the link. This power loss is compensated by increasing the laser output
power.

The phase shift in the phase modulator depends on the RF peak-to-peak volt-
age applied to the modulator. In the experiment we applied around 0.5 V, 2.5 V
and 4.5 V which corresponds to around π

4 , 2π
4 and 3π

4 phase shift, respectively,
fig. 6.12. For 2-4 V driving voltage up to 7 dB improvement in PP is achieved,
fig. 6.13.

In order to verify the relation between the phase modulation index and the
modulator frequency as depicted in fig. 6.5 and prove the applicability of the
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Figure 6.12: Optical spectrum of the signals broadened by external phase modu-
lation in case of coherent crosstalk.
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condition given in eq. 6.22 an additional measurement is performed. The SNR of
the received signal is measured at a constant SCR and constant phase modulation
index for two cases: with and without 2.3 m of extra fiber between RSOA and the
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point of reflection, which changes the phase delay between the interfering signals,
fig. 6.14.
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Figure 6.14: SNR of the received signal in function of phase modulation frequency.

The minimum SNR when no extra fiber is applied is lower than the minimum
SNR for the other case. This is because of two reasons: first, better SCR is achieved
in the latter case, since the RL is around 1 dB higher (mainly due to additional
connectors) and, second, the phase relation is different. Phase difference can be
lower and the CW light is slightly less coherent after a longer distance which means
that the phase-induced power variations are smaller.

Both results in fig. 6.14 show periodic behavior, and the period (or frequency
interval) is different in each case. This agrees with the mathematical model, which
showed that the required amplitude of the RF signal provided to the external phase
modulator is related to its frequency, eq. 6.22. There, the calculation showed that
for some specific frequencies (separated by an interval related to the optical phase
delay) a higher RF amplitude is required, fig. 6.5.

The frequency interval for the case without extra fiber is 5.9 MHz, which gives
the delay time (τ) of around 169.5 ns. The refractive index of the applied fiber (n)
is equal to 1.474. Taking these values into account the total distance (2d), where
the reflected beam experiences the delay with respect to the CW input beam, can
be calculated according to the following equation:

2d = τ
c

n
(6.25)

where c = 299792458 m/s is the speed of light in vacuum and d is the length of the
fiber. After putting the values into the equation one obtains the fiber length equal
to 17.24 m, which with respect to the roughly measured fiber (17.50 m) gives a
reasonable result.

In the case with the longer fiber the frequency interval in fig. 6.14 is 5.1 MHz,
which gives the optical delay time of 196.1 ns and the fiber length of 19.94 m



6.3. EXPERIMENTAL RESULTS 91

(roughly measured value is 19.80 m).

The difference between the calculated values (for a shorter and a longer fiber)
is 2.70 m, which corresponds to value of 2.30 m of the extra fiber. This small
discrepancy is due to the inaccuracy in estimating the delay based on the fig. 6.14.
However, this is enough to deduce that for some frequencies of phase modulation
a higher phase modulation index is required and that if the optical delay between
the interfering beam changes (due to e. g. optical routing) either amplitude or
frequency of phase modulation has to be adjusted.
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Figure 6.15: Matching the mathematical model to the measurement results.

The dips in fig. 6.14 correspond to the peaks in fig. 6.5 after matching the
mathematical model. The matching was achieved for the length of 17.28 m (shorter
fiber, top graph in fig. 6.15) and 19.94 m (longer fiber, bottom graph in fig. 6.15)
which respectively gives 0.22 m and 0.14 m difference from the values derived
from fig. 6.14. The difference is caused by the fact that in the calculation the
phase changes in the RSOA are neglected due to the unknown value of LEF.
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6.3.4 Incoherent crosstalk and external phase modulation

A similar situation is under consideration here as in Section 6.3.2. In this case the
interferer originates from the 25 km long SSMF, where the RBS accumulates. To
combat the destructive influence on the useful signal external phase modulation at
the laser is applied as in Section 6.3.3. The spectrum of the backscattered signal
changes for different phase modulation indexes, fig. 6.16.
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Figure 6.16: Optical spectrum of the signals broadened by external phase modu-
lation in case of incoherent crosstalk.

The BER testing is performed for a single value of SCR equal to 18.5 dB. The
phase modulation frequency is around 2.5 GHz and the bit-rate is 1.25 Gbit/s. The
results in fig. 6.17 show that external phase modulation can effectively mitigate
the incoherent crosstalk and reduce the PP from around 5 dB down to 0.5 dB.

The SNR of the received signal is independent from phase modulation fre-
quency, fig. 6.18, which is in agreement with the predictions in Section 6.2.4.

6.4 Discussion

RSOA bias dithering and external phase modulation at the CW laser in the CO,
show great potential in interferometric crosstalk mitigation by spectral linewidth
broadening. They are compared in fig. 6.19 for example value of SCR equal to
18.5 dB (coherent crosstalk).
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Figure 6.17: BER results with and without external phase modulation in case of
incoherent crosstalk.
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Figure 6.18: SNR of the received signal in function of phase modulation frequency.

A common disadvantage for both methods is that by occupying a larger opti-
cal bandwidth the adjacent channels are a subject to interchannel crosstalk in a
WDM system. A further drawback is the increased sensitivity to dispersion. This
is especially critical for large phase-modulated signals, which experience phase-to-
amplitude conversion while propagating in dispersive media. Thus, the adjustment
of phase modulation parameters has to be done in a deliberate manner taking into
account channel spacing, fiber length and dispersion properties.

Coherent and incoherent types of crosstalk can be reduced by any of the men-
tioned techniques. The phase modulator is more efficient in spectral broadening
than bias dithering in terms of required voltage. In the discussed system applying
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Figure 6.19: Comparison of the two techniques in terms of spectral broadening and
eye diagram improvement for coherent crosstalk.

2 V of dithering amplitude to the RSOA does not bring as good results as around
2 V amplitude of driving voltage applied to the phase modulator. The difference
between methods in terms of PP reduction is a 1.0 dB at 18.5 dB SCR for coherent
crosstalk, when comparing fig. 6.9 and fig. 6.13, and 1.5 dB at the same SCR for
incoherent crosstalk, when comparing fig. 6.10 and fig. 6.17. However, two kinds of
penalty have to be paid when phase modulation is applied at the laser. The first
is the requirement for extra hardware (a phase modulator, RF signal generator)
or the deployment of directly modulated laser at a frequency higher than the bit
rate, and the second is the decrease in the power budget of the optical link if a
phase modulator is applied. The latter one may reduce split ratio in the passive
optical network or require additional optical amplifier in the CO.

From the point of view of WDM-PON architecture external phase modulation
at a source side is a cost-efficient solution, since a single phase modulator with
a local oscillator can be used after a WDM multiplexer to provide the spectral
broadening to all channels. It has been shown here that in case of coherent crosstalk
due to the dependence of modulation index on the frequency of phase modulation
this technique is not flexible (fig. 6.14). This is because of the possible changes in
optical delay between the interfering beams (due to e. g. optical switching), which
after each such change forces the readjustment of phase modulation frequency.
Therefore, for the real network situation where the distances between CO and ONU
may differ on a case by case basis, RSOA bias dithering is more advantageous but
possibly more costly due to ONU complexity. For this method there are no extra
restrictions for phase modulation frequency apart from the requirement to set it
out of the receiver bandwidth and within (or close to) the electrical bandwidth of
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the RSOA. The dithering amplitude boundaries are set by the maximum RSOA RF
amplitude value, the electrical bandwidth of the RSOA (the dithering frequency
has to be increased if it is out of 3-dB bandwidth of the RSOA) and the value of
LEF which is depicted in 6.4.

By improving the tolerance to higher return power levels both methods can
extend the reach of the optical link. Nevertheless, bias dithering seems to have some
basic advantages over phase modulation at a source. It is an easy-to-implement
sufficiently effective technique to mitigate interferometric crosstalk.

As a conclusion it is recommended that RSOA bias dithering technique is
applied in the links where a danger of coherent crosstalk is high, e. g. short links
between the RSOA and the adjacent network element. In case of RBS or any
other incoherent-type of crosstalk, phase modulation at the laser is recommended
because of the capability of large phase modulation and possibility to share the
additional hardware at the CO among all PON subscribers.
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Chapter 7

Reconfigurable WDM/TDM
access network - experiments

In this Chapter, which is based on [50, 133–137], the transmission experiments of
the BBPhotonics access network are presented. A successful transmission of two
1.25 Gbit/s wavelength channels over the 26 km SSMF carrying data to and from
the user proves the feasibility of the basic concept of the designed solution. As
a step further four wavelength channels of 10 Gbit/s each are transmitted over
27 km network link in an upgraded testbed with a different architecture of ONU.
In each case DS and US signals were received error-free and all power penalties
were identified. A full-scale 10 Gbit/s network was tested using VPI [89].

The Chapter is organized as follows. In Sections 7.1 and 7.2 the architecture
of the ONU operating at 1.25 Gbit/s per wavelength channel and 10 Gbit/s per
wavelength channel are recalled from Chapter 2, respectively, which sketches the
basic difference between the experimental systems. In Sections 7.1.1 and 7.2.1 the
corresponding measurement setups used in the 1.25 Gbit/s and 10 Gbit/s trans-
mission experiments are explained in detail. Sections 7.1.2 and 7.2.2 contain a
discussion on the obtained experimental results. Simulations of the full-scale net-
work with 10 Gbit/s per wavelength channel are discussed in Section 7.3 including
the simulation model in Section 7.3.1 and the results in Section 7.3.2. The Chapter
is summarized in Section 7.4.

7.1 1.25 Gbit/s transmission

The features of the BBPhotonics access network together with different solutions
for ONU have been described in the Chapter 2 of this work. The network testbed
examined in this Section provides 1.25 Gbit/s amplitude-modulated signals for DS
and US communication. For this purpose, colorless operation of a reflective ONU is
achieved by utilization of the MQW-RSOA, earlier discussed in Chapter 3, fig. 7.1.
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Figure 7.1: Schematic of the RSOA-based ONU for 1.25 Gbit/s network.

7.1.1 Testbed structure

The testbed contains a transmission link from CO via RN to ONU and backwards
over a single SSMF as shown in fig. 7.2.

The CO consists of two lasers generating optical carriers for 1.25 Gbit/s DS
data (λ) and DS CW (λ + FSROADM ) transmission. Optionally, (not included in
fig. 7.2) the channels are phase-modulated in the CO, which will be discussed later.
The receiver part of the CO consists of an AWG, an attenuator for BER versus
ROP measurement, power tap to measure ROP and a commercial 1.25 Gbit/s
receiver.

The RN is composed with the OADM providing 4 add/drop ports (0.15 nm
3-dB bandwidth) and it is driven by a personal computer (PC) by which the
micro-ring resonators are tuned. Due to the fact that this OADM is a prototype
device some parameters do not match the desired values. There is an FSROADM

mismatch of around 30 GHz, which allows only one channel from the wavelength
pair to be set to an ITU-T standard wavelength (US) and as a result only filters
applied to that channel are fixed. The OADM reveals substantial IL of around
15 dB and low RL of 17 dB. The last parameter significantly limits the performance
of the system due to low SCR at the receivers. To block the reflected power two
identical OADMs were applied together with two circulators to provide adding
and dropping operations separately. To compensate for the excess loss in the RN
SOAs are applied.

The ONU consists of a splitter, a tunable optical bandpass filter, an attenuator,
a power tap, a commercial 1.25 Gbit/s receiver, a fixed bandpass filter and an
MQW-RSOA [132].

The power budget presented in table 7.1 leaves around 1.8 dB and 1.3 dB
margin for DS and US direction, respectively. The applied total fiber span of
26 km comes close to the distance at which accumulated RBS power is the highest
and severely influences the SNR in the bidirectional systems (typically 25-30 km).
However, there are cost-effective solutions to mitigate the backreflection by optical
signal linewidth enhancement as discussed in Chapter 6 of this dissertation. Here,
we use external phase modulation, which enhances the spectral width of the chan-
nel and, therefore, reduces coherence length. This leads to lower interferometric
noise in the receiver. The second method proposed in Chapter 6 employing RSOA
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Figure 7.2: Testbed for symmetrical bidirectional 1.25 Gbit/s transmission.
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Table 7.1: Power budget for 1.25 Gbit/s setup.

Parameter data ch. [dBm] CW ch. [dBm]

(1) CO laser output power 5.5 2.5
(2) CO transmitted power -4.5 -3.5
(3) RN input power -9.5 -8.5
(4) RN output power -16.0 -15.0
(5) ONU input power -16.2 -15.2
(6) ONU ROP -21.7 n. a.

ONU RX sensitivity -23.5 n. a.
(7) ONU RSOA input power n. a. -20.2

(8) ONU RSOA output power n. a. 0.0
(9) ONU transmitted power n. a. -5.0

(10) RN input power n. a. -5.2
(11) RN output power n. a. -12.7
(12) CO input power n. a. -17.7
(13) CO ROP n. a. -22.2

CO RX sensitivity n. a. -23.5

bias dithering limits the extinction ratio of the output signal of the RSOA1, which,
as it will be discussed in the next Section, is an important parameter for upstream
transmission.

7.1.2 Measurement and simulation results

The BtB DS measurement (no fiber span, black squares) shows around 0.3 dB
ROP difference with respect to the reference curve (bold curve, the same for DS
and US measurement), which is within the accuracy of the measurement, fig. 7.3.
After inserting 25 km of the feeder fiber and 1 km of the distribution fiber (black
triangles) the ROP did not change.

The US received signal reveals around 2.5 dB PP for a BtB (black rhombus).
This is justified by two factors. The first one is the difference in the performance of
the RSOA as a modulator and the MZ modulator, which was used in the reference
measurement. The former has much lower electrical bandwidth (1.5 GHz) than the
latter one (10 GHz). The low electrical bandwidth of the RSOA is a result of carrier

1The required dithering amplitude is twice as the amplitude of the data modulation signal.
Due to limited RF amplitude which can be provided to the RSOA this yields the decrease in the
data amplitude and as a result lower extinction ratio.
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Figure 7.3: Results of transmission experiments on 1.25 Gbit/s testbed.

lifetime, which causes a longer falling edge of the eye diagram and consequently
eye symmetry and extinction ratio degradation. The second factor is the ASE noise
coming from the three cascaded SOAs which the signal experiences while passing
the RN, ONU and RN again. This is not the case for the DS data channel as it
encounters ASE source only once. The presence of the DS does not influence the
received US, as they are over 500 GHz apart from each other. Inserting the fiber
span causes error-floor and the required BER cannot be achieved (black circles) in
the US transmission. This is due to the RBS and BBS power propagating in both
directions: towards ONU and towards CO.

To define the main distortion in the setup we used the advantage of simulation
tool [89], where the corresponding setup was implemented and the RBS and BBS
could be switched on/off. The rate-equation-based model of the RSOA with pa-
rameter values set accordingly to the data and the performance of the real device
was used [132]. The RSOA model is summarized in Appendix B and its parameters
match the real device used in the experiments as described in Chapter 3.

Only CW DS/data US channel was simulated as it was said before the adjacent
DS data channel does not play a role in the received US signal. The PP in the
simulations follow the same trend as in the measurements. It can be clearly seen
that the error-floor is caused mainly by the RBS (white circles with solid line)
since the exclusion of BBS (grey circles with dashed line) did not improve the
BER performance.
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To reduce the influence of RBS the linewidth of the signal was enhanced by
means of phase modulation (fPM = 2.5 GHz, ∆λ3dB = 50 pm). It is introduced by
an external phase modulator after 50/50 coupler in the CO. The phase modulation
does not influence ROP of the DS data channel, whereas for the US channel RBS-
induced PP was completely eliminated (black circles with dashed line). Similar
results for the same modulation conditions were obtained in the simulations (white
circles with dash-dotted line).

Additionally, in the simulations we verified the contributions of ASE noise
accumulation and the RSOA properties to the US power penalty. After neglecting
the RBS and BBS as well as the ASE noise of two SOAs placed in the RN (the ASE
noise of the RSOA could not be switched off due to virtual model restrictions) the
2.5 dB PP reduced with only 0.4 dB. This means that the RSOA causes the major
part of the PP. It is due to a combination of low Q-factor and extinction ratio of
the output and electrical bandwidth of the device with respect to the reference
modulator, which was 6.1 and 8.1, 10 dB and 13.5 dB, and 1.5 GHz and 9 GHz
for the RSOA and the MZM, respectively.

There is some minor discrepancy between the measurement and simulation
results. The ASE noise was adjusted based on the measured NF of the real device
and here some measurement uncertainty of +/-0.5 dB was involved. Also, stronger
interferometric interactions between the RBS and the signal power causing larger
error-floor in the simulation was noticed which can be assigned to lower chirp.

7.2 10 Gbit/s transmission

The network testbed examined in this Section provides 10 Gbit/s amplitude-
modulated signals for DS and US communication. For this purpose, colorless oper-
ation of a reflective ONU is achieved by utilization of the REAM, earlier discussed
in Chapter 3, fig. 7.4.�

1 data, 
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2 CW�
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1)
MZ duplexer
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2)�
1 data, 

�
2 CW�
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MZ duplexer

SOA-REAM (
�

2)

Figure 7.4: Schematic of the REAM-based ONU for 10 Gbit/s network.

7.2.1 Testbed structure

A testbed consists of a transmission link from CO via RN to two ONUs and
backwards over a single fiber as shown in fig. 7.5. The photo of the testbed is
given in the Appendix C.
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Figure 7.5: Testbed for symmetrical bidirectional 10 Gbit/s transmission.
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Figure 7.6: CWDM filter applied at the ONU.

The CO contains 4 lasers emitting λ1, λ2 (10 Gbit/s DS data) and λ1 +
FSROADM , λ2 + FSROADM (DS CW). All channels are coupled into the feeder
fiber by a 4:1 coupler. The receiver part of the CO has a tunable filter (required
due to the FSROADM unintentionally not an integer multiple of the ITU grid
interval), step attenuator for BER measurement, 90/10 splitter to measure ROP
and an SOA-preamplified commercial 10 Gbit/s receiver.

Table 7.2: Power budget for 10 Gbit/s setup.

Parameter data ch. [dBm] CW ch. [dBm]

(1) CO laser out. power 9.0 9.0
(2) CO transm. power -9.0 0.0
(3) RN in. power -14.0 -5.0
(4) RN out. power -20.0 -11.0
(5) ONU in. power -20.5 -11.5
(6) ONU ROP -24.3 n. a.

ONU RX sens. av for f1, f2 -26.3 n. a.
(7) ONU SOA-REAM in. power n. a. -14.0

(8) ONU SOA-REAM out. power n. a. 2.5
(9) ONU transm. power n. a. 1.0

(10) RN in. power n. a. 0.5
(11) RN out. power n. a. -5.5
(12) CO in. power n. a. -10.5
(13) CO ROP n. a. -15.0

CO RX sens. f1,2 + FSROADM n. a. -26.8

The RN is similar to the one used in Section 7.1.1, however, here in order
to minimize the influence of accumulated ASE noise EDFAs are used instead of
SOAs.
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Table 7.3: Wavelength allocation schemes applied in 10 Gbit/s testbed.

ONU]1 ONU]2

PtP-A (λ1, λ1 + FSROADM ) (λ2, λ2 + FSROADM )
PtP-B (λ2, λ2 + FSROADM ) (λ1, λ1 + FSROADM )
PtMP (λ1, λ1 + FSROADM ) (λ1, λ1 + FSROADM )

Each ONU contains a CWDM representing the MZI duplexer and its perfor-
mance is depicted in fig. 7.6. It is followed by a DS part (similar to the CO receiver)
and US part with two SOAs and circulators, an REAM [132], and polarization con-
trollers. The US part has the same functionality as an integrated SOA-REAM, as
in fig. 7.4, with adjusted polarization states for the optimum performance of each
element. The input power of the CW is -15 dBm. The bit sequences provided to
the DS and US modulators were decorrelated by means of electrical and optical
delay, respectively.

The power budget for the 10 Gbit/s transmission testbed is summarized in
table 7.2. The IL of the OADM for ONU]1 is 1.5 dB lower than for ONU]2, which is
because of the higher waveguide loss at the add/drop communicating with ONU]2
as explained in Chapter 4. There is also 0.2 dB higher fiber attenuation for ONU]2.
For simplicity the power calculations in table 7.2 show averaged loss which applies
to both ONUs.

7.2.2 Measurement results

Fig. 7.7 shows the measurement results for DS and US transmission in various
bandwidth configurations as indicated in table 7.3. Two reference measurements
were taken for the DS receiver for λ1 and λ2.

For the PtP-A and PtP-B case there is 1-1.5 dB PP in a DS BtB (attenuators
in place of fiber-spans), which can be assigned to the polarization instability and
the misalignment of the optical filters. The polarization instability is considered
as polarization changes of the input signal which result in slightly varying device
performance i. e. loss at MZMs in the CO, loss at the OADM, extinction ratio
of the REAM and gain of the SOAs. After inserting the fiber spans an additional
negligible PP of around 0.2-0.4 dB can be noticed. For BtB US measurement (both
PtP-A and PtP-B) the main source of PP is the intrachannel crosstalk caused by
the imperfect suppression (20 dB) of the adjacent channels of the OADM and a
wide bandwidth of the CWDM filter at the ONU. The CW signal which enters
the reflective modulator is accompanied by a residual power of the adjacent CW
channel. After modulation it travels back to the OADM where it interferes with
the data channel from the other ONU, fig. 7.10. This results in the SCR of less
than 20 dB (fig. 7.8h and fig. 7.8i) and PP of 2 dB for each ONU. A significant con-
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Figure 7.7: Experimental results: a) PtP-A, b) PtP-B and c) PtMP.



7.2. 10 Gbit/s TRANSMISSION 107

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

CO output
BS towards CO

f2

f2+FSROADM f1+FSROADM

f1

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

-90
-80
-70
-60
-50
-40
-30
-20
-10

0

19
2.1

19
2.2

19
2.3

19
2.4

19
2.5

19
2.6

19
2.7

19
2.8

19
2.9 19

3
19

3.1

f [THz]

P [dBm]

a)

b) c)

d) e)

f) g)

h) i)

j)

k) l)

Figure 7.8: Spectrum for PtP-A case: a) CO output and BS towards CO, RN drop
port for b) ONU]1 and c) ONU]2, received data ch. at d) ONU]1 and e) ONU]2,
received CW ch. at f) ONU]1 and g) ONU]2, RN add port for h) ONU]1 and i)
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Figure 7.9: Spectrum for PtMP case: a) CO output and BS towards CO, RN drop
port for b) ONU]1 and c) ONU]2, received data ch. at d) ONU]1 and e) ONU]2,
received CW ch. at f) ONU]1 and g) ONU]2, RN add port for h) ONU]1 and i)
ONU]2, j) RN output, k) CO received data ch. (the same for ONU]1 and ONU]2).
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tribution to the total PP brings lower ER of the REAM (ERONU]1 = 10 dB and
ERONU]2 = 7.5 dB) with respect to the reference modulator (ERREF = 12 dB),
which gives 0.7 dB and 1.2 dB PP for ONU]1 and ONU]2, respectively, according
to Chapter 5. The other distortions are the ASE noise accumulation in the com-
plete DS CW transmission (EDFA, SOA) and US data transmission (SOA, EDFA,
SOA), polarization instability and optical filters misalignment (total 2.0 dB). The
inclusion of fiber spans adds 1-1.5 dB (after proper ONU gain adjustment accord-
ing to Chapter 5) PP due to the RBS resulting in SCR of 20 dB, fig. 7.8a. In case
of a larger RBS-induced PP, there are efficient techniques to improve the SCR
based on e. g. centralized phase modulation [114].

During the PtMP BER measurement to simulate TDM one ONU was working
at a time while the other one had the SOA and REAM biases set to 0 V. For
DS transmission the 3 dB multicast loss in the OADM (reached at 13 GHz
detuning) was covered with the available power budget and no significant difference
in BER was observed. For US measurement lower CW power injected into the ONU
caused lower output power which led to a stronger impact of the RBS of the CW
carrier (SCRincoh = 18 dB) and additional 2-2.5 dB PP. The extinction ratio was
decreased (0.8 dB) because of polarization instabilities at the ONU input which
also contributed to the PP. No dispersion induced intersymbol interference was
noticed.

7.3 Full-scale network transmission model

The complete optical part of the designed network is modeled and examined here
using the simulation tool VPI [89]. Special emphasis is put on ASE noise accumu-
lation and interchannel crosstalk due to backscattering, which have been estimated
in Chapter 5 as causing the largest distortion of the signal in the complete trans-
mission link.

In Chapter 4, it has been discussed that in order to provide split ratio at the
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RN higher than 2 the spectral response of the OADM has to be steeper which
is achieved by applying higher order rings. Another way for improvement is to
apply larger wavelength channel spacing. Both solutions would result in lower in-
terchannel crosstalk. However, the former would make the OADM a very complex
structure, and the issues such as thermal stability and loss would become more
critical and difficult to manage. Enlargement of the channel interval, under the
condition of preserving the same amount of wavelength channels (the same aggre-
gated bandwidth), would require a change of the FSROADM and FSRMZI . This
yields a fundamental redesign of the network components (OADM, ONU). Alter-
natively, the remaining wavelength channels can be set in the next FSROADM

periods. However, this would bring the requirement for additional filters at each
drop-port of the OADM to enable splitting multiple wavelength pairs transmitted
at each port. In this case, the wavelength required at one ONU connected to a
given drop-port would determine the wavelengths received by the rest of the ONUs
sharing the same drop-port, which inevitably leads to the limitations in bandwidth
reconfigurability.

To keep the OADM architecture as described in Chapter 4 and the wavelength
set and the resulting aggregated bandwidth unchanged, passive power-splitters
are applied at each drop-port. Although this solution can provide the required
split-ratio at the RN, it limits the wavelength reconfigurability. As a result each
wavelength always serves a PON tree and PtP connectivity is not possible. How-
ever, the proposed solution seems to be appropriate, since the OADM-splitter
structure can be upgraded to fully reconfigurable OADM at any time without ne-
cessity of changing the rest of the network infrastructure. It is further denoted as
limited-reconfigurability BBPhotonics architecture (LR-BBPhotonics), fig. 7.11.
The comparison with the original BBPhotonics design is given in table 7.4

7.3.1 Model description

If a fiber failure occurs between the CO and one RN, the complete transmis-
sion from/to CO is performed via the remaining branch of the ring as indicated in
fig. 7.12. The transmission over such distance, further denoted as the longest light-
path, results in the maximum accumulation of the distortions caused by different
transmission impairments, which leads to the highest PPs in the system. Such sit-
uation is considered in the simulations discussed in this Section. Such fiber break
may also occur somewhere else along the ring, e. g. between the RNs. Tuning the
variable 1x2 splitter at the CO can handle this by sending an appropriate amount
of optical power clockwise and an other amount counter-clockwise along the ring.
However, in such case accumulation of distortions is less severe than in case of the
transmission over the longest lightpath.

The reconfigurability capabilities (switching time and maximum split-ratio)
have been discussed in Chapter 4 and earlier in this Chapter. Based on that, the
simulation model concerns a wavelength allocation scheme, where each ONU is
assigned symmetrical bandwidth of 1.25 Gbit/s in the LR-BBPhotonics architec-
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Figure 7.11: LR-BBPhotonics network architecture.

Table 7.4: BBPhotonics vs LR-BBPhotonics.

BBPhotonics LR-BBPhotonics

Split-ratio per RN 8 (8 at OADM) 8 (2 at OADM, 4 at a splitter)
Max. bandwidth per user 10 Gbit/s 2.5 Gbit/s
min. split-ratio at OADM
Min. bandwidth per user 1.25 Gbit/s 1.25 Gbit/s
max. split-ratio at OADM
Aggregated bandwidth, - the same as
infrastructure (excl. RN), in BBPhotonics
power budget and
wavelength set
Wav. reconfigurability high moderate

ture. This means that each wavelength channel is shared by 8 ONUs (2 splits at
the OADM and 4 splits at the splitter) as indicated in fig. 7.12.

For TDM operation in US the same approach is used as in the experiments
described in Section 7.2. The time-slotted transmission is achieved by proper set-
tings of the SOA and REAM biases at the ONUs, which enable only one ONU to
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Figure 7.12: The longest lightpath in the LR-BBPhotonics network.

work at a time in a given PON system while the remaining ONUs are off.
To eliminate polarization dependencies only X-polarization is simulated, which

also shortens considerably the computation time2.
Due to the unavailability of micro-ring resonator module in the simulation tool,

the OADM is constructed with a set of periodic single add/drop-port sections
connected in series, fig. 7.13. The filter parameters of such module are set in
correspondence to the parameters of the real device as described in Chapter 4.
This yields a Lorentzian profile with 0.43 nm and 1.60 nm of -10 dB and -20 dB
passband, respectively.

Also due to the unavailability of the reflective EAM module it is replaced with
traveling-wave EAM, an ideal circulator and an attenuator which emulates the
return loss at the reflective facet of the real device, fig. 7.14.

The required wavelength-selective gain at the RNs is provided by bidirectional
amplification modules as shown in fig. 7.15. The gain of all amplifiers applied in
the simulation setup is assumed to be flat over the computed optical bandwidth
(around 15 nm). After such amplifier an integrated array of variable optical at-

2The time required to achieve reliable (realistic) results also depends on the number of bits
transmitted and several other simulation parameters. After time-optimization the calculation
period was reduced significantly. Due to numerous bidirectional modules applied in the system
and the possible interactions between the counterpropagating signals (e. g. RBS, BBS) each
simulation set was run several times in order to achieve repeatable results.
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Figure 7.14: The ONU model designed in VPI.

tenuators sandwiched between two multiplexers is applied [138]. This enables the
adjustment of the power level per wavelength channel. The switches in the ampli-
fication module enables by-passing the amplifier in case of traffic direction change
as discussed in Chapter 2.

VOA array integrated 

with mux and demux

Figure 7.15: Bidirectional amplification module with wavelength-selective gain.

The parameters of the simulation system are given in the table 7.5. The power
budget calculation is given in table 7.6 and table 7.7 for downstream and upstream,
respectively. It is calculated according to the unity-gain approach (the resultant
RN loss is 0 dB at a through port), discussed in Chapter 2, which enables easier
network reconfiguration/restoration in case of e. g. protection switching.

The CO loss includes the insertion loss of a WDM DS multiplexer and US
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Table 7.5: LR-BBPhotonics network simulation model.

Parameter Value

CO: DFB laser linewidth 50 kHz
CO: Data TX extinction ratio 17 dB
CO: Channel spacing 50 GHz (0.4 nm)
CO: Number of data channels, CW channels 8, 8
CO: 1st Data channel 193.1 THz (1552.52 nm)
CO: 1st CW channel 193.6 THz (1548.51 nm)
CO: AWG MUX/DEMUX -3 dB passband 30 GHz (0.24 nm)
CO-RN, RN-CO, RN-RN, RN-ONU: Fiber att. 0.2 dB/km
CO-RN, RN-CO, RN-RN, RN-ONU: Fiber disp. 16 ps/nm·km
CO-RN, RN-CO: Fiber length 20 km
RN: OADM drop-port -10 dB passband 54 GHz (0.43 nm)
RN: OADM FSR 500 GHz (4 nm)
RN-RN: Fiber length 1 km
RN-ONU: Fiber length 1 km
ONU: Data TX extinction ratio 13 dB
ONU: CWDM -3 dB passband 50 GHz
DS, US RX bandwidth 8 GHz
DS, US bit-rate 10 Gbit/s

demultiplexer (4.0 dB each), a CWDM coupler (1.0 dB), a circulator (0.8 dB),
a switch (1.0 dB) and connectors (0.6 dB in total). The through loss in RN1,
RN2 and RN3 each includes OADM insertion loss (6 dB)3, connectors (0.6 dB in
total) and two times insertion loss of a CWDM coupler (1.0 dB) and a switch
(1.0 dB)4. The drop loss in RN4 includes OADM insertion loss (6 dB), OADM
split loss (9.0 dB), connectors (0.6 dB in total), a CWDM coupler and a switch.
For the applied wavelengths, table 7.5 the fiber loss is 0.2 dB/km. The insertion
loss in ONU (8.5 dB) includes connector, fiber/chip coupling, MZ duplexer and
waveguide losses. The power margin for impairment-induced penalties is 5.0 dB
for downstream and 6.0 dB for upstream.

These calculations reveal only minor differences with respect to the calculations
in Chapter 2. The differences are caused by different multicast losses in the RN

3The insertion loss of the OADM includes fiber/chip coupling and waveguide loss.
4As indicated in fig. 7.12 each wavelength channel feeds exactly 8 ONUs connected to one

RN. This means that for the longest lightpath the wavelength channels transmitted to the last
RN do not experience any split loss in the earlier RNs



7.3. FULL-SCALE NETWORK TRANSMISSION MODEL 115

Table 7.6: System power budget for downstream path (data and CW channel) in
LR-BBPhotonics access network (the longest lightpath).

Parameter loss/gain [dB]
or power [dBm]

(1) Transmitted power per wav. channel 6.0
(2) CO loss - 7.4
(3) CO-RN1 fiber att. - 4.0

RN1 input power - 5.4
(4) RN1 stage A gain/att. 12.7
(5) RN1 through loss - 10.6
(6) RN1 stage B gain/att. - 1.9
(7) RN1-RN2 fiber att. - 0.2

RN2 input power - 5.4
(8) RN2 stage A gain/att. 12.7
(9) RN2 through loss - 10.6

(10) RN2 stage B gain/att. - 1.9
(11) RN2-RN3 fiber att. - 0.2

RN3 input power - 5.4
(12) RN3 stage A gain/att. 12.7
(13) RN3 through loss - 10.6
(14) RN3 stage B gain/att. - 1.9
(15) RN3-RN4 fiber att. - 0.2

RN4 input power - 5.4
(16) RN4 stage A gain/att. 12.7
(17) RN4 drop loss - 17.6

RN4 power at drop port - 10.3
(18) RN4-ONU fiber att. - 0.2
(19) ONU loss - 8.5

Received power - 19.0
(20) 10 Gbit/s receiver sens./refl. mod. sens. - 24.0

(21) Power budget, [(1)-(20)] 30.0

Remaining power margin
[(2)+(3)+...+(19)+(21)] 5.0
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Table 7.7: System power budget for upstream path in LR-BBPhotonics access
network (the longest lightpath).

Parameter loss/gain [dB]
or power [dBm]

Refl. mod gain 22.0
ONU fiber-to-fiber gain 5.0

(1) Refl. mod. transmitted power 3.0
(2) ONU loss - 8.5
(3) RN4-ONU fiber att. - 0.2

RN4 power at add port - 5.7
(4) RN4 add loss - 17.6
(5) RN4 stage A gain/att. 16.7
(6) RN4-RN3 fiber att. - 0.2

RN3 input power - 6.8
(7) RN3 stage B gain/att. - 5.9
(8) RN3 through loss - 10.6
(9) RN3 stage A gain/att. 16.7

(10) RN3-RN2 fiber att. - 0.2
RN2 input power - 6.8

(11) RN2 stage B gain/att. - 5.9
(12) RN2 through loss - 10.6
(13) RN2 stage A gain/att. 16.7
(14) RN2-RN1 fiber att. - 0.2

RN1 input power - 6.8
(15) RN1 stage B gain/att. - 5.9
(16) RN1 through loss - 10.6
(17) RN1 stage A gain/att. 16.7
(18) RN1-CO fiber att. - 4.0

CO input power - 10.6
(19) CO loss - 7.4

Received power - 18.0
(20) 10 Gbit/s receiver sensitivity - 24.0

(21) Power budget, [(1)-(20)] 26.0

Remaining power margin
[(2)+(3)+...+(19)+(21)] 6.0
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Table 7.8: Settings of amplifiers.

DS: ampl. tot. output p. [dBm] US: ampl. tot. output p. [dBm]
(required gain 12.7 dB) (required gain 16.7 dB)

RN1 19.3 (16 wav. ch.) 2.4 (8 wav. ch.)
RN2 18.1 (12 wav. ch.) 1.2 (6 wav. ch.)
RN3 16.3 (8 wav. ch.) -0.6 (4 wav. ch.)
RN4 13.9 (4 wav. ch.) -3.7 (2 wav. ch.)

due to different wavelength allocation schemes. In BBPhotonics access network,
as discussed in Chapter 2, each wavelength pair feeds two ONUs per RN. In the
LR-BBPhotonics, as discussed in this Chapter, each wavelength pair is shared by
8 ONUs at a single RN only.

In table 7.8 the required amplifier settings are summarized. The NF of the
amplifiers is set to 3.0 dB (ideal) and 6.2 dB (real). The second value is between
commercially available device parameter5 and research records (5.7 dB) [139]. Al-
though currently available gain-clamped SOAs cannot fully satisfy mentioned re-
quirements, some models of devices with saturation output power beyond 22 dBm
(> 15 dBm) are already available [56].

Setup optimization

The setup was optimized with respect to backscattering based on the calculation of
gain at ONU similar to the calculation performed in Chapter 5. Here, it is assumed
that the largest backscattered power is accumulated over the CO-RN fiber, and
the other fiber sections (RN-RN and RN-ONU) have a negligible contribution.
This is a reasonable assumption since the CO-RN is the longest fiber section in
the network.

To estimate the optimum ONU fiber-to-fiber gain the model in fig. 7.16 is used
to calculate the SCRs at the CO and at the ONU, SCRRBS,CO and SCRRBS,ONU ,
respectively. The DS and US losses in the RN1 to RN3 including the inter-node
fiber sections are balanced by the amplifiers in the RN, and the resultant loss in
the RN4 is 4.9 dB in DS and resultant gain of 0.1 dB in US direction, as deduced
from table 7.6 and table 7.7. Based on the discussion in Chapter 5, the following
equations for SCRs apply.

SCRRBS,CO = α− 2αf1 + αRBS (7.1)

SCRRBS,ONU = αRBS − α (7.2)

5CIP, SOA-L-OEC-1550, NF specified as 6.4 dB.
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Figure 7.16: Scheme used to calculate the SCRs.

where αf1 is the attenuation of 20 km CO-RN fiber and αRBS is the ratio of the
input power to RBS returned power (around 35 dB for 20 km SSMF according
to [63]). Parameter α is the net attenuation as indicated in fig. 7.16 and it is given
by the following equation.

α = αRN,DS + 2αf2 −GONU + αRN,US (7.3)

where αRN,DS is the loss/gain parameter of the last RN in the downstream direc-
tion, αf2 is the attenuation of the RN-ONU fiber, GONU is the ONU fiber-to-fiber
gain, and αRN,US is the loss/gain parameter of the RN in the upstream direction.

Eq. 7.1 and eq. 7.2 are depicted in fig. 7.17. It can be noticed that there
is an optimum value for the gain of ONU, where the SCRs are equal. In case
of the simulated system the maximum achievable fiber-to-fiber gain of ONU is
5 dB. According to graphs in fig. 7.17 this results in SCRRBS,CO = 27 dB and
SCRRBS,ONU = 35 dB. According to the measurement results in [63] this should
cause less than 1.0 dB PP.

Because of the unity-gain approach and tunable amplification the power levels
transmitted in each fiber-section are constant regardless different multicast loss.
Therefore, the above calculation is always valid for the designed network.
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Figure 7.17: RBS-degraded SCR ratios as a function of gain at ONU in the LR-
BBPhotonics network.

Table 7.9: LR-BBPhotonics simulation parameters.

Set indiv. ampl. NF Dispersion RBS BBS

A 3.0 off off off
B 6.2 off off off
C 6.2 on off off
D 6.2 on on off
E 6.2 on on on (ONU 4.9-4.12)

7.3.2 Simulation results

The simulation results are depicted in fig. 7.18, where PPs for each ONU are given.
The denotation ONU X.Y means an Y -ONU connected to an X-node, where X
scales up to 4 and Y scales up to 16. The ONUs are grouped in four groups
connected to four 1x4 splitters at each RN. A single point on the graph in fig. 7.18
applies to all four ONUs in the group, as all of them receive the same signals.
The results show generally clear trends, and the random placement of the points
around the trend lines is caused by the limited representation of different received
bit sequences due to simulation-time restrictions.

The simulations were performed for four sets of parameters as explained in
table 7.9, where the last sets (D and E) correspond to a real situation and all
previous sets are applied just to enable the analysis of PPs. Due to the large
computing power and long calculation time required to simulate the system with
BBS, set E was tested only for the most critical case. This concerns ONU 4.9-4.12
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Figure 7.18: Simulation results of the LR-BBPhotonics full-scale network.

which is placed at the maximum fiber distance. Furthermore, the drop port to
which it is connected is detuned with 10 GHz towards the BBS product (11 GHz
red-shifted from the nominal wavelength of the channel), which may result in the
highest PP.

Analysis of the DS transmission

The results for DS transmission for all sets of parameters show 0.4-1.3 dB across
all ONUs with the growing tendency towards the last ONU (the longest lightpath).
Although, it is difficult to justify such small PP as in case of set A, it is recognized
as a result of residual ASE noise from the in-field amplifiers and interchannel
crosstalk (around 23 dB) due to large -10 dB bandwidth of the filters at the
OADM (0.43 nm) and ONU (0.40 nm).

Increasing the noise figure of each amplifier from 3.0 dB to a realistic value for
low-noise SOAs (6.2 dB), set B, shows an increase in PP of only 0.1 to 0.3 dB for
the furthest ONU. This can be explained by the high extinction ratio of the DS
transmitted signal from the CO (17 dB).

Including the dispersion phenomenon (set C) in all fiber section (16 ps/nm·km)
results in 0.1 to 0.2 dB increase of PP. Similar increase is recorded when RBS is
included in the simulations (set D, RBS coefficient equal to -82 dB as specified
in [140]). The BBS (set E) is not causing any extra PP for downstream transmis-
sion, fig. 7.19a.
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Figure 7.19: Simulation results for ONU 4.9-4.12 including BBS: a) DS and b) US.

Analysis of the US transmission

The results for US transmission show larger PP and also an increasing trend
towards the last ONU.

For the simplest case (set A), the PP of 1.4-1.8 dB was mainly caused by the
lower extinction ratio of the ONU modulator (11 dB) with respect to the reference
modulator (17 dB) and the residual ASE noise after amplification at ONU.

Additional PP of 1.4 to 2.5 dB is recorded for set B, which is caused by the ac-
cumulation of the ASE noise over a number of cascaded amplifiers (4 downstream,
4 upstream and 1 in the ONU). This is close to the predictions in Chapter 5,
where it was concluded that the ASE noise accumulated in an amplified-ONU
system with the noise figure of each amplifier equal to 6 dB may bring 3.0 dB
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PP6.
Although, the influence of the dispersion (set C) is becoming visible (0.1 dB of

PP increase for the longest lightpath) it is a negligible distortion in the transmis-
sion in this system.

After the ASE noise accumulation, one of the most important transmission
impairments is the backscattering (set D), which remarkably increases the PP to
5.2 dB at maximum. This 1 dB difference with respect to set C for the last ONUs is
a consequence of lower SCRs at ONU and CO as discussed in Section 7.3.1. It has
been also verified that this transmission degradation is caused by RBS, whereas
BBS (set E) has a minor contribution (0.1 dB) to the backscattering-induced power
penalty as shown in fig. 7.19b.

7.4 Summary

The experiments of the 1.25 Gbit/s and 10 Gbit/s BBPhotonics access network
proof the principle of the designed architecture. An error-free transmission of two
wavelength channels of 1.25 Gbit/s each over the 26 km SSMF in a basic testbed
was achieved and followed by an experiment with four wavelength channels of
10 Gbit/s each over 27 km network link in an upgraded testbed with a different
architecture of ONU.

In each case all DS and US power penalties were identified. The extinction ratio
is the major source for the power penalty difference between DS and US. The other
main contribution to the US signal degradation is caused by the presence of RBS.
In case of the 1.25 Gbit/s system it was minimized by spectral broadening and in
case of a 10 Gbit/s system by proper gain settings of the ONU.

Using VPI [89] a full-scale 10 Gbit/s network was tested. It concerned a system
with limited reconfigurability due split-ratio limitations in the OADM as discussed
in Chapter 4.

Based on the measurement and simulation results and assuming improved filter
response as well as loss parameters of the OADM, no major restrictions limiting the
performance of the complete network are predicted. Although a significant power
penalty is recorded for upstream transmission, still all signals could be received
error-free (BER=10−9). Enhancement of the network with more RNs will be ac-
companied by larger noise accumulation and increased power penalty. Therefore,
when upscaling the network very low-noise amplifiers need to be applied [139].

6The system in Chapter 5 used to evaluate this PP consists of attenuators and amplifiers
which correspond to the loss and gain values of the BBPhotonics and LR-BBPhotonics network
designs. Since those values do not differ much between the two designs, as discussed earlier in
this Section, one can expect similar noise accumulations and resulting power penalties.



Chapter 8

Migration towards
WDM/TDM access network

This Chapter discusses the issues related to the implementation of NGA networks.
In Section 8.1 the hardware upgrade required to migrate from currently de-

ployed fiber-optic access networks to WDM/TDM-PON is described based on [50].
It is followed by a discussion on the economics of the next-generation access net-
works in Section 8.2, which are considered to be the crucial aspect of the FTTx-
based solutions.

8.1 Hardware upgrade

There are different intermediate solutions for FTTH enrollment, like: FTTC, FTTP
or FTTB. For any of the above there is a variety of connectivity topologies, namely
PtP or PtMP (TDM-PON, WDM-PON or WDM/TDM-PON).

The main advantage of PtP (home run) is that, apart from providing a complete
channel with fully symmetric bandwidth per user, all maintenance is in two places
only (CO, ONU) without any interruption to other subscribers in a given network.
However, with respect to PON systems, an extra deployment cost is related to such
installation mainly due to investment in the equipment at the CO.

TDM-PON (either in distributed or cascaded splitter configuration) brings
some alleviation in the initial investment, as some resources (feeder fiber, CO
equipment) are shared among a number of users. Here, the drawback is the reduc-
tion of available bandwidth per user due to a high splitting ratio which divides a
single wavelength channel into user-dedicated time slots.

WDM-PON provides more transmission channels and so the network stretches
to cover larger number of users. Moreover, such network upgrade is not related to
significant ODN costs as the fiber plant can be reused, which is discussed later in
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this Section. Although the amount of feeder fibers is reduced in a WDM-PON, the
amount of equipment in the CO is still large like in a corresponding fiber-PtP.

When considering an ”open access” network model PtP topology enables shar-
ing the infrastructure by a number of service providers simply by assigning a
specific physical link or a group of links to one operator within a given access
network. Therefore, a PtP topology based on a dedicated fiber or a dedicated
wavelength (WDM-PON) is advantageous over PtMP TDM-PON.

Nowadays most of the green-field installations (e. g. in Europe) provide PtP
connectivity as depicted in fig. 8.1a. Thus, when considering new services in the
network a migration scenario to future-proof network is needed. Such upgrade
should be as less noticeable to connected users as possible (short down-time) and
should involve only minor investment.

In order to avoid high cost related to the initial upgrade a transition from PtP
to several TDM-PON systems is proposed. This means that several passive splitters
have to be installed somewhere between the CO and the ONUs. Depending on the
topology it may be a cabinet in the street, building etc. For this purpose a single
fiber can be reused from the previous PtP installation to connect a splitter to the
CO. The PtP links from the splitter to ONUs may reuse the existing fibers and
ducts. In the electric domain the upgrade requires installation of all TDM protocol-
related resources, which may become a significant investment at this stage. On the
other hand, the number of optical sources at the CO is reduced to the number of
feeder fibers as shown in fig. 8.1b. Upgrading a fiber-PtP topology with 128 users
with 100 Mbit/s bandwidth each to two 10GPON systems with 64 split-ratio each,
will result in a similar bandwidth available per user.

The step towards WDM-PON is to exchange the equipment in the splitting
points from passive splitters to wavelength (de-)multiplexers [32] and to imple-
ment an appropriate set of optical sources at the CO as well as wavelength-agile
ONUs. The BBPhotonics Access project upgrades the access network to a hybrid
WDM/TDM scheme which enables easy network scaling, and can provide ca-
pacity on-demand efficiently by means of flexible wavelength routing [50]. There-
fore, passive splitters are changed to reconfigurable OADMs. As explained ear-
lier, each wavelength pair in a WDM/TDM-PON serves a separate PON system
(e. g. GPON). This requires as many OLTs as wavelength pairs. To dynamically
reallocate the bandwidth over all PONs the MC and LCs have to be implemented
at the CO and RNs, respectively, as explained in Chapter 2.

In order to improve the network protection the CO-RN distribution fibers
topology is changed to a ring-shaped topology. Together with the variable 1x2
optical power splitter at the CO, it provides a protection path in case of a fiber
break in the feeder ring. The connectivity at this stage does not change with
respect to the TDM-PON. If some of the feeder fibers pass by the CO as indicated
in fig. 8.1c, the existing fiber plant can be reused leading to lower upgrade costs1.

1When OCDM is considered as a solution for TDM release, as suggested in Appendix A, more
changes in the network are required. It involves the upgrade of the CO and ONUs, where the
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Considering the above, it is clear that the migration towards a high-bandwidth
and wavelength-reconfigurable fiber-optic access layer involves a substantial in-
vestment. However, this shall be eventually outweighed by the additional func-
tionalities offered and, therefore, a return of investment.

8.2 Economics of WDM-PON

It may seem obvious that while driving down the NGA-related costs, such solutions
are becoming more feasible. However, it is not that straightforward to draw a
generic cost model for NGA networks as it depends on several factors:

• deployment scenario: greenfield or brownfield (network upgrade)

• available existing passive infrastructure to be reused: dark fiber, ducts, street
cabinets etc.

• demographics: customer density, required network range etc.

• expected take rate defined as subscribed customers-to-passed customers ratio

• bandwidth demands (i. e. services) determining the choice of network solu-
tion and the resulting CAPEX and OPEX

• network model: open access or exclusive access network

• target group of customers: private, business or mix

• involvement of local authorities and national regulatory issues.

In spite of the proven fact that FTTH services can generate up to 20-30 %
higher average revenue per user (ARPU) than DSL [141], the operators are re-
luctant with FTTH deployment since the economics of rolling out fiber access
(500-1000 €) per termination [27]) require high market shares. In general, this is
not compatible with an effective competition [142] and can be satisfied usually
only by incumbents2. The incumbents can rely on the availability of major net-
work elements needed for NGA, whereas alternative operators still have to invest
to build their own infrastructure or to rent it. The latter one may generate lump-
sum revenues to the incumbent very often owing such infrastructure. Alternative
operators usually face a higher CAPEX also due to their size and risk position. Yet,

encoders and decoders have to be added. Additionally, a single high-speed modulator to produce
the short pulses may be included in the CO, and that requires another stage of AWGs. The RNs
are upgraded with a passive splitter to which all drop ports are connected. The fiber plant does
not require any change, as the existing installation may be used again, which limits the cost of
network upgrade.

2Incumbent - a company with extensive market power who first existed at regulated utilities
with exclusive rights (i. e. monopoly) to serve a given area (e. g. country).
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they may act as first movers in NGA deployments because their current business
model as a whole is under threat.

The open access network model, which enables LLU (in fiber-PtP networks)
or SLU3 (in PtMP networks), is favored by alternative operators as it limits their
initial investment considerably. It is also favored by policy makers as it enables
the exploration of innovation and competition potential. Although the open access
model aims for efficient investment so that the infrastructure is rolled out profitably
with minimum risk for the economy and a maximum reach, it does not seem to
be favorable to the incumbents who are afraid of return on investment (ROI)
decrease after opening newly built infrastructure to their competitors. However,
according to [142] the incumbents can reduce their costs by infrastructure sharing,
increase the profitability of their NGA roll-out and reach this profitability with
a lower level of retail market shares if they provide wholesale services (LLU or
SLU). It suggests that the incumbents’ investment may be supported rather than
undermined through open access requirements and deliver market outcomes that
are more compatible with effective competition at the same time.

The incumbents’ search for wider revenue sources is the major catalyst for
FTTH projects [143]. However, a typical European incumbent does not currently
anticipate large-scale deployment of FTTH and most of them prefer a staged
transition from ADSL to VDSL with FTTH following a few years after.

Municipal fiber networks offer an alternative to the network of the incum-
bent [144]. The deployment of those networks is a result of regional initiatives
very often funded by municipalities and local authorities. The most important
characteristic of municipal networks is open access. Usually, they are based on a
layered model consisting of: service layer (e. g. triple play), active layer (e. g. op-
toelectronics) and passive layer (e. g. ducts). In such model suppliers of network
equipment, services management, and services share the revenues. Alternatively to
the incumbents’ motivation, the principal aims of municipal networks deployment
are: the support to the local business and the local economy, the prevention of
outward migration of businesses and households, the aid to the local government,
health and education, and the provision of a universal high-quality utility service
to the local citizens.

Fair opening of the access networks to all operators has to be addressed by tele-
com regulators by emphasizing the structural limitations of infrastructure-based
competition. Taking into account the expectations of the operators, preferred mod-
els for NGA deployment need to be identified. These should account for SLU at
the metro core locations and LLU at the distribution points.

Passive power splitter architectures rely on complex TDM switching technolo-
gies in the active access equipment in order to achieve communications path to
individual customers. This means that the full LLU (as possible with todays cop-
per access or with a fiber-PtP architecture) is not feasible with such architectures,

3SLU - subloop unbundling, e. g. releasing the drop-fibers (from a splitter to an ONU) to
different service providers.
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which may be a problem for the service providers’ business models. In such cases,
an FTTC architecture with SLU in connection with a wholesale bitstream access
might be a solution. However, as an SLU is possible only with the collocation at
the splitter sites it is expensive especially for the market entrants.

The physical duct and fiber access infrastructure are seen as a natural monopoly
by many regulators, i. e. the huge investment required to build the infrastructure
means that the first provider to install such infrastructure in an area would typi-
cally deter any other entrant and so would end up as an incumbent by default [145].
Additionally, while the fiber infrastructure will be in place for 50 years or more,
the active equipment enabling services across the infrastructure will be on a 5 to
10 year technology lifecycle. Therefore, in order to ensure that consumers gain
the bandwidth and the advantages of emerging services, LLU should be enabled.
This perspective of competition will drive the service providers to explore the
bandwidth that the fiber access infrastructure offers today through deployment
of successive new generations of active access equipment. Only an infrastructure
that allows independent light paths to each customer can enable full LLU. In that
respect wavelength-PtP (WDM-PON) is similar to fiber-PtP.

Assuming the availability of relevant passive infrastructure, the expenses for
network devices in the central office, distribution point and subscriber site become
a major expense. This part of CAPEX is the critical issue in the development of
NGA architectures based on WDM-PON. It demands high take rate of at least
60 % to provide the lowest cost per subscriber per Mbit/s [146].

In table 8.1, based on [29], different PON solutions are compared in terms of
DS and US bit-rates, split ratios and the ONU link cost relative to the cost of
ONU link in a GPON system. There are two basic types of WDM: CWDM which
works with cheap interfaces but only supports up to 18 different wavelengths,
and DWDM whose interfaces are significantly more expensive, but offer up to 162
wavelengths each providing high bit-rate signals. Thanks to the multiwavelength
transmission in a single fiber, deploying WDM equipment helps to overcome fiber
scarcity. It is especially economically feasible where the deployment of additional
fiber is more expensive and usually requires more time than the installation of a
WDM solution, for instance in case of limited amount of lines in a network [142].

The integration of WDM and TDM in one PON system (hybrid WDM/TDM-
PON) can increase the splitting ratio dramatically. From the perspective of un-
bundling WDM/TDM-PON offers optimal solutions, where each operator has its
own wavelengths serving independent TDM-PON systems. Also, the optimum
costs can be achieved when combinations of (C/D)WDM-PONs TDMA with dif-
ferent per-wavelength bit-rates ranging from 1 to 10 Gbit/s will be used [29].

The wavelength-reconfigurable WDM/TDM-PON (BBPhotonics) introduces
the capability of more efficient optical bandwidth utilization. This yields a re-
duction of the resources at the CO with respect to a pure WDM-PON system.
Fewer wavelength channels means fewer transmitters and fewer MUX/DEMUX
ports. However, at the same time the cost of each RN rises as it contains tun-
able filters and electronics which require power supply. This can be provided by a
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Table 8.1: Comparison of different PON systems [29].

System DS/US bit-rate Max. Max. power ONU link
[Gbit/s/λ] splitI budget [dB] costII

GPON 2.5/2.5 64 5 (PIN) 100
EPON 1.25/1.25 32 5 (PIN) 78III

Splitter WDM-PON 10/10IV 32 8 (APD) 242V

AWG WDM-PON 10/10IV 40 10 (PIN) 256V

Multi-AWG PON 10/10IV 40 12 (APD) 300V

CWDM-PON 10/10IV 8 13 (PIN) 122V

CWDM/TDM-PON 1.25/1.25VI 64 11 (APD) 132VII

DWDM/TDM-PON 1.25/1.25VIII 160 11 (APD) 234VII

Ampl. DWDM-PON 10/10IV 40 > 30 (PIN) 280IX

Ampl. DWDM/TDM-PON 1.25/1.25VI 320 > 30 (PIN) 198X

I max. split ratios resulting either from the WDM technology or from the max.
losses for the respective PON design;

II calculated for a dual-ended link, incl. the respective portion of common compo-
nents (the sum of all components divided by the number of ONU links);

III rel. to GPON ONU link cost;
IV dedicated;
V rel. to GPON ONU link cost, calc. for 1 Gbit/s/λ;
VI 250 Mbit/s/ONU for 1:8 split and 2.5 Gbit/s aggregate bandwidth;
VII rel. to GPON ONU link cost, calc. for 2.5 Gbit/s/λ;
VIII 500 Mbit/s/ONU for 1:4 split and 2.5 Gbit/s aggregate bandwidth;
IX rel. to GPON ONU link cost, calc. for 1 Gbit/s/λ, 1 active node, booster and

pre-amp at OLT;
X rel. to GPON ONU link cost, calc. for 2.5 Gbit/s/λ, 1 active node, booster and

pre-amp at OLT;

dedicated connection to the public electric lines as for existing FTTN and FTTP
networks [31]. In the best case, the additional costs of a complete switchable RN
should be balanced by the savings gained at the CO4. Assuming a sufficient split
ratio, the cost of such wavelength-reconfigurable system will be close to the cost
of an amplified DWDM/TDM-PON as indicated in table 8.1.

4Alternatively, one may use a broadcast-and-select scheme where all wavelengths are sent
to all ONUs, and at each ONU the desired wavelength is selected [23]. Due to wavelength-
independent power splitting this approach requires a larger power budget and/or intermediate
optical amplification and wavelength-selective ONUs.
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Chapter 9

Conclusions and further
work

In this Chapter, the conclusions from the research described in the thesis are given,
Section 9.1. It is followed by set of possible future research directions based on the
achieved results in Section 9.2.

9.1 Conclusions

The general conclusion is that the WDM-PON-based solutions, and in particular
wavelength-reconfigurable access networks, have a great potential in satisfying
increasing bandwidth demands. To achieve this in a cost-efficient way the emphasis
has to be put on the optical integration, which enables relatively cheap mass
production. As a result, significantly decreased network hardware costs contribute
to quicker large-scale deployments of NGA solutions and enable access to novel
network services for larger communities.

In this thesis, from technical point of view the concept of a dynamically recon-
figurable WDM/TDM-PON architecture has been proved. This included develop-
ment and testing of novel solutions for a high bit-rate wavelength-agile transceiver
based on different reflective modulation mechanisms and an integrated micro-
ring resonators structure for dynamic wavelength reconfiguration in the RN. The
reflective ONU as well as the ROADM have been applied in the transmission
testbed where a set of proof-of-principle experiments have been performed with
bidirectional multiwavelength transmission of high bit-rate wavelength channels.
Backscattering and backreflections have been extensively examined as one of the
most critical transmission impairments in a single-fiber bidirectional link incor-
porating reflective ONU and solutions towards improvement have been proposed,
realized and tested. The full-scale network model has been implemented in the
simulation software and verified in terms of error-free transmission. Furthermore,
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a migration scenario to a wavelength reconfigurable access network and the eco-
nomical aspects of such network have been discussed.

The detailed results are given below per Chapter.

Chapter 1

• The subscriber needs large and symmetric bandwidth which is a result of
emerging video-related services and P2P traffic.

• The location of the traffic congestion changes on a specific time-scale basis
and the bandwidth needs to be adapted accordingly.

• Current access network installations are a bottle neck in the whole inter-
net communication and a migration from copper-based to fiber-based NGA
networks is required.

• Solutions based on WDM-PON (fixed or reconfigurable TDM/WDM-PON)
are capable of addressing all NGA requirements from service providers and
subscribers’ viewpoint since they combine the advantages of PtP communi-
cation and PtMP infrastructure.

• Wavelength reconfigurability in the access domain improves the efficiency of
the CO resources in a WDM-PON system and enables larger system loads.

• Network operators understand the need for fiber-optic access and an increase
in FFTx deployment projects is noticed.

Chapter 2

• The BBPhotonics access network architecture aims to provide the end-users
with high bandwidth available on-demand thanks to a dynamic wavelength
reallocation.

• The wavelength reconfigurability requires wavelength-flexible nodes and
colorless ONUs supported by a proper choice of wavelength set.

• The BBPhotonics access network is a stack of coloured TDM-PON systems
where any ONU can be assigned to any OLT by proper network control and
management protocol.

Chapter 3

• WDM-PON-based systems demand wavelength-independent ONUs among
which laser-free reflective transceivers in combination with centralized light
generation are the most promising ones in terms of cost-efficiency.

• OOK is the most favorable modulation scheme in the access domain as it
works with only simple direct receivers.
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• Due to fundamental limitations an RSOA is capable of modulation speeds
up to a few Gbit/s, and for modulation speeds reaching 10 Gbit/s different
approaches for reflective ONUs are proposed: REAM and MIM.

Chapter 4

• The examined ROADM is capable of providing unicast and multicast (incl.
dynamic reconfiguration) operation with an uninterrupted service provision-
ing for a vast range of high bit-rate wavelength channels.

• Although it is obvious that such critical parameters as loss, filter response
and temperature stability of the ROADM need to be improved, the micro-
ring resonators reveal a great potential as cost-efficient wavelength-switching
devices.

Chapter 5

• In terms of potential impairments, the most critical communication in the
BBPhotonics network is in the US path.

• The accumulated ASE noise coming from a cascade of optical amplifiers in
the DS CW and US data transmission adds a substantial power penalty at
the CO receiver and is considered as the main impairment in the designed
network.

• Since an access network concerns fiber-distances of max. 20-30 km, a sig-
nificant power penalty is caused by interferometric crosstalk as a result of
backscattering, which is a characteristic impairment in a system with cen-
tralized light generation, reflective ONUs and bidirectional transmission over
a single-fiber.

• Another factor which may degrade the US receiver performance is the limited
extinction ratio of the US transceiver.

Chapter 6

• The interferometric crosstalk which results in phase-induced amplitude vari-
ations arises from backscattering and/or backreflections and it is especially
critical in links deploying RSOA.

• The interferometric crosstalk can be reduced by coherence disruption due to
additional high frequency phase modulation of the optical carrier which in
electrical domain results in shifting the noise out of data bandwidth.

• With respect to phase modulation at the laser a novel, cost-efficient and
easy to implement method based on RSOA bias dithering shows a greater
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potential in interferometric noise reduction in an RSOA-based WDM-PON
system.

• The RSOA bias dithering technique is especially efficient in links where the
danger of coherent crosstalk is high (e. g. discrete reflections), and in case
of incoherent-type of crosstalk (e. g. RBS) phase modulation at the laser is
more favorable.

Chapter 7

• The proof-of-concept transmission experiments have been successfully per-
formed on the BBPhotonics access network testbed showing error-free US
and DS bidirectional WDM transmission 1.25-10 Gbit/s wavelength chan-
nels over 27 km SSMF in different wavelength allocation schemes.

• The analysis of the obtained results confirmed the interferometric crosstalk,
the extinction ratio and the ASE noise to be the key contributors to the
overall power penalty in the US path, whereas the DS path does not suffer
much from any such impairments.

• In the 1.25 Gbit/s system the influence of BS was effectively reduced by
proper phase modulation, and in the 10 Gbit/s system similar improvement
was achieved by proper gain settings at the ONU.

• The simulation results of the BBPhotonics architecture with reduced re-
configuration capabilities (LR-BBPhotonics) suggest error-free DS and US
communication with all ONUs in the network.

• Assuming improved characteristics of the ROADM, no major restrictions
limiting the performance of the complete network have been predicted.

Chapter 8

• Yet still not cost-competitive to current solutions, WDM-PON systems con-
stitute next step in the migration towards high bandwidth access networks
and, therefore, a clear upgrade scenario is needed.

• Flexible WDM/TDM-PON systems introduce efficient OLT resources uti-
lization through dynamic wavelength allocation and, therefore, cost-efficiency
with respect to wavelength-fixed WDM systems.

• With respect to network components the emphasis has to be put on the
cost-reduction of the equipment in the CO, RN and especially ONU where
the largest cost-savings can be achieved by optical integration.
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9.2 Further work

In course of the work on the BBPhotonics access architecture concept, few research
aspects were left unexplored or respective improvement directions were indicated.
These are:

• The development of an MIM-based transceiver for a reflective ONU

• The implementation of higher order micro-ring resonators structure in the
ROADM with improved filter response (improved multicast capability)

• The investigation of the influence of backscattering on the performance of
the link with REAM and R-SOA-EAM

• The implementation of OCDMA in the BBPhotonics network, as suggested
in Appendix A, and related enhancement of the BBPhotonics testbed.
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Appendix A

Optical code division
multiple access-extended
BBPhotonics network
architecture

The constraints originating from the time-slotting of the data from/to different
users operating in TDM mode on the same wavelength (WDM/TDM) still re-
quires a complex control and management layer. Optical code division multiplex-
ing (OCDM) may alleviate this issue. Optical codes enable users to asynchronously
access the network via optical orthogonal codes. This reduces the complexity be-
cause, for instance, strict time-scheduling is not needed in the network anymore.
Moreover, it facilitates network scalability because OCDMA has soft capacity
properties, i.e. no hard user limit is present at the expense of multiple user in-
terference.

Let us consider the traffic handling in the BBPhotonics network, where DS
traffic is centrally controlled at the CO while medium access has to be provided in
case of US traffic. Shared access in BBPhotonics is enabled via TDMA on WDM.
Instead, optical codes are proposed which rely on communication via a unique
and (pseudo-)orthogonal code. In an optical code (OC) transmission system, the
unique OC signs a logical one or both data bits depending on the modulation
scheme. The orthogonality of the code allows the carrier to be asynchronously
shared with other users on the network. OCDMA has its primary application in
the access network because it offers cost-effective network deployment and manage-
ment combined with physical layer security [147]. In this case, deploying OCDMA
on BBPhotonics enables broadcasting the data in the DS direction. Moreover,
on top of WDM it allows code re-usage per wavelength channel. It is clear that
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OCDMA offers potential benefits to the reconfigurable BBPhotonics architecture
as it alleviates the network from complex time-management schemes while offer-
ing dynamic networking behavior, inherently introducing transmission security and
enabling fully symmetric communication channels, that is, bandwidth is equally
available for US and DS traffic. A dynamical assignment of different codes may be
used to obtain a variable quality of service (QoS) level per user.

A.1 Two-dimensional incoherent optical coding

Many different OCDMA systems have been demonstrated which may be classified
by their coding principle, coding domain, optical sources, and en/decoder (E/D)
implementation [148]. Taking a migration scenario into account, the aim in this
work is to implement an optical coding technique which has the least impact on the
BBPhotonics architecture while providing a solid performance. As a result a 2-D
time-wavelength incoherent OCDMA system is considered with fully integratable
E/Ds [149]. A four-user scenario has been experimentally demonstrated for such
a system with a 2.5 Gbit/s channel per user employing multi-wavelength optical
pulses which are matched to the 50 GHz ITU grid. It has been shown that for
similar systems the number of simultaneous users can be significantly increased
by using a number of different techniques [150]. From hereon the implementation
of [149] in BBPhotonics is discussed because the bandwidth of active components
in the network only allows for 2-D codes constructed by four wavelengths.

Essentially, the 2-D time-wavelength optical codes are constructed by short
pulses which are arranged in time at four different wavelengths according to a
hopping sequence. At the transmitter-side (TX) the binary source data is modu-
lated via OOK thus a 2-D optical code is transmitted to represent a logical one
and no information is sent in case of a logical zero. At the receiver-side (RX)
the opposite time-delay configuration is used to reconstruct a high-intensity data
signal via the incoherent summation of the pulses.

On the physical level, a multi-wavelength source produces a short-pulse train,
which is modulated by an external modulator. The pulses are then encoded, via
the method described above, after which they are denoted chips. During the encod-
ing process, firstly the pulses are de-multiplexed by a wavelength demultiplexer
(DEMUX) and most of them are given a defined time delay greater than zero.
Then, the time-shifted pulses are combined by a wavelength multiplexer (MUX).
This three-step operation is performed in a single device denoted encoder. The
receiver subsequently decodes the received data stream by re-arranging the opti-
cal pulses with the opposite time-delays. Since the photodetector is wavelength
agnostic, the incoherent summation of pulses at different wavelengths results in
a high-intensity output (autocorrelation peak, ACP). Note that this only occurs
for matched delays, and, of course, amplification is required at various stages of
the setup in order to compensate for losses in the system. The codes have been
designed in such a way that a non-matched set of delays results in a low-intensity
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output (crosscorrelation peak, CCP). In other words, if encoded data is received
from other users, only the CCP is detected. The CCP should therefore be as close
to zero as possible through rigorous code design and accurately tuned encoders
and decoders. An optical thresholder can be used in combination with optical time
gating before detection in the receiver to virtually eliminate the detrimental ef-
fect of other users and as such improving the performance. Optical thresholding
is preferred in such systems over optical time gating because the latter requires
synchronization on a chip level and, therefore, effectively removes the advantage
OCDMA has over TDMA [151].

A.2 Implementation of two-dimensional OCDMA
in BBPhotonics network architecture

The system in [149] employs a mode-locked supercontinuum (SC) and spectral slic-
ing to generate the multi-wavelength pulses. Four 50 GHz thin film filters (TFFs)
are used to slice the SC spectrum according to the ITU grid. The pulses have a
width of 9.5 ps before they are launched into the encoder. The encoder operates
with a maximum pulse width of 9.8 ps in order to fit 41 chips in a 400 ps bit slot
of a single carrier-hopping prime code according to [152]. A fiber-based encoder is
employed using components such as passive splitters and fiber delay lines (FDLs),
and only a DS scenario is evaluated by the authors.

According to the system in [149] four wavelengths (a quadruple) are required
to construct 2-D codes per US and DS band in BBPhotonics. As a result, a total
optical bandwidth of 2×4×FSROADM = 4 THz is required for deployment. Well-
known pre- or post-dispersion compensation schemes may be required in order to
compensate relative wavelength drifts because of the large total optical bandwidth.
If we consider at least one shared pair of quadruples per RN, then a minimum of
4(RNs)×8(2×4) = 32 wavelengths need to be continuously available. This number
increases if dynamic bandwidth provisioning is enabled in the OCDMA/WDM
network such that more than one pair of quadruples is provided per RN.

Central office

In the BBPhotonics design, the CO is readily equipped with an array of multi-
wavelength sources as shown in Chapter 2 for the US and DS traffic hence these
available optical resources should be reused in order to meet the system require-
ments of [149]. As mentioned before, additional optical sources may be required
depending on the demands in the network. A revised architecture of the CO is
shown in fig. A.1 in which communication via 2-D optical codes is enabled.

Basically, all sources are operated in CW mode after which a single external
modulator produces the pulse train at all wavelengths simultaneously with pulses
smaller than 10 ps. The MUX and DEMUX operations are done by using AWGs
with a matching channel spacing. For sake of simplicity, the upper half of the
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Figure A.1: Central office enabling 2-D OCDMA in BBPhotonics.

pulsed wavelength channels are directly multiplexed toward the single output of
the CO. Therefore, these channels constitute the un-modulated and non-coded
US bands. The lower half of the channels are encoded and modulated for DS
data transmission. Alternatively, the multi-wavelength array in fig. A.1 can be
replaced by SC sources or individual mode-locked laser diodes (MLLDs) which
would replace all components in the dashed box. The SC sources used in [149]
provide pulses with a relatively flat spectrum of about 12 nm which are spectrally
sliced. As such only several SC sources are required with respect to the total optical
bandwidth of the system. Another option may be the recently shown ultra-fast
integrated MLLDs fabricated in InP/InGaAsP [153]. These stable, compact and
small footprint pulse sources introduce a cost-reduction regarding the required
optical hardware at the transmitter.

Additionally, compared with the system in [149], the encoder and decoder in
fig. A.1 may be equipped with AWGs as (DE-)MUX components instead of passive
splitters and TFFs. Large-port AWGs are well-known devices and can be easily
combined with tunable delay lines on a single photonic chip with other optical
functions and may provide lower device losses.

Remote node

The OADM in the RN operates in a similar way as in the basic BBPhotonics
design given in Chapter 2, so the periodicity of the OADM is used to drop all 8
equally-spaced wavelengths. The wavelengths constituting the US and DS band are
alternatively positioned in the optical spectrum and spaced by FSROADM . The
use of optical codes in the network prohibits an US wavelength band to be dropped
at multiple ports of one or more OADMs because user data is asynchronously
multiplexed in the US direction. In other words, modulated US data arriving at
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Figure A.2: Remote node enabling 2-D OCDMA in BBPhotonics.

1

MZ duplexer
micro-ring
resonator

control and
management

drop
fiber

τ
τ
τ
2

3

AWG

upstream data

τ

τ
τ

4

5

6

SOA REAMAWG

downstream
dataPDAWG AWG

∆τ
1

MZ duplexer
micro-ring
resonator

control and
management

drop
fiber

τ
τ
τ
2

3

AWG

upstream data

τ

τ
τ

4

5

6

SOA REAMAWG

downstream
dataPDAWG AWG

∆τ

Figure A.3: Architecture of the optical networking unit enabling 2-D OCDMA in
BBPhotonics.

a first port may not be partly dropped at a second port because it would cause
significant interference. In case of the original TDMA this was allowed because the
use of access control via time management schemes. As a result of this restriction,
an N : M passive coupler is added to the RN in order to broadcast all dropped
wavelengths to the M connected ONUs as shown in fig. A.2 for the revised RN
architecture.

As shown, all N outputs of the OADM are connected to the passive coupler
to enable dynamic bandwidth-on-demand provisioning by dropping multiple US
wavelength bands. If only one port is operated, all M ONUs can asynchronously
access the network via the single broadcasted four-wavelength US band. If two
or more ports are operated, multiple wavelength bands are dropped which can
be accessed by all ONUs using their optical code. The multiplexed encoded data
streams in the US direction are automatically blocked by all ports not tuned to
the correct wavelength band.

Optical networking unit

As mentioned in Chapter 3 the ONU is equipped with a reflecting modulator. A
reflective 2-D OCDMA ONU is shown in fig. A.3, which enables the system to be
used in a reflecting configuration on top of a reconfigurable WDM scheme. The
filter pattern layout of the architecture is shown in fig. A.4.
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Figure A.4: Filter scheme applied in the the optical networking unit enabling 2-D
OCDMA in BBPhotonics.

The principle of operation is as follows. The micro-ring resonator has the same
FSR and drop band as the OADM, therefore, it can tune to the same wavelength
band. The periodicity of the tunable MZ duplexer equals to 2 × FSROADM and
it is used to de-multiplex the US and DS channels at its two outputs. Both are
controlled by a control and management block. The modulated and encoded DS
data is processed by a decoder while the un-modulated and non-coded pulse train
is processed by the reflective encoder. The reader should note that the time-delays
in the reflective encoder are half of the required time shifts at a regular encoder
because after amplification by the SOA and modulation by the REAM the pulses
pass the encoder for the second time. As a result, the reflective encoder is half the
size of a regular encoder. The AWGs with a channel spacing of 2 × FSROADM

ensure the correct de-multiplexing of the pulses at the encoder. Note that the data
signal that drives the REAM needs to be adequately timed in order to provide a
correct “gating” of the incoming unmodulated pulse train. This only needs to be
once since the time delay between CO and ONU may be considered as fixed.



Appendix B

RSOA simulation model

In the simulation software a transmission-line laser model (TLLM) is used to
describe the behavior of an SOA [89]. The idea of a TLLM is based on the algorithm
design methods introduced by Johns and Beurle in their transmission-line matrix
method of simulating microwave cavities in the time-domain by using meshes of
transmission-lines [154,155]. In a transmission line model, a device is separated in
longitudinal sections which are simulated separately [156]. In each section, gain,
loss and noise are calculated, after which the results are passed on to the next
section via a transmission-line, representing the waveguide propagation delay. In
the sections, a laser model is used to calculate the influence of this section on
the optical signals, taking all other parameters constant. Of course the internal
reflections in these sections are ignored. The number of sections a SOA is divided
in depends on the sampling frequency. Each section is regarded as a spot, which
reduces calculation time drastically. The most important assumption taken in the
TLLM is that the generated carrier-density by drive current is homogeneous over
the entire device length.

The parameters of the model are given in table B.1.
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Table B.1: RSOA model parameters [62].

Parameter Value

laser chip length 505.56 · 10−6 m
active region width 1.2 · 10−6 m
active region thickness 0.056 · 10−6 m
MQW confinement factor 0.045
group effective index 3.0
left facet reflectivity 10−7

right facet reflectivity 0.3
optical coupling efficiency 0.5
fixed internal loss 1000 m−1

MQW material linewidth enhancement factor 3.0
MQW differential refractive index −1.11 · 10−26 m3

chirp reference carrier density 2.0 · 1024 m−3

current injection efficiency 1.0
bimolecular recombination coefficient 2.0 · 10−18 m3s−1

Auger recombination coefficient 1.3 · 10−41 m6s−1

linear material gain coefficient 6.7 · 10−20 m2

transparency carrier density 2.0 · 1024 m−3

nonlinear gain coefficient 1.0 · 10−22 m3

nonlinear gain time-constant 200 · 10−15 s
gain coefficient spectral width 1.0 · 1013 Hz
population inversion parameter 2.0
spontaneous emission spectral width 4.7 · 1012

initial carrier density 1.0 · 1024 m−3

carrier capture time-constant 70 · 10−12 s
carrier escape time-constant 140 · 10−12 s



Appendix C

The BBPhotonics testbed

Figure C.1: The BBPhotonics testbed in the Network Laboratory, COBRA Re-
search Institute, Eindhoven University of Technology, The Netherlands, April 2009.
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P. J. van Veldhoven, R. Nötzel, and M. K. Smit. InP-based polarization
insensitive tunable duplexer and integrated reflective transceiver. In Proc.
ECIO 2007, pages 1–4.

[77] L. Xu, M. van Heijningen, G. van der Bent, P. J. Urban, X. J. M. Lei-
jtens, E. Smalbrugge, T. de Vries, R. Nötzel, Y. S. Oei, H. de Waardt,
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Acronyms

Abbreviation Description

10GPON 10 Gigabit PON
ACP Autocorrelation peak
ADSL(2 ,2+) Asymmetric DSL (2, 2+)
APON see ATM-PON
ARPU Average revenue per user
ASE Amplified spontaneous emission
ATM Asynchronous transfer mode
AWG Arrayed waveguide grating
BBPhotonics Freeband Broadband Photonics Project
BBS Brillouin BS
BER Bit error rate
BERT Bit error rate tester
BPF Band-pass filter
BPON Broadband PON
BPSK Binary PSK
BS Backscaterring
BtB Back-to-back
CAPEX Capital expenses
CCP Crosscorrelation peak
CD Chromatic dispersion
CO Central office
CPE Customer premises equipment
CW Continuous wavelength
CWDM Coarse WDM
CW Continuous wavelength

continued on the next page –
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– continued from previous page
Abbreviation Description

DAC Digital-to-analog converter
DEMUX Demultiplexer
DFB Distributed feedback
DPSK Differential PSK
DS Downstream
DSL Digital subscriber line
DUT Device under test
DWDM Dense WDM
EAM Electro-absorption modulator
EDFA Erbium doped fiber amplifier
ER Extinction ratio
EPON Ethernet PON
FBG Fiber Bragg grating
FDL Fiber delay line
FP-LD Fabry-Perot laser diode
FSR Free spectral range
FTTC/B/H/N/P/X Fiber-to-the-curb/building/home/node/premises/X
FWA Fixed-wireless access
FWHM Full width at half maximum
FWM Four-wave mixing
GbE Gigabit ethernet
GPON Gigabit PON
HDTV High-definition television
HE Headend
HFC Hybrid-fiber coax
HSI High speed internet
ICT Information and communication technology
IL Insertion loss
IM Intensity modulation
IRZ Inverted return-to-zero
ISI Inter-symbol interference
ITU International Telecommunication Union
LC Local controller
LD/TE Lase diode/temperature controller
LEF Linewidth enhancement factor

continued on the next page –
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– continued from previous page
Abbreviation Description

LLU Local loop unbundling
LPF Low-pass filter
LR-BBPhotonics Limited reconfigurability BBPhotonics network
MAC Medium access control
MC Master controller
MEMS Microelectromechanical switch
MIM Michelson-interferometer modulator
MLLD Mode-locked laser diode
MQW Multiple quantum well
MR Microring resonator
MUX Multiplexer
MZ Mach-Zehnder
MZI MZ interferometer
MZM MZ modulator
NF Noise figure
NGA Next generation access
NRZ Not-return-to-zero
OADM Optical add-drop multiplexer
OC Optical code
OCDM Optical code division multiplexing
OCDMA Optical code division multiple access
ODN Optical distribution network
OFSK Optical frequency shift keying
OLT Optical line termination
ONT Optical network termination
ONU Optical networking unit
OOK On-off keying
OPEX Operational expenses
OSA Optical spectrum analyzer
OSNR Optical signal-to-noise ratio
OSP Outside plant
P2P Peer-to-peer
PC Polarization controller, personal computer
PCB Printed circuit board
PDL Polarization dependent loss

continued on the next page –
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– continued from previous page
Abbreviation Description

PM Power meter
PMD Polarization-mode dispersion
PON Passive optical network
POTS Plain old telephone service
PP Power penalty
PPG Pulse pattern generator
PRBS Pseudo-random bit sequence
PSK Phase shift keying
PtMP Point-to-multi-point
PtP Point-to-point
QoS Quality of service
RBS Rayleigh BS
REAM Reflective EAM
RF Radio frequency
RL Return loss
RN Remote node
ROADM Reconfigurable OADM
ROI Return on investment
R-ONU Reflective ONU
ROP Received optical power
RSOA Reflective SOA
R-SOA-EAM Reflective SOA-EAM
RX Receiver
RZ Return-to-zero
SBS Stimulated BBS
SC Supercontinuum
SCH Separate confinement heterostructure
SCM Subcarrier multiplexing
SCR Signal-to-crosstalk ratio
SDTV Standard definition television
SLU Subloop unbundling
SMA Subminiature version A connector
SNR Signal-to-noise ratio
SOA Semiconductor optical amplifier
SP Service provider

continued on the next page –
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– continued from previous page
Abbreviation Description

SPM Self-phase modulation
SRS Stimulated Raman scaterring
SSMF Standard single mode fiber
TDM Time division multiplexing
TDMA Time division multiple access
TE Transverse electric
TFF Thin-film filter
TLLM Transmission-line laser model
TM Transverse magnetic
TW Traveling-wave
TX Transmitter
US Upstream
USB Universal serial bus
UDP User datagram protocol
VCSOA Vertical-cavity SOA
VDSL2 Very high speed DSL 2
VOA Variable optical attenuator
VoD Video-on-demand
VoIP Voice-over-internet protocol
WAN Wide area network
WDM Wavelength division multiplexing
XGM Cross-gain modulation
XPM Cross-phase modulation



166



Acknowledgements

I take this opportunity to express my gratitude to all the people who contributed
in many ways to this book.

I am very grateful to my promotor, prof. Ton Koonen, who offered me the
opportunity to do the research presented in this book. I wish to cordially thank
to my direct daily supervisor and the first co-promotor, dr. Huug de Waardt, for
fruitful discussions, technical excellence and very supportive attitude. I would like
to thank to my second co-promotor, dr. Gerlas van den Hoven, whose presence in
the research group added a unique flavor to the project.

I am grateful to the rest of my PhD Committee, prof. Josep Prat, prof. Stuart
Walker, prof. Harm Dorren, and prof. Meint Smit, who approved this work.

I also acknowledge the Freeband Consortium for financing my position as a
PhD researcher in the BBPhotonics project at the COBRA Institute.

I received a lot of support from office- and group-mates, technicians, secretaries,
and all the rest of TU/e colleagues and students, IEEE LEOS Benelux Student-
Board members, BBPhotonics project members as well as my friends and my
family from Poland and my friends from the Netherlands. It is simply impossible to
mention all of You by name here. A great part of You came from different countries
from all over the world which made my stay in the Netherlands and work in
Eindhoven an unrepeatable experience. Thank You for discussions, collaboration,
fun and joy.

I owe direct thank-you to Bas Huiszoon who has supported my existence in
the Netherlands throughout the time.

I am especially thankful to Marta, the beloved friend, who never stopped be-
lieving in the success of my work and assisted me in every single step.



168



Curriculum vitae

Patryk Urban was born in Szczecin, Poland, in January 1981. He received
the M. Sc. Eng. diploma in Electrical Engineering from the Szczecin University
of Technology, Szczecin, Poland, in 2004, where he was also a student assistant
in 2003-2005 in the Optical Telecommunication and Photonics Group. In 2004
he graduated from Post-M.Sc. studies in Pedagogy at the University of Szczecin,
Szczecin, Poland, and in 2004 he joined doctoral studies at Szczecin University
of Technology in the field of nonlinear optics. In 2005 he moved to the COBRA
Research Institute at the Eindhoven University of Technology, the Netherlands
and started his research in optical access networks.

During the period as a Ph. D. researcher at the COBRA Research Institute he
worked on the subject of next-generation broadband access network architectures
involving network reconfigurability and bandwidth on-demand provision under the
Broadband Photonics project. He also participated in KM3Net project which was
focused on a high bitrate data transmission using reflective modulation scheme in
submarine system.

He acts as a reviewer for the IEEE Photonics Technology Letters, the IET
Electronics Letters and the IET Optoelectronics, and since 2007 he has been a
journalist to the Polish Section of IDG ComputerWorld and NetWorld ICT maga-
zines. He authored and co-authored over 30 scientific journal and conference papers
as well as 10 popular-science papers on optical access networks. Since 2005 he has
been an IEEE Student Member and in years 2006-2008 a member of IEEE/LEOS
Benelux Student Chapter Board and a correspondent to IEEE Region 8 News.



170



List of publications

All publications are ranked chronologically per classification.

Books

1. Progress in optical devices and materials: Proceedings 2007 Annual Workshop
of the IEEE/LEOS Benelux Chapter, Technische Universiteit Eindhoven,
May, 2007. Editors: B. Huiszoon, P. J. Urban, and C. Caucheteur.

Refereed contributions

Journals

2. B. Huiszoon, P. J. Urban, H. de Waardt, J. Aracil, Optical Code Transmis-
sion Using Reflective SOA, Submitted to IEEE Photon. Technol. Lett., pp.
1-3, September 2009.

3. P. J. Urban, F. M. Huijskens, G. D. Khoe, A. M. J. Koonen,
and H. de Waardt, Reconfigurable WDM/TDM access network providing
10-Gbit/s/λ over 27-km SSMF with colorless ONU, Accepted for IEEE Pho-
ton. Technol. Lett., pp. 1-3, May 2009.

4. P. J. Urban, G. D. Khoe, A. M. J. Koonen, and H. de Waardt, Interferomet-
ric crosstalk reduction in an RSOA-based passive optical network, IEEE/OSA
J. Lightw. Technol., vol. 27, no. 22, pp. 4943-4953, November 2009.

5. P. J. Urban, B. Huiszoon, R. Roy, F. M. Huijskens, E. J. Klein, G. D. Khoe,
A. M. J. Koonen, and H. de Waardt, High bitrate reconfigurable WDM ring-
shaped access network, IEEE/OSA J. Opt. Commun. and Netw., Special
issue on Optical Networks for the Future Internet, vol. 1, no. 2, pp. A143-
A159, July 2009.

6. N. Calabretta, P. J. Urban, D. H. Geuzebroek, E. J. Klein, H. de Waardt,
and H. J. S. Dorren, All-optical label extractor/eraser for in-band labels and



172 LIST OF PUBLICATIONS

160 Gbit/s payload based on micro-ring resonators, IEEE Photon. Technol.
Lett., vol. 21, no. 9, pp. 560-562, May 2009.

7. P. J. Urban, M. M. de Laat, F. M. Huijskens, G. D. Khoe, A. M. J. Koonen,
and H. de Waardt, 1.25 Gbit/s Transmission over an access network link
with tunable OADM and a reflective SOA, IEEE Photon. Technol. Lett.,
vol. 21, no. 6, pp. 380-382, March 2009.

8. E. J. Klein, P. J. Urban, G. Sengo, L. T. H. Hilderink, M. Hoekman, R. Pel-
lens, P. van Dijk, and A. Driessen, Densely integrated microring resonator
based photonic devices for use in access networks, Optics Express, vol. 15,
no. 16, pp. 10346-10355, August 2007.

International conferences

9. B. Huiszoon, P. J. Urban, H. de Waardt, and J. Aracil, Simulation results of
bidirectional transmission on PON: Optically-encoded WDM channels and
RSOA-based ONU, Submitted to Optical Fiber Communication Conference
(OFC) 2010, March 2010, San Diego, CA, USA.

10. P. J. Urban, F. M. Huijskens, M. M. de Laat, G. D. Khoe, A. M. J. Koonen,
and H. de Waardt, Experimental demonstration of a 10 Gbit/s/wavelength
27 km-reach WDM/TDM-PON based on reconfigurable OADM and colorless
ONU, Proc. European Conference and Exhibition on Optical Communication
(ECOC) 2009, paper 7.5.2, September 2009, Vienna, Austria.

11. M. M. de Laat, R. L. Duijn, E. G. C. Pluk, G. N. van den Hoven, P. J. Urban,
and H. de Waardt, FlexPON: a hybrid TDM/WDM network enabling dy-
namic bandwidth reconfiguration using wavelength routing, Proc. European
Conference and Exhibition on Optical Communication (ECOC) 2009, paper
1.6.3, September 2009, Vienna, Austria.

12. P. J. Urban, F. M. Huijskens, G. D. Khoe, A. M. J. Koonen,
and H. de Waardt, Transmission of 10 Gbit/s per wavelength in a hybrid
WDM/TDM access network providing bandwidth on-demand, Proc. Inter-
national Conference on Transparent Optical Networks (ICTON) 2009, paper
Tu.C5.6, Portugal, San Miguel Island.

13. N. Calabretta, P. J. Urban, D. H. Geuzebroek, E. J. Klein, H. de Waardt,
and H. J. S. Dorren, All-optical label extractor/eraser for in-band labels
and 160 Gbit/s payload based on micro-ring resonators, Proc. Optical Fiber
Communication Conference (OFC) 2009, paper OWV4, March 2009, San
Diego, CA, USA.

14. P. J. Urban, G. D. Khoe, A. M. J. Koonen, and H. de Waardt, Flexible
optical access networks: towards the next generation, Proc. ICT Connects:
Next Generation Access Networks 2008, November 2008, Lyon, France.



LIST OF PUBLICATIONS 173

15. L. Xu, M. van Heijningen, G. van der Bent, P. J. Urban, X. J. M. Lei-
jtens, E. Smalbrugge, T. de Vries, R. Nötzel, Y. S. Oei, H. de Waardt,
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