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ABSTRACT. In this paper, we prove rigorously the fast-reaction
asymptotics A — oo for a reaction-diffusion system having a nonlin-
ear production term with very rapid reaction rate A\. We derive the
limit PDE system and prove the uniqueness of its solutions. The
key tools of our analysis include (uniform w.r.t. \) L'-estimates for
both ¢ and w and a balanced formulation, where combinations of
the original components which balance the fast reaction are used.
The results reported here answer some open questions raised by
T.I. Seidman in the paper [16].

1. INTRODUCTION

If an irreversible chemical reaction A + B — ' is very much faster
than diffusive mass transport, one expects to see a separation into re-
gions where A is present with B almost non-existent and vice versa,
with a narrow separating interfacial reaction zone where diffusion brings
the components together. This is often then modeled by a free bound-
ary problem. We are here concerned to justify that model by consider-
ing the existence of a limit for the ‘true’ situation with fast but finite
reaction rate.

1991 Mathematics Subject Classification. Primary: 35B25, 35K57, 35R35; Sec-
ondary: 92E20, 80A30.
Key words and phrases. Singular perturbations, reaction-diffusion system, fast-
reaction limit, exploding source term, free-boundary problem.
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2 THOMAS I SEIDMAN AND ADRIAN MUNTEAN

As a specific model problem we are considering the chemical reaction
2A 4+ B — products following the reaction path

(1) A+BAC, A+ C 5 products

involving an intermediate compound C. Here A, i denote rate constants
for the reactions; the reaction rate for the fast reaction is given by
A > 1 with time scaled so u = 1 for the slower reaction. We will then
be interested in the asymptotics for the reaction-diffusion problem as
A — oo. [If there is indeed convergence to a limit, one might hope that
this limit solution can be computed more easily than a solution with
large finite A and will provide a good approximation for that.]

The situation indicated in (1) is rather basic — it enters as a distinct
component in a variety of complex chemical scenarios where different
slow and fast characteristic reaction times interplay with a moderate
characteristic transport time. We refer the reader to standard mono-
graphs like [6] and [8] for concrete examples of (1), but also to the
celebrated paper by Nernst [14] where similar problems were addressed.

A few questions arise naturally here (see also [16]):

Q1) What happens with the reaction-diffusion system as A — 0o?

Q2) Can we show some convergence of the solution vector to a limit?

Q3) Is there a well-defined characterization of the limit system?

Q4) How can we approximate numerically in an efficient way the
solutions of the limit system?

(Q5) What happens with the system as ¢ — oo? Is this at all related

to the asymptotics as A — 00?

The target of this paper is to address the questions (Q1)—(Q4).

[For the model reaction-diffusion system (2)—(4) one might addition-
ally consider (a) analysis of the initial transient, (b) singular perturba-
tion analysis of the fine structure of the interface for large finite A and
its regularity (especially through topology changes) for the limit solu-
tions, (c¢) the dynamics of this free boundary, (d) stability of the steady
state solutions, (e) Bodenstein (QSSA) approximation, and other re-
lated questions — including (Q5), which remains open at present. We
note that we will here be assuming equal diffusion constants as neces-
sary for the present approach, but one would obviously be interested
in all of these questions in the more general setting.]

Note that many things are already known for the stationary version of
our reaction-diffusion system; for this we refer the reader to [17, 12, 16].
However, none of the techniques developed there or in other papers
where the fast reaction asymptotics is dealt with analytically (as, e.g.
(2, 5, 7, 13]) are applicable to the non-stationary case presented here:
conceptually new estimates are needed in order to be able to pass to

(
(
(
(



FAST-REACTION ASYMPTOTICS 3

the limit A — oo. The results we report here answer some of the open
questions raised by the first author in [16]. In particular, we will use
a compactness argument to show subsequential convergence and then
a uniqueness argument to show that one actually has convergence as
A — o00. Of course, for the compactness argument we will need some
estimates uniform in A and our first efforts will go toward these.

The paper is organized as follows: Section 2 formulates the specific
model system we are analyzing and notes our hypotheses. In Section 3
the uniform estimates needed to pass to the limit A\ — oo are obtained
and in Section 4 a compactness argument is applied to show subsequen-
tial convergence. In Section 5.1 we then derive a new system related to
the limit solutions and prove the uniqueness of its (weak) solutions in
Section 5 and so convergence as A — oo. Finally, in Section 6 we com-
pare the computational use of the original system (with A\ very large)
and some related systems in illustrating the behavior of the concen-
tration profiles and of the developing interface separating the species
A and B. An Appendix (Section 7) gives the proof of the abstract
compactness theorem used in Section 4.

2. FORMULATION

We denote by u(z,t), v(z,t), w(x,t) the molar concentrations of the
chemical species A, B, C, respectively, at position z € € and time
0 <t < T where Q is a bounded spatial region in R and T' > 0 is fixed
but arbitrary; thus we have (z,t) € Q@ = Qr = [0,7] x Q. Our model
is then the following system of reaction-diffusion equations on Q7:

((uy = Au —duv —uw in Qr

u = a onl0,7]xIy
Uy, 0  on [0, 7] x [0Q\ T 4]
L u = uy at {t=0}xQ,

(2)

vy, = Av —Auv in Qp

v g onl[0,T]xTp

vy 0 on[0,7] x [0\ 'g]
v = v at{t=0}xQ,

wy = Aw HAuv —uw in Qr
(4) w, = 0 onl0,7] x 00N
w = wy at{t=0}xQ.
where ' 4, I'g are disjoint relatively closed, nonempty subsets of 9f).

It will be occasionally be convenient to write u*,v*,w* to indicate
the dependence on X of the solutions u, v, w; we will write ¢ := ¢* for
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the production term A\uv. On OS2, f, denotes outward flux V f-v, where
v is the exterior normal vector to 0f2.

We will view the data as extended to all of Q7 so ug, vg and wy
denote functions on @1 satisfying the homogeneous partial differential
equations:

(5) uoy = Aug, g = Aug,  ug = Aug

on ()7 with initial and boundary conditions exactly as for the equations
(2), (3), (4). We will later find it convenient to have introduced the
solution 6 of the elliptic problem

(6) Af =0 on
Olr, =0, Olr, =1, 6,=0 else on 0N.

Note that € and the data ug, vg, wy are independent of .

Due to our choice of boundary conditions, we have a situation where
one has potentially unlimited external supplies of A, B as well as con-
sideration of the component C' which is being created by the fast reac-
tion. Computational simulation and analysis in the steady state case
show that the production term g grows (in sup-norm) as O(A\'/3) when
A — oo yet, for our purposes, we will need estimates for ¢ and w which
are independent of A.

2.1. Technical assumptions. We assume throughout that

0O<a<a, 0<p<b onl0,T]x00Q,
(7) 0<ug<a, 0<vy<b onQatt=0 with ugvg =0,
0 < wy = bounded on att=0.

We note that under mild regularity conditions on the geometry it
follows that:

(8) 0<u<a, 0<wv<b, 0<w,
0 < uo, vo, wo € L=(Qr),
[e.g., taking u_ = min{u, 0} as test function in the weak form of (2)].
Similarly we have
9) 0<9<1

and, again as a mild regularity condition on the geometry, we further
assume that (6) gives

(10) Ve L®(Q)  (so0, € L¥0N)).

It is standard that the operator —A = A, for each of the types of
boundary conditions in (2)—(4), is closed, selfadjoint and nonpositive,
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hence generates an analytic semigroup S(-) on L?(Q2). We now assume
(compare [1], [9]) that, for each of these sets of boundary conditions,

(11) — A = A generates a Cj semigroup S(-) on L*(Q)
which coincides with Sy(+) on L?(€2).
Lemma 2.1. For each case of (11), S(t) is compact fort > 0.

Proof. To see this, observe that (by interpolation, duality and selfad-
jointness) one has A% : L}(Q) C [C(Q]* — L*() for some s > 0,
whence one has S(t) = [A®Sy(t)] A~* with A®Sy(t) bounded. Compact-
ness of S(t) on L'(Q) then follows, e.g., from the known relation of
D(A®) to H*(Q) (compare [10], [11]) and the compact embedding of
H?$(Q) into L*(2) and so into L'(Q). O

Finally, we impose two additional technical conditions needed only
for the uniqueness argument in Section 5. We will assume a bit more
regularity for the data

a,f € L=([0,T] — H*(0R)) for some s > 1/2
and will also assume that
the Neumann trace map 3, is compact from H'(§2) to [H*(9)]*.
What we actually need is a consequence of these:

For e > 0 there is a constant C, such that

(12) ‘ | att) s

and similarly for 5. Next we assume the dimension d = 1,2, 3 so, by
the Sobolev Embedding Theorem and [10, 11], we have

For o > d/4 one has
[l < Mlfllaz@ < MI(=2)7f]]

for f with (—A)°f € L*(Q) with o < 1.
Summarizing, we assume (7) (so (8)) and (9)—(13).

<elfll+CAVEIL - for f € H(Q),t € [0,T]

(13)

3. ESTIMATES UNIFORM IN )\

If (7) holds, it was already noted in [16, Theorem 1.1] that the prob-
lem (2)—(4) has a unique global solution for each A\ with 0 < u < a,
0 <wv<band 0 < w as in (8). In this section, we give the following
new results, independent of A :

(i) an L*(Q7) estimate for ¢* = Auw,
(ii) an L*(Q) estimate for w?, also independent of t € [0, T].
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In the following we consistently use K to indicate a positive constant
independent of A\. These A-independent estimates (i) and (ii) will be
crucial tools in the compactness argument of the next section.

3.1. Estimate for ¢*. Using 6, given by (6), as test function in the
weak form of (2) gives

(/szeu)t+/ﬂeq < /99<Au>=—/gve-vu

:/Q(Ae)u—/m(ey)u < Ka,

noting that the boundary term from the first use of the Divergence
Theorem vanishes by our choice of the boundary conditions in (6); the
constant K here depends only on V@ [as indicated in (10)] indepen-
dently of . Integrating this over [0, 7] and using the fact that fu > 0,
we obtain

T
(14) / Og < /9u0+/ Ka < K(1+T)a.
Qr Q 0

Similarly, using (1—6) as test function in the weak form of the equation
(3) for v, we obtain, since (1 — #)v > 0,

(15) / (1-0)q §/90v0+/OTKb < K(1+T)b.

Adding (14) to (15), we obtain

(16) A /Q ¢ <K
T

Note that K here depends on wug, vy, and the constants of (14), (15)
with increase linear in 7', but is independent of A so {¢*} is uniformly

bounded in L'([0,T] — L'(Q)) as A — oc.

Remark 1. We never used here the fact that ¢ has the particular form
¢ = M all we are really using is that ¢ > 0 and the term —q in
never drives u or v negative.

We note that a somewhat related situation when L*-bounds on pro-
duction terms growing linearly in 7' enter the game is reported, for
instance, in [7]. Note that in the scenario described in [7], the pre-
cise structure of the reaction-diffusion system (with homogeneous Neu-
mann boundary conditions) is specific to reversible chemical reactions
and allows for the construction of entropy and dissipation functionals
completely describing the evolution of the system. Essentially, the en-
tropy inequality for finite A is there preserved during the limit process
A — o0; see also [3].



FAST-REACTION ASYMPTOTICS 7

3.2. Estimate for w*. Here we prove that w(t) is bounded in L!(€2)
independently of A and uniformly on [0, 7] — which just means that we
are bounding the total amount of C' in €2, independently of the chemical
reaction rate for production of C' from A, B. We will later obtain a
stronger result, but this estimate is now an immediate consequence
of (16).

Integrating (4) over €2, we get (fQ ) < [ q since [(— =0 and
—uw < 0. On integrating this over [0,¢| one then obtams

o [ [ [ [ x

Here the bound K of (17) depends only on wqy and the constant of (16)
and so is again independent of \; this K also grows linearly in 7.
4. COMPACTNESS AND SUBSEQUENTIAL CONVERGENCE

We begin with an abstract compactness result which we will later use
with X = L}(Q) and p = 1. Here, however, X is an arbitrary Banach
space and &, denotes LP([0,7] — X) for 1 < p < oo.

Theorem 4.1. Let S(-) be a Cy semigroup on X with infinitesimal
generator —A; assume S(t) is compact for eacht > 0. Then the solution
map L : g — u of the differential equation

(18) Up + Au = g on [07 T]? U(O) = 07
given by

(19) u(t) := /0 S(t—s)g(s)ds forte[0,T], g€ X,

is a well-defined compact operator: Xy — X, for arbitrary 1 < p < oo.

Proof. Since it is independent of our other considerations, the proof of
Theorem 4.1 will be deferred to the Appendix (Section 7). O

Our principal result on subsequential convergence is the following;:

Theorem 4.2. For each sequence A\, — oo there is a subsequence Ay
and functions u,v,w and measure q (possibly depending on the choice
of subsequence), for which

(20) u; = u’\k(j) — U, v; = UAk(j) — D, wj = ru))‘k(j) — W

(in each case both strong convergence in Xy = LY(Qr) and also point-

wise a.e. convergence on Qr) with ¢; = g™ = q (weak-+ convergence
in the dual space [C(Qr)]*).
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Proof. We begin with the sequence ¢* = ¢*. From Subsection 3.1,
we know that {¢*} is bounded in L'(Qr), which embeds in the dual
space [C(Qr)]*. Hence, using Alaoglu’s Theorem, we may extract a
weak-* convergent subsequence; abusing notation slightly, we continue
to denote this by ;.

The argument next proceeds (independently and essentially identi-
cally) for each of u,v,w. We will use the fact (11) that —A = A
generates a Cy semigroup S(-) on X = L}(Q) for each of the (homo-
geneous) boundary conditions. We have already, just following (11),
noted the compactness of S(t) so Theorem 4.1 can be applied.

For the sequence u = u* = u™ we set & = u™ — uy. Then @
satisfies the homogeneous boundary conditions and so satisfies the dif-
ferential equation (18) with ¢ = —(¢ + uw) whence v = uy + Lg for
this g. The A-independent estimates of Subsections 3.1 and 3.2 show
that {g = g3} is bounded in X, = L'(Qr) so, by Theorem 4.1, we have
total boundedness of {Lg*} C X; and we can extract a subsequence
strongly convergent to u. As usual, if we further extract a subsequence
converging rapidly enough in norm, there is no loss in generality to ask
hat we also have convergence pointwise a.e. on Q7.

Further extracting subsequences, we may proceed similarly to ask
also that v*) — & and w*) — @ in the same senses. O

4.1. The limit system. We next wish to claim that these limit func-
tions of Theorem 4.2 will satisfy the limit system

iy = Au—q—uw
(21) = AU—q
wy = Aw+q— uw

with the appropriate initial and boundary conditions, just as in (2),
(3), (4), noting that those are independent of \.

Since [0; — A] is, in each case, a closed operator, we have the desired
convergence (in some appropriate space) of each term, except possibly
the product term where we must show that u;w; — ww. Since u; — u
and w; — w pointwise a.e., the same is true for the product and we eas-
ily see that this holds in L*(Qr)-norm. [To see this strong convergence,
we note that

wjw; — w0 = (u; — W) + u;(w; — ).

The second term has L'(Qr)-norm bounded by aljw; — w|j; — 0 as
k — oo. The first term is bounded by the L' function aw so one has

I - Dol = [l - alo

Qr
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then going to 0 by Lebesgue’s Dominated Convergence Theorem and
pointwise a.e. convergence to 0 of (u; — ). Hence wjw; — ww
in L'(Q7).] Thus one obtains (21).

5. UNIQUENESS

While the system (21) can be solved uniquely for @, v,w, if one is
given ¢, we recall that ¢ was itself obtained in Theorem 4.2 above by
a compactness argument and so may possibly depend on the selec-
tion of the subsequence Ay(;). Our goal in this section is to show that
such subsequential dependence cannot occur, that these limit functions
are already uniquely determined by (21) without information about
q. This will then show that we actually have convergence in L'(Qr)
(as contrasted with the subsequential convergence in Theorem 4.2) for
{u*, v w} as A — oc.

5.1. An auxiliary system. For this uniqueness we turn to a trick
introduced in [16]: if we consider the auxiliary function

we have y; = Ay — uw on taking the difference of the first equations in
(21) — and note that the difficult production term ¢ has cancelled out
and no longer appears. This subsection is devoted to the derivation of
a self-contained system which will make this idea usable.

Our first observation is that, much as in Subsection 4.1 above, we
have w;v; — 40. On the other hand, since {g; = Ag(jyu;v;} is bounded
it follows that

lujvllr@) = llgll/ Ay — 0
so ||av||1@) = 0 and the function 4o must vanish identically. Since
u,v > 0, a consequence of this identity uv = 0 is that (22) gives

(23) Yy = maX{yv 0} = u, Y_ = min{y, 0} = —7,
as y > 0 requires & > 0 so ¥ = 0 and where y = y_ < 0 one has u =0
and y = v.

To deal with the product term @w, the paper [16] introduced another
auxiliary function z = w + v, noting that this satisfies z; = Az — uw,
again with ¢ no longer appearing. This choice of z gives a somewhat
awkward coupling in the boundary conditions and it will here be more
convenient to choose to work with the combination

(24) z=w+[fu+(1-0)s] =w+v+0y
with @ given by (6). Using (23), one has
(25) w=z—=0yy +(1—0)y-]  uw=uys(z—0y,)
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This will enable us to make the system self-contained.

From the boundary condition in (2) and (7) we have « = o > 0 on
'y so we must have ¥ = 0 there whence y = «; similarly on I'p so,
using (25) in the equation, y satisfies

o =Ay—yp(z—0yy)

B a on [0,7T] x T4
(26) Y - on [0,7] x T'p
y, = 0 on [0,T] x [0\ (T4 UTR)],
Y= Uy — Y at{t:O}xQ,

Noting, for example, that Ay = A(fy) — 2V - Vy, we obtain the
differential equation for z in self-contained form and now need self-
contained conditions to adjoin to that; we begin with z, = w, + v, +
(Oy), = w, + v, + Oy, + 0,y. On I'y we have v,, w, = 0 and § = 0
with ¥y = « and, similarly, on I'g we have u,, w, = 0 and § = 1 with
y = —f. Putting these together, the choice (24) of z satisfies

2z =Az—2V0-Vy— (14 0)y(z—0yy)
f,a on [0,T] x 'y

(27) z, =< —0,6 on|0,T] xI'p
0 on0,7] x [0\ (T4UT3)]
2 =wy+ [Bug + (1 — 0)vy) at {t =0} x Q.

The differential equation in (27) for the auxiliary function of (24) is
more complicated than the differential equation of (36) used in [16],
but the boundary conditions now involve only fixed terms, without any
coupling.
Much as with (5), we can extend the data in (27) to all of Qr as 2
satisfying
20t — AZO
O,a0 on [0,T] x 'y
(28) 200 =1 —0,06 on[0,T] xTp
0 on[0,7]x[0Q\ (T4aUTR)]
20 = wWo+ [QUO + (1 — Q)UQ] at {t = 0} X Q
Since (8) and (10) give pointwise bounds for zg, on [0, 7] x 9Q and for

zp on  at t = 0, it easily follows (e.g., by a weak maximum principle
comparison argument) that zo € L>(Qr).

5.2. Additional estimates. As a preliminary to the uniqueness proof
in the next subsection we will obtain an estimate for z, giving stronger
estimates for w than the L'(Q7) estimate in Subsection 3.2.
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Begin by using y as test function in the weak form of (26) to get

(Ll2), + I1Vy])? = /a vy — / yim < / oy — / By
93 QO

since yuw > 0 and y, vanishes on 00 \ [['4 U 'g]. Applying (12) to
f = y(t) bounds the right hand side above by, e.g., ¢ + 3| Vy(t)||* for
some ¢, so integrating over (0,¢) gives a bound on |Vy| in L*(Qr).

Next, we note that uw = y, 2+ [y, 20 — 0(y4)?] so 2 = z — z satisfies
the equation

— Az —(1+0)y.2—ho

with hg =2V - Vy — (1 + 0)y, (20 — Oy ) and with 2, = 0. Note that
our assumptions and the estimate above for Vy ensure a bound for hg
in L?(Q7). Using 2 as test function in the weak form here, we obtain

(lI21%)e + |\v,§||2+/9(1+0)y+22 z/Qého < 3lE17 + 3lhol?

and, integrating, Gronwall’s Inequality bounds 2 in L>=([0,T] — L?(2)).
We now consider this equation rewritten as

G =A0A2— Iy with hy == ho+ (1 +6)y, 2.

Note that we have a bound for h; in L?*(Qr) since we now know 2 €
L*(Qr). For this we can use the semigroup formula

(29) 5(t) = /0 St — s) ha(s) ds

where S(-) is here the analytic semigroup on L?*({2) generated by A
with homogeneous Neumann boundary conditions. With 0 <o < 1 as
n (13) we then have

120~ < M(=A)3(0)]
<M’/ I(=A)7S(t — )] [1ha(s)]] ds

As S(-) is an analytic semigroup, |[(=A)?S(t—s)|| < M(t—s)~7, which
is in LP(0,T) for 1 <p < 1/o < 4/d. Thus, ||2(-)||L=(q) is bounded by
the convolution of this L? function and the L*(0,T) function ||h(-)]|.
This convolution is then in L"(0,7") where r = oo if we may take p > 2
(i.e., for d = 1) and, by Young’s Inequality, r = 2p/(2—p) when d = 2,3
so p < 2,4/3. It follows that also w = 2z + 2y — [fy; — (1 — O)y_] is
similarly bounded so there is a scalar function

(30) w(-) € L"(0,T) giving 0 < w < w(t).
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5.3. Proof of uniqueness. We are now ready to show uniqueness.
From (23) and (25) it follows that the triple of functions @, v, w can be
recovered from the pair y, z so a proof of uniqueness for the system (26),
(27) — which was constructed so it no longer involves the unknown
measure ¢ — will consequently give uniqueness of the limit and so
convergence as A — oo for the system (2), (3), (4).

Theorem 5.1. For d = 1,2,3, the solution y,z of the system (26),
(27) is unique.

Proof. Suppose we had two solutions y1, z; and ys, 29 (e.g., correspond-
ing to different subsequential limits u;, v;, and w; for i = 1,2). We
modify our notation to set y := y; — y» and z := 21 — 29; we also set
u =1y — Up and w = wy — wy. From (26), (27) these differences satisfy

(31) vy = Ay+n with
ni=—- [ﬂlwl — ﬂg@g] = —U W — UWs
(32) 2z = Az+(  with

(:=—1[2VO-Vy+ (1+06)n]

It is important to observe that we now have homogeneous initial and
boundary conditions for (31), (32) since the initial and boundary con-
ditions in (26), (27) involve only fixed functions which then cancel on
taking differences.

We proceed to bound 7 pointwise in terms of y, 2. We first observe
that |u| < |y|, which is trivial if @y, 4s > 0 (so u = y; — y2 = y) or if
Uy, Up =0 and uy >0, us =0 gives y1 = Uy, Yo < 0so 0 <u =1y, <y;
similarly, |v| < |y|. Since 0 < 4y < a and |w| = |z+v+0y| < |z|+2]y|,
we have |uow| < a(|z| 4+ 2|y|). Next we apply the estimate (30) to wy
500 <wy <w e L"(0,7T) so |uw| < |y|w(t). Combining gives

(33) [n@)| <o) (lyl +1z)  withw = [e+w] € L7(0,T)
and then, using (11),
(34) [CO)| < e[ Vy| + 20(1) (ly[ + [2])-

Using y, z as test functions in the weak forms of (26), (27), respec-
tively, and adding the results gives

s(GI1E + 2N + IV + V2] = /Q(yn + 2Q).
Using (33) and (34), we obtain

/Q(yn +2¢) < 3IVEI* + o) I91* + 12]°)



FAST-REACTION ASYMPTOTICS 13

with ¢(-) integrable. Since there is no inhomogeneous term, a standard
application of Gronwall’s Inequality shows that ||g]|? + ||Z]|?* = 0. Thus,
y1 = yo and z; = z and these solutions were not distinct. Of course,
the measure ¢ will then also be uniquely determined. [l

6. COMMENTS ON SIMULATION

Theorem 4.2 together with Theorem 5.1 show, at least for the phys-
ically meaningful dimensions (d = 1,2, 3), that one has strong conver-
gence to well-defined functions, @, v,w. The argument presented here
through the auxiliary functions y = u—v and z = w+0u+ (1—0)v does
give some information about the regularity of these functions. In par-
ticular, the interface (support of the measure q) is just the zero-set of y
and, as noted in [16], this has a regularity consistent with the classical
treatment of the free boundary problem. Nevertheless, much remains
uncertain about the structure and development of this interface. We
also note that the compactness argument used here gives no informa-
tion as to the rate of convergence, comparable to what is available in
[12] for the 1-dimensional problem at steady state. Finally, we have not
considered at all the question (Q5) of the Introduction regarding be-
havior as t — co. Apart from the steady state analyses of [17] and [12],
most of our information about these open issues comes from numerical
simulation as in [18] and [4].

Before we turn to (Q4), consider an example from [18] of the inter-
face evolution in 1-D with I'y = {0}, 'z = {1}. This computation was
done using A = 10? in the original system (2)-(4).

0.1
0.09
0.08
0.07
0.06

~ 0.05
0.04
0.03
0.02

0.01
, il

0 0.2 04 0.6 0.8 1
X

F1GURE 1. Evolution in ¢ of the interface.

For this example, the initial data was consistent (uv = 0), with isolated
pockets of A, B so initially three interfaces. We then see the left- and
rightmost interfaces moving toward the center as these pockets shrink
with the pocket of B consumed first, after which the remaining inter-
facial point moves more slowly towards its steady state value. This
picture is essentially independent of A\, even for fairly moderate values.
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If one were to look at ¢*, the simulations for this and other values
of A show profiles (for fixed ¢) spatially of the same form as given
theoretically by the singular perturbation analysis of [12] for steady
state: scaling as A\/? in height and as A='/3 in width, so converging in
[C'(0,1)]* to a delta function as A — oo. [This description applies only
to isolated interfaces and, of course, cannot apply to the behavior near
the moment ¢, when the pocket of B vanishes with its left and right
boundaries coming together.]

Similar computations in the 2-D setting show that the graph of ¢*
taken transversally to a smooth interface curve also shows exactly the
same profile and an informal scaling argument, noting that the time
derivatives drop out to first order, shows that this is to be expected. [Of
course, in the two dimensional setting we may have more complicated
topological changes with, e.g., pockets of A or B being consumed or
pinching off from a larger region or connecting to one by an isthmus
— all of these are exhibited in the examples of [4] — while in 3-D a
toroidal pocket might lose its hole or vice-versa, etc.]

Returning to (Q4), we consider how this behavior affects computa-
tion. If one applies standard approaches directly to the system (2)—(4),
the primary difficulty is the reaction zone: adequately resolving the
term ¢ whose local integral is essential in determining the production
of C' and so the production rate for the product. With the effective
width of the ¢* term O(A'/3), this means using a very fine mesh in that
region where u, v are each small and proportionally changing rapidly:
either one must use a very fine mesh everywhere, which is feasible but
expensive in one space dimension and prohibitive for higher dimensions,
or one must modify the approach by introducing additional machinery
to track the location of this interface.

The free boundary approach to the modeling involves this kind of
tracking essentially — with the necessity of resolving ¢* replaced by the
necessity of introducing an additional differential equation for the mo-
tion of the interface (whether derived by singular perturbation analysis
or otherwise, (cf., e.g., [15] or [16]). This, of course, would be intended
to approximate the limit solution u, v, w with the understanding that
for large A this is itself a good approximation to the “true” solution
ut, v, w.

As an alternative, we note that we might compute @, v,w through
the auxiliary system (26), (27) used here for theoretical purposes in
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Section 5 or through the auxiliary system

v =Ay -y

B o on [O,T] X I_‘A
) Y T8 on[01]xTs
bW o= 0 on [0,7] x [0Q\ (D4 UTR)],
Yy = ug— vy at{t:O}XQa
2,5 =AZ— y-‘ré
26 . —1, on [O,T] x I'p
(36) Zy { 0 on[0,T]x[0Q\Ts],
zZ = wpy+ v at {t =0} x €,

for y =u—wv, 2 =w+ v used in [16]. Either of these systems has the
considerable advantage of not at all involving ¢§ — here an unknown
measure on ()7 — so the right hand sides are quite well-behaved and no
front-tracking is required; we note that these seem to involve only gra-
dient discontinuities coming from the uw term. The system (35), (36)
was used computationally in [4] and, especially for higher dimensional
problems, is orders of magnitude more efficient than the comparable
computation working with (2)—(4) on a uniformly fine mesh. [One
does note that the boundary condition coupling in (36) is nonstandard
and not all computational packages will handle this. This problem does
not arise in connection with (26), (27) (although one has the gradient
coupling in (27) and must precompute V@), but this has not yet been
tried computationally.]

7. APPENDIX: PROOF OF THEOREM 4.1

Having defined &, = L*([0,7] — X) for 1 < p < oo, we wish to
prove here the result:
Theorem 4.1 Let S(-) be a Cy semigroup on X with infinitesimal
generator —A; assume S(T) is compact for each T > 0. Then the

solution map L : g — u of the differential equation u; + Au = g on
0, T] with u(0) =0, given by

t
(37)  w(t) = / S(t—s)g(s)ds fort €[0,T], g € &,
0
is a well-defined compact operator: Xy — X, for arbitrary 1 < p < oo.

Proof. 1t is sufficient to show that the set {Lg : ||g||1 < 1} is totally
bounded in &), i.e., has a finite cover of e—balls for each ¢ > 0. Let K >
0 bound ||S(t)| for t € [0, 7] and choose 7 := T'/M with M large enough
that 3K7!/P < ¢/3 Note that K = {S(7)x : ||z||x < 1} is precompact by
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assumption so the Cy condition S(t)x — z implies uniform convergence
on IC, i.e., for € > 0 there is 0 = d(¢) > 0 (depending on 7) such that

(38) s<3() = IS(s)y—yl < 5o| for y = S(r)a.

We then choose N > M large enough that o = T'/N < §.
For7 <t <Twewilsetn=|(t—7)/c] (S00<t—no—7<o0)
and can then define

v(t) = S(7) /OW S(no —s)g(s)ds = S(T)u(no) =: v,

fort > 7 with v(t) =0 for 0 <t < 7. As |u(t)| < K we have v, € KK,
which is precompact so we can find a finite set {y; : j = 1,...,J} of
centers of (¢/3)-balls covering KXC. For each v(-) as here we can choose
from this set so [v(t) —y;m)| < /3 for t € [no +7, (n+1)0+ 7 whence

(39) [0 =yl <&/3

for this piecewise constant function y with y(¢) = y;(,). There are just
JY such functions which will be the centers of the desired e-balls in X,
covering {Lg : |lg]1 < 1}.

It remains only to estimate u — v for which a bit of manipulation
gives

u(t) —v(t) = / S(t—s)g(s)ds +[S(t —no —71) —1]S(T)u(no).

o

We estimate separately these terms e; and ey. First note that (38) gives

3 9 3
(40) le2()] < gz lulno)l < 5 so leall, < 3

We then see that

- T t P 1/p

e < 5| (/ m@ﬂ@) w]
: M mT t P l/p
S [T o) w]
Lm=1 (m—-1)T no—r

1/p

IA
=

M

2 ([ o)

1/p

IA
=

_ K f}(/(m |g(s)|de)pdt]

m=1 m—3)T

IN

Mt
3K7‘1/p/ lg(s)| ds

2T
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so |lell, < 3K7YP < ¢/3 for ||g|ly < 1. Combining gives

hu—ylp<s+5+5=¢
u — — — —_ =

Yle=3T3573
soeach u € {Lg : ||g|[y <1} is within ¢ (in X, = LP([0,7] — X)) of one
of the N’ functions y. Thus this set is totally bounded (precompact)
so L is a compact operator to X, as asserted. 0
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