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1
Introduction

Since the beginning of history, human beings have invented artifacts and method-
ologies to expand their cognitive faculties. Devices and methods were created to
make us able to store accurate information and share it with others, to reasonmore
precisely and systematically, to learn and develop knowledge more efficientlyand
effectively, etc. Examples of inventions that extend our cognitive faculties are read-
ing and writing, art and music, logic and arithmetic, encyclopedias and textbooks,
science and engineering.

Pictures and videos were originally invented to expand two human psycholog-
ical functions: perception and memory [Chalfen, 1987] [Norman, 1993]. Since
1825, when photographs were invented, they were seen as very efficient in copying
the reality, and in being faithful and lasting representations of the true appearance
of persons and things. In 1900, the first photo camera for the mass market, the Ko-
dak Brownie, was launched. Also, in 1932 Kodak introduced a new videotape for-
mat (8 mm) that allowed cheap movie films to be sold, enabling average families to
buy the necessary equipment for capturing home movies. After the introduction of
these mass products, amateur users started capturing and watching more and more
pictures and home videos. The acknowledged function of home imagery consisted
in having external memories to help people in remembering. However, it became
more and more evident that visual documents have also other functions in thecon-
text of private and family use. They can be seen as symbols that different people,
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or the same people in different contexts, interpret in different ways. When people
see their visual memories, they also reinterpret and reinvent their past [Chalfen,
1987]. A man can look at a picture of himself in his childhood with his mother,
remembering that moment in time in different ways according to his age or to his
experiences. A person can give different meanings to the same picture,depend-
ing on whether he/she is alone or with a group of friends. Generally children and
parents interpret home imagery quite differently. When home visual documents
are seen in groups, usually they are accompained by a vocal explanationof the
author that stimulates more dialogue, more reinterpretation and addition of mean-
ings, or even extra actions like fetching other collections of home imagery (“Ah,
why don’t we also watch the time our child made the first steps?”) or capturing
more pictures and videos. Visual memories are also seen as good investmentsthat
will provide benefit later in time when they will be watched back, bringing enjoy-
ment and recalling tastes, moods, fun and good times. Home imagery is also used
for socialization: children are usually introduced to relatives that live faraway via
pictures. Home imagery leverages also cultural membership: children can witness
and learn the parents’ model of life and values by watching their pictures.

Recent technological advances have made pictures and home videos extremely
popular. In 1983, Sony launched the first camcorder on the market. Nowadays, 15
million camcorders are sold per year in the world. In conjunction, digital photo
cameras with video capturing capability, and mobile phones that capture photo
and videos, have been developed and are increasingly sold till today1. Because of
the new video capturing technologies, today the amount of amateur video streams
available online is about the same as the amount of online commercial videos. The
famous website YouTube is composed for 97% of home videos. Currently thirteen
hours of videos are uploaded to YouTube every minute2.

The way home imagery is handled and shared made some authors think that
visual documents can be seen as symbols that enable a new kind of visual com-
munication [Chalfen, 1987] [Frohlich et al., 2002] [Campanella and Hoonhout,
2008]. People manipulate and share their visual documents to communicate to
others a version of their experiences, sometimes this version is a reinterpretation of
the original event that people develop according to their actual identity andcontext.
This is one of the reasons that explain why peopleedit their videosand change them
according to the meaning they give to that memory, selecting the parts of the video

1In 2008, more than 116 million digital photo cameras were sold, 15% more than in
2007 (http://www.cipa.jp/english/data/dizital.html, May 2009). References
for the historical facts mentioned in the introduction are found in the followingwebsites:
http://en.wikipedia.org, http://www.tropinature.com/photohist, http:
//inventors.about.com/od/tstartinventions/a/Television.htm.

2Data on YouTube:http://www.webtvwire.com, May 2009.
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deemed as relevant to that meaning and cutting away the details that the machine
has captured but that are seen as unnecessary.

Video editing technology, however, became affordable and usable by amateurs
only relatively late, and it is still problematic. Professional video editing was prac-
ticed since the origins of the movie industry, to manipulate the movies’ films. Ini-
tially, video editing consisted mostly in physically cutting and pasting pieces of
movie films. This activity has later been calledlinear video editing. In the sev-
enties, after the diffusion of cheap video recorders, the first systems for nonlinear
video editingwere produced. These systems usually consisted of a PC connected
to a bank of video recorders. The PC interface allowed the user to perform ran-
dom accessto the video: any frame in the video could be accessed with the same
ease as any other. The user could also perform cuts, the system would save these
cuts in an editing decisions list (EDL) and apply them altogether at the end of the
editing. At the end of the eighties, computers were sufficiently advanced to allow
the creation of fully digital nonlinear video editing systems. This is when ama-
teur users began to regularly edit videos. Before that home video editing was done
very rarely because of the technological complexity. Nowadays, many home video
editing systems are available for personal computers; they are discussedin Section
1.1.2.

Home videos are more and more frequently filmed, watched and shared. How-
ever, the technology for editing and manipulating home videos that is currently
available on the market is still perceived as time-consuming and difficult, while
tools for editing pictures or text are seen as much easier. One of the authors of
home videos interviewed during our research work complained:

“I would like a simple way to edit the recordings I make. The editing
facilities . . . are extensive but also rather complicated for a person who
has not the time / patience and in particular the technical ability to try
and figure it all out.”

Making home video editing faster and easier would greatly enhance the possibili-
ties that this new kind of visual communication can offer. This thesis focuseson
developing better technology for home video editing.

1.1 Context and focus of the thesis

To define and motivate our resesarch, we first clarify how we use the term “home
video” in the thesis. We also explain what people typically do with home videos,
and which problems are met most frequently in home video editing.
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1.1.1 Definition and characteristic of “home videos”

In the context of this thesis, home videos are audiovisual documents captured by
amateur users, or users who do not apply professional methodologies (preproduc-
tion, production, postproduction) to capture their videos. With home video, we
mean the data composed of a sequence of video frames meant to be displayedone
after the other and the associated audio track, regardless of the many mediaand
formats in which a home video can be stored. Home videos are captured with
digital camcorders, digital photo cameras, mobile phones or similar devices.

Home videos are captured mainly for documenting people’s lives. This consists
in documenting events that are deemed to be special or important, such as holidays,
parties, life of newborn children, weddings, etc. The main reasons for capturing
home videos are to keep memories of someone’s life and to share someone’s expe-
riences with third parties, such as family and friends [Campanella and Hoonhout,
2008]. Less frequent reasons for capturing home videos are artistic,instructional,
or even professional purposes (to register an experiment in a video, for example).
In this thesis, we focus on home videos captured with the purpose of documenting
people’s lives.

Depending on the capturing device, home videos are recorded in a varietyof
diverse video formats. Nowadays, nearly all these formats are digital, therefore
home videos can be uploaded on a PC as video files. Still, these formats differ
greatly among each other. Some formats, for example the DV-AVI, have a sig-
nal quality higher than DVD quality. DV-AVI videos are stored on tape cassettes
called “MiniDV”. These videos have the same image resolution and frame rate
as DVDs, but a higher bitrate than DVDs, since they are less compressed.Many
camcorders available on the market store videos on MiniDV cassettes. Othercam-
corders store videos on hard disks, flash memories or even directly on DVDs. Gen-
erally, these camcorders use a video format similar to MPEG-2, the format ofDVD
videos. Nowadays, also many digital photo cameras and mobile phones havea
video capturing functionality. Usually, these devices store videos in formatssimi-
lar to MPEG-4, and the image resolution and signal quality can be lower or much
lower than DVD video. For example, the author’s mobile phone captures video
with an image size of 176x144 pixels at a rate of 15 frames per second.

The presence of many different encoding formats for home videos causes prob-
lems in using them. In fact, each video format is designed for particular usages and
is problematic for other usages. For example, it is very difficult to watch on aTV a
home video from a mobile phone, because of its low resolution; it is also difficult to
quickly send over the Internet a home video captured with a MiniDV camcorder3.

3The DV-AVI format is in fact quite bulky: 10 minutes of DV-AVI video occupy 2 GB on the
hard disk.



1.1 Context and focus of the thesis 5

In most cases, the encoding format of the home video, determined by the capturing
device used, determines strongly the lifecycle of the video [Kirk et al., 2007].

Home videos have technical and perceptual characteristics that make themcon-
siderably different from pictures. A photo captures an instant of an event that is
evolving, and it is meant to be displayed alone. A video is captured to recordalso
the movement present in the event; to achieve this many frames are employed, and
none of them is meant to be watched statically, as a separate picture. Video frames
are displayed sequentially with a fast rate, to create in the human eye the impres-
sion of continuous movement. The perception of motion requires a display rate
of at least 15 frames per second, a satisfactory level of smoothness is reached by
employing 25 frames per second. This implies that videos are composed of very
long sequences of frames, where each frame is minimally different from theprevi-
ous and the next. For example, ten seconds of video typically contain 250 similar
frames, many more than an average photo album. The sheer number of frames in
a video sequence is generally difficult to manage. The situation is complicated by
the fact that, since consecutive video frames generally contain a lot of redundant
information, compression is applied to save storage space by encoding each frame
as a function of a certain number of frames in the temporal neighborhood. This
makes accessibility more difficult, since decompressing one frame often requires
decoding several neighboring ones.

Many systems for video management try to leverage accessibility to the video
by implementing overviews of relevant video clips, generally represented with
static frames. However, a single image is not sufficient to give the complete idea
of the dynamic event contained in a video clip. Since an overview of static images
does not fulfill the “what you see is what you get” principle, users oftenhave to
play the clip to properly get all its message. The single frame cannot be seenas
the basic element of a movie. The sequence of frames is the basic element of a
video, since it conveys in the mind of the viewer a dynamic event with temporal
information that is totally lost if video frames are considered separately.

Independently of the format, the typical structure of home videos is the camera
take. Acamera takeis a continuous portion of home video that begins when the
user presses the “record” button on the capturing device and ends when the user
presses the “stop recording” button. Home videos are always partitionedin cam-
era takes. Nowadays, all capturing devices recordtimestampinformation for each
camera take. A timestamp contains the date and time at which the camera take was
captured. Most video editing tools adopt the camera take as the smallest element
in which a home video is structured. In the home videos that document people’s
experiences, it has been observed that the order of camera takes follows a progres-
sion of successive events that are ordered in time. For example, it happens rarely
that during holidays people return to the same place and capture the same event
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twice. Each event is instead localized in time [Gatica-Perez et al., 2003].

1.1.2 Typical usages of home videos

After having clarified some of the features that are peculiar to home videos,we
schematize how people use their video memories. Figure 1.1 displays the work-
flow of home videos, representing the most common activities that characterize the
lifecycle of home videos. These activities are ordered from top to bottom, start-

Capturing

Tape/ memory card

Video file

DVD / edited video file

Downloading to PC

Editing

Watching

Sharing

Figure 1.1. Workflow of home videos. The rectangular boxes represent activities
performed with the videos, the romboidal boxes represent different storage media
for home videos.

ing with the creation of home videos (capturing) and finishing with the end use
(watching and sharing). The activities that compose the typical workflow of home
videos will be now described, one by one. Data will be collected from the literature
about user behaviors with home videos. We also investigated user behaviors and
needs related to home videos. We collected insights via an Internet-based survey
answered by 181 participants living in the Netherlands and in Italy. The detailed
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results of this research are published in [Campanella and Hoonhout, 2008]. Some
of our results will be used to draw a picture of the different behavioral aspects
related to home videos.

Capturing

Nowadays, the most popular devices used to capture home videos are the digital
photo camera (used by 59% of the respondents of our survey), the digital camcorder
(57% of the respondents) and the mobile phone (28%). Digital camcordersare used
more often by users older than 36 years, mobile phones are preferred more often by
younger users. Home videos are used to capture many different kinds ofevents. In
our survey, people indicated as object of their home videos events such as holidays
(65% of the respondents), parties or events with friends (58%), family life(46%),
artistic events such as concerts (19%), sport events (17%), weddings(13%) and
nature scenes (4%). Requirements that users frequently ask from theircapturing
devices are reliability (if there is an important event to capture, the device should
boot and record reliably, since most events are un-repeatable) and video quality
(important events should be captured in a good video) [Kirk et al., 2007].

Downloading to PC

Generally, after capture home videos are downloaded to a PC, for storage or for
further processing like creation of a DVD, sharing over the Internet, editing. The
details of the downloading operations can change a lot for different video formats
and capturing devices. Therefore, users must know and remember howto down-
load videos from each of the capturing devices they possess. Videos coming from
MiniDV camcorders are downloadable only via FireWire cables, and the down-
loading time is equal to the duration of the video. While downloading a video via
FireWire, the performances of the PC decrease considerably. Therefore, the user
must plan a long time slot to reserve for the downloading operation. Other cap-
turing devices with more compressed video formats allow downloading to PC via
USB cables or via memory cards. This is generally easier, since the amount of in-
formation to transfer is much smaller. However, short videos from photo cameras
or mobile phones are stored on a PC less often than videos from camcorders.

Editing

After a home video is downloaded to the PC, before being watched or shared, a
home video may also be edited. Nowadays, home video editing is always per-
formed on a PC. It is done quite frequently: 64% of the respondents of our survey
edit at least some of their videos. Videos from camcorders are edited morefre-
quently than videos from digital still cameras or from mobile phones. We define
home video editing as the set of the following categories of operations:
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• Selection of video material.This category includes operations for selecting
portions of video (called clips) deemed as important, and for discarding oth-
ers that the user does not want to keep or to share. The selected portions can
be kept in the same order as they were at capture time, or operations may be
used for shuffling the clips’ order.

• Enrichment of the video.This category includes operations for adding extra
content or extra features to a home videos. Typical enrichment operations
consist in adding video effects or video transitions, adding a music track,
inserting text, shapes, pictures, or other video clips, adding an initial menu
with DVD chapters, etc.

• Correction of defects.Operations that fall in this category are shakiness cor-
rection, blur correction, correction of encoding artifacts, or color balancing
of video frames with low luminance or low contrast.

• Video transcoding.We have seen that home videos can be stored in a variety
of different video formats. In the lifecycle of a home video, it is frequently
necessary to transcode the video from one format to another. For example,
a user that has captured a video with a MiniDV camcorder may transcode
the video to MPEG-2 format to create a DVD, and to QuickTime format to
have a version of it with reduced framerate that can be sent over the Internet.
Some transcoding operations can take hours or dozens of hours.

As we will see, this thesis focuses mainly on the first category of editing opera-
tions, although some enrichment operations (second category) are also considered
in our work, such as the insertion of video effects and music. Through our survey,
we have elicited that the first two categories include the operations that are most
frequently used by home video editors [Campanella and Hoonhout, 2008].

Below, a review of the most common video editing applications available on
the market is presented. Video editing tools are classified in four categories: pro-
fessional PC programs, low end PC programs, fully automatic PC tools, and web
services.

• Professional PC programs for video editing. These programs are well
established on the market since around 2000, even if the first version ofAdobe
Premiere was issued already in 1991. These PC applications are very technical
and detailed, and they are meant mainly for semi-professional use. Examples are
Adobe Premiere, Pinnacle Studio (2000), Final Cut Pro (1999). All of them allow
random access to the video material by browsing a timeline representation of the
footage. The user can also browse a storyboard of the video. A storyboard is a
panel containing key-frames, each camera take of the home video is represented
with a key-frame inside the storyboard. The user plays the different camera takes
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by browsing the key-frames in the storyboard. These tools usually offera great
number of editing options: the user can select portions of video with frame detail
and enrich them with video transitions, video effects, photos, text, shapes, or even
3D objects and effects (Ulead Cool3D). In these programs, the user does almost all
the editing operations manually. Very little automation is involved: typically this
automation involves the separation of the raw video material into camera takes and
the encoding of the video in DVD format or other formats. Since these tools are
based on fine-grained editing operations, users need to be aware of several tech-
nical details about video documents (frames, shots, transitions, definition of color
filters) and invest a lot of time and effort.

• Low-end PC tools for video editing.Other programs are less detailed and
meant for consumers: Windows Movie Maker (2000), Apple iMovie (1999), Ulead
Video Studio (2000). Although these tools feature simpler interfaces than profes-
sional PC programs, the user edits the video through visual elements similar to the
ones of the professional tools. Editing is done via browsing frame-by-frame the
video represented by a timeline, or by interacting with a storyboard representation
of the video.

To make video editing easier for their customers, producers of video editingPC
applications started to include functions in their programs that automatically edit
the video. Pinnacle Studio introduced the “Smart movie” function in 2004, iMovie
introduced “Magic iMovie” in 2005 and Windows Movie Maker came up with the
option “autoMovie” in 2006. These functions are explored in the next paragraph.

• Fully automatic PC programs for video editing. These programs are more
recent than the professional and the low-end ones and started to be on the market
in 2001. With these tools, the user just uploads the unedited video in the system,
sets some editing parameters like the style or the soundtrack and tells the system
to start the automatic editing. The system then edits the video according to pre-
defined rules and shows the result to the user. Usually, the calculation of the edited
video is performed in a very short time. However, users have very little influence
on the “hidden” editing operations. Examples of automatic video editing programs
are Muvee autoProducer, ACD Video Magic, the function “smart movie” available
in Pinnacle Studio, or the function “autoMovie” in Windows Movie Maker.

• Web services for video editing. Since 2006, several services to upload,
share and edit videos have also appeared on the web. In these websites, the user
can play his/her videos and edit them via simple interfaces with a timeline rep-
resentation and basic cut functionalities. These web services offer lessediting
options than PC programs: it is not possible to enrich the video with transitions,
special effects or text. However, it is easy to mix pictures and videos fromother
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users into the user’s content. Examples of these services are Jumpcut4, Motionbox,
Photobucket, Stashspace, RiffTrax Cuts.

In Section 1.1.3 the user satisfaction with the home video editing programs,
and the related problems, are presented.

Watching

Once a home video is captured, it is watched mostly around two to five times.
People watch home videos on the PC, on the TV or on the capturing device. The PC
is used to watch both relatively long home videos coming from digital camcorders,
and relatively short videos coming from photo cameras or mobile phones. The TV,
on the other hand, is used almost only for long videos coming from a camcorder.

Watching home videos appears to be done mostly in groups. Only 21% of the
respondents of our survey watch home videos mostly alone, the rest watches home
videos mostly with family or friends. The choice of which home video to watch
depends mainly on the type of event recorded in the video. Secondary factors that
determine which home video to watch are requests from other people (children and
other family members, friends, acquaintances), the level of interest (whether the
video is amusing, funny or boring), the accessibility (whether it is easily accessible
on a DVD or video file), and other less important factors.

Sharing

Nowadays, many people share their home videos with others, by using Internet,
DVDs, USB drives or external harddisks, etc. People share videos quite frequently:
66% of the respondents of our survey distribute copies of at least some of their
personal videos. Home videos are shared mainly by giving away DVDs (62%
of the respondents of our survey) and secondly via USB storage devices (40%),
Internet-based means like e-mails (21%), blogs (7%), YouTube (21%) orother
Internet possibilities (for example other websites for sharing videos, 25%). Owners
of long videos use DVDs much more frequently than owners of short videos (80%
and 49% respectively). Other sharing media, including YouTube and other Internet
based-services, are used equally often by owners of long and of short videos.

Recently, it appeared that people capture more and more often short videos,
coming from digital still cameras or mobile phones. The sales of these devices
with video capturing capability are in fact increasing, while the sales of digital
camcorders are steady. The increasing use of short videos is probably the cause
of the birth of some recent web tools expecially designed for sharing short videos:

4Due to prioritization efforts at Yahoo!, the Jumpcut website is announcedto be closed on June
15, 2009.
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websites for video sharing and the phenomenon of video blogging.

• Websites for video sharing.YouTube is perhaps the best known example
of a video sharing website. These websites are very recent (they firstappeared
in 2005) and are growing very quickly in size and number. Recent numbers indi-
cate that more than 300 such sites exist5. Most of them host all-purpose videos,
however there are video sharing websites specialized for particular topics: college
jokes, religious songs, online teaching, motor biking, airplanes, poker playing, etc.
Some of them are addressed to a specific region or culture: Germany, Japan, India,
arab culture, etc. Most viewed of them, according to the Alexa web traffic rank-
ing6, are Yahoo! video, Google Video, YouTube, Video.qq (a Chinese website),
Flickr, DailyMotion.

• Video blogging. Video blogs are like normal blogs in which people post
also home videos; blog entries and messages become therefore multimedial. Video
blogging, or vlogging, saw an increase of popularity beginning in 2005. In 2005
and 2006 two conferences of videobloggers were held. Radio stations and televi-
sion stations are using video blogging as a way to help interact more with listeners
and viewers. Also, services to publish online videos almost at capture time are ap-
pearing. Qik7 is a service to share live on the Internet videos being captured with
the mobile phone.

1.1.3 Typical problems of home video editing

In the former sections, a picture of the common behaviors users have with home
videos has been drawn. Figure 1.1 shows the typical usages of a home video,
organized in a workflow. This thesis focuses on home video editing, which is
perceived as the most problematic of the activities involving home videos.

The most frequently reported problem with the modern video editing tools
for consumers is that they are way too time-consuming [Lienhart, 1999] [Davis,
2003] [Hua et al., 2004]. While it is reasonably easy to browse a collectionof
pictures and discard the uninteresting ones, doing the same on a home video pro-
ceeds slower and is more complicated. Working with videos has some intrinsic
difficulties, caused by the temporal aspect. In Section 1.1.1 some characteristics of
videos have been mentioned that make accessibility problematic: the large number
of video frames, the slow accessibility to the single frames due to video com-
pression, and the inability of overviews composed by static images to represent
dynamic events and temporal information. Furthermore, because of its temporal
dimension a video needs to be played back in order to be edited, and effectsof

5http://www.reelseo.com/list-video-sharing-websites/, March 2009.
6http://www.alexa.com/site/help/traffic_learn_more, March 2009.
7http://qik.com/, April 2009
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editing operations also need playback to be acknowledged.
To cut an unwanted clip, for example, one has first to find the desired portion

of video. With the modern PC tools for video editing, usually the user searches
a given moment in a video by browsing a storyboard of frames representing the
camera takes, and then by browsing a timeline representation of each single camera
take. This involves zooming operations on the timeline, together with fast-forward
and fast-rewind operations. Once the desired segment of video is found, the user
performs a cut by determining the cut points at frame detail, usually by dragging
a slider or by repeatedly pressing “next frame” or “previous frame” buttons. This
requires a lot of time and awareness of technical details such as the frame-rate.
Once the cut points are decided, the user activates the cut function and needs to
play again the edited portion of video to realize the effect of the cut.

Another problem with modern systems for video editing is that they are all
PC-based, and perceived as difficult by the users who do not have ahigh PC ex-
pertise. The results from our Internet-based survey have shown thatusers with low
PC literacy edit video significantly less frequently than users with high PC liter-
acy [Campanella and Hoonhout, 2008]. Users with little experience with PCs see
video editing tools as very difficult, not only the professional ones, but also the
supposedly more user-friendly ones like Windows Movie Maker or Apple iMovie.
Furthermore, the fully automatic editing programs are seen as inflexible, sincethey
do not allow authors of home videos to select the video portions to keep or to dis-
card. Home video users perceive the possibility of performing this selectionas
very important [Girgensohn et al., 2001].

Davis [2003] has argued that the problems of video editing systems stem
mainly from the fact that home video editing is too much modeled on professional
video editing. The production of professional videos is a complicated and time-
consuming process. Usually, there is a pre-production, in which a storyline and
a capturing plan (or storyboard) of the video are defined. Then there isthe pro-
duction, where repeatable scenes are captured following rules of media aesthetics.
Finally, there is the post-production, where the video is edited by professionals,
usually with very advanced techniques. The interfaces for home video editing,
based on detailed timeline representations of a video, or on storyboard represen-
tations of the camera takes, are very close to the tools professionals use for the
post-production. Usually, home video amateurs do not have the time or the eco-
nomical/cognitive resources to learn and use such detailed methodologies. As a
result, video editing applications are perceived as too time-consuming and often
too difficult.
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1.1.4 Focus of the thesis and research approach

The goal of this project is to find an easy-to-use, effective and efficient solution for
home video editing, to enable creators of home videos to quickly and effortlessly
author their audiovisual memories. To develop our solution for home video edit-
ing, we adopted two main guidelines. We designed asemi-automatictool, and we
adopted auser-centeredapproach.

By designing a semi-automatic video editing system, we aim at overcoming
the difficulty and the time cost that fully manual tools bring, and at avoiding the
low flexibility of the fully automatic editing programs or functionalities. We hy-
pothesize that automatic video content analysis can be employed to make home
video editing quicker and easier for the user. For example, a home video can be
structured in small video segments that the user can exploit as “atoms” of the edit-
ing process, without needing to browse the individual frames anymore. Ata higher
level of abstraction, a home video can be structured into scenes, where each scene
concerns only one event and place. The scene structure has a clear semantic mean-
ing and may help the user in browsing and searching through the video. Automatic
video analysis can also be employed to determine which portions of video have
higher quality than others and therefore are most suitable for being included in the
edited video, helping the user in the process of content selection.

While believing that automation can help home video editing, we also think
that a fully automatic editing system will never provide users with the flexibility
that they desire. A system that applies a fixed set of rules to calculate how toedit
a video will generally not match the subjective preferences a user may have for
the video. Most home video authors prefer to select themselves the video clips
that they find most valuable, and not to leave this choice completely to the system
[Girgensohn et al., 2001]. Furthermore, generally users want to personalize their
videos according to their own creativity, enriching them with music, video effects,
etc. Therefore, a video editing system should automate the most technical and
time-consuming tasks but should also offer to the user interaction means so that
the video can be edited according to the user’s creativity and subjective wishes. To
maximize the user satisfaction with the system and the objective effectivenessand
efficiency, our video editing solution has been designed following a user-centered
approach. Two iterations of implementation and user testing have been carried out.

Our home video authoring system,Edit While Watching, is designed to provide
user-friendly home video editing in the living room. Its interaction uses only a
TV set and a remote control instead of a PC monitor, keyboard and mouse. This
brings simplicity to video editing, because also users without much experience
with PCs can edit their videos.Edit While Watchingallows a user to modify and
enrich his/her video while watching it, seeing in real time the effects of the editing
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operations. The two iterations of system implementation and use testing onEdit
While Watchinggave us insights on the user needs and requirements and on which
interface elements best support easy and fast video editing. Our research shows
that it is possible to provide semi-automatic, user-friendly video editing on a TV
via a remote control, to move video editing to a more social environment like a
living room and to open up new possibilities of interaction with the users’ videos.

Edit While Watchingaims at finding a convenient balance between automa-
tion and user control. Nowadays, many technologies employ automation to help
the user in performing actions. Different technologies set the balance between au-
tomation and user control in different ways. For example, a pacemaker regulates
the activity of one’s heart in a fully automatic way, without any intervention of
the user. As second example, the automatic pilot of an airplane also works fully
automatically, but the pilot has the option to turn it on or off. As third example, the
guidance system of a jet is controlled by the pilot’s yoke; however, an automatic
system makes sure that the jet follows the direction indicated by the yoke. The
pilot has control on the jet’s direction, at the same time automation is used to keep
the jet on the trajectory.

These three examples clarify that the degree of automation that is applied to a
system can vary across a continuum of levels. In designingEdit While Watching,
we investigated how to balance the degree of automation and user control in several
aspects of the system. First of all, the user does not edit directly the video;instead,
Edit While Watchingcalculates a first version of the edited video by exploiting con-
tent analysis and media aesthetic rules [Zettl, 1999]. Successively, the user refines
the automatically edited video viaEdit While Watching’s interface, based on TV
and remote control. To edit the video,Edit While Watchingprovides various func-
tionalities for inserting or removing particular clips. Some of these functionalities
also exploit automation: for example, when the user just informs the systems of
his or her interest for a certain clip, the system automatically adds more content to
it. The selection of the content to be included is again based on content analysis,
quality criteria and aesthetic criteria.

Besides evaluating the overall usability ofEdit While Watching, we studied
the balance between automation and user control in different parts of the system’s
functionalities. An experiment was run to assess how much value automation can
add to the overview that the user inspects to browse the video. After introducing
an algorithm that structures the overview according to the timestamp information
of the video clips, we were able to measure an improvement in the efficiency users
have in browsing and searching tasks. Another experiment was aimed at evaluating
different combinations of automation and user intervention functions for selecting
interesting video clips, to maximize the user satisfaction and the objective editing
performance.
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1.2 Thesis outline

The rest of this thesis is structured as follows. In Chapter 2 the relevant liter-
ature on home video editing is presented and discussed, together with the most
common tools for home video editing and sharing available on the market. As-
sumptions, significant contributions and possible improvements on the state of the
art are pointed out. Important information from our investigation of user behaviors
and needs related to home videos is also reviewed. Also, user needs for home video
editing are distilled to motivate the rest of the work.

In Chapter 3 the algorithmic part of our solution for home video editing,Edit
While Watching, is described.Edit While Watchingis a semi-automatic system for
video editing where the user can upload his or her video, get a preliminary version
of it automatically edited by the system, and refine it via a user interface. This
chapter explains how the video is automatically analyzed and edited. Also, a novel
algorithm for detecting zoom sequences in home videos is described and tested. In
Chapter 4 the user interface ofEdit While Watchingis presented. With our system,
the user can edit videos using only a TV set and a remote control. To assess to
what extentEdit While Watchinganswers the user needs elicited in Chapter 2, a
user study is carried out. The results are reported and discussed in this chapter.

In Chapter 5 a second version ofEdit While Watchingis developed to overcome
the pitfalls of the first version. The second version is evaluated by inviting users to
edit their personal videos with it, according to their wishes. The results of the eval-
uation are reported and discussed. In Chapter 6 the balance between automation
and user control inEdit While Watchingis questioned and investigated. Different
levels of automation and user control for browsing and editing functionalitiesare
compared in order to find the balance between system intervention and userinter-
vention that optimizes the objective performances and the user satisfaction.Finally,
in Chapter 7 the conclusions of this work are presented and suggestions for further
developments are discussed.

1.3 Thesis contribution

The main contributions of this thesis can be summarized as follows.

• Insights in user behavior and needs related to home videos, based on a survey
including 181 users.

• A novel algorithm for fast and precise zoom detection in home video se-
quences.

• Edit While Watching: a semi-automatic tool for home video editing that
works with a TV set and few keys on a remote control. WithEdit While
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Watching, even users not experienced in video editing can author their videos
easily and in a short time.

• Optimization of the balance between automation and user control in func-
tionalities for selecting or discarding video clips. This balance is tuned to
optimize the objective performances and the user satisfaction.

• For the first time, an evaluation methodology that combines the users sub-
jective evaluation and objective measurements of performances and usage
patterns has been applied to assess the usability of home video editing sys-
tems.



2
Literature on home video editing

In this chapter, the most relevant studies on home video editing present in the
literature are reviewed and compared.

2.1 Automatic home video editing systems

In this section the literature related to automatic video editing is reviewed.
One of the earliest studies on automatic home video editing has been written

by Lienhart [1999]. The author has made some assumptions on home video usage:

• Home video collections easily sum up to many hours.

• Most of them are never touched or watched again.

• Raw video footage is unedited and lacks in quality, therefore is not appealing
to watch.

• Video editing is too time consuming.

• Video editing is rarely done.

• Users would like different versions of their videos for different people.

These assumptions have been used as motivation for creating a system forauto-
matically producing video abstracts. This system organizes the home video clips
in clusters, according to the clips’ timestamps. For example, clips filmed in the

17
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same hour fall in the same cluster. In the case of analog material, the system de-
tects the timestamp by using character recognition on the lower-right corner of the
video frames. The system then selects video material in order to uniformly rep-
resent each cluster. Furthermore, the clips are shortened to their most interesting
parts. The procedure for selecting these interesting parts is motivated by the obser-
vation that during important events or actions, the sound is mostly clearly audible
over a longer period of time than is the case with less important content. The sys-
tem presented in [Lienhart, 1999] has been tested with 10 users; 5 video abstracts
have been created and evaluated by the users by means of Likert-scale questions.
These questions concerned the suitability of a video abstracting system forreal
scenarios, and the quality and usefulness of the video abstract. The users’ answers
have been positive. The main outcome of this test is that:

“There is a tremendous demand for abstracting home video material
automatically.” [Lienhart 1999, p. 40]

Lienhart [1999] has looked into how to automatically edit home videos. How-
ever, he has presented onlyassumptionsabout user needs for home video editing,
without studying these needs by looking at real users.

After this study, others have tried to develop intelligent algorithms to address
the problem of automatic editing of home videos. All the studies on automatic
home video editing have been motivated by the assumptions presented by Lienhart
[1999], with small variations.

Aner-Wolf and Wolf [2002] have attempted to summarize home videos of wed-
dings by matching photo collections taken at the same event. They assume that the
photo album of the wedding can be used as a storyboard for the wedding video: the
pictures, in fact, will contain the most relevant moments of the wedding. Besides
synchronizing the pictures with the video shots, they also automatically add video
transitions and video effects to deliver an aesthetically pleasant final video. Aner-
Wolf and Wolf [2002] do not report any evaluative study of their summarization
algorithm.

Yip et al. [2003] have proposed a system for automatic home video editing, as-
suming that owners of home videos do not have the time or the editing skills to edit
their videos. Their application is called “Automatic Video Editor” and edits a home
video automatically into a condensed and supposedly interesting mini-movie. The
system works by picking out segments from the source videos whose color prop-
erties contrast with each other the most, in order to try to maximize the informa-
tiveness of the automatic summary. The systems disregards jerky segments and
allows to tune the amount of faces, close ups, indoor/outdoor scenes to bepresent
in the edited video according to the user’s interest. Special effects are aligned with
the video to make it more appealing. These effects are: slow motion, fast motion,
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and picture in picture (PiP). Yip et al. [2003] describe only a qualitative evaluation
of the Automatic Video Editor, performed with “a dozen of Carnegie-Mellon stu-
dents”. The only reported result of this evaluation is that the criteria for editing the
video should vary according to the audience and the source material. People ap-
pearing in the video can be more interested in clips about themselves, while people
not in the video may be more interested in clips with nature or scenery.

Oami et al. [2004] have made an attempt to investigate with users which video
content is considered interesting and which not, in order to build a better algo-
rithm for automatic home video summarization. They have looked at modeling
the “user interest” for semantic elements in videos, such as objects (main entities
in the video), scenes (compositions of objects) and events (happenings with spe-
cial meaning). They have run an experiment with 12 users and a set of 50video
clips. The users were invited to evaluate the importance of objects, of scenes and
of events for each clip. The importance was judged by choosing between low,
medium and high. The correlation between the importance judgment of different
users was0.70 on average. This result is interesting, however it is not clear why
the user interest for a certain clip should depend only on objects, scenesand events
and not on the presence of people, what is said, the story, the recipientof the video,
the mood of the user, or the subjective value of an event for a specific user. In fact,
the authors also report that other variables influence the user interest for a video:
owners of the home videos evaluated the elements in the clips in a significantly
different way compared to people not acquainted with the videos.

Hua et al. [2004] have described a system for automatic home video edit-
ing called AVE (Automatic Video Editing). This system analyzes the raw video
footage trying to detect the viewer’sattentionto a certain video clip. The user’s
attention is calculated as a function of low-level features such as object motion,
camera motion, faces, audio and speech. After the analysis, the AVE system com-
poses a video summary out of the raw footage, aiming to ensure that:

1. clips with the highest “attention level” are included in the summary,

2. clips are well aligned with music tempo,

3. selected clips uniformly represent all parts of the raw footage.

The problem of creating a video summary that satisfies as much as possible these
three criteria is formalized as a search problem and solved with a suitable algo-
rithm. The summaries produced by AVE have been evaluated by 10 users who
majored in arts. The evaluation has shown that the AVE-produced videos were
judged as better than randomly produced ones and as good as videos manually
edited by a non-professional user.

In another paper [Hua and Zhang, 2004], the authors have shown how to au-
tomatically combine aesthetically appealing video effects to particular portions of
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video content. This is one of the few attempts in automating not only the selection
of content, but the enrichment of the video with effects or other elements.

In yet another study [Mei et al., 2005], the authors have shown how to auto-
matically evaluate thequality of specific portions of home video. To assess the
quality of home videos, the following factors are checked for: shakinessand jerk-
iness of camera motion, low contrast of images, presence of blur, low luminance,
bad orientation of the camera. By means of an evaluative study with 10 users,
video summaries composed with clips having the best quality have been shown to
be more pleasant and equally informative for the users compared with videosum-
maries created considering the viewer’s attention, according to Hua et al. [2004].

The AVE system contains clever algorithms for automatically selecting the best
portions of a home video and enriching them with music and video effects. How-
ever, the authors of AVE have based their work on the same assumptions about user
needs contained in [Lienhart, 1999], without verifying these assumptions. There-
fore, it is not clear to what extent AVE helps the users in their real needs.

Achanta et al. [2006] have proposed a system to automatically convey or ac-
centuate emotions in home videos. They assume that owners of home videos would
like to convey more effectively a certain intent or emotional message in their per-
sonal movies. They present a system called “IntentMaker”. This systemapplies
film grammar rules [Zettl, 1999] to modify a number of low-level features in a
video with the aim of conveying one of four emotions: cheer, serenity, gloomand
excitement. At the request of the user, IntentMaker modifies the luminance, the
saturation, the motion, the rhythm, the music and the video transitions of a home
video, in order to convey a certain emotion. A user evaluation of the videos edited
by IntentMaker has been run with ten users. The users were asked to watch four
videos and to indicate which one of the four emotions was mainly conveyed by
each video. Three of the four videos were judged to convey mainly the desired
intent, although the paper does not say whether the results are statistically sig-
nificant. The emotion was more effectively conveyed with the addition of proper
music. Conveying emotions that are opposite to the emotion originally present in
the clip led to poorer results. The work of Achanta et al. [2006] is interesting, be-
cause users understand easily emotions like cheer or gloom and editing videos by
manipulating emotions can be easier and more satisfactory than directly editing the
videos. However, we still do not know how important it is for the users to beable
to convey emotions with their home videos, and whether other needs have higher
priority.

Wang et al. [2007] have approached the problem of automatic home video edit-
ing by implementing an “information-aware” selection of content. They assume
that home video users are interested inwho is in the video andwherethe event
in the video takes place. In other words, the users’ interest for a specific video
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scene can be evaluated according to these two elements of information: subjects
and locations. The key to produce a good edited video was assumed to consist in
automatically understanding thewhoand thewherein the audiovisual document.
The authors have built a system that automatically summarizes home videos ac-
cording to these criteria, and have evaluated it with users. The videos produced by
their algorithm were perceived as better than randomly edited videos and close to
manually-edited videos. However, this evaluation has been conducted with alim-
ited number of users (five). Also, they conclude that users are not onlyinterested in
subjects and locations of a video, but also in video quality and events experienced
by the owners of the video. Finally, Wang et al. [2007] do not clarify the question
about what the user needs for home video editing are. Table 2.1 summarizesthe
studies on automatic home video editing systems that have been reviewed in this
section.

2.2 Semi-automatic home video editing systems

The semi-automaticapproach to home video editing is an alternative to full au-
tomation. In the semi-automatic systems, most of the difficult and time-costly
tasks of home video editing are automated. Typically these tasks include the detec-
tion of meaningful cut-points in the raw footage, the selection of interesting parts
of the raw material, and the composition of an initial version of the edited video.
The user is offered the possibility to change and refine the edited video by means of
interfaces with suitable functions for selecting interesting clips, refining cutpoints,
adding video effects, transitions and music. The idea behind semi-automatic tools
is that a fully-automatic system for home video authoring will never meet the sub-
jective wishes of users for an edited video; on the other hand, fully manual systems
are definitely too complex and time-consuming. Therefore it is better to study a
clever compromise between automation and user control. In this way, users can
reach the result they desire without dealing with technical and time-consuming
tasks. Here we survey the semi-automatic solutions published in the literature.

In [Girgensohn et al., 2000] the “Hitchcock” tool for semi-automatic author-
ing of home video is described. Hitchcock automates some technical and time-
consuming tasks in home video editing, like structuring the raw video footage in
small segments, selecting the segments that are suitable to be included in the edited
video and choosing where to place the cut points of these suitable segments.Hitch-
cock composes an initial version of the edited video, successively the user has the
freedom to refine the selection of the video segments, and to change the length of
the edited video and of the single segments. Hitchcock works on a PC, and its in-
terface represents the video segments as frames grouped in piles (Figure2.1). The
user can switch between time-based grouping and color similarity-based grouping.
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Table 2.1. Summary of studies on automatic video editing.
Article reviewed Main contributions
[Lienhart, 1999] System for automatic video summarization,

designed specifically for home videos. The
assumptions on user needs for video editing
are not verified.

[Aner-Wolf and Wolf, 2002] Summarizing wedding videos by matching
photos of the same event. No evaluative
study performed.

[Yip et al., 2003] Home video summaries based on maximizing
informativeness and minimizing jerkiness.
Summarizing criteria should be user-dependent.

[Oami et al., 2004] Investigating how much users are interested
in objects, scenes and events. Correlation
among different users’ interest is 70%.

[Hua et al., 2004] Automatic video editing based on modeling
the user’sattentionto clips. Automatically
produced videos appear to be as pleasant as.
videos edited by a non-professional.

[Hua and Zhang, 2004] How to automatically combine video effects to
particular clips.

[Mei et al., 2005] Automatic video editing by evaluating
thequalityof clips. Introduction of quality
criteria specific for home videos.

[Achanta et al., 2006] System to automatically convey emotions
in home videos. Successful in three videos
out of four.

[Wang et al., 2007] Automatic selection of video content based on
interesting people and places. Video summaries
produced are almost as pleasant as manually
edited videos.

Hitchcock’s usability has been evaluated by means of a use test with 9 users
[Girgensohn et al., 2001]. The system appeared to be quite usable; however, users
were sometimes not satisfied with the fact that low-quality clips were automatically
discarded: in some cases users were interested in clips with particular content,
even if poor in quality. Also, users often wanted to have more control on theclip
duration and on the cut points. The authors conclude that automation in video
editing is useful, but it must be introduced in ways that still enable user control,
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Figure 2.1. Hitchcock user interface [Girgensohn et al., 2001].

e.g. as default choice or suggested choice.
Lockerd and Mueller [2002] have proposed an interesting synergy between the

user and the system, with the aim of producing an edited video which contains the
moments that are most interesting for the user. They propose to collect informa-
tion about the emotions and the arousal of the user atcapturetime, to be used to
automatically produce a better edited video. To reach this goal, they have imple-
mented LAFCam (Leveraging Affective Feedback Camcorder). LAFCam is shown
in Figure 2.2.

LAFCam detects laughter of the camera operator, records skin conductivity,
and films the camera operator’s face. The recording of the operator’s face adds
another perspective that can be inserted in the edited video. The authorspropose
also a video editing application to edit the videos captured with LAFCam. The
edited video can be produced automatically, by selecting all the video clips whose
corresponding skin conductivity was above a threshold value. The user can adjust
this threshold value via a slider in the interface. It is commonly assumed in liter-
ature that high values in skin conductivity correspond to highly aroused emotions,
like joy, enthousiasm or fright. Lockerd and Mueller [2002] do not report any
evaluation to assess to what extent the videos captured with LAFCam and edited
accordingly satisfy the initial user requirement: to efficiently select the most inter-
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Figure 2.2. The camcorder “LafCam” implements three affective input channels
[Lockerd and Mueller, 2002].

esting clips in the unedited video footage.
Casares et al. [2002] have proposed the “Silver” system for semi-automatic

home video editing. Silver exploits an audio-text transcriptor to detect the words
that are pronounced in the video. These words are shown aligned with thevideo in
a visualization system composed of three timelines with different levels of detail
(camera take, shot, frame detail). Silver helps users cutting the video material
at convenient points, at shot boundaries or word boundaries. The user can also
manipulate parts of the video stream by doing cut and paste operations on the
text transcript of the same stream. An evaluative test on Silver has been done
involving graduate students with a computer science background. The users were
invited to perform a series of tasks on the same video material. Some aspects of
the Silver interface were perceived as difficult to understand, such asthe difference
between the three timelines or the feedback after a delete operation. Also, the
“smart help” in editing provided by Silver did not significantly improve the time
to complete editing tasks. The idea of editing a video by cutting and pasting the
words pronounced in it is interesting, however it is not clear how helpfulit is for
real home videos and for users without a computer science background.

Adams and Venkatesh [2005] have gone beyond the idea of automating only
editing operations after the capture of a home video. They argue that a semi-
automatic system for home video authoring should intervene already at pre-capture
and at capture time, not only when the home video is already captured. Theyas-
sume that home video amateurs do not possess the knowledge to shoot aesthetically
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acceptable videos. This knowledge would help them in better conveying theirex-
periences and in obtaining a more enjoyable result. Therefore, they developed a
system that prepares a filmic/narrative structure for the user’s video and givesshot
suggestionsto the user during video capturing, according to this structure. Succes-
sively, the system edits the so-obtained raw footage by injecting convenient media
aesthetics and presents the final result to the user. These shot suggestions can be
constructed by letting users choose between templates of events, as it happens in
the IMCE system [Adams et al., 2005]. Alternatively, users can be askedsimple
questions about event, place and characters being shot; this is how the MediaTE
system [Adams and Venkatesh, 2005] works. A use test on this latter system shows
that movies obtained with the assistance of MediaTE are generally preferred to
videos shot without aid. However, half of the users refused to executemost of the
shot suggestions that were provided by the system. It is not specified why users
did not want to attempt the shot suggestions. Users expressed the desireto employ
MediaTE again, although some found the system to be suited for “lengthy projects
with easily repeatable scenes”. Therefore it is difficult to say to what extent the
MediaTE system meets the user needs for home video editing.

Hua and Li [2006] have proposed the LazyCut system for semi-automatichome
video editing. LazyCut is an extension of the AVE system for automatic video
editing proposed in [Hua et al., 2004]. LazyCut is designed to address the fact
that video editing is complex and time-consuming, and also to offer more flexibil-
ity than a fully automatic video editing system. To tackle these issues, LazyCut
supports the user in composing an edited video out of his or her videos andpho-
tos. The editing usestemplatesof possible final videos. A template includes a
rough storyline, an editing method and editing parameters like style and music.
For example, a template can specify that a video should be composed by an initial
chapter, a body part with three sub-chapters and a final chapter. Via aUI, the user
drags and drops selected videos and photos in each chapter of the templatestory-
line. Successively, the video is automatically edited with the same criteria used by
the AVE system [Hua et al., 2004], with the additional constraint that the succes-
sion indicated by the user in the storyline should be preserved. A user evaluation
of LazyCut has been carried out, inviting ten users to evaluate edited home videos
produced randomly, manually, with AVE and with LazyCut. The results show that
videos produced with LazyCut were preferred over the videos produced in other
ways. Videos produced with AVE and those produced manually were equally well
liked and were preferred over videos produced randomly. Unfortunately, the us-
ability and the utility of LazyCut have not been evaluated.

Takeuchi and Sugimoto [2007] have proposed a system for semi-automatic
video editing. This system tries to learn the user’s subjective preferences for video
content by analyzing the user’s personal photo library. Takeuchi and Sugimoto
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[2007] criticize the automatic approach to home video editing, arguing that auto-
matic algorithms apply a fixed set of editing rules for all users, without taking into
account personal preferences of each user. According to these authors, these pref-
erences can be learned by the system by analyzing the personal photo collections
that most users have on their PCs. The system proposed in [Takeuchi and Sugi-

Figure 2.3. Interface for photo clustering [Takeuchi and Sugimoto, 2007].

moto, 2007] works as follows. At first, the user organizes his/her pictures into a
small number of categories, eight for example. By using the interface shown in
Figure 2.3, the user can drag a subset of his/her pictures into clusters and label
these clusters. The categorization of the remaining pictures is performed automati-
cally by the system. Successively, the user’s video is segmented and eachsegment
is matched to one of the categories labeled by the user. Each segment receives also
an importance score; this score increases if the photo category associated with the
segment is big and if the segment neatly belongs to it. Then the system produces
an edited video by assembling the video segments with the highest importance
score. The user can influence the importance of the photo categories he or she cre-
ated, via the interface shown in Figure 2.4. This interface is interesting, because
it allows the user to specify preferences for the edited video by means of intuitive
semantic concepts like the labels of the picture categories. For example, if the user
gives more importance to the photo category of “landscapes”, the edited video will
contain more video segments classified as landscapes.

The user evaluation of the system in [Takeuchi and Sugimoto, 2007] has been
carried out among nine students of the University of Tokyo. The study was aimed
at assessing how well the summarized video reflects each student’s preferences.
The users were invited to capture videos of the University’s main campus, then
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Figure 2.4. Interface for weighting the photo categories [Takeuchi and Sugimoto,
2007].

they were invited to say which points of the videos were most interesting to them
(the “stress points”). Successively, each user categorized thesameset of pictures
and performed the summarization. Video summaries produced by the proposed
system retained the stress points slightly better than randomly generated summaries
(47.7% against 44.6%), but not enough to claim statistical significance.

Unfortunately, Takeuchi and Sugimoto [2007] have not evaluated their system
in a more realistic scenario, for example by letting the users categorizetheir own
photo collections. Table 2.2 summarizes the papers on semi-automatic home video
editing systems that have been reviewed in this section.

2.3 User behaviors and needs related to home video editing

So far, we have presented an overview of automatic and semi-automatic systems
for home video editing. These solutions contain intelligent algorithms and interac-
tion paradigms; however, all these studies are motivated byassumptionsabout the
user needs, without verifying what users wish to do with their audiovisualmem-
ories. At the time of writing, we are aware of only one study [Kirk et al., 2007]
about how people use their home videos and what their needs and problemsare.
This study is reviewed in the next Section (2.3.1). As already mentioned in the
introduction (Section 1.1.2), we also investigated the behavioral aspects concern-
ing home videos, via an Internet-based survey. The results of the survey that are
relevant to home video editing are presented in the Sections 2.3.2 and following.
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Table 2.2. Summary of studies on semi-automatic video editing.

Article reviewed Main contributions
[Girgensohn et al., 2000] Video automatically summarized, then edited
[Girgensohn et al., 2001] via a PC-based interface with color-based

clip grouping. User evaluation shows good
usability and need for more user control.

[Lockerd and Mueller, 2002] Emotions and arousal of the user are
collected atcapturetime to better edit
the video. No user evaluation done.

[Casares et al., 2002] Video editing PC interface with three
timelines with increasing detail. Semi-
automatic clip selection functions based
on audio transcript.

[Adams and Venkatesh, 2005] The system gives shot suggestions at capture
[Adams et al., 2005] time, to build a nice storyline. Movies

produced with shot suggestions are perceived
as better than movies shot without aid.

[Hua and Li, 2006] The user composes a video out of his/her
clips and photos, by usingtemplatesof
storylines. Videos created this way are
preferred over automatically or randomly
edited videos.

[Takeuchi and Sugimoto, 2007]The system learns the user’s subjective
preferences for content from the user’s
photo collection.

2.3.1 Early study on usage of home videos

Kirk et al. [2007] point out a “technology push” in the studies on automatic and
semi-automatic systems we have just reviewed. They assert that all the studies in
the literature

“suffer from a common lack of concern with user behavior, what
one might call “usefulness” (as against a more pedantic concern with
whether users can use the software in question). All offer limited eval-
uation studies, designed to ratify that the system built can be used, or
used after a period of initial training; not whether it is useful technol-
ogy in terms of supporting users in accomplishing the kinds of tasks
they wish to perform [Kirk et al. 2007, p. 62]”.
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Kirk et al. [2007] have made a first step in looking into user behavior and needs
for home videos. They have run an interview with 18 members of 12 families in
their homes and a focus-group with 7 teenagers. The aim of their study wasto
collect information about the whole lifecycle of home videos: choosing the device
to capture video, capturing, editing, and consuming.

The main finding of these interviews is that two different ways of working
with home videos can be distinguished: thelightweightand theheavyweightvide-
owork. In the lightweight videowork, users exploit mobile phones and digital still
cameras to spontaneously shoot short clips, without pre-planning, to capture on-
the-fly interesting events. These short clips are usually not edited, are shown on
the capture devices or shared via Internet. On the other hand, in the heavyweight
videowork, camcorders and digital still cameras are used to shoot long clips of im-
portant events, in a pre-planned way. These longer videos are edited more often, in
order to convey the user’s creativity and in order to obtain a tangible result, like a
DVD.

Kirk et al. [2007] invalidate one of the assumptions accepted by most studies
in the literature: home video collections easily increase and become unmanage-
able. The interviewed families, in fact, collected over several years generally 10-20
hours of raw video footage. Also, the assumption that users would like to convey a
narrative or filmic structure to their audiovisual documents, stated in [Adams et al.,
2005], is not confirmed by the structure of DVDs people usually edit for them-
selves. These DVDs are more intended to be easily browsable to support users in
skipping across interesting moments while telling about the event to friends. Cam-
corder users consider the time of uploading the video to the PC as significantly
hampering their videowork. Encoding the final result on a DVD is perceived as
one of the most important requirements for a video editing system. Another find-
ing of this study [Kirk et al. 2007, p. 67] is that users edit their videos in many
diverse ways, depending on the video content, on the purpose of the video and on
the user’s creativity and personality. Therefore, a home video editing tool should
satisfy a vast set of requirements, allowing users to do precise cuts, or toadd ef-
fects, music, transitions and titles, or to quickly produce a musical summary from
random clips of the raw footage.

Kirk et al. [2007] have presented useful insights about user behavior and needs
for home video editing. Unfortunately, their study is based on only a small number
of respondents. Moreover, no other independent study has been done to confirm
or invalidate the results. Therefore, we wanted to obtain a more precise, more
complete and statistically more relevant picture of the user behavior and needs,
surveying a larger number of people.



30

2.3.2 Deeper investigation into behavioral aspects of home video editing

In [Campanella and Hoonhout, 2008] our research on the usage of homevideos has
been published. The objective of this research was to study how and whypeople
capture, watch, share and edit home videos, and what the needs and wishes are
users have related to their video memories. Additionally, we wanted to assess to
what extent the assumptions proposed by Lienhart (p- 17) are true. Toaddress
these research questions, we created an Internet-based survey, which is reported in
Appendix A. In the rest of this chapter, we review those results of our survey that
are relevant to home video editing.

The questionnaire, an English and an Italian version, was distributed via bul-
letin boards and mailing lists at Universities and the Eindhoven High Tech Campus.
Anyone who had at least a basic experience in shooting home videos with any de-
vice was invited to take part in the survey. The questionnaire was answered by 181
people, 67% of which were living in the Netherlands, the remaining 33% in Italy.
69% of the respondents were male. The age of the respondents was distributed as
shown in Table 2.3.

Table 2.3. Age distribution of participants in the Internet-based survey.

Age Percentage of participants
Younger than 20 4%
21-25 years old 34%
26-35 years old 34%
36-50 years old 18%

51 years old or older 9%

Given the distribution channels we employed, it is not surprising that the ma-
jority of the respondents is relatively young, and that many of the respondents
indicated to have a background related to technical disciplines. Table 2.3 shows
that 73% of the respondents are younger than 36 years. However, thenumber of
respondents in our sample older than 36 years (49 respondents) still allowed us
to obtain relevant insights in how home video use might change when people’s
lifestyle is changing due to getting older and, e.g., having families.

It is also possible that people who capture home videos are mostly younger
than 36 years, and that we did not have many respondents older than 36 years
simply because they did not match our selection criteron (having at least a basic
experience in video capturing). We were not able to check whether home videos
are captured more often by people younger than 36 years than by peopleolder.

We asked the participants to rate their level of experience with PCs on a scale
from one to nine (question 24 of Appendix A). We decided to divide the sample
into two groups of participants: users of basic PC applications like Internet,email
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and word processing (54 respondents), and users of more advanced PC applica-
tions, or IT professionals (107 respondents). The groups were created as follows:
the first group was formed by all the respondents who placed their level of expe-
rience with PCs from one to four in the question 24; the second group included
everyone who scored from six to nine. The 20 respondents that rated their PC ex-
perience with five in question 24 were not inserted in any of the two PC expertise
groups.

The fact that our sample included more respondents with a high level of PC
experience will probably be due to the technical background of many of our par-
ticipants, among which the questionnaire was distributed. We have not been able
to verify if our sample differs in this respect from the general population of home
video users.

In order to determine whether particular participant characteristics resultin
different response patterns, we have split the respondents into different user groups
and studied the results for these groups:

• Respondents older than 36 years (49 people).

• Respondents younger than 36 years (132 people).

• Respondents with low PC expertise (54 people).

• Respondents with high PC expertise (107 people).

• Respondents that capture mostly short (less than 15 min) videos (101 peo-
ple).

• Respondents that capture mostly long (more than 15 min) videos (87 people).

Given the characteristics of the data set, a Chi-square test for independence
was applied [Siegel and Castellan, 1988] to analyze the answer patterns of the
subgroups as mentioned, withα = 0.05.

2.3.3 Results relevant for home video editing

Our respondents edit their videos quite often. 64% of the respondents edit at least
some of their videos. The frequency of editing home videos changes with theac-
quaintance users have with computers. Of those people with high computer exper-
tise, 76% edit some of their videos, against 46% of users with low computer exper-
tise (Figure 2.5). The difference in editing frequency among the two groups of PC
expertise is statistically significant (χ2 = 16.25, df = 3,p = 0.001). Although our
sample of participants may be biased towards people with high PC experience,we
observe that even among users with low PC skills the editing frequency is surpris-
ingly high, in contrast with what is commonly assumed in literature1. The editing
frequency changes also with the duration of home videos; 79% of ownersof long

1See page 17 and following for the assumptions made by Lienhart [1999]and others.
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videos do some editing, against 49% of creators of short videos. The difference in
editing frequency among users with different video duration is statistically signif-
icant (χ2 = 17.83, df. = 3,p = 0.0004). The editing frequency does not change
significantly with the participants’ age.

We asked people who never or rarely edit their videos whether there is a reason
for their low editing activity. Only 19% of them said that home videos do not need
editing. The others complained about the amount of time required for video editing
(77%) or about its difficulty (40%).

0% 10% 20% 30% 40% 50% 60%

I never edit my videos

I edit less than 25% of my videos

I edit more than 25% and less than 

50% of my videos

I edit more than 50% of my videos

High PC expertise Low PC expertise

Figure 2.5. Distribution of editing frequency in the two groups with different PC
expertise.

Our survey contained a number of questions that only had to be answeredby
the 64% of respondents with at least some experience in video editing (questions
17 - 20 in Appendix A). These questions concerned the motivations for doing video
editing, the time needed, the tools used and their main limitations.

89% of respondents editing videos said that the main reason for editing is to re-
move uninteresting parts: the raw video is normally too long. 67% of video editors
enrich their videos by adding music and video effects, to increase the attractiveness
of the video. Other motivations are to add a personal touch to the video (41%), to
have a nice video memory to keep (24%), to have different versions of a video
to give to different people (15%). Owners of short videos plan significantly less
often to keep videos as a memory (14% against 31% of owners of long videos,
χ2 = 4.52, df. = 1,p = 0.03).
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Many respondents who edit videos stated that video editing takes a lot of time:
40% of video editors need ten or more times longer for editing than the total dura-
tion of the raw material. We did not find any dependencies between time spent on
editing and editing reasons. We asked also about the editing tools that were used
most often. 66% of respondents used (semi-)professional tools like Adobe Pre-
miere or Pinnacle Studio. Of respondents, 40% use low-end tools like Windows
Movie Maker, Apple iMovie, Ulead Video Studio and similar programs, generally
seen as a bit more user-friendly. Respondents useing editing tools embedded on
hard disk recorders or DVD recorders amounted to 10%.
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my creativity.

Video editing 

tools are not 

powerful 
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I cannot 
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search well 

enough in my 

videos.

I’m fully 

satisfied with 

my home 

video editing 

tool.my creativity. videos. tool.

High PC expertise Low PC expertise

Figure 2.6. Frequencies of video editing problems against PC expertise.

Users who edit videos were asked what are the most evident limits of video
editing tools. Figure 2.6 displays the answers and their frequency. Importantly,
more than half of users editing videos observe that editing tools are too time-
consuming; by far the main complaint. Among users who edit videos, 44% of
users with low PC expertise find editing programs too complex and too technical,
against 20% of users with high PC skills.

The respondents who edit videos were asked to make spontaneous remarks
about unsatisfying aspects of the video editing technology. These remarks con-
cerned the amount of time needed for “uploading, re-encoding and DVD creating”
of the video, the limited memory and speed of PCs, the complexity of technical
options related to codecs and video filters, and the complexity of the editing tools
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that forces some users to re-learn them every time they use them again. Somere-
spondents perceive video editing as a professional activity, while home videos are
totally for leisure.

In our survey, participants were invited to express their interest for a number of
possible wishes related to home video editing (question 21 of Appendix A). The
respondents indicated a clear interest for “combining own videos with own pic-
tures, friends’ content or content from the Internet”, “changing andmanipulating a
video while watching it”, and “editing videos on a TV”. The owners of long videos
expressed significantly more interest for editing their audiovisual memories on a
TV than the owners of short videos (χ2 = 11.55, df. = 4,p = 0.03).

The respondents of the questionnaire were also invited to freely write down
their needs and wishes related to home video editing. Some ideas concerned the
possibility of involving others in the editing process. For example, one participant
remarked

“It would be nice if I can send them low quality vids, and let them
edit it, and i can use the same edit points on my high-res vids and give
them the final version.”

Other participants expressed the desire for more user-friendliness, for example by
simplifying technical details of encoding operations or by having a wizard ora
“coach” to do better video editing. Other wishes concerned better ways oforganiz-
ing and annotating videos and of compiling one movie out of many small clips.

In the former sections of this chapter, we have seen that many systems for
home video editing aim at (semi-)automatically removing the video segments with
low video quality, under the assumption made by Lienhart [1999] and othersthat
unedited video is not watched because of its low quality. In our survey, partici-
pants were asked on which aspects they choose the home videos to watch. Some
respondents described in an optional text field of the questionnaire whatinfluences
the frequency of watching home videos. Among these respondents, 45% pointed
out that they watch particular events more often than others; the type of event cap-
tured on a home video is of great importance when deciding whether to view the
video. Another 23% said that some videos are watched more often becausethey
are asked for by other people: children, friends, family members, acquaintances.
Other factors that influence whether or not a home video will be watched more than
once, are the level of interest (is the video amusing, funny, or boring),the acces-
sibility (whether it is easily accessible on a DVD or in a video file), the duration,
the quality, the time users have available. These factors were mentioned less often.
Therefore, whether a video is watched often or not does not depend primarily on
its quality.
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2.3.4 Conclusions

The results from the Internet-based questionnaire clarify many behavioral aspects
of home video editing. People author their home videos mainly to keep the clips
deemed as interesting or useful, and to cut out the others. A second important
reason for editing videos is to enrich them in diverse ways. The quality of the
videos does not seem to be the primary concern of our respondents. They appear
to be attached to their videos independently of the low video quality, some respon-
dents even remarked that they avoid editing on purpose, in order to leave the home
videos in the unedited state that they like. As Kirk et al. [2007] have argued, a final
tangible result of the editing, like a DVD, is often seen as an important goal.

We may now look back at the assumptions on home video usage proposed by
Lienhart [1999] (p. 17) and accepted by most of the literature. The assumption that
home video editing is perceived as too time-consuming is confirmed. However,the
assumption that video editing is rarely done is contradicted by our results. Home
videos, in fact, are edited quite frequently and also shared quite often. Further-
more, the assumption that the raw footage is not appealing because of its low video
quality is also contradicted by our results.

The main user needs clarified by our survey can be summarized in the following
points:

1. Users want to shorten and summarize the raw video material.

2. Users want to convey in their videos their own creativity and whishes.

3. Users want video editing to be fast.

4. Users want a user-friendly and simple system.

5. Users want to edit videos on a TV (particularly people older than 36 years).

6. Users want to combine their videos with pictures and third parties’ content.

7. Home videos are used mainly in social context and for communicative pur-
poses.

Before concluding this survey and coming to the conclusions mentioned above,
we had already developed the first version of a solution for home video editing. The
algorithmic part of it is presented in the next chapter, while Chapter 4 presents the
interactive part. Section 4.1.3 deals with how our solution answers the user needs
elicited here.
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Algorithms for automatic home video

editing

In Chapter 2 several solutions for home video editing proposed in the literature
have been analyzed. Furthermore, user needs related to video editing have been
collected, through the review of the literature and via our own Internet-based sur-
vey. Before the results of the questionnaire were available, we had created a initial
concept and a prototype of a system for home video editing. As explained inSec-
tion 1.1.4, we think that a system for home video editing should be semi-automatic,
implementing a convenient balance between automation and user control. There-
fore, our solution has an automatic part (an algorithm that edits the user’s video)
and an interactive part (an interface that allows the user to refine the automatically
edited video). This chapter is dedicated to explain the automatic part, while Chap-
ter 4 presents the interactive part. Figure 3.1 shows a flowchart of our system,
explaining the relation between the automatic and the interactive part.

As said before, we assume that a home video editing application should not be
fully automatic. In fact, the content of the optimally edited video depends heavily
on the user’s subjective preferences and wishes, on the semantics of the video and
on its final recipient. Since the user defines how an optimally edited video should
be composed, a fully automatic algorithm that applies a set of user-independent
rules on objective properties of the video will never reach what is optimal for a
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Import unedited video

Automatic video editing

Play edited video

User input

Update edited 

User feedback

Update edited 

video

Changes

No changes by the user 

(user is satisfied)

Satisfying 

edited video

Figure 3.1. Flow diagram showing the relation between the automatic part and
the interactive part of our system.

particular person. Nevertheless, we think that automation in home video editingis
still useful. An automatic algorithm can effectively perform operations thatwould
be very cumbersome for the user; for example discarding video segments with poor
quality or selecting content with particular properties. Even more, an automatic
algorithm can produce an edited video that matches some criteria suggested by the
user and is therefore close to the optimally edited video.

Because of this, for our application we designed an algorithm for automatic
video editing. The video that is produced by the algorithm is refined by the user
via an interface. Figure 3.1 shows the relation between the automatic and the in-
teractive components of our system. While the edited video is played, the usercan
modify it iteratively, until his/her subjective wishes are met.

The present chapter describes how the automatic video editing block in Figure
3.1 works. Many studies in the literature have already presented systems for auto-
matic video editing. We do not claim that our algorithm performs better than these
methods. Still, our algorithm is designed to provide the user with an edited version
of his/her home video that matches the user’s wishes at least in some aspects.



3.1 User requirements 39

This chapter is structured as follows: the user requirements are first specified
(Section 3.1), and the problem of automatic video editing is formally defined (Sec-
tion 3.2). Then, our solution is described in detail (Sections 3.3, 3.4, 3.5, 3.6).

In order to do automatic home video editing, we employ detection of zoom
sequences. To have a fast and precise zoom detection, we have devised a novel
algorithm. A benchmark on 37 minutes of home video has shown that our zoom
detection algorithm performs better than a state-of-the-art method. Section 3.7
explains the research done on zoom detection in detail.

3.1 User requirements

Before specifying the user requirements, we make some considerations onhome
videos, from a content analysis perspective. In Section 1.1.1 we have seen that
home videos are always subdivided incamera takes. A camera take is a continu-
ous portion of home video that begins when the user presses the “record” button on
the capturing device and ends when the user presses the “stop recording” button.
Nowadays, all capturing devices recordtimestampinformation for each camera
take. A timestamp contains the date and time at which the camera take was cap-
tured. Another observation is that in almost the totality of the capturing devices,
the home video is stored in digital format and it can be uploaded to a PC as a video
file.

There is another property that is more peculiar to home videos. As said before,
home videos are captured by non-professional users; usually home video authors
do not capture according to a storyboard and do not think about choosing the best
angle or the best illumination. Moreover, home video authors often introducede-
fects in their videos, like shakiness, jerkiness, blur, “ground shooting”1, too low or
too high luminance, etc. Evidently, most of the defects and most of the unpleas-
antness of home videos are determined by the lack of professional capture skills,
and not by technological limitations. Consequently, the quality of a home video
cannot be judged with the same criteria that are applied for commercial content, as
[Mei et al., 2005] have argued. Hence, an automatic home video editor should pay
attention to the typical flaws present in home videos and eliminate or correct them.

In most cases, home videos are edited in order to select the most important or
pleasant video portions and cut out the less interesting ones (see user need 1, p. 35).
Unedited home video is very often seen as too long and boring, therefore the most
important reason for doing video editing is to have a selection of desired excerpts
of the unedited video. We think that an automatic video editing program should be
able to select which parts of the video to keep and which to discard according to

1“Ground shooting” refers to video footage undeliberately captured by auser that forgets to
switch off the camera and walks with it while pointing it to the ground.
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criteria that approximate as much as possible the user’s method of decision. Gen-
erally, in a home video each camera take is shot for a specific reason. Therefore, it
is not possible to assume that some camera takes are more important than others,
unless the user specifies so. Because of this fact, the video segments selected by
our algorithm should uniformly represent all the unedited video material.

Because of the considerations made till now, we identified the followinguser
requirementsfor our automatic video editor:

Requirement A: Duration of the edited video.
The user should be able to specify the desired duration of the edited video.The
user, in fact, should be able to decide how long the selection of clips from the
unedited video should be, or how much of the unedited video is going to be keptin
the edited video.

Requirement B: Selection of good-quality video.
The edited video should contain as much as possible video portions with high vi-
sual quality (little shakiness, in focus, etc.), meanwhile parts with low visual qual-
ity should be excluded.

Requirement C: Representativeness of the edited video.
The edited video should contain video segments that uniformly represent theraw
unedited video. This requirement comes from the fact that every camera take
should be considered important for the user.

Requirement D: Content/semantic criteria.
The edited video should contain video segments that are interesting for their con-
tent or for their semantics, such as segments with faces or segments captured after
a zoom in operation. Usually, when the user zooms in on a particular, it is because
the particular is deemed as important.

Requirement E: Customizability of requirements.
Some of the former requirements may clash with each other. Therefore, the user
should be able to specify the relative importance of the requirements. For exam-
ple, a user may be more interested in high-quality content and less in uniformly
distributed content. That user may want to give weights of importance to each re-
quirement, these weights should be taken into account by the system and the video
should be edited accordingly. It is indeed common practice in automatic video
editing tools to allow the user to specify the “style” according to which the video
should be composed.

It is possible to think to other user requirements, for example concerning theau-
dio stream associated with the home video. For example, one may require that
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the edited video should contain clips selected in a way such that sentences are
not abruptly interrupted. However, during the user evaluations performed in the
context of this thesis, we have observed that authors of home videos do not deem
as very important to preserve the audio of their videos; often they cover itwith
a music track. Furthermore, we have observed that the home videos of ourusers
contained very few speech segments: home videos are captured primarily torecord
interesting visual events and not interesting sounds. Also Gatica-Perez et al. [2003]
have stated that audio streams of home videos usually contain short speeches in-
terleaved with long segments of ambient background sound. Therefore,to keep
our algorithm simple, we do not analyze the audio stream associated with a home
video.

Our algorithm will therefore analyze the video stream and create a selectionof
video segments aiming at satisfying the requirements listed before. For simplicity,
we impose the constraints that a certain video clip cannot be chosen twice to bepart
of the edited video, and that the clips selected to form the edited video maintain
the same temporal order they had in the original unedited video. During the user
tests done in the context of this thesis, we have noticed that users do not ask to
include the same video clip two times. Some users wanted to shuffle the temporal
order of their video clips. Still, we think that it is best to automate the task of
content selection and to let the user decide about the order of the clips. Selection
of good content is in fact an important need in home video editing (see user need
1, p. 35). That is why this automatic algorithm focuses on this need and not on
other possible requirements such as adding music, video transitions, video effects,
text, etc. Also, our algorithm is designed to produce an edited video that will be
successively refined and possibly enriched by the user (Figure 3.1).

3.2 Problem formulation

In this section, the considerations and requirements listed in the previous section
are precised in formal language. Also, a formal definition of the problem of au-
tomatic home video editing is given. These definitions are used to describe our
algorithm in the rest of the chapter. For clarity, a table with all the symbols defined
in this chapter is shown at page 74.

We start by defining what an unedited home video is:

Definition 3.1 (Unedited home video). An unedited home videoV is a finite
sequence ofN video framesV = (f1, . . . , fN ) that the user has captured with a
device. These frames are meant to be displayed one after another at a frame rate
R. A home video has also an audio track associated to it, which is not considered
in the present analysis. 2
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As seen before, home videos always come divided incamera takes.

Definition 3.2 (Camera take).In a home videoV, acamera takec is defined as a
sequence of consecutive video frames

c = (fi, . . . , fj), 1 ≤ i ≤ j ≤ N.

A camera takec is a continuous portion of home video that begins when the user
presses the “record” button on the capturing device and ends when the user presses
the “stop recording” button. We can defineTk as the timestamp associated with the
first frame of camera takek. 2

Definition 3.3 (Camera take segmentation).The Camera take segmentationof
the home videoV is a partitionC(V) of the videoV :

C(V) = {ci, 1 ≤ i ≤ NC}.

NC is the total number of camera takes in the videoV. In a home video, the camera
takes never overlap:∀ci, cj ∈ C(V), ci ∩ cj = ∅. Also, the union of the camera

takes is the whole video:
NC
⋃

i=1

ci = V. 2

In order to automatically edit a home video, an approach very often used in the
literature consists in dividing the camera takes into even smaller video portions
([Hua et al., 2004] [Yip et al., 2003] [Girgensohn et al., 2000] [Takeuchi and Sug-
imoto, 2007]). These portions are usually called sub-shots orvideo segments. The
algorithm described here also adopts the approach of structuring the homevideo
in video segments. In Section 1.1.1 it has been clarified that a single frame cannot
be seen as the basic element of a movie. A small video segment, instead, carries
meaningful temporal information and can be used as the basic unit in the edit-
ing process. The video segments are created such that each one of themis easily
characterizable by some video properties (for example zoom segments, lowlumi-
nance segments, close-up segments, etc.). After dividing a home video into video
segments, the process of automatic video editing can be formalized as selectinga
particular set of video segments to compose an edited version.

Definition 3.4 (Video segment).A video segmentv is a set of consecutive frames
of a home videoV that belong to the same camera take.

v = (fi, . . . , fj), 1 ≤ i ≤ j ≤ N

∀v ∃! c ∈ C(V) : f ∈ v ⇒ f ∈ c.

The formula above stresses the fact that each video segmentv belongs to one and
only one camera takec. 2
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Definition 3.5 (Segmentation in video segments).A segmentation in video seg-
mentsof a home videoV is a partition ofV into video segments:

S(V) = {vi, 1 ≤ i ≤ NV }.

NV is the total number of video segments in the segmentationS(V). As for camera
takes, video segments are non-overlapping and cover the whole videoV. 2

Before, we specified that each video segment belongs to only one cameratake.
Since video segments cannot extend across multiple camera takes, each camera
take boundary is also a segment boundary. To have more clarity in the restof the

Unedited home video

f1
fN

c1

NC camera 

takes

NV video 

segmentsv1

Camera take boundary

Edited video, composed 

of NS shotss1

Figure 3.2. Hierarchical organization of a home video. On the top of the figure,
the unedited video with itsN frames is displayed. Below, the home video is
represented as a thin rectangle subdivided into theNC camera takes. Further
below, the home video is divided at a finer level: theNV video segments are
shown.

chapter, we define here a duration function to be applied to any of the defined video
items.

Definition 3.6 (Duration of video items).Given a video itemx (a video segment
or an arbitrary set of video segments), theduration δ(x) of the video itemx is
defined as the time duration of the video itemx, expressed in seconds. 2
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Till now, we have shown how an unedited home video is structured in camera
takes and video segments. Figure 3.2 visualizes the relationship between camera
takes and video segments in a home video. In the figure, the unedited video is
partitioned in three levels: camera takes, video segments, shots. The rest of Figure
3.2 is explained in the following paragraphs, after some definitions.

In order to formalize the problem of automatic video editing, we need to define
how the final result should look like. The algorithm will compose the edited version
of the home video by choosing some of the video segments in which the video has
been partitioned. We now define the building blocks of the edited video, theshots.

Definition 3.7 (Shot). A shot is a set of temporally contiguous video segments
belonging to the same camera take.

s = (vi, . . . , vj) 1 ≤ i ≤ j ≤ NV ,

∀s ∃! c ∈ C(V) : v ∈ s ⇒ v ∈ c
2

Definition 3.8 (Edited video).An edited videoE is a sequence of non-overlapping
shots belonging to the same unedited home videoV:

E = (si, 1 ≤ i ≤ NS)

∀si, sj ∈ E, si ∩ sj = ∅

∀si, sj ∈ E, ∀fm ∈ si, ∀fn ∈ sj , i < j ⇒ m < n.
2

In Definition 3.8, the second equation expresses the fact that the edited video E
does not contain overlapping shots. The third equation expresses the fact that the
shots of the edited videoE are ordered according to the temporal order of the
video: if the shotsi comes before the shotsj in the edited video, then the shotsi

contains frames of the unedited video placed before the frames of the shotsj .
In principle, a user may wish an edited videoE containing two times the same

shot, or may want to swap the shots’ order. However, for simplicity we focus on
the case of edited videos made of non-overlapping, ordered shots. Theuser can
always refine the edited videoE that the system calculates.

An edited video is visualized in the bottom part of Figure 3.2. The edited
video is composed by shots that have been selected from the video segmentsof the
unedited video.

When the user watches the edited video, he/she cannot be aware of the segment
boundaries. In fact, the optical flow of the edited video is interrupted only at shot
boundaries, since between different shots there are frames missing or there is a
camera take boundary. Consequently, the end user perceives the edited video as
being composed of different shots. Also, shots are important because the user can
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express the requirements for the edited video in terms of shots (number, average
duration).

Given an unedited home videoV, it is possible to generate from it an immense
number of edited videosE, as many as the possible subsets ofS(V), that are
2NV −1 if the empty set is not considered. The automatic home video editor has the
task to search the edited videoE that satisfies the user requirements and constraints
as much as possible. Therefore, one way of formalizing automatic home video
editing is to map it to an optimization problem. We can define a function ofE that
is to be maximized in the space of all the possible edited videos. The higher the
value ofE, the betterE satisfies the constraints and the requirements.

Definition 3.9 (Objective function). The objective functionΩ(E) : P(S(V)) →
ℜ is defined as follows:

Ω(E) = F ( ς(E), τ(E), χ(E) )
2

The functionΩ(E) has as domainP(S(V)), the set of all the possible subsets of
S(V). In the equation above,ς(E) is thesuitability scoreof the edited videoE and
models the user requirement B defined in Section 3.1. In other wordsς(E) calcu-
lates the quality of the video segments inE. τ(E) is thetemporal uniformity score
of the edited videoE and models requirement C.τ(E) measures how uniformly
the video segments inE are distributed across the whole unedited video.χ(E) is
the content scoreof the videoE and models requirement D.χ(E) models how
well E satisfies the content/semantic criteria.

After defining the objective functionΩ(E), we can formulate our problem as
the problem of maximizingΩ(E) in the space of all the possible edited versions of
videoV. In order to do that, the functionΩ(E) and the functionsς(E), τ(E) and
χ(E) have to be designed in order to model the user requirements. Then, a known
optimization algorithm can be used to maximizeΩ(E). Part of the procedure is
also the design of algorithms for analyzing the home video and partitioning it in
video segments.

3.3 Solution overview

From this section on, the algorithm for automatic video editing is described in
depth. This algorithm is subdivided in three main steps, as Figure 3.3 shows.

In the first step, the home videoV is taken as input. We assume that the in-
formation about how the video is partitioned in camera takes is also available as
an input (C(V) in the figure). The information about the camera take segmentation
is usually available by parsing the timestamp data in the video stream. The first
step of the algorithm consists in extracting some low-level features. These are the
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User-defined 
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Figure 3.3. Flowchart of the algorithm for automatic home video editing.

camera motion, the image luminance and contrast, and the presence of faces.The
process of extracting the low-level features is explained in detail in Section3.4.

In the second step (“Video segmentation” block in Figure 3.3), a segmentation
S(V) of the videoV is calculated. The video segments are calculated in such a way
that the low-level features inside one segment present similar properties.For ex-
ample, the camera motion inside one video segment should indicate the same type
of movement (pan right, or zoom out); also, the luminance and contrast properties
should be homogeneous inside the same video segment (good luminance and low
contrast, for example). Segment boundaries should correspond to relevant changes
of the low-level features and therefore of the properties of the video. After the
video(V ) is segmented, asuitability scorefor each video segmentv is calculated.
This score expresses how suitable a particular video segment is to be included in
the edited video. The suitability score is computed by looking at the presence of
shakiness, low luminance or low contrast in the video segment. Section 3.5 de-
scribes in detail howS(V) and the suitability scores are calculated.

In the third step (“Automatic editing” block in Figure 3.3), the edited videoE is
calculated by selecting some video segments belonging toS(V). The computation
of E is based on the user requirements illustrated at page 40. To computeE,
some user-defined parameters are taken into account. These parametersare the
desired duration of the edited video (Requirement A) and the relative importance
of the criteria for selecting the video segments (Requirement E). There arethree



3.4 Low-level feature extraction 47

criteria: the video quality of the segments inE (Requirement B), the temporal
uniformity of E (Requirement C) and the presence of faces inE (Requirement D).
The calculation of the edited videoE is explained in detail in Section 3.6.

3.4 Low-level feature extraction

Our method extracts the following low-level features from a home videoV: the
camera motion, the image luminance, the image contrast and the presence of faces.
We think that these are the most useful features in order to detect the typical mis-
takes of amateur movie makers (shakiness, low luminance) and to effectivelychar-
acterize a home video. These features are also used often in the literature [Mei
et al., 2005] [Girgensohn et al., 2000].

A well-know definition of camera motion is given in the MPEG-7 standard
[Manjunath et al., 2002]. This standard defines 14 possible camera movements,
shown in Figure 3.4. The figure shows 6 translational movements (left draw-
ing) and 6 rotational movements (right drawing). Two camera movements are not
shown in the picture: “zoom in” and “zoom out”. Zoom movements are move-
ments of the camera’s focal lenses that enlarge or shrink the view on the captured
object.

Figure 3.4. Camera motion paramenters according to the MPEG7 standard.

We do not take into account all the 14 camera movements, since the estimation
of these 14 movements is computationally very expensive and inaccurate. Weex-
tract only thepan, tilt andzoommovements, since these are enough to effectively
characterize a home video. In order to detect pan and tilt movements, we usethe
“luminance-projection correlation” method, described in [Uehara et al., 2004]. To
estimate zoom movements, we have designed a novel algorithm that is presented
in detail in Section 3.7.

Besides the camera motion, the image luminance and contrast are also ex-
tracted. For each video frame, we calculate the luminance as the average ofthe
luminance values of the frame. The luminance is the Y value in the YUV color
space. Moreover, for each video frame we calculate the contrast as thestandard
deviation of the luminance values of the frame.
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Finally, we perform face detection to every frame of the videoV. We apply
a multi-view face detector based on [Viola and Jones, 2001] trained to detect also
tilted and partially rotated faces, as in [Kroon, 2006]. We store only the number of
faces present in a frame.

In conclusion, for each framefn ∈ V we extract the following low-level fea-
tures:

• the amount of camera panpn (range[−187 187] screens/minute, the unity
of measure “screens/minute” will be explained in Section 3.5.1),

• the amount of camera tilttn (range[−187 187] screens/minute),

• the amount of zoomzn (range[−0.146 0.146], explained in Section 3.7.3),

• the average luminanceln (range[0 255]),

• the average contraston (range[0 255]),

• the number of faces presentan.

The reason for extracting the camera motion is twofold. First, the video can be
structured in video segments by making sure that every change in type of camera
motion (pan left to pan right, for example) defines a new video segment. Second,
the detection of the camera motion enables the estimation of shakiness (frequently
changing camera movements) and jerkiness (fast camera movements). Shakiness
and jerkiness are aesthetically unpleasant; they are two of the most common defects
found in videos captured by non-professional users [Mei et al., 2005]. According
to Requirement B, these parts should be removed from the final summary. Other
defects typical of home videos are the lack of proper illumination and the lack
of informativeness (for example shooting the ground). Luminance and contrast are
extracted to detect respectively these defects. It is most likely that usersdo not want
video segments with low luminance and video segments that are not informative
(that have low contrast). Also, we keep track of the faces that each frame contains.
In fact, the user may be interested in video segments containing faces (Requirement
D).

3.5 Home video segmentation

In this section, we explain how the video segmentationS(V) is calculated based on
the values of the low-level features (second block of the flowchart in Figure 3.3).

The purpose of the video segmentation is to structure a home video into short
video segments in which the low-level features have approximately constantval-
ues. As said in Definition 3.4, a video segment cannot belong to two camera takes.
Therefore, the camera take boundaries defined inC(V) are also video segment
boundaries. The home video segmentation algorithm explained here is repeated
for each camera takec ∈ V.
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{Low-level features}

Calculation of suitability 

score for each segment

Figure 3.5. Steps of the segmentation procedure.

Our video segmentation algorithm is composed of three steps, as Figure 3.5
illustrates. First, the low-level features are filtered and analyzed to find their main
properties. When there is a change in the features’ properties, a segment boundary
is created. In the second step, the so-obtained segmentation is refined. Video
segments that are too short are merged to the adjacent ones and video segments that
are too long are split. The minimum duration for a video segment is 0.8 sec and
the maximum is 5 sec. The value of 0.8 sec has been chosen to have not too short
segments that would follow the noise in the low-level features, this is useful tohave
a segmentation that reflects the most important changes in properties of the video.
The value of 5 sec has been chosen in order not to have too long segmentsthat
would make it difficult to divide long camera takes where the low-level features
do not significantly change. Once the segmentation is refined, in the third step
a suitability score is calculated for each video segment. This score expresses to
what extent a video segment is suitable to be included into the edited video. The
suitability score depends on quality considerations, more precisely on the possible
presence of shakiness, low luminance or low informativeness in the video segment.
Finally, the video segmentationS(V) is saved in XML format. In this way,S(V)
does not need to be recalculated if the user wants to produce many edited versions
of the same video according to different specifications.

The three steps visualized in Figure 3.5 will be now illustrated in detail. Section
3.5.1 deals with the calculation of the segment boundaries, while section 3.5.2
explains the refinement of the segmentation. Finally, Section 3.5.3 describes how
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the suitability scores are calculated.

3.5.1 Calculation of the segment boundaries

In this section we show how the low-level features are processed to calculate a first
version of the segmentationS(V). Figure 3.6 shows the amount of pan movement
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Figure 3.6. Amount of pan movement (thin line) and filtered pan curve (thick
line). On the horizontal axis the frame numbers are displayed; on the vertical axis
the pan valuespn are represented, measured in screens per minute.

for 20 sec of a home video (thin solid line). In Figure 3.6 the pan movements are
measured in “screens per minute”. For example, a “pan right” movement of one
screen per minute means that the video background is moving from right to left at
a speed such that the leftmost pixel becomes the rightmost in one minute. We use
this unity of measure in order to quantify pan and tilt movements independently
of the video format. In fact, different video formats can use different screen reso-
lutions and frame rates. This is important, since nowadays home videos come in
different formats and we want to apply to all of them the same algorithm for the
segmentation.

Positive values of the sequence of the pan values{pn} represent “pan right”
movements, negative values correspond to “pan left” movements. The segmenta-
tion procedure is based on extracting the sequence of the pan values{pn}, filtering
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it, and applying thresholds to it to find relevant changes in the pan movement. The
video frames are left unchanged.

Because of the shakiness while capturing the video, the thin solid line in Figure
3.6 is very irregular. To obtain a meaningful segmentation, we filter out the shaki-
ness and preserve the main pan movement using a low-pass FIR filter with 1 Hzas
cut frequency. For the common frame rate of 25 fps, we use a filter of 60 samples.
The result is the thick solid curve, which is smoother and represents the main pan
movement.

To calculate the segment boundaries, initially the sequences of pan movements
{pn} and tilt movements{tn} are filtered with the low-pass filter mentioned before.
After the filtering, the segment boundaries are computed by applying thresholds
on the values of the low-level features. This can be explained by looking again at
Figure 3.6. In this figure, the thresholds are represented by the two dottedlines at2
and−2 screens per minute respectively. The segment boundaries are determined as
the intersections between the filtered pan curve (thick solid line) and the thresholds
(dotted lines). Segments of the thick curve below, between and above the two
thresholds correspond to pan left, still and pan right segments respectively. The
values of2 and−2 screens/minute have been determined empirically.

Other segment boundaries are determined by applying thresholds in the same
way to the other low-level features. More precisely:

• The sequence of tilt values{tn} is filtered with the same low-pass FIR filter
of 60 samples with 1 Hz as cutoff frequency. Segment boundaries are deter-
mined by intersecting the filtered tilt curve with two thresholds set at2 and
−2 screens per minute.

• Additional segment boundaries are found by intersecting the sequence of
the zoom values{zn} with two thresholds, placed empirically at0.003 and
−0.003. Zoom values below the thresholds correspond to “zoom in” move-
ments, values in between the thresholds signify absence of zoom and values
above the thresholds indicate “zoom out” movements.

• Additional segment boundaries are determined by intersecting the sequence
of luminance values{ln} with a thresholdTL = 70. The value 70 has
been chosen empirically, assuming that the luminance values range from
0 to 255. Frames with average luminance belowTL are considered to have
low luminance.

• Additional segment boundaries are determined by intersecting the sequence
of contrast values{on} with a threshold ofTC = 20, again determined
empirically. Frames with contrast less thanTC are considered to carry a
little amount of information.
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Till now, we have seen that a particular camera takec is segmented by defining seg-
ment boundaries in correspondence to changes in the properties of camera motion,
luminance and contrast. This procedure is iterated for every camera takec ∈ C(V).
All these segment boundaries are used to create the first segmentationS(V).

3.5.2 Refinement of the segmentation

After the first instance of the segmentationS(V) has been created, some refinement
operations are carried out. First, the segments that are too short are merged with
the neighboring ones. We adopt as minimum duration for a video segment 0.8
sec. In order to merge the short video segments, we use the algorithm shown in
Figure 3.7. Given a camera take, the algorithm stores the durations of all its video
segments into the sorted listD. This list is sorted from the shortest duration to
the longest. Successively, by browsing the sorted listD the algorithm finds all the
segments with durations smaller than 0.8 sec, starting from the shortest and going
to the longest. Each one of these short segments is merged with the shortest of the
two neighboring segments of the segment listS(V). After a video segmentvi is
merged with another segmentvi+1, the duration ofvi+1 has increased. Therefore
the position of the duration ofvi+1 inside the listD is updated to maintain the list
sorted in ascending order. AfterD is updated, the procedure is reiterated again on
the shortest video segment. The whole algorithm is reiterated for each camera take
of the video.

After the application of the algorithm 3.7,S(V) does not contain any segments
shorter than 0.8 sec. At this point, for each video segmentv five propertiesare
calculated: these are the average amount of pan, the average amount oftilt, the
average amount of zoom, the average brigthness and the average contrast. Each
one of these properties receives also a description based on the same thresholds
applied to find the segment boundaries. For example, if the average amountof
pan in the segment is less than -2 screens/minute, the segment will be labeled as
“pan left”. If the amount of pan is between -2 and 2 screens/minute, the segment is
labeled “pan still” and if the pan amount is larger than 2 screens/minute the label
will be “pan right”. This labeling of properties is shown in Figure 3.8. In this figure
every segment is represented as an XML node with five “Property” subnodes. Each
of these subnodes has the name of one of the five aforementioned properties, the
amount and the description. This XML format is used for easy visualization and
debugging.

After the properties of the video segments inS(V) have been calculated, neigh-
boring segments that have equal labels in all the five properties are mergedtogether.
Finally, all the video segments longer than 5 sec are split. If a video segmentv has
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algorithm MERGE SHORT SEGMENTS

input: minimum segment durationMIN DURATION = 0.8 sec ;
C(V) ;
S(V) ;

begin
for each c ∈ C(V) do
begin

for eachvi ∈ c do
begin

di = δ(vi) ;
//The durationdi is added at the right place in the sorted listD
add di to D ;

end
di = D(0) ;
while di < MIN DURATION do
begin

// vi is the video segment corresponding todi

if δ(vi−1) < δ(vi+1) then
vi−1 = vi−1 ∪ vi ;
di−1 = di−1 + di ;
reorder di−1 inside D ;

else
vi+1 = vi ∪ vi+1 ;
di+1 = di+1 + di ;
reorder di+1 inside D ;

end
D = D \ di ;
S(V) = S(V) \ vi ;
di = D(0) ;

end
end

end

Figure 3.7. Pseudocode of the algorithm for merging too short segments.
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<?xml version=“1.0” encoding=“UTF-8” standalone=“no”?>
<Segmentlistframerate=“25” movie=“E:\EWW2 use test videos\VideoCalifornia\

California.mov”>

<Segmentduration=“38” id=“0” startFrame=“0”>
<Property Name=“Pan”>

<Description>Pan still</Description>
<Value>0.580274</Value>

</Property>
<Property Name=“Tilt”>

<Description>Tilt down</Description>
<Value>-3.80085</Value>

</Property>
<Property Name=“Zoom”>

<Description>Zoom static</Description>
<Value>2.83854e-005</Value>

</Property>
<Property Name=“Luminance”>

<Description>Luminance ok quality</Description>
<Value>79.4899</Value>

</Property>
<Property Name=“Contrast”>

<Description>Contrast ok quality</Description>
<Value>41.9575</Value>

</Property>
<CameraTake>0</CameraTake>
<Shakiness>2.53329</Shakiness>
<FacesPerFrame>0</FacesPerFrame>
<Suitability >0.873336</Suitability >

</Segment>

<Segment. . .
</Segmentlist>

Figure 3.8. XML representation of a video segmentv and its properties.
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durationδ(v) > 5sec, thenv is split intoP equally long parts, where

P = ceil

(

δ(v)

5 sec

)

and ceil(r) gives the lowest integer number bigger than the rational numberr.
After these operations are carried out,S(V) does not contain any video segment
shorter than 0.8 sec or longer than 5 sec.

3.5.3 Calculation of the suitability scores

After the refinement ofS(V) a suitability scoreρ(v) is calculated for each video
segmentv. As said before, the suitability score depends on quality considerations.
It depends on the presence ofshakiness, low luminanceor low informativenessin
the video segment.

Shakiness is a common defect in home videos. It is mostly due to the fact that
the users do not always hold the capturing device firmly while shooting a video.
Often, the capturing device shakes or trembles, resulting in fast and frequently
changing pan and tilt movements in the video. Figure 3.6 shows that the pan curve
(thin solid line) presents many irregularities. To detect the amount of shakiness,
we calculate the euclidean distance between the pan curve{pn} and the filtered
pan curve{p̃n} (thin solid line and thick solid line in Figure 3.6 respectively). This
allows to determine exactly the part of the signal{pn} that has been filtered out by
the lowpass FIR filter.

Therefore, the shakinessS(v) of the video segmentv is calculated according
to the following equation:

S(v) =
1

nv

sv+nv−1
∑

i=sv

√

(pi − p̃i)2 + (ti − t̃i)2 ,

wherenv is the duration in frames of segmentv, sv is the start frame of segment
v, pi andti are the pan and tilt values for framei andp̃i andt̃i are the filtered pan
and tilt values for framei.

Once the amount of shakinessS(v) is computed, a measure of quality related
to the shakiness is determined:

ρS(v) =
Smax − S(v)

Smax

,

whereSmax is a constant empirically determined representing a large amount of
shakiness in a video segment.ρS(v) decreases linearly with the increase ofS(v):
the more shakiness is present inv, the lower the detected motion qualityρS(v).

Two other measures of quality, concerning the luminance and the contrast, are
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determined. The luminance qualityρl(v) is determined as follows:

ρl(v) =

{

1 l̄v ≥ TL

l̄v/TL l̄v < TL
,

where l̄v is the average luminance value in the video segmentv: l̄v =
1

nv

∑sv+nv

i=sv
li. l̄v can range from 0 (lowest luminance quality) to 1 (highest qual-

ity). If the average luminance is above the thresholdTL (the same threshold used
for the calculation of the segment boundaries in Section 3.5.1), then the luminance
quality gets the maximum value. However, if the average luminancel̄v is below
TL, then the luminance qualityρ(v) decreases linearly with̄lv. The reason for the
decrease is that generally the lower the luminance, the poorer the quality thatthe
user perceives. There may be sometimes beautiful dark scenes, like shots of fa-
mous paintings. The user has anyway the possibility of refining the automatically
edited video at a later stage.

The contrast qualityρc(v) is determined similarly, as follows:

ρo(v) =

{

1 ōv ≥ TC

ōv/TC ōv < TC
,

whereōv is the average contrast value in the video segmentv: ōv = 1
nv

∑sv+nv

i=sv
oi.

Finally, the suitability scoreρ(v) of the segmentv is calculated as follows:

ρ(v) = min [ ρS(v), ρl(v), ρc(v) ] .

The suitability score ranges between 0 and 1.ρ(v) is calculated as the minimum
of the motion qualityρS , the luminance qualityρl and the contrast qualityρc.
We adopted the minimum and not a linear combination of the three aspects of
quality, under the assumption that a defect in one of these three video properties is
already sufficient to make the segment not suitable, even if the other properties have
acceptable quality. After the computation ofρ(v) for all the video segments,S(V)
is completely determined. To produce many edited versions of the same videoV, it
is not needed anymore to segment the video and to calculate the suitability scores.

3.6 Automatic home video editing

This section explains how the edited videoE is computed once the input video has
been divided into segments (third step of the flowchart in Figure 3.3).

As described in Section 3.2, the principle of the algorithm is to search for an
edited videoE that satisfies as much as possible the requirements provided by the
user. This is formalized as maximizing the objective functionΩ(E). This function
is designed to return to what extent the edited videoE meets the user requirements.
Section 3.6.1 explain howΩ(E) is designed, meanwhile Section 3.6.2 describes the
algorithm that searches for the edited videoE that maximizesΩ(E).
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3.6.1 Design of the objective function

Initially the user feeds the following parameters into the system:

• Thetotal duration of the edited video∆E .

• The average shot durationin the edited video∆s. Via this parameter, the
user can specify what the shot rhythm should be in the edited video. A fast
succession of shots conveys a more intense feeling, a slow pace of shotcuts
conveys a more relaxed atmosphere [Zettl, 1999].

• The minimum shot duration∆min
s . It cannot be smaller than the minimum

segment duration. The user expresses all these time requirements in seconds.

• The weight of the suitabilitywς . This is a number in the range[0, 1] that
expresses to what extent the user is interested in having good quality clips
(video segments with high suitability score) in his/her edited video.

• Theweight of the temporal uniformitywτ . This number also ranges in[0, 1]
and expresses to what extent the user is interested in an edited videoE that
represents uniformly all the parts of the unedited input video.

• Theweight of the content scorewχ. This number too ranges in[0, 1]. The
system makes sure thatwς + wτ + wχ = 1.

To take into account the three user-defined weights, the objective function in-
troduced in Definition 3.9 is designed as follows:

Ω(E) = wς · ς(E) + wτ · τ(E) + wχ · χ(E) . (3.1)

We will now explain how the functionsς(E), τ(E) andχ(E) are designed.
The suitability score functionς(E) of the videoE is the weighted average of the
suitability scores of the video segments included inE.

ς(E) =
1

δ(E)

[

∑

∀s∈E

∑

∀v∈s

ρ(v) · δ(v)

]

,

whereδ(v) is the time duration of the video segmentv andδ(E) is the time dura-
tion of the edited videoE.

The design of thetemporal uniformity scoreτ(E) of the videoE will now be
explained. First of all, we introduce the concept ofmissing parts{mj} of the video
S(V). Each edited videoE defines a set of video segments that are included in it.
The complementary set of video segments is excluded ormissingfrom E. These
missing video segments can be grouped in temporally contiguous sequences,each
one of these sequences is delimited by two successive shots ofE.
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Definition 3.10 (Missing part). Given a home videoV and an edited version of it
E, a missing partm is a sequence of temporally contiguous video segments

m = (vi, . . . , vj), 1 ≤ i ≤ j ≤ NV

such that

• the first video segment ofm is either segment1 or it follows directly a video
segment included inE: i = 1 or vi−1 ∈ E.

• the last video segment ofm is either segmentNV (the last) or it precedes
directly a video segment included inE: j = NV or vj+1 ∈ E.

• no video segment ofm belongs toE: ∀v ∈ m : v /∈ E 2

If E hasNS shots, there can be at mostNS + 1 missing parts. We defineNM as
the number of the missing parts. In contrast with what happens for video segments
and shots, a missing partm can span across multiple camera takes.

To calculate the temporal uniformityτ(E), we compute the averageµ and the
standard deviationσ of the duration of missing parts:

µm =
1

NM

NM
∑

i=1

δ(mi) ,

σm =

√

∑NM

i=1 (δ(mi) − µm)2

NM

,

whereδ(mi) is the time duration of the missing partmi.
Similarly, we calculate the average and standard deviation for the shots ofE:

µs =
1

NS

NS
∑

j=1

δ(sj) ,

σs =

√

∑NS

j=1(δ(sj) − µs)2

NS

.

Finally, the temporal uniformity scoreτ(E) is defined as

τ(E) = 1 −

(

1

2

σm

µm
+

1

2

σs

µs

)

.

If the missing parts have all the same durations, and the shots have all the same
duration, thenσm andσs are both zero andτ(E) assumes the maximum value.
However, if the standard deviations of the shots or of the missing parts are large,
the shots (or the missing parts) differ widely in duration and therefore they are not
uniformly distributed on the unedited videoV.
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The content scorefunction χ(E) returns to what extent the edited videoE
contains faces. We define the binary functionφ(v) that determines whether the
video segmentv contains faces or not:

φ(v) =

{

1 1
nv

∑sv+nv

i=sv
ai ≥ TF

0 1
nv

∑sv+nv

i=sv
ai < TF

,

wheresv is the start frame of video segmentv, nv is the number of frames inv, ai

is the number of faces contained in framei andTF is a threshold empirically set at
0.08. We also define a similar function for the shots:

φ(s) =

{

1 ∃v | v ∈ s and φ(v) = 1
0 ∀v ∈ s : φ(v) = 0 .

The functionχ(E) is defined as

χ(E) =

∑NS

i=1 φsi

NS

.

χ(E) is the fraction of shots ofE that contain video segments with at least a minu-
mum amount of faces.

3.6.2 Search of the best edited video

At this point, we have completely defined the objective functionΩ(E). This func-
tion is maximized by searching the best edited video with a known local search
algorithm:simulated annealing[Kirkpatrick et al., 1983]. The pseudo-code of the
algorithm is shown in Figure 3.9.

The idea of the algorithm is to start from an edited videoE and to increase
Ω(E), by searching in the neighborhood of videos similar toE another videoE′

with a higher value of objective function. The neighboring videoE′ is generated
by editing one shot ofE, according to a procedure that will be explained later.
If E′ is found to be an improvement ofE, then the procedure is reiterated on
E′. Otherwise, in the case thatE is the best edited video of its neighborhood,
then the search procedure has converged to thelocally optimalsolutionE. One
could object that this search procedure can converge too soon to a locally optimal
solution close to the starting point, meanwhile a more extended search could easily
find solutions closer to the global optimum. The simulated annealing method is
designed to be robust against convergences to poor local optima. It makes use of a
control parameter called thetemperature(T in Figure 3.9). The idea of simulated
annealing is that in some cases the search can move to a neighboring solutionE′

also whenΩ(E′) is lower thanΩ(E). The higher the temperatureT , the higher
the probability of this to happen. Acooling scheduleis defined so that multiple
iterations are run and in each one the value of the temperatureT decreases.

In the pseudocode of Figure 3.9, the external “repeat” cycle implements the
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algorithm SIMULATED ANNEALING

input: S(V)

begin
Ebest = generateFirstEditedVideo() ;
ωbest = Ω(Ebest) ;
T = T0 ;
repeat

ω = ωbest ;
E = Ebest ;
repeat

E′ = neighborEditedVideo(E) ;
ω′ = Ω(E′) ;

if ω′ > ω or exp
(

ω′−ω
T

)

> random[0, 1) then

begin
E = E′ ;
ω = ω′ ;
if ω > ωbest then
begin

Ebest = E ;
ωbest = ω ;

end
end

until EQUILIBRIUM CRITERION

T = T · 0.9 ;
until STOPCRITERION

end

Figure 3.9. Pseudocode of the algorithm for the optimization of the function
Ω(E). The equilibrium and stop criteria are explained in the text.

cooling schedule: at each iteration,T is decreased. The second “repeat” cycle im-
plements the iterative improvement of the edited videoE. This improvements al-
ways starts from the best video found up till that moment,Ebest. At each iteration,
given the current solutionE, a neighboring videoE′ is generated and evaluated. If
Ω(E′) > Ω(E), thenE′ is accepted as the point from which to continue the search.
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However, ifΩ(E′) < Ω(E), E′ has still a chance to be accepted for the new search
step. The probabilityp to acceptE′ in this case is given by

p = exp

(

Ω(E′) − Ω(E)

T

)

and is high if the temperature is high and low otherwise.
During the execution of the algorithm, the edited videoEbest that has the

highest value of the objective function among the evaluated edited videos is
memorized. At every search step, if the current videoE is better thanEbest

(Ω(E) > Ω(Ebest)), thenE becomes the best solution.Ebest is returned as the
result when the algorithm ends.

Two details of the pseudocode in Figure 3.9 are now clarified: the functions
“generateFirstEditedVideo()” and “neighborEditedVideo(E)”. To generate the
first edited video, the following steps are undertaken:

• The number of shots inE is calculated from the requirements of total dura-
tion of E and average shot duration:Ns = round(∆E/∆s ).

• Initially, the Ns shots are distributed uniformly in the unedited videoV.

• Then, the shots are moved backwards or frontwards if they contain a camera
take boundary. Shots, in fact, cannot extend over multiple camera takes.

• Finally, overlapping shots are corrected.

With the procedure shown above, the first edited videoE is generated, from which
the search can start. In the function “neighborEditedVideo”(E), E′ is constructed
with the following procedure:

• A shots ∈ E is randomly selected.

• The system checks whethers can be shifted forwards. Here, to shift the shot
s frontwards means to increase by one the start and end video segments of
s. If the end segment ofs is the last segment of the video, or if the segment
next to the end segment ofs already belongs to another shot, thens cannot
be shifted frontwards. If the end segment ofs is the end segment of a camera
take, then the system checks whether it is possible to create a new shot with
minimum duration∆min

s , at the beginning of the next camera take.

• The system checks whethers can be shifted backwards. All the operations
of the former step are repeated in a specular way.

• If no shifting is possible, neither frontwards nor backwards, the systempicks
another shot and starts over the procedure.

• If it is possible to shift the shots both backwards and frontwards, the system
picks up randomly one of the directions.
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• Finally, the shots is edited according to the selected operation: either shifted
forwards or backwards.

Two details of the algorithm still need to be explained: the “equilibrium crite-
rion” that determines the end of the internal “repeat” cycle, and the “stop criterion”
that determines the end of the external “repeat” cycle and of the algorithm (Figure
3.9). With regard to the internal cycle, the equilibrium criterion can be met in two
ways: either a numberNR of new videosE′ have been accepted as improvement
of the current search point, or a maximum number of iterationsNI is reached. For
high temperature values, it will be very easy for a new videoE′ to be accepted as
improvement of the current. Therefore, the equilibrium criterion will be met inthe
first way, by going throughNR successful reconfigurations of the video. However,
for low values of the temperature, it will become harder for a videoE′ to be taken
as an improvement. Therefore, the equilibrium criterion will be met in the second
way, after tryingNI reconfigurations.

The parametersNR andNI can be tuned to balance performance and speed
in the summarization algorithm. If more iterations are done, the result will be
better but also the speed will be lower. To decide how to set these parame-
ters, 36 different combinations of values were tried, generated by combining six
values ofNI with six values ofNR. The values ofNI were calculated from
the number of video segments in the unedited videoNV . The following val-
ues forNI were tried: NV , 1.5NV , 2NV , 5NV , 10NV , 20NV . The values of
NR were calculated as fractions ofNI . NR was given the following values:
NI/40, NI/20, NI/10, NI/5, NI/3, NI/2. Each of the 36 combinations of val-
ues was tested on three home videos of duration 12, 30 and 45 minutes respectively.
For each combination of parameters and each video, we ran the summarizational-
gorithm 15 times, taking the average of the scoresωbest of the 15 results. We also
measured the time employed by the algorithm, running on a custom PC. In running
these tests, the weights of the algorithmwς , wτ , wχ were set all at the same value,
and the requested summary duration was set at half of the whole duration. Figure
3.10 shows the results of the summarization algorithm for different values ofthe
parameters.

Looking at the results, we considered only the combinations of parameter val-
ues that allowed the algorithm to come to a solution in less than 10 seconds. The
procedure, in fact, should be fast enough to allow the user to generate many edited
videos out of the same unedited video. We observed also that some combinations
of high values ofNI with low values ofNR corresponded to the same execution
time as combinations of low values ofNI and high values ofNR. However, keep-
ing low NI and highNR gave slightly better performances than the other way
around, for the same computational time. The combination of parameters that gave
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Figure 3.10. Performance of the summarization algorithm plotted against differ-
ent combinations of values of the parametersNI andNR, for a 12 minutes long
home video. The darker the color, the higher the value ofωbest

best performance, running in less than 10 seconds, isNI = NV andNR = NI/3.
With these parameters, the video of 12 minutes was summarized in 0.5 seconds,
the video of 30 was summarized in 3 seconds and the video of 45 minutes was
summarized in 8.2 seconds.

Once the equilibrium criterion for a given control parameterT is met, the con-
trol paramenter is lowered. This is repeated until the “stop criterion” is met (exter-
nal “repeat” cycle in Figure 3.9. In our implementation, the stop criterion is met
when the temperatureT goes below the value of10−6. It has been noted in our
experiments that there are no significant improvements of the solution when the
temperature goes below that value. The stop criterion can be met also in another
way. If, for a given value of T, theNI iterations of the internal repeat cycle are
carried out finding very few improvements of the solution, then any lower value
of T will probably be even less fruitful and the result will not improve anymore.
Therefore, if for a certain temperatureT the number of successful reconfigurations
is lower thanNI/200, the procedure stops.

An algorithm similar to ours has been used in [Barbieri, 2007] to generate short
previews of commercial movies. Moreover, in [Hua et al., 2004] an approach sim-
ilar to the present has been applied to automatic home video editing. Also in [Hua
et al., 2004] the home video is segmented and summarized by optimizing an objec-
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tive function. However, the search method used is not simulated annealing.Instead,
the authors of [Hua et al., 2004] formalize the automatic video editing problem as
a nonlinear 0-1 programming problem, to be solved with a genetic algorithm. Still,
the objective function they define is the linear combination of functions that eval-
uate different aspects of the edited video, similarly to ourΩ(E) and to the one in
[Barbieri, 2007]. Designing the objective function in this way makes the algorithm
easily extendable. In fact, other criteria for selecting the best edited videocan be
added to the algorithm just by implementing other evaluation functions that can be
added to the linear combination that determinesΩ(E) (Equation 3.1, p. 57).

This summarization algorithm has been used by the participants of a user ex-
periment described in Chapter 5. The algorithm was employed to produce edited
versions of the users’ videos, that the participants were then invited to further edit.
After running that experiment, we discovered that the summarization algorithm
contained an implementation error. After correcting it, the algorithm’s perfor-
mances measured in terms of the score of the solutionΩ(E), improved by 3% - 4%.
Since the confidence interval ofΩ(E) is never bigger than 1%, the improvement
is statistically significant. However, we are sure that the error in the algorithmdid
not influence the results of the experiment of Chapter 5. In fact, all the outcomes of
the experiment are related to the editing interface. Also, users edited their videos
according to high-level semantic criteria, such as people and events. Therefore, it
is very unlikely that an improvement of 4% in an algorithm that summarizes video
according to content analysis criteria may have made a significant difference for
the users.

3.7 Zoom detection

In this section an algorithm for detecting zoom-in and zoom-out sequences ina
video sequence is described. This algorithm is designed to be fast and computa-
tionally cheap, while giving reasonably precise results. The idea is to calculate
a compact descriptor for each frame, aprojection on the radius. The projections
will be scaled and compared with each other in the same way one would scale and
compare two images in order to find out if one is the upscaling or the downscal-
ing of the other. When this zoom detection algorithm is used in combination with
the pan and tilt detection algorithm described in [Uehara et al., 2004], the overall
camera motion detection performance is higher than the state-of-the-art algorithm
presented in [Varekamp, 2004], while the detection speed is the same. This has
been revealed by a benchmark test on 37 minutes of home video.

The algorithm described here takes every couple of successive frames in a
video and classifies whether these frames belong to a zoom-in sequence, toa zoom-
out sequence or to none of these. When a sequence of video frames in which ev-
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ery frame is approximately an enlarged (upscaled) version of the former frame is
found, the algorithm labels it as azoom-insequence. In the same way, a sequence
of frames in which every frame is approximately a shrunk (downscaled) version of
the former frame is labeled as azoom-outsequence.

Therefore, the algorithm takes each frame of a video sequence and compares it
with the former frame. Three cases can occur:

1. The current frame is most similar to a linear enlargement of the former
frame: in this case the two frames belong to azoom-insequence.

2. The current frame is most similar to a linear downscaling of the former
frame: in this case the two frames belong to azoom-outsequence.

3. The current frame is most similar to the former frame, without any scaling:
in this case the two frames do not belong to a zoom sequence.

The algorithm does not scale and compare the whole frame, because this would be
very expensive computationally. Instead, the algorithm uses a compact representa-
tion of a frame: aprojection. This projection is then scaled and compared with the
projection from another frame. Figure 3.11 shows the flow diagram of the zoom
detection algorithm. Each block of the diagram will be now described in detail.

Projection

calculation

Search for best 

match between

projections

Projection from 

the previous frame

Zoom

factor

Figure 3.11. Flowchart of the zoom detection algorithm.

3.7.1 Projection calculation

The idea is that each projection should be a compact descriptor of how the image
varies along the radial direction. We calculate theprojection on the radiusof a
frame as a vector containing the average of the pixel values taken along concen-
tric rectangles having the same aspect ratio as the image. In Figure 3.12 these
rectangles are displayed over a video frame.

More precisely, the projection on the radius is calculated as follows. First,
the video frame is converted into a gray-scale image (in case of video encoded
in the YUV color space, only the Y plane is taken). We can define a gray-scale
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Figure 3.12. Concentric rectangles along which pixels are averaged.

image like a bi-dimensional functionI(x, y), wherex = 0, . . . , (W − 1) and
y = 0, . . . , (H − 1) andW andH are the width and the height of the video frame,
respectively. The projection of a frame is a vectorP (h) of H/2 elements:

P (h), h = 0, . . . ,
H

2
− 1 .

Each value ofP (h) is calculated as the average of the pixels laying on a rectangle
of height equal to2(h + 1) pixels and width2k pixels, where

k = round

(

(h + 1)
W

H

)

.

The values of the projectionP (h) are calculated according to the following equa-
tion:

P (h) = horSides(h) + verSides(h) , (3.2)

where

horSides(h) =
k−1
∑

i=−k

[

I

(

W

2
+ i,

H

2
+ h

)

+ I

(

W

2
+ i,

H

2
− h − 1

)]

(3.3)

and

verSides(h) =

{

0 h = 0
∑h−1

i=−h

[

I
(

W
2

+ k − 1, H
2

+ i
)

+ I
(

W
2
− k, H

2
+ i

)]

h ≥ 1 .
(3.4)
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Figure 3.13. Scheme for projection calculation.

Figure 3.13 helps understanding the Equations 3.2, 3.3 and 3.4. In Figure 3.13
the following conventions are used: the image is represented as a grid in which
every pixel is represented by a little square, the gray-filled pixel in the top-left
corner of the image is the pixel at position(0, 0), the gray-filled pixel at the centre
of the image is at position

(

W
2

, H
2

)

, the dashed rectangle is the rectangle along
which the projection is being calculated. Thus, the four vertices of the dashed
rectangle are the pixels at the following positions:

•
(

W
2
− k, H

2
− h − 1

)

for the top-left vertex,

•
(

W
2

+ k − 1, H
2
− h − 1

)

for the top-right vertex,

•
(

W
2
− k, H

2
+ h

)

for the bottom-left vertex,

•
(

W
2

+ k − 1, H
2

+ h
)

for the bottom-right vertex.

The variableh is the index of the current value ofP andk is the half width of the
dashed projection rectangle,h is the half height.

Looking at the equation of the projection calculation, we note that in Equation
3.4 the indexi spans from−h to h − 1, and not from−(h + 1) to h as expected.
This is because in the calculation of the projection we do not want to count the
rectangle vertices twice, they are already taken into consideration in Equation 3.3.

To complete the calculation of the projection, the values ofP (h) are normal-
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ized by the number of pixels involved in each rectangle:

P (h) =
P (h)

4(k + h)
, h = 0, . . . ,

(

H

2
− 1

)

.

It is useful to note that scaling an image by a factors and calculating the projec-
tion of it is equivalent to calculating first the projection of the image and scaling
the projection by the factors. It is also obvious that scaling a vector ofH/2 ele-
ments (complexityO(H)) is much cheaper than scaling an image ofW · H pixels
(complexity at leastO(H2)).

3.7.2 Search for best match between projections

After the two projectionsPn(h) andPn−1(h) are calculated for two contiguous
framesn andn − 1, these projections are scaled and compared in order to find out
whether downscaling or upscaling is present between the two projections.

We make a distinction betweenzoom factorandscale factor. Given two im-
ages, a base image and a rescaled version of it, the scale factor refers tothe ratio
between the linear dimensions of one object in the base image and in the rescaled
one. For example, if objects become 2 times linearly bigger in the rescaled image,
then the image has been scaled (up) by a factory = 2. Instead, if objects become
2 times smaller, the images has been scaled (down) by a factory = 0.5.

We define the zoom factorz = log2(y). In this way, scaling up an image by
a factory = 2 corresponds to a zoom factorz = 1, and scaling down an image
by y = 0.5 corresponds toz = −1. So, the dimensions of an object in a video
after two zoom operations with equal duration and opposite coefficients willappear
unchanged2. Also, z = 0 means no scaling up or down (y = 1), thus absence of
any zoom operation.

In Figure 3.14 the flow diagram of the algorithm that searches for the zoom
factor between two consecutive frames is shown. The algorithm tries a number
of positive and negative zoom factors. For each zoom factorz, the correspondent
scale factor s is calculated withy = 2z. In the flow diagram it is possible to see
that, if y is smaller than one, the projection of theformer frame is upscaled, and if
y is bigger than one the projection of thelatter frame is upscaled. This is done in
order to avoid downscaling projections. Downscaling a vector of elements,in fact,
results in a vector with fewer elements than the original one, and this is difficultto
compare with a vector of more elements.

The functionupscale() in the flow diagram is defined as:

upscale(F (x), y) = F

(

x

y

)

.

2Under the assumptions of static rigid objects and no other camera movements
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Zoom factor z

Scale factor y = 2z

y < 1 ?

Looking for zoom IN:

Pn-1 (h) = upscale(Pn-1 (h), y)

Looking for zoom OUT:
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Figure 3.14. Flow diagram of the search algorithm for the zoom factor.

After the upscaling, the projections of the former and the latter frame,Pn−1

and Pn are compared. To evaluate the correlation between the projections, we
calculate theL1 distance between the two vectors. This distance is defined as

L1(A(x), B(x)) =
∑

x

|A(x) − B(x)| .

The lower the distance between the projections, the higher the correlation between
them. The zoom factor̂zn corresponding to the minimum distance between pro-
jections is considered by the algorithm as the zoom factor detected for thenth pair
of frames.

3.7.3 Exploiting the videos’ property of continuous optical flow

Till now, the following steps of the zoom detection algorithm have been shown:

• For each framen of a video sequence, the radial projectionPn(h) is calcu-
lated.

• For each pair of contiguous frames, the radial projectionsPn−1(h) and
Pn(h) are scaled according to 540 different scale factors, and compared.
Each scale factor corresponds to a possible zoom factorz.
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• The zoom factor corresponding to the best match between scaled projections
is taken as the zoom factorẑn detected for framen.

The 540 scale factors have been determined considering that the algorithmhas
to detect very little zoom movements of the camera but also very fast zoom op-
erations. By taking a common camcorder and by measuring the scale factors for
the slowest and the fastest zoom movements, the array of 540 scale factors was
determined. The detected zoom factor can range from0.146 (scale factors = 1.1)
to−0.146 (scale factors = 0.9).

The algorithm does for each frame in the video sequence 540 operations of
projection scaling and comparison, in order to search the zoom factor foreach
frame. However, in a video sequence every frame is quite similar to the former
and to the latter, since objects in a video sequence move according to a continuous
optical flow (apart from camera take boundaries, that we assume to knowalready).
Therefore, the zoom factors will resemble each other across successive frames, and
the zoom factor̂zn+1 can be searched in a small window around the zoom factor of
the previous framêzn, instead of trying a window of 540 values forz. Because of
this, when theL1 distance for framen increases with respect to the one for frame
n− 1 the algorithm searches thenth zoom factor only among 108 possible values.

3.7.4 Filtering the zoom factors and classifying the frames

We have explained how the algorithm calculates the succession of zoom factors
{zn} for a given video sequence. In order to detect only the main zoom movement
and to discard the noise, the algorithm filters the succession of zoom coefficients
{zn} with a median filter of size 41. The size of the filter and all the other param-
eters of the algorithm were determined by evaluating zoom detection on a tripod-
shot video with clear camera movements. For the median filter, sizes 21, 31 and
51 were also tried, but 41 gave the best results. At this point, the initial problem of
distinguishing among the three classes of zoom motion (zooming in, zooming out,
no zoom) can be solved.

To each framen of the video sequence, a class labelbn is assigned according
to the following method:

bn =







“zoom out” ẑn ≤ −Zmin

“no zoom” −Zmin < ẑn < Zmin

“zoom in” ẑn ≥ −Zmin

with Zmin empirically set to 0.003.

3.7.5 Refining the zoom detection by exploiting pan and tilt information

One drawback of the zoom detection algorithm lies in the fact that it has been
created for the ideal case of a video sequence in which only zoom in or out is
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present, and no other type of camera or object motion. Scaling and comparing
radial projections is effective only in the case in which successive frames of a
video sequence are the linearly upscaled or downscaled versions of each other. In
real home videos, however, multiple camera movements can simultaneously occur,
for example a pan and a zoom movement can be performed at the same time. In
the case of simultaneous pan and zoom, successive frames are not the upscaled or
downscaled versions of each other anymore. We have observed that, inthe case
of multiple co-occurring camera movements, the algorithm tends to over-estimate
the zoom coefficients and tends to interpret significant pan and tilt movementsas
zoom operations.

In order to solve this problem, a possible approach consists in increasing the
threshold for zoom classificationZmin proportionally with the module of pan and
tilt motion parameters. Therefore, we exploit also pan and tilt information; more
precisely, we implement the algorithm for pan and tilt detection published in [Ue-
hara et al., 2004] because it is robust and fast (pan and tilt parametersare estimated
in 1/7 of the zoom estimation time).

We calculate the zoom classification thresholdZmin(f) for every framef in
the following way:

Zmin(f) =







0.004 Trasl(f) < 16 screens/minute
0.02 16 ≤ Trasl(f) < 32 screens/minute
0.06 Trasl(f) ≥ 32 screens/minute

,

whereTrasl(f) = |pan(f)|+ |tilt(f)|. The threshold values indicated above have
been heuristically found using a tripod-shot video, and have been evaluated to give
good performances. After this step, the zoom classification thresholds{Zmin(f)}
are also filtered with a median filter of size 41 since this improves the classification
performances.

3.7.6 Benchmarking our algorithm against a state-of-art method

The effectiveness and efficiency of our algorithm have been compared with the
state-of-the-art camera motion detection method described in [Varekamp, 2004].
The benchmark has been performed using four home video sequences,in total 37
min and 5 sec of raw home video material. This material was not shot for this
benchmark but was real content shot by a user during his vacation. The video was
different from the one used to fine-tune the algorithm’s parameters, it wasshot
using a hand-held consumer camcorder and without the help of a tripod. For con-
venience, we will call our algorithmPC (Projection Correlation) and the method
of [Varekamp, 2004]SoA(State of Art).

Firstly, the test video sequence has been manually annotated with the camera
motion parameters, in order to determine theground truthfor the benchmark. More
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precisely, for each framef of the test video sequence we have annotated

• the type of pan movementGpan(f) ∈ { “pan left”, “no pan”, “pan right”},

• the type of tilt movementGtilt(f) ∈ { “tilt up”, “no tilt”, “tilt down” },

• the type of zoom movementGzoom(f) ∈ { “zoom in”, “no zoom”, “zoom
out” }.

Therefore, each frame of the test sequence has three ground-truth annotations; for
pan, tilt and zoom movements, respectively.

We have compared the effectiveness of our algorithmPC with the methodSoA
by measuring to what extent the motion parameters estimated by the algorithms
correspond to the ground truth labels. More precisely, we have calculated the pre-
cision ofPC, PPC , in the following way:

PPC =
1

N

N
∑

f=1

ǫ(PCpan, Gpan) + ǫ(PCtilt, Gtilt) + ǫ(PCzoom, Gzoom)

3
,

where

ǫ(A, B) =

{

1 A = B
0 A 6= B

.

Note that, in order to have full precision the algorithm has to correctly detect
all three motion labels for each one of the frames in the video sequence. If,for a
given video, the algorithm detects correctly the pan and tilt movements but failsto
detect the zoom, the precision will be2/3. In a similar way we have evaluated the
precision of theSoAalgorithm:

PSoA =
1

N

N
∑

f=1

ǫ(SoApan, Gpan) + ǫ(SoAtilt, Gtilt) + ǫ(SoAzoom, Gzoom)

3
.

Table 3.1 shows the results forPPC andPSoA for the four videos used in the
benchmark. The four video sequences used for the benchmark contained zoom

Table 3.1. Results of performance benchmark.
Video sequence Length (frames) PPC % PSoA %
Bombay 11890 78.7 73.6
Engagement 19841 82.8 78.1
Life in Cochin 20701 83.0 78.7
Fort Golconda 3202 80.4 80.3
Total 55634 81.9 77.5

in/out for 15% of the video frames (total 8188 frames). This benchmark shows the
superior precision of our zoom detection algorithm combined with [Uehara et al.,
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2004] compared to theSoAmethod.PPC results in 81.9% meanwhilePSoA equals
77.5%.

The SoAalgorithm allows performance tuning via some parameters: the pre-
cision ofSoAcan be improved at the cost of significantly decreasing the detection
speed. We have tuned theSoAalgorithm to run with the same efficiency as our
method: both algorithms performed the camera motion detection at a rate of 30
frames per second (on a custom PC), each frame having dimensions of 720x576
pixels.

Although the overall precision of our algorithmPPC is higher thanPSoA, we
have observed that theSoAmethod achieves better performance in detecting the
zoom parameters. The precision of zoom detection ofSoAis 93.2%, meanwhile the
zoom detection precision of our algorithm is 86.6%. However, theSoAalgorithm
does not allow the detection of the zoom parameters separately from the detection
of the translation parameters pan and tilt. The precision ofSoAfor pan and tilt
detection is 69.6%, meanwhile the precision of the method we employ is 79.6%.

We have seen that theSoAalgorithm can be made more precise at the cost
of a slower detection. We wanted to check how much additional time theSoA
algorithm needs to reach the same precision as our algorithmPC. Seven different
combinations of parameters were tried on theSoAalgorithm, to let the speed vary
from 30 frames per second to 6 frames per second. Table 3.2 shows the precision
and the detection speed for each of the combinations of parameters tried. Itis
possible to see that theSoAalgorithm never reaches the precision ofPC.

Table 3.2: Variation of the precision of theSoAalgorithm when
the parameters are set to spend more time in the detection.

Precision Speed (frames per second)
77.5% 30.6
77.5% 26.0
77.7% 20.5
78.0% 17.2
77.4% 10.1
78.1% 8.2
78.3% 6.0
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Table 3.3: List of all symbols used in the chapter.

Symbol Description Page
an Number of faces present in framen 47
ci i-th camera take 42
C(V) Camera take segmentation of videoV 42
E Edited video 44
fn n-th video frame 41
G(f) Ground-truth annotation of camera motion for framef 71
H Height of video frame in pixels 65
I(x, y) Gray-scale image 65
ln Average luminance in framen 47
mj j-th missing part in the edited video 58
nv Duration in frames of video segmentv 55
N Number of video frames 41
NC Number of camera takes 42
NI Number of search iterations in simulated annealing 62
NM Number of the missing parts 58
NR Number of maximum improvements in simulated annealing 62
NS Number of shots 44
NV Number of video segments 43
on Average contrast in framen 47
pn Amount of camera pan for framen 47
p̃n Filtered pan for framen 55
P (h) Radial projection of a video frame 66
PPC Precision of “Projection Correlation” algorithm 71
PSoA Precision of “State of art” algorithm 71
R Video framerate 41
si i-th shot 44
sv Start frame of video segmentv 55
S(v) Amount of shakiness in video segmentv 55
SMAX Constant for shakiness calculation 55
S(V) Segmentation in video segments 43
tn Amount of camera tilt for framen 47
t̃n Filtered tilt for framen 55
T “Temperature” control parameter in simulated annealing 60
TL Threshold for luminance classification 50
TC Threshold for contrast classification 50
Tk Timestamp associated with first frame of camera takeck 42
vi i-th video segment 42
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Table 3.3 – Continued

Symbol Description Page
V Unedited home video 41
wς Weight of the suitability (user requirement) 57
wτ Weight of the temporal uniformity (user requirement) 57
wχ Weight of the content score (user requirement) 57
W Width of video frame in pixels 65
y Scale factor between one frame and the next 68
zn Amount of camera zoom for framen 47
Zmin Threshold for zoom classification 70
χ(E) Content score of videoE 45
δ(x) Time duration, in seconds of the video itemx 43
∆E Total duration of the edited videoE (user requirement) 57
∆s Average shot duration (user requirement) 57
∆min

s Minimum shot duration (user requirement) 57
Ω(E) Objective function 45
ρ(v) Suitability score of segmentv 55
ρl(v) Luminance quality of segmentv 55
ρc(v) Contrast quality of segmentv 55
ρS(v) Shakiness quality of segmentv 55
ς(E) Suitability score of videoE 45
τ(E) Temporal uniformity score of videoE 45





4
Edit While Watching I

In Chapter 3 the algorithm for automatically editing the user’s unedited video was
explained. The edited video produced by the algorithm is then refined by theuser
via successive iterations through an interface, as is shown in the flowchart in Figure
3.1. This chapter describes this interface, mentioning the underlying motivations,
the user requirements, the novelties with respect to the state of the art, and the
functioning. Furthermore, a user evaluation of the interface is discussed.

At the time of developing this interface, we were still running the Internet-
based survey described in Section 2.3.2. Therefore, we had not yet distilled the user
needs presented in Section 2.3.4. Because of this, we started from the assumptions
about the user needs as proposed by Lienhart and by the rest of the literature. We
focused on the need for ease of use and need for efficiency.

To address the aspect of ease of use, we think that all unnecessary technical
details should be hidden from the user. To edit videos, the user should reason about
the video’s semantics (the wedding scene, my friend swimming, the dog running),
not about technical elements of the video (frame numbers, image luminance, etc.).
To address the need of quick editing, all editing operations should happenin real
time: they should take effect right after the user activates them. If, for example, the
user adds content to a wedding scene, the newly added content should be played
back to the user right away. This gives users the feeling of editing video while
watching it, without having to wait for rendering or encoding processes.

77
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4.1 Edit While Watchingsystem

In [Campanella et al., 2007] we have presented our first solution for homevideo
editing,Edit While Watching (EWW), that provides easy interaction andreal-time
editing functions to edit video while watching it on a TV.Edit While Watching
brings the following novelties with respect to the state of the art:

• Interacting with EWW requires only a TV and a remote control.EWW is not
PC-based, therefore users do not need particular PC skills to edit videos. Further-
more, users can edit their videos sitting on the living room’s couch, alone orwith
others. The automatic algorithms of EWW can be implemented on a media center,
or a hard disk/DVD recorder or on another suitable device.

• EWW implements semi-automatic editing functions:the system helps the
user in selecting which video content to keep or to discard. More precisely, the
user can just say that he/she wants “more of” the currently viewed content, and
the system automatically decides which content to add to the video the user is
watching. In the literature only the Silver system [Casares et al., 2002] implements
semi-automatic functions for the selection of interesting clips out of a home video;
these functions are based on the audio transcript. They work, however, only when
speech occurs in the video.

• All editing happens in real time. After the user has activated an editing func-
tion, the video is immediately played back in correspondance of the edited point,
to give immediate feedback on the performed operation.

• EWW is designed to hide unnecessary technical detailsand to obtain the
maximum simplicity, while still providing users with a rich set of options for edit-
ing their videos. With EWW, the user does not need to browse a timeline to access
the video. Knowledge about video frames, codecs or filters is not needed to edit
videos.

Edit While Watchingaims at finding a convenient balance between fully man-
ual editing tools like Adobe Premiere1 and fully automatic systems like Muvee2.
To obtain more simplicity, and to increase the frequency and convenience ofedit-
ing home videos, video editing is moved from the PC to the TV and remote control
in the living room. While striving for simplicity, we also want to provide the user
with sufficient options to edit the video according to his or her taste.Edit While
Watchingincludes functions for selecting interesting video content and discarding
unwanted content, adding music and adding video effects such as sepia orposteri-
zation.

1http://www.adobe.com/products/premiereel/, April 2009
2http://www.muvee.com/en/, April 2009
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4.1.1 Overview of the system

Like most automatic and semi-automatic systems described in literature, EWW
automatically analyzes, segments and summarizes the unedited video the user pro-
vides. After the initial summary is composed, it is played to the user on the TV
screen, and the “editing while watching” can start. Note that users are notaware
of video segments: they see only a video divided in shots (see Figure 3.2 onpage
43 for the relationship between shots and video segments). Users, in fact,recog-
nize the presence of a shot boundary when the video optical flow is interrupted, but
video segments are not as such explicitly shown.

Figure 4.1 shows a screenshot of the EWW user interface. During the play-
back, some navigation functions are available: in Figure 4.1, two arrow buttons
are displayed in the bottom left and bottom right corners of the screen. The user
can activate them by pressing the left and right arrows of the remote control. With
these arrows, the user goes respectively to the previous and to the nextshot.

While the user is playing the video, at any time he or she can press the “pause”
button on the remote control and open an editing menu, as shown in Figure 4.2.The
menu appears in the bottom part of the screen. Via this menu, users can choose
one out of seven editing functions. After the selection of a function, the system
displays textual feedback on the operations performed and subsequently plays the
edited part of the video. In this way users can immediately notice what the effect of
the selected editing operation is, from the change in the video and from the textual
feedback. The functions of the menu are now described, from left to right.

Figure 4.1. Screenshot of EWW during playback.
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Add effect

Add missing scene

More of this

Undo (not yet implemented)

Less of this

Delete current shot

Add music

Figure 4.2. The editing menu of EWW in the bottom part of the screen.

• Add effect. By pressing this button, a list of possible video effects is pre-
sented: black and white, sepia, posterization, etc3. The user can choose one of the
effects which is immediately applied to the current shot. The playback resumesby
showing the adapted current shot.

• Add missing scene. This button shows a menu with thumbnails of the
shots that have beenexcludedfrom the current video summary. Figure 4.3 shows
a screenshot of the menu accessible via the “add missing scene” button. The
overview of the missing shots is given by a panel with thumbnails; these are brows-
able with the four arrows of the remote control. While the user is browsing the
thumbnails of the missing shots, the one that is currently selected plays one second
of the corresponding video. The user can select one of the removed scenes that is
then added again to the edited video.

• More of this. After pressing this button, the system understands that the
content of the current shot is important to the user and adds more of it to thevideo
summary. The systems increases the duration of the current shot, at the beginning
or end of the shot, by adding the neighboring video segments with the highestsuit-
ability score. “More of this” is asemi-automaticfunction, its precise functioning
is clarified in Section 4.1.2.

3The full list of video effects available in EWW is: sepia, over exposure, emboss, black and
white, twisted, invert colors, wave, pixelate, reduce colors, sunset light.
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Figure 4.3. Screenshot of the “add missing scene” menu.

• Undo. Cancels the last editing operation.
• Less of this. This is the operation opposite to “more of this”. By pressing

this button, part of the current content is excluded from the video summary. The
system shrinks the current shot by removing the video segments with the lowest
suitability score, at the beginning or at the end of the shot. “Less of this” is asemi-
automaticfunction, its precise functioning is clarified in Section 4.1.2.

• Delete current shot.By pressing this button, the current shot is completely
excluded from the edited video, and can be added again via the “add missingscene”
function.

• Add music. Via this button the user can select a music track from a list of
available tracks. The selected track is added to the current shot, and the shot is
played back to the user to show the change in the audio track right away.

The functions “add music” and “add video effect” allow the user toenrichhis
or her video, meanwhile the buttons “more of this”, “less of this”, “add missing
scene” and “delete shot” are needed for including/excluding portions of raw video
material to/from the edited video. For evaluation purposes, we have implemented a
working demo of theEdit While Watchingconcept, using programming languages
convenient for video processing and development of interfaces (C++, C#, DirectX).
Only a few buttons on the remote control are needed to completely control the
interface:play, ok, pause, and the four arrows.

4.1.2 Semi-automatic functions for video editing

In the former section, the editing functions ofEdit While Watchinghave been de-
scribed (see Figure 4.2). This section explains in detail the two semi-automatic
functions “more of this” and “less of this”. The idea behind these two functions is
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the following: the system helps the user in selecting the video content to keep or
to discard. More precisely, the user can just say that he/she wants “moreof” the
currently viewed content, and the system automatically decides which contentto
add to the video the user is watching. In implementing the semi-automatic func-
tions, we have hypothesized that introducing automation in the process of content
selection will make the editing process easier and faster for the user.

Figure 4.4 shows, in a flowchart, how the function “more of this” works. First,
the system considers the shots that is currently being played. The system looks
whether it is possible to add some of the neighboring video segments to the shot
s. Figure 4.5 shows an example: the shots is formed by the video segments in
dark gray; to this shot it is possible to add some of the video segments in light
gray. The addition of video segments can be performed either in the back ofthe
shot or in the front. In the flowchart of Figure 4.4, the systems checks whether it is
possible to add video segments before the beginning or after the end of the shot s.
Looking before the beginning of the shot, for example, the system checkswhether
there is some excluded video belonging to the same camera take. If there is, the
system adds at most three seconds of it (the system adds less if less is available).
The added video cannot contain camera take boundaries, otherwise there may be
too short shots.

Four cases can occur: no video is found to add to the shot, the shot is extendable
only in the front, only in the back, or in both directions. In the latter case, the
system selects to add the video segments with the highest suitability score. Then,
the shot is extended in the direction the system has decided and a feedbackmessage
is given to the user. The user does not have control on the direction the shot is
extended and the duration of the added part. On the other hand, the user has an
easy way to obtain more of a certain video content.

The function “less of this” works in a similar way. It considers the currentshot
s and it checks whether it can be shortened in the front, in the back or in both
directions. The shortening of the shot should not reduce the shot duration below
two seconds. Too short shots, in fact, are considered to be aestheticallyunpleasant
since the user sees two shot cuts very quickly after each other. If the shortening
is possible from both sides, the video with the lowest average suitability scoreis
excluded.

4.1.3 Edit While Watchingand the elicited user needs

In Section 2.3.4 we have presented the results of our study about user behaviors
and needs related to home video editing. These results are summarized in the seven
user needs on page 35. Although EWW was designed before the analysisof the
data of the questionnaire had been finished, we think that EWW addressesat least
five of the seven user needs. EWW automatically analyzes and summarizes the
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MoreOfThis(s)

Look whether s can be extended in the front

Look whether s can be extended in the back

In which 

direction the 

segments with 

In which 

direction(s) can 

s be extended?

In none

In the front

In the back

In both directions

segments with 

highest 

suitability are 

found?

Extend s in the front Extend s in the back

Give feedback message

Continue playback of edited video, starting 

at shot s

In the backIn the front

Figure 4.4. Flowchart of the algorithm for the function “more of this”.
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Shot s
Camera take 

boundary

Figure 4.5. Visualization of possible video segments to addto the shots by the
function “more of this”.

input video, addressing need 1 (need for video summarization) and 3 (efficiency).
EWW supports the user editing the video according to his or her wishes, addressing
need 2. EWW provides video editing on a TV, addressing need 5. Furthermore,
in Section 2.3.3 we have shown that people with low acquaintance with computers
edit videos much less frequently. With EWW users do not need any computer
skills to be able to edit videos. The users can edit their videos sitting comfortably
on the couch of the living room, instead of concentrating in front of a PC (need
4). EWW’s semi-automatic editing functions are designed to provide more easeof
use and editing speed (needs 4 and 3), at the expense of the control onwhich video
parts are edited. For these reasons, we think thatEdit While Watchingcan be an
interesting tool for the users.

The user needs 6 (combining video with content of third parties) and 7 (social-
communicative role of home video) are not addressed. We think that addressing
these needs properly would require several additional research steps (exploring in
more depth the relation between home videos and communicative needs, investi-
gating interfaces for collaborative editing, etc.). Therefore, in order not to increase
the complexity of the problem, we investigated in the first place whether our sys-
tem addresses sufficiently the first five needs. In the next sections we discuss a use
test we designed and performed to assess the usability ofEdit While Watching.

4.2 Use test onEdit While Watching: objectives

This user experiment has been described in [Weda and Campanella, 2007]. The
objective of the use test was to assess the usability [ISO/IEC, 1998] of EWW’s
functionalities for video editing. Concerning the usability, we evaluated the learn-
ability of the system, and the user satisfaction with the editing functions and the
system’s feedback. We focused on evaluating the ease of use of EWW. We also
collected data about the effectiveness of EWW. We wanted to perform a formative
evaluation to find the main possible defects of EWW and to know how to improve
our design.
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4.3 Test design

To answer the mentioned research questions, we decided to set up a test with eight
participants. Eight users are enough to quickly find the main flaws in the usability
of EWW [Nielsen and Landauer, 1993] and to know how to improve our system.
Participants in our test should have at least a basic acquaintance with filming home
videos, since this helps them in having a better idea about what they would expect
from a video editing system. We recruited participants with at least a basic expe-
rience in capturing videos among the students and employees at Philips Research
Eindhoven. This could have introduced a bias in the test results, becauseall parti-
cipants have a technical education and they could be more open in trying outand
learning new systems. On the other hand, all the non-technical people we initially
approached had to be excluded due to lack of video capturing experience.

4.3.1 Test setup and structure

Since the EWW system is designed to be used in a home setting, we selected
the Philips ExperienceLab as test environment [Aarts and Diederiks, 2006]. The
ExperienceLab contains a living room with video cameras that recorded the test
for later reference. A remote control and a TV set were used for the interaction. A
picture of the setup can be seen in Figure 4.6.

Figure 4.6. A picture of the test setup in the ExperienceLab.
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We structured the test in three parts:

• In the first part, the user received a short explanation of the test structure;
subsequently he/she was interviewed about the behaviour and experiences with
respect to capturing, watching and editing home videos. These initial interviews
helped understanding the users’ profile.

• In the second part, the participants tried and usedEdit While Watching. All
the participants tried EWW on the same video material: the recording of a visit to
a zoo. Each user received a short, standardized explanation of the system and of
the editing tasks to perform. The explanation of the system and of the tasks was
written on one A4 sheet, reproduced in Appendix B. This paper reporteda short
explanation for each of the buttons in EWW’s menu, and the tasks to be performed
by the user. The clarification that the test monitor gave to each participant was very
short. The user was told which keys on the remote control were needed to use the
system (play, pause, ok and the four arrows), and to learn the system by trying its
functions. The user was not told the effect of the arrows left and right(going to the
previous and to the next shot respectively). The editing funcions werenot shown
either. After the initial explanation, the A4 paper was given to the participant,so
that he/she could refer to it while using the system. The explanation of EWW
was on purpose very limited, the users were in fact invited to try out the system
by themselves and play around with it until they would consider themselves con-
fident with the functionalities. Each user could spend as much time as considered
necessary to get acquainted with EWW. We considered this to be quite realistic,
since very few users spend time reading the manual of the new technology they
buy, most people prefer to learn the tools by trial and error. Since the beginning
of the experiment, participants were invited to think aloud. When the participant
felt to have gained enough confidence with EWW, he or she was invited to per-
form four editing tasks, consisting in including or excluding specific clips from the
edited video (for example adding more of the “panthers” or less of the “bears”).
After executing these tasks, the user had as much time as he/she desired to edit the
video according to his/her wishes, exploiting all the functionalities of the system.
If necessary, the user was reminded to think aloud. Moreover, the system logged
all the keys that each participant pressed during their experience and all the editing
operations performed on the video, for post-test analysis. Due to time restrictions,
the “Undo” button had not yet been implemented at the moment of testing.

• In the third and last part of the test, the users were asked to give their feed-
back on EWW in a semi-structured interview. The users were asked to fill in a
questionnaire on the functionality, usability and satisfaction with EWW. The ques-
tionnaire was composed of Likert-scale questions and is reported in Appendix B.
The users were asked to explain the motivation behind their evaluations expressed
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on the Likert scales; they were also invited to make any comment not already ex-
pressed in the interview.

4.3.2 Video material

As explained before, we decided to use the same video material, which consisted of
a home video of a visit to the zoo, for all the participants. The advantage of the fixed
video material is that we eliminate the variability that comes from the participants
bringing their own videos, with different durations and different wishesfor editing,
and that we evaluate the system’s usability in carrying out specific editing tasks to
perform on a video we know. This allowed us to evaluate the system with respect to
particular tasks. The underlying assumption is that we know and understand how
the system will typically be used. A disadvantage is that the test could have seemed
artificial to the participants: they may not feel involved with the provided material,
since it is not their own. As a consequence, we cannot precisely investigate what
the user needs are in editing the users’ own material. However, from the test we
found that the users considered the task scenario realistic.

The unedited home video used for the test lasted 46 minutes, and was divided
in 77 camera takes. Our analysis program partitioned it in 1541 video segments.
These segments lasted on average 1.8 seconds, range (0.8 - 5 seconds). Concerning
pan movements, 431 segments were classified as pan left, 383 as pan right, and
727 as pan still. Concerning tilt movements, 243 segments were labeled as tilt up,
188 as tilt down, and 1110 as tilt still. Regarding zoom movements, 387 segments
contained zoom in, 352 zoom out, 802 no zoom. All video segments were classified
to contain a sufficient level of luminance, and only one segment was labeledas
containing poor contrast. The number of segments with faces was 34. The average
suitability score of the video segments was 0.784, the standard deviation 0.055.
The suitability scores ranged from 0 to 1.

4.3.3 User profile

Eight students and employees from Philips Research in Eindhoven, with someex-
perience in home video capturing, participated in the test: three females, and five
males. None of the participants were working on related topics. Their age varied
between 22 and 29, most of them captured video four or five times a year (range
2-100 times a year). When capturing video, six of the eight participants (6/8) used
a digital still camera, or occasionally a camcorder (5/8). All of the participants
owned a digital still camera with video capturing functionality, half of them owned
a cell phone with video capturing functionality, and only two own a camcorder.

The captured video was rarely or never edited (7/8). Adobe premiere was the
most frequently used program for editing (2/8). When editing was done, ittook a
lot of time, one hour to one day for one minute of edited video. Some participants
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had no video editing experience at all (3/8). After capturing, the video was mostly
watched directly with friends, and only rarely shared or watched later.

4.4 Results

4.4.1 User remarks

The participants were instructed to think aloud during the test. During the expe-
rience with the system and the final interview, users also produced a number of
free comments and remarks on the advantages and the deficiencies of EWW.Their
comments and actions have been written down, and were recorded on video. Based
on these records, the following results can be noted.

Many users found the “more” and “less of this” functions inadequate fortheir
needs and difficult to understand. Five over eight users would like to beable to
decide whether to shorten or expand a shot from the beginning or from the end;
they did not like the system to decide for them. Three out of eight users would like
to select by how many seconds to shorten or to grow a shot, again they werenot
always satisfied with the automatic choices made by the system. Lastly, six users
found the effect of “more of this” or “less of this” on the video hard to understand.
These comments were made generally, but became most apparent in the practical
task where a specific shot had to be shortened. Since after each “less of this”
operation, this specific scene shortened only by a few seconds, the participants had
to use this function many times to reach an acceptable result.

The system proved to have easy and effective navigation functionalities,all
users but one were able to navigate among the shots by using the arrows. One user
did not find out that moving between the shots by using the arrows was actually
possible. Furthermore, four out of eight users commented that fast-forward and
rewind functionalities are missing and would be needed. Three users complained
about the lack of an overview of the whole raw footage, for example a key-frame
panel or a timeline. They were, in fact, unfamiliar with the raw material and had
difficulties to get acquainted to that using only the “add missing scene” functional-
ity.

The “add missing scene” functionality provided an overview too limited to
easily find a missing shot. One of the practical tasks consisted of adding a specific
shot to the summary that was not yet there. Five users expressed their difficulty in
finding this specific shot.

Concerning the video enriching functionalities, seven users found the music
aligning function not satisfactory, or not fully satisfactory. They needed a finer
scale of editing to add music and effects at a particular point in a shot. Furthermore,
the music was inconsistently aligned to the shot: when a specific piece of music
was added to shotA, the music continued playing in the next shot (B). However,
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when jumping from shotA to shotB using the arrow keys, the music stopped
playing in shotB. This behaviour is clearly inconsistent, as was also noted by
most participants. The “add special effect” functionality was well understood and
easily activated by every user; however four users were disappointed by the lack
of a function for adding video transitions (like fade in/out or dissolve) between
different shots.

As general remark, six users were willing to use EWW or an improved version
of it to edit their own video material. Everybody agreed that EWW is easy to learn
and use, however four users clearly said that the system was too rigid and that they
would like to have more control on the parameters of the editing operations and
more editing functionalities. Furthermore they would have liked to personalize the
final video by adding titles or text. Table 4.1 summarizes the most frequent user
remarks.

Table 4.1. Most frequent user remarks.
Remark N. users

Music alignment with video is weird 7
I do not understand the effect of more/less of this 6
I would like to use EWW or an improved version 6
I cannot choose whether to edit a shot at the beginning or at the end 5
I want fast forward/fast rewind 4
I would like video transitions 4
I would like more control on the editing 4
I want to select by how much to shorten or grow a shot 3
I miss an overview on the video 3

4.4.2 Log files analysis

On average each participant used the system for 31 minutes. The whole test, includ-
ing interviews, had a maximum duration of 60-90 min. Participants performed 2.1
editing operations per minute; the navigation operations (arrow left, arrow right,
play and pause) were not logged. The system crashed 0.9 times on average per
test. Although the editing operations were lost when the system crashed, thepar-
ticipants were not very upset by this behaviour. The system crashed moreoften
when users were pressing buttons very fast after each other.

From the log files it emerged that often the users needed to repeat many times
consecutively the same operation to achieve the desired result. For the taskof
shortening the bear sequence, for example, users employed on average almost 9
consecutive “less of this” operations, with a maximum of 18. For lengtheningthe
geese shot, users employed on average more than four consecutive “more of this”,
and for lengthening the penguins sequence they used more than three consecutive
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“more of this”. On average, users used five consecutive times the same operation
for these tasks. This shows that options would be needed to let the users choose by
how much they want the shot to be lengthened or shortened. The two most used
editing functions were “more of this” and “less of this”. These were used more
than twice as often as any other operation (see Figure 4.7).
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Figure 4.7. All the editing operations performed by the users during the test.

By analyzing the log files, the time users took in carrying out the various parts
of the experiment was measured. The users employed on average nine minutes
(range 6 - 16 minutes) to get acquainted with the system and to feel ready to start
the tasks. These tasks were completed on average in 14 minutes (range 10 -18
minutes). The average time in which the users edited the video using their own
creativity was on average 8 minutes (range 3 - 15 minutes). The time range the
users spent on the different parts of the practical test is rather large.We have ob-
served that the participants used a personal style in dealing with the system. Some
participants started with carefully exploring the system before beginning thefour
tasks. Other participants concentrated on doing the tasks quickly and efficiently.
Participants behaved very differently also while editing the video accordingto their
personal wishes, as the rather large spread of the free editing time suggests. Some
of them tried out extensively all the video effects and music combinations, others
focused on few effects on some shots for a shorter time.

Furthermore, the average time dedicated to the creativity was about as long as
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the time spent on getting acquainted with the system. This phenomenon, combined
with the results from the questionnaire, suggests that the users liked the system and
enjoyed trying it out and spending time on it.

4.5 Discussion

We performed a user test study on theEdit While Watchingsystem. The partici-
pants regarded the use and task scenario as realistic. They judged the system as
an easy and fast video editing tool. It took the users a short time to try and learn
all the functionalities implemented in the system. With regard to this aspect, the
requirements of easiness and simplicity of EWW are met.

However, most users did not feel to be in control of the system. The lengthen-
ing and shortening of scenes seemed random to them, and they could not control
the start and end of the added music precisely enough. Furthermore they missed
an overview of the video. It was regarded difficult to easily see what and where
certain parts were included, and what was left out. This could also be caused by
the fact that the video was not their own, and consequently they were notfamil-
iar with all the content. Still the system was judged as reasonably “fun” to work
with. The users liked the system and liked to try it out and spend time on it. This
positive feedback from the evaluation has inspired the use ofEdit While Watching
as a paradigm in other testing environments. For example,Edit While Watching
has recently been adapted and implemented as a PC application. In this form, it
was included in the Simplicity Lab4 environment of Philips, a web-based usability
research facility, as test case to validate online usability research methodologies.

Since the participants had a technical background and were highly educated,
there is the danger of bias in the results. Participants with such a profile are typi-
cally fast learners and easy adopters. Furthermore they may tend to accept fewer
surprises and unpredictability, and would like to have more overview and control.
On the other hand, all non-technical people we have initially approached for the
test were excluded due to lack of video capturing experience. Still, we thinkthat
the main deficiencies found in EWW are so critical (lack of effective overview on
the video material, rigidity and slowliness of the editing functions) that they would
have been found also by non-technical users.

In the design of video editing systems, there is a trade off between the ease
of use, and the amount of user control. When the system allows the user to edit
the video at frame level by offering the possibility to set parameters per frame, the
system becomes difficult to learn and use. While a fully automatic system is easy
to use (for example, because only clicking on a button is needed) the user cannot
control all details of the editing. With respect to these points, an optimal video

4http://www.simplicitylabs.net
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editing system should try to optimize the balance between ease of use and user
control. Thus, in an improved system, the ease of use, and ease of learning of Edit
While Watchingshould be carefully preserved, while the user control and overview
should be improved. In the next chapter we will explain how we dealt with these
issues.



5
Edit While Watching II

In the previous chapter we described a use test on our video editing tool,Edit
While Watching. This test left us with some issues to solve: how to design a video
authoring system with more editing control and a more effective overview onthe
video material, keeping at the same time the ease of use and learnability of EWW.
In this chapter, based on [Campanella et al., 2009], we explain howEdit While
Watchingwas improved. A second version ofEdit While Watchingwas created,
developed and evaluated.

5.1 Mockups of new interaction paradigms

To overcome the pitfalls ofEdit While Watching, we initially came up with three
new concepts of video editing interfaces. We built mockups for each one of the
concepts, with the purpose of showing the mockups to users and getting feedback
on them. We created the following concepts:

(1) The “scene” paradigmis shown in the upper half of the screenshot in Figure
5.1(a). The system automatically divides the video material in a convenient num-
ber of scenes (eight in the example). Ascene1 is a part of the video about the same
place, time and event. The video is divided into scenes according to its semantic

1In Chapter 4 the word “scene” was used as a synonym of “shot” (e.g.“add missing scene”).
From now on, the term “scene” will be used to refer to a set of shots.
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structure. For example, in a wedding video, the first scene could be the arrival
of the bride; the second, the exchange of rings; the third, the reception; etc. The
number of scenes is calculated to make sure that the scenes are enough to represent
the whole video, but not too many, so that the user’s attention is not overloaded.
Each scene is represented by a thumbnail inside a blue rectangle. The user has
therefore a compact overview of his/her video, organized in a sequence of seman-
tically relevant video scenes. The user can play the video, browse the scenes and
edit them with high-level operations like “more of this scene”, “less of this scene”
or “delete scene”. This paradigm is designed to improve the user’s overview of the
video material.

(2)The “blunt-ended bar” paradigmis shown in the lower half of the screenshot
in Figure 5.1(a). Here the user is provided with a finer type of overview, consisting
of small segments of video drawn as blunt-ended rectangles ordered on atime-bar.
Each rectangle contains a thumbnail that represents the video segment. These video
segments are smaller entities than the scenes: they are short clips of 1-5 seconds
belonging to a scene. Video segments included in the edited video are drawn above
the others, like the third blunt-ended rectangle from the left in Figure 5.1(a). By
moving a time cursor around, the user can do fine editing operations like cuttinga
video segment in smaller pieces. These pieces can be included or excludedin the
edited video. This interaction paradigm can be imagined alone or in conjunction
with the scene paradigm. In the latter case the user can browse between two levels
of overview: the overview of scenes and the overview of the video segments inside
one scene. This would increase the overview’s effectiveness. In thisparadigm
users have full control on the video segments edited: cut points can be decided at
frame detail by moving a cursor along the timeline.

(3)The “cutting while watching” paradigmis shown in the screenshot in Figure
5.1(b). While the video is played, a timebar is shown in the bottom of the screen.
Video segments included in the edited video are represented as green portions of
the timebar, while red portions correspond to excluded video segments. Theuser
can play, pause, fast-forward, fast-rewind the video and jump acrossthe green
(included) video segments. To edit the video, the user can press the green thumbs-
up button or the red thumbs-down button. The editing happens by keeping pressed
these buttons on the remote control. If the user keeps pressed, for example, the
green button, the video starts fast-forwarding and the portion of timebar scanned
by the cursor becomes green (included). When the user wants to stop including
video material, he or she releases the green button. The red button has the effect
of excluding video, in the same way. With “cutting while watching”, the user can
quickly include or exclude parts of the video.

We showed these three mockups to seven of our colleagues, with experience
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(a) Mockups of “scenes” and “blunt-ended timebar” paradigms.

(b) Mockup of “Cutting While Watching”

Figure 5.1. Three mockups to explore different overview andediting paradigms.
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in editing home videos or expertise in human-computer interaction. We got feed-
back from them via semi-structured interviews. None of the three mockups were
clearly preferred by our interviewees for editing their home videos; some people
preferred the scene overview in combination with cutting while watching, others
the scene overview together with the blunt-ended timebar. Other respondents pre-
ferred “cutting while watching”, others the scene paradigm alone. All of the pre-
sented paradigms were considered to be appealing for editing home videos.More-
over, from these interviews it was evident that the user requirements thatusers see
as important for home video editing are very diverse and depend on the particular
user, on the video content and on the purpose/occasion. This confirms the find-
ings of Kirk et al. [2007] in their study about users’ behavior with home videos:
for some users, it is important to make a precise selection of the most interesting
video material; for some others it is important to add extra information like text,
music or pictures. Therefore, a home video editing system should have a rich set of
functionalities in order to address many user wishes, requirements and scenarios.

After these interviews, we decided to try to design a concept that would include
the strong points of each one of the three paradigms, and try to overcome allthe
weak points. The new system had to address the requirements of the old concepts:

• to provide an effective overview,

• to provide high editing control,

• to be easy to use,

• to be efficient,

• to be easily learnable,

• to be easily usable via a TV and a remote control.

Furthermore, the new system had to address new requirements which became evi-
dent from the comments on the mockups:

• to support a scalable overview for effective video browsing and navigation,

• to support both basic and fast editing operations and advanced and precise
ones, in order to meet a vast range of user requirements.

To address these design requirements, we thought of organizing the navigation
and editing functions in differentmodesand havingdedicated functionsto switch
between the modes. In this way, the user is able to choose the mode that best serves
the particular task he or she wants to carry out. As a result, we created the second
version ofEdit While Watching, which is described in detail in the next section.
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5.2 The second version ofEdit While Watching

5.2.1 Three modes of overview and editing

In the previous section we provided motivations for the development of the second
version ofEdit While Watching(EWW2). In the present section we explain in depth
the interaction paradigm devised for EWW2. Most of the concepts and algorithms
of the first version of EWW (EWW1) are included in EWW2. In both applications
the user uploads his or her video material to the system, the system analyzes it,
segments it and produces a first video summary, as described in Chapter 3. Then,
the user refines this video summary while watching it.

s1 s2 s3 s4 s5

s1 s2 s3 s4 s5

a) Raw video analysis

b) Selection of segments of unedited video to include in the initial summary

u1 u2

d) The shots of the edited 
video with similar semantics 
are automatically grouped 
into scenes

Video stream

c) Composition of the 
initial video summary 
(edited video)

Figure 5.2. Schematic overview of video analysis done by EWW2.

In Figure 5.2 the analysis done by EWW2 is summarized in four steps. In
step a) the user uploads his or her video material to the system, in step b) the
system chooses which parts of the unedited video are to be included in the initial
version of the edited video. In step c) the system composes the edited video:in
the example of Figure 5.2 the system aligns five shots after each other:s1 to s5.
Finally, in step d) the system automatically groups the shots that contain similar
semantics into scenes (u1 andu2 in the example). In the literature, a scene is also
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calledlogical story unit[Vendrig and Worring, 2002] and is defined as “a series of
shots that communicate a unified action with a common locale and time”. Scenes
are therefore groups of shots with similar semantics (event, time and place). In
summary, EWW2 incorporates the video analysis steps done by EWW1 and adds
the organization in scenes performed in step d).

At this point, we shortly explain how the calculation of the scenes performed
in step d) works. For clarity, we give a definition of scene.

Definition 5.1 (Scene).In a home videoV, a logical story unit orsceneu is defined
as a sequence of temporally contiguous camera takes. The semantic contentof the
camera takes belonging to a single scene concerns the same event, time and place.

u = (ci, . . . , cj), 1 ≤ i ≤ j ≤ NC .

The scenes of a home videoV are disjoint, and their union is the whole video.
According to our definition, a scene boundary cannot be in the middle of a camera
take. This is because we assume that camera takes are shot in only one place and
time. The scenes in a home video are not unequivocally defined: different viewers
may segment a video in scenes in different ways, according to what they consider
an “event”.

To offer to the user a useful scene overview, the number of scenes should be
conveniently balanced. The scenes should not be too few, otherwise navigating
through them will not help the user. On the other hand, the scenes should not be too
many, otherwise the user’s attention is overburdened. To calculate the convenient
number of scenes, the following procedure has been devised:

∆u = ∆ 0.66
V

NU = round(∆V/∆u) ,

where∆V is the total duration of the unedited video in seconds,∆u is the target
scene duration in seconds, andNU is the number of scenes to be displayed in the
overview. To give a better idea of this procedure, Table 5.1 displays the number of
scenes calculated for some typical durations of unedited video.

Table 5.1. Number of scenes for typical home video durations
Unedited home video duration Number of scenes

1 min 4
5 min 7
10 min 9
30 min 13
60 min 24

Table 5.1 shows that in the case of short videos, the system provides a rea-
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sonable number of scenes to browse; while in the case of long videos, the scene
number is not too high. Once the number of scenes is calculated, the unedited
video is divided into the desired amount of scenes, making sure that a camera
take is never split between two different scenes. Therefore, a sceneboundary al-
ways corresponds to a camera take boundary (see Definition 5.1). In Chapter 6 we
present a more sophisticated algorithm to do scene segmentation according tothe
video semantics (in particular, the timestamp information).

One of the main differences between EWW1 and the second version is that in
EWW2 users can interact with their videos through threemodes. Each mode gives
a particular overview of the video content and allows particular editing operations.
These three modes are:

• Thescenemode: allows users to see and edit the scenes of the video.

• Theshotmode: allows users to see and edit the shots inside one single scene.

• Thefine editingmode: allows users to have a finer overview of the unedited
video and to do low-level editing operations.

In Section 5.1 the reasons that brought us to adopt a scalable overview on the
video are presented. We chose to have three modes because we think thatthree
levels of overview are a good compromise between scalability and simplicity. The
idea of a scalable overview on the video for an interface for home video editing
is not new. In [Girgensohn et al., 2001], the “Hitchcock” semi-automatic system
for video editing is described. Hitchcock’s overview is scalable in two levels: the
view of the thumbnails of the shots (finer level) and the view of “piles” of similar
thumbnails (coarser level). Also, in [Casares et al., 2002] the “Silver” editing
system is discussed that supports a storyboard view of the video material and three
timeline views with different zoom level. Each of the three modes of EWW2 will
now be explained showing screenshots of the application.

5.2.2 Thescenemode

In Figure 5.3 a screenshot ofEdit While Watchingversion 2 is shown. In the main
window the video summary generated by the system is played. In the bottom
panel an overview of the video scenes is presented. Each scene is represented as
a pile of video frames, where each frame represents one of the shots contained
in the scene. While the video summary is played, the user can at any time pause
the playback. The action of pausing opens a menu with editing functions, which
is visible at the centre of Figure 5.3. Via this menu, the user can select editing
operations in order to modify the current summary according to his or her wishes.
An explanation of the single functions of this menu is given in Figure 5.4. The
functions corresponding to the two central buttons in Figure 5.4 are called “less of
this scene” and “more of this scene”. These functions respectively remove and add
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Figure 5.3. Screenshot ofEdit While Watchingversion 2, scene mode.

content to the current scene. The video segments that are removed or included are
automatically determined according to their suitability score.

In thescenemode, the navigation and editing functions refer always to entire
scenes of the edited video. With the left and right arrows of the remote control, the
user can navigate through the scenes. Every time the user presses left or right, the
scenes in the overview panel “slide” to show that the current scene is moving to the
left or to the right respectively.

In the scene mode, the user can also do gross editing operations: adding or
removing content from a scene, or deleting a scene. In this mode, the userhas a
broad overview of the edited video and of the main semantic units that constitute
it. However, the user does not have all the details about the video contentpresent
in one single scene. To gain this level of detail, the user can press the “zoom
in” button, the rightmost in Figure 5.4. By doing this, the user “zooms in” inside
one single scene and an overview of the shots contained in the scene is displayed:
the user has reached the shot mode. When the user goes from the sceneto the
shot mode, the overview panel shows a “zoom in” graphic animation, the overview
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Delete the current scene from the video summary

Remove content from the current scene

Add content to the current scene

Go to the overview of shots

Figure 5.4. The editing menu in scene mode.

zooms inside the current pile of frames and shows single frames.

5.2.3 Theshotmode

Figure 5.5 shows a screenshot of EWW2 in shot mode. In this mode, the bottom
panel of the interface gives an overview of the video shots. Each shotis represented
by its middle frame. In the shot mode, the overview of the material, the navigation
functions and editing functions refer to the single shots of the video summary.Via
the left and right arrows the user can navigate across the shots of the edited video,
making smaller jumps than in the scene mode. These jumps are represented in the
overview panel by sliding the key-frames of the shots left or right.

Like in the scene mode, at any time the user can pause the video playback and
enter a menu with functions for editing the video. This menu is presented in Figure
5.6. The buttons contained in this menu correspond, from the left, to the functions
“delete shot”, “less of this shot”, “more of this shot” and “add missing shot”.These
functions work in exactly the same way as in EWW1 (Section 4.1).

In the shot mode, the user looks at a smaller temporal window of the video,
losing information about the semantic units (scenes) of the video but gaining detail
about the single shots. The editing functions involve now smaller portions of the
video. From the shot mode, the user can “zoom out” (second button fromthe
right in Figure 5.6) and go back to the broad overview of the scene mode, with a
“zoom out” graphic animation. Alternatively, the user can gain even more detail
by further “zooming in” in the video material: by pressing the rightmost button in
Figure 5.6, the user goes to the fine editing mode. The application shows that the
user is entering the fine editing mode by animating a “zoom in” inside a shot.
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Figure 5.5. Overview of the video shots in the shot mode.

5.2.4 Thefine editingmode

Figure 5.7 shows a screenshot of EWW2 in fine editing mode. In this mode, a
timeline is displayed in the bottom of the interface.

In the fine editing mode, all the unedited video material is played, not only the
edited video like in the other two modes. In fact, the purpose of this mode is to
allow the user to precisely select which parts of the video to include or exclude from
the summary. In the timeline of Figure 5.7, dark-red segments of video correspond
to excluded portions of unedited video, meanwhile light-green segments of video
correspond to parts of unedited video that are included in the summary.

During the video playback, the timeline translates from right to left in order
to be always centred on the current instant. On fast-forward or fast-rewind, the
timeline translates quicker, right-to-left or left-to-right.

Like in the other two modes, when the user presses the pause button an editing
menu is shown. This menu is displayed in Figure 5.8. By selecting the “thumb
down” or “thumb up” button in the menu of Figure 5.8, the user can start to pre-
cisely select a portion of the timeline to be excluded or included respectively in
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Remove the current shot from the edited video

Remove content from the current shot

Add more content to the current shot

Add a missing shot to the edited video

Go to the overview of scenes

Go to the fine editing mode

Figure 5.6. Editing menu in shot mode.

Figure 5.7. Timeline overview in the fine editing mode.

the video summary. To end the selection, the user presses the button “ok” of the
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remote control. The part of timeline included between the start and end points of
the cut selection is inserted or removed in the edited video, according to the se-
lected function. These functions do not cut the video exactly in the frame that the
user has selected. Instead, the cut points are approximated with the closest video
segment boundary. This is done because the segment boundaries thatEdit While
Watchinghas calculated are assumed to be convenient points for a cut, since one
of the low-level features present a change. The editing functions in timelinemode
give the user control of the video content.

Exclude from the summary a precisely selected 
video segment

Include in the summary a precisely 
selected video segment

Go to the overview of the shots

Figure 5.8. Editing menu in the fine editing mode.

5.2.5 Differences with the first version of EWW

Here the novelties of EWW2 with respect to EWW1 are analyzed, pointing out
why EWW2 is designed to overcome the limitations of EWW1.

EWW2 allows the user to visualize, access and navigate video material by
means of three concepts: thescenesof the video, theshotsof one scene, thevideo
segmentsin and around one shot. On the other hand, EWW1 does not support
any kind of overview of the material, except for the overview of the shots not
included in the video summary and the video playback. The three-level navigation
of EWW2 is designed to address the overview limitations resulted from the use test
on EWW1.

Concerning navigation functions, all the modes of EWW2 supportfast-forward
andfast-rewindof the video, in addition to the play, pause and skip functionalities
of EWW1.

Concerning the editing operations, EWW2 incorporates the shot-based editing
functions present in EWW1 and adds the scene-based functions and thefunctions
in the fine editing mode. The editing options in the fine editing mode are designed
to provide full control on the edited video, in order to overcome the lack of pre-
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dictability of EWW1’s functions.
For technical reasons and given the time constraints, it was not possible toim-

plement in EWW2 the functions for music and video effects present in EWW1.
Table 5.2 summarizes the differences in editing and navigation functionalities be-
tween EWW 1 and 2.

Table 5.2. Differences in editing and navigation functionalities between EWW 1
and 2.

Functions present only in Functions present in Functions present only
EWW2 both versions in EWW1

Editing
More of this scene More of this shot Add music to shot
Less of this scene Less of this shot Add video effect to shot
Delete scene Delete shot (black & white, sepia,
Include this (fine editing) Add missing shot etc.)
Exclude this (fine editing)

Navigation
Fast-forward Next shot
Fast-rewind Previous shot
Next scene
Previous scene
Jump ahead 30 seconds
Jump back 30 seconds

EWW2 requires only 12 keys on the remote control2 while EWW1 requires
only eight. When the user jumps across the shots, or across the scenes, or when
he or she navigates through the three modes, EWW2 gives feedback about what
is happening by showing “slide” and “zoom in/out” graphic animations among the
elements of the overview panel (shots, scenes, timeline). The “zoom in/out”effects
are designed to communicate to the user that the overview of the video is changing
from finer to broader or the other way around, in order to make EWW2 easier to
understand. We also added a text field on the extreme bottom of the interface. In
this text field the application displays its current status and the effect of navigation
or editing actions initiated by the user.

A working demo of EWW2 has been implemented using Java and the Quick-
Time library for video playback and real-time editing.

2Play, pause, fast forward/rewind, previous/next, four arrows, ok, exit.
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5.3 Use test onEdit While Watchingversion 2: objectives

In this section the use test on EWW2 is described. First, the objectives of the
test are presented (present section), then the test design is explained (Section 5.4).
After that, the results of the test are presented (Section 5.5) and discussed (Section
5.6).

To perform an initial evaluation of our application, we wanted to observe users
editing video with EWW2 and to explore how they behave with the system. We
wanted to know whether users like the EWW2 concept: editing video on TV with
three modes to navigate the video.

Moreover, we were interested in investigating a number of aspects ofusability
of EWW2:

• Ease of understanding. We wanted to test whether EWW2’s concepts,
three-level overview and editing functions are perceived as easy to understand.

• Ease of use.EWW2 has many functions for navigation and editing, and
each mode has its own functions. We were interested in evaluating whether the
functions for browsing and editing are perceived as easy to use or whether there
are any difficulties.

• Satisfaction with the video overview. Video is a difficult medium to vi-
sualize because of its temporal dimension. For this reason we implemented an
overview system with three levels of scalability. We wanted to assess whether
users think that this helps tehm to have a clear overview of their video material.

• Satisfaction with the navigation functions. We were interested to know
whether users think that they can move around in the video quickly and according
to their wishes, and whether they can effectively search for particular events.

• Satisfaction with the editing functions. EWW2 provides diverse editing
possibilities: there are functions for fine selection of video content and also tools
to do gross and quick changes to large scenes of the video. We wanted to assess to
what extent EWW2’s editing tools meet the needs of users, whether userswould
like more editing functions, whether users think that the editing functions can be
improved, whether some functions are more used or more important than others,
and whether users feel a lack of control on the editing process.

5.4 Test design

This section describes how we investigated the objectives previously explained and
how the experiment was designed and run. For this experiment, we invited the
participants to bring their own home video material and to use EWW2 to edit it. We
made this choice to increase the ecological validity of the experiment. Although
the evaluative setup for EWW1 was judged as realistic, we thought that users may
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not be consciously aware of their editing needs and wishes when editing a video
that is not their own. By letting users edit their videos, instead, we were sure
to observe their authentical editing behavior and wishes. However, allowing the
participants to bring and edit their own videos introduced more variables, such as
video duration, type of event, video format etc. We recruited nine users,considered
sufficient to find the main flaws in the usability of a system [Nielsen and Landauer,
1993].

5.4.1 Recruitment and profile of the participants

We were interested in users with no or only basic experience with home video edit-
ing, and without expertise in the fields of multimedia content analysis and manage-
ment. In fact, EWW2 is designed for these amateur users. The use test on EWW1
was run with users chosen among employees and students of Philips Research.
This introduced a potential bias in the results of the test because all participants
had a technical background.

To avoid this bias, we looked for users without a background in multimedia
content analysis or management, and with diverse backgrounds. Nine users par-
ticipated in the test, five of them did not have a technical background. Amongthe
other four, one was a civil engineer, another was an electrical engineer, another
had a background in user-system interaction, and another had a background in
computer science. Most users were highly educated. Six males and three females
were recruited. The age varied between 26 and 46 years and the average was 33
years. Three users were married and had children.

Five users capture home videos a few times per year, two capture home videos
once a month and the remaining two capture videos twice a month or more often.
All users use a digital camcorder, furthermore six of them use also a digitalphoto
camera with video capturing capabilities, and one employs also a mobile phone.
Six users capture videos of an average length of 30 minutes or less, the other three
capture videos of an average length of 1 hour or more. Two users did not have any
previous experience in video editing.

To join the experiment, participants needed to bring at least five minutes of
unedited video material. The properties of the videos brought by the participants
are shown in Table 5.3. After the test, the participants received a gift certificate
worthe 20 as compensation.

5.4.2 Test setup and structure

In order to create a realistic scenario, we ran the test in the living room of the Philips
ExperienceLab and we invited the participants to bring their own home videos and
to edit them using EWW2, according to their wishes. The test was structuredin
five parts: a pre-test interview, an introductory demo, three initial editing tasks, a
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Table 5.3. Video material brought by the participants for the experiment.NC

stands for number of camera takes,NV for number of video segments, in the
unedited videos.

Duration of Duration of Video format NC NV

unedited video automatically
User (min) edited video (min)
1 6 4 Quicktime (15 fps) 12 193
2 40 20 DV AVI 75 1551
3 45 36 DV AVI 31 1151
4 27 15 DV AVI 6 769
5 56 15 DV AVI 89 1807
6 31 15 MPEG-2 80 850
7 56 25 DV AVI 89 1807
8 55 10 DV AVI 73 1057
9 61 30 DV AVI 64 2003

session of editing, and a final interview.

• Pre-test interview. This interview addressed the participants’ habits in film-
ing and editing home video. We needed to know this to relate the users’ behaviour
and answers during the test to their experience and usage of home video.This
interview was carried out one or two weeks before the actual experiment,in the
participants’ homes. During the interview, the participant was asked for thevideo
material to be used for the test. Also, the user was asked how long the initial sum-
mary of his or her video should be, the summarization and transcoding of the user’s
video could be then done before the rest of the experiment.

• Introductory demo. This part of the experiment and the following took place
in the Philips ExperienceLab. The introductory demo concerned only the main
aspect of EWW2: the three levels of overview, the navigation among the shots
and the scenes, the function “more of this shot”, and the editing functions in the
fine editing mode. The user was invited to discover autonomously the remaining
functions. The demo was given by reading to the user the instructions shown in
Appendix C, Figure C.1 and C.2. We could also have decided to let the userstry to
learn EWW2 by themselves instead of showing them the demo. This would have
made the test longer and taken more effort from the users, shortening theediting
phase. Since we were primarily interested in observing the users while editingtheir
videos, we decided to give to the users the initial tutorial of EWW2.

• Initial editing tasks. After the demo, the user was asked to perform three
tasks on his/her own video. The tasks were chosen to reflect real editingactivities.
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While performing the tasks, the user was asked to think aloud. The three tasks
were:

1. Search the x moment in the edited video. The “x moment” was chosen by
the test monitor as a particular moment in the edited video, in a way that the
task was equally difficult for each participant. This was done by selecting
moments in the videos so that the number of key presses needed to navigate
to a given moments was approximately the same for all participants.

2. Include more of the y moment in your edited video. The “y moment” was
chosen by the test monitor as a particular moment among the video segments
excluded from the summary.

3. Make sure that the shot with the y moment in the edited video starts precisely
at point z. “z” was decided before by the test monitor. An example of this
task was: “Make sure that the scene with you on the speedboat begins exactly
when you start smiling at the camera”.

The tasks were part of the initial tutorial on EWW2, to make sure that the parti-
cipants had the same level of acquaintance with the search and editing functions
of EWW2. By defining the tasks, we could also observe which functionalitiesof
EWW2 were used to carry out a specific task, and which were the difficulties in
reaching a certain goal.

• Editing session. After completing the tasks, the users were invited to freely
edit their own videos. During the editing, participants were invited to make remarks
about the application and to explain what they were trying to do. Also, everykey
press was logged by the system. Using these methods, we were able to observe
how users interacted with the system and in which ways they edited their video.
By analyzing the log files we were able to obtain information about the productiv-
ity (how much raw video did users edit) and the error frequency (which functions
were used immediately without problems and which needed more attempts).

• Final interview. After the editing, we conducted a semi-structured interview
with each participant to have their feedback about the editing experience.The inter-
view was designed to investigate the aspects of usability listed in Section 5.3 and to
know whether the participants could edit the video as intended. For this interview,
a Likert-scale questionnaire was employed. In this way users could rate positively
or negatively several aspects of EWW2; they were subsequently interviewed about
the motivations leading to their rating.

5.5 Results

The results of the use test have been collected from the analysis of four different
sets of data, as described before. The analysis of the log files is first presented
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(Section 5.5.1), then the analysis of the users’remarks (Section 5.5.2).

5.5.1 Analysis of logged activities of the users

In this section we describe the results of the analysis of the log files. These contain
all the keys that the users pressed during the experiment. Figure 5.9 shows for each
user how the test time was distributed across the initial tutorial, the tasks and the
free editing.
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Figure 5.9. Test time (in minutes) across users and test sections.

From Figure 5.9 we notice that most of the time was spent by the users in
editing their home videos (average 37 min, range from 15 min to 1h 4 min). 12
min on average were taken to carry out correctly the three tasks and eightmin on
average were dedicated to the initial demo.

During the editing time, users freely authored their home video exploiting the
three modes and different functions of EWW2. Figure 5.10 shows how thetime
users spent in editing the video distributed across the three modes. We note that
users spent most of the editing time in the fine editing mode (average 27 min); 10
min were spent on average in the shot mode and one minute in the scene mode.

We looked at how users spent their editing time, considering the log files to-
gether with the users’ comments. We were able to distinguish two groups of users,
according to their intention. The first group is composed by four users: user four,
five, eight and nine (visualized in the four leftmost columns of Figure 5.10).The
second group is composed by the remaining five users (five rightmost columns in
Figure 5.10). The users of the first group spent their editing time with the intention
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of precisely editing their video from the beginning to the end and to come to an
end result. The users of the second group were instead focused on trying out the
possibilities of the application, navigating and editing only some portions of their
videos.
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Figure 5.10. Distribution of the editing time (in minutes) across the three modes.

The four users in the first group spent their editing time with the aim of entirely
editing their video: this is visible from their remarks and from the fact that their
editing operations are sequentially and uniformly placed along the video stream.
We were able to measure the time these users took to edit a certain amount of raw
video material; our results are reported in Table 5.4.

Table 5.4 shows that the users had a good productivity, managing to edit their
videos in a remarkably short time. The ratio between the editing time and the
duration of the edited material is never higher than 1.7. The two users withoutex-
perience in video editing had a good productivity. User 5 edited her video ina time
close to the video’s playback time; she was alternating between using the functions
for fine editing and the “delete shot” function according to her intentions. Also
user 9 managed to edit the video in a time almost equal to the playback time of the
video. This was possible because he cleverly used the fast-forward and jump func-
tions in the timeline, navigating the video faster than playback time. He remarked,
however, that the video editing program “Virtual Dub”3 allows being even faster,
because it permits scrolling the video timeline with a slider to immediately access

3www.virtualdub.org
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Table 5.4. Measurements of editing efficiency.
User Duration of Time taken Editing time / Remarks

edited video for editing edited material
(min.) (min.)

4 22 36 1.67 No editing experience
5 56 62 1.1 No editing experience
8 32 52 1.6 EWW2 crashes once.

After crash, ratio was
1.3. Said that EWW2
is faster than Adobe
Premìere

9 26 28 1.06 Said that Virtual Dub
is faster than EWW2

any instant of the video. Importantly, the users 4, 5 and 8 remarked that they were
satisfied with the end result. User 9 said that he would have liked to do more things
like adding music or text.

The users not presented in Table 5.4 either were concerned with trying the
application and giving comments about it, or spent an editing time too short to take
any significant measure of productivity.

As said before, the users spent most of their editing time in the fine editing
mode (Figure 5.10), especially the four users of the first group. This is also con-
firmed by the fact that the most frequently used editing functions were the functions
of the fine editing mode. Figure 5.11 shows the frequency of usage of each editing
function.

The “cut in” and “cut out” functions were by far the most used for editing.
Users 4, 8 and 9 used only these functions for editing. Figure 5.11 also shows
that the semi-automatic editing functions (more/less of this) were used only a few
times.

The editing functions in the timeline mode were also the most problematic
functions. Many users would have liked to control more precisely the moments
of the video in which to start or stop a cut. Often they had to do several attempts
before cutting the video as desired. Table 5.5 shows the users who had to try
many times the timeline editing functions. For example, user 4 spent three minutes
and eight editing operations to edit only 16 seconds of video, because she had to
do several trials to obtain the cut she wanted. While trying to apply the desired
cut, she remarked that she was always “too late” to cut the timeline at the desired
moment, and that she would have liked to move slower in the timeline or to move
frame-by-frame.
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Figure 5.11. Total number of key presses for all participants for each editing
function.

Table 5.5. Difficulties with the timeline editing functions.
User Time spent Number Duration Users’ remarks

(min:sec) of cuts of edited
segments (sec)

1 1:33 4 17 “I would like to select
the cut moment more
precisely”

2 1:04 3 23 “I have to do trial and
1:37 3 35 error to find the moment

when to push the button”
4 3:00 8 16 “I’m too late every time”

“I had problems with
cutting, I would like
to be frame-accurate”

6 2:38 7 40 “Software doesn’t cut
exactly where I want”

The fine editing mode was used more often than the shot mode, and the scene
mode was hardly ever used (Figure 5.10). Therefore, one could argue whether the
scene mode is useful or whether it should be removed. However, the analysis of the
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tasks shows that the scene mode is used very often for searching some particular
moment in the video. Five users out of nine went in the scene mode to solve thefirst
task (to search for a particular shot) and seven participants used it for the second
task (to search for another shot and include more of it). Also, the log files and the
users’ remarks show that the scene mode is used to search for particularscenes of
the video to edit.

5.5.2 Analysis of the users’ remarks

We were interested in assessing theease of understandingof EWW2’s concepts
and features. The users understood the effect and the feedback ofall the functions
they tried: we had only four remarks concerning some initial difficulties of the
users understanding the feedback of more/less of this shot. The most difficult as-
pect to understand was in which modes theeditedvideo is played and in which the
unedited. Three users said in the final interview that they had significant problems
in understanding this aspect.

We collected remarks about EWW2’sease of use. In general, EWW2 was
judged as an easy to use tool. However, the users thought that moving around in
the timeline was difficult. They would have liked different fast-forward speeds.
Five users remarked that it was difficult to move to the precise point in whichthey
desired to cut the video. We have seen before (Table 5.5) that the usershad to do
several attempts to make a cut in the timeline as desired.

We asked about the users’satisfaction with EWW2’s video overview. The users
found the navigation across the three levels of the overview clear and predictable.
There were some negative remarks only about using the overview for searching
something. Some users remarked that it can be difficult to find a particular shot
while browsing the scenes of the video, because it is not easy to see in which scene
the shot is contained.

We wanted to know the users’satisfaction with EWW2’s navigation functions.
The users were overall satisfied with the navigation functions present in EWW2,
however they strongly remarked that there is a need for more functions for moving
around in the video. Table 5.6 shows the extra navigation functions that users
would like to have.

We interviewed the users about theirsatisfaction with EWW2’s editing func-
tions. In general they did not think that the current editing functions should be
improved. Nevertheless, the users expressed a strong need for more editing func-
tionalities. They found the current editing possibilities too limited and rigid and
they asked for more ways to author their personal videos. Table 5.7 presents the
extra editing functions that the users requested.

We also asked the users with video editing experience to compare EWW2 with
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Table 5.6. Number of extra navigation functions requested by the users

Function N. users
Slowing down the playback to make more precise cuts 6
Having different speeds for fast forwarding (2x, 4x, 8x, etc.) 4
Jumping camera take boundaries and shot boundaries in the timeline 2
Browsing my video in a key-frame storyboard 1
Going immediately to start and end of movie 1
Jumping different time lengths (5 s, 10 s, 30 s, etc.) in the timeline 1
Playing frame by frame 1
Having a “safe exit button” to go back to the initial state 1

Table 5.7. Number of extra editing functions requested by the users
Function N. users
Video transitions 4
Addition of music to the video 4
Addition of text to the video 3
Shuffling of shots’ temporal order 3
Addition of slides with titles 3
Undo button 2
Video effects 1
Possibility of importing pictures 1
Addition of objects and shapes 1
Mixing music volume with video volume 1
Addition of initial menu with DVD chapters 1

their own editing tool. They considered EWW2 as the easiest and most efficient
tool, and their own application as the most powerful. One user found his owntool
(Pinnacle Studio) to be more efficient than EWW2, but just because he is more used
to it. He said that if he would practice some more with EWW2, our tool would be
the most efficient. Another user said that Virtual Dub allows quicker editing than
EWW2, as discussed before. A user found that EWW2 is easier because it is less
powerful and therefore less complex. Another user thought that EWW2is easier
than PC-based tools because it requires only a TV and a remote control.

As conclusive remarks, generally users said that they would like to use EWW2
for editing their home videos. Three users would like to have EWW2 as it is, mean-
while five users would like to have EWW2 if the issues with the timeline functions
are solved and if more editing functionalities are added. User 6 (the one with the
highest experience in video editing) explicitly said that he would not like to have
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EWW2. He found EWW2 simple and fast, but he considers functions for music,
video transitions and video effect as a “must have” for an editing application. If
these functions are added to EWW2, he would consider our tool as interesting to
use.

5.6 Discussion

The use test on EWW2 showed that most of the concepts and features of EWW2
were easy to understand and to use. Furthermore, the participants seemedto feel
confident with the application and managed to edit large portions of their videos
according to their intentions, on their first try with EWW2. Table 5.4 shows that
even the users without previous experience in video editing were able to select
which video segments to keep and which to discard in a time comparable to the
video’s playback time. This is a good result since it is known that video editing
can be much more time-consuming4. It is important that users can quickly select
which parts of the video to keep. In fact we know from our Internet-based survey
that 89% of users who edit their videos do it primarily with this intention.

Also, the use test on EWW2 has exposed some shortcomings of our applica-
tion. For example, it was not intuitive to the users in which modes the edited video
is played (the scene and the shot mode) and in which the unedited video is played.
This type of errors, where the user does in one mode what is appropriatein another
mode, are calledmode errorsin the literature [Norman, 1983] [Sarter and Woods,
1995]. One way to prevent mode errors is to make sure that the modes are dis-
tinctively marked [Norman 1983, p. 255]. In EWW2, the overview panel changes
considerably its configuration from one mode to the other (Figures 5.3, 5.5 and
5.7). However, the playback window maintains the same look in all modes. There-
fore, different visual cues (for example different colours at the border, or symbols
of a video at different stages) should be applied to the playback window todistin-
guish when the edited and the unedited video are played.

The navigation in the timeline should also be improved, to make sure that users
can control more easily where to cut the video. In fact, we showed how several
users had to try many times before being able to cut the video as desired (Table
5.5). It is possible to solve this problem by, for example, modifying the behavior of
the buttons fast-forward/fast-rewind. These buttons could allow the users to switch
between different playback rates: 0.25x, 0.5x, 1x, 2x, 4x, 8x, etc. The interface
should always remind the user about the current playback rate.

In this experiment, we were interested in observing whether the participants
would use the semi-automatic editing function “more/less of this” to edit their

460% of the respondents to our survey said that they take a time for editing five times longer than
the edited video, 40% need a time for editing ten times longer.
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videos. These functions are designed such that the system automatically selects
which video segments to add or to subtract to the current shot, so we wantedto
see whether this type of automation is useful for the editing process and adds value
to EWW2. Figure 5.11 shows that the users employed much more frequently the
fine editing functions than the semi-automatic ones, that were rarely accessed. In
the interview this aspect was not discussed in depth, because the log files were
analyzed only after the completion of all the tests. The very low usage of the
semi-automatic editing functions could be caused by the fact that people wantto
control more precisely which portions of video they include or exclude. Wethink
that better semi-automatic functions can be designed: these should help the users
by automatizing some operations, on the other hand they should give to the user
enough decisional control about which material is edited. If such functions were
designed, the users would not need to always use the full-control functions of the
fine editing mode. We plan to explore this research direction further.

We were particularly interested in knowing whether EWW2 overcomes the
main flaws of EWW1. In EWW2 no user said that he or she lacked control onthe
video selection process, in contrast with what the users of EWW1 expressed. This
could be partly due to the fact that all the users of EWW1 had a technical education,
so they could be more used to control a system in detail. However, four users of
EWW2 had a technical background, and the complaint about the lack of control
was not heard at all. We can infer that the limitations of EWW1 regarding control
in editing are solved, by adding the fine editing mode. Also, with EWW2 no user
requested a better overview on the video, contrarily to EWW1. Therefore, EWW2
overcomes the lack of overview that was observed by the users of EWW1. In
conclusion, our experiments showed that EWW2 presents fewer flaws in usability
than EWW1.

Also Hitchcock, one of the semi-automatic home video editing systems we
reviewed from the literature [Girgensohn et al., 2001], presented problems with
the perceived control: users wanted to have more control on shot duration and
boundaries. This adds more evidence to the viewpoint that controlling precisely
which content is selected or discarded is an important requirement for a video
editing system. This study shows that EWW2 provides to the users enough control
on the video selection process.

The most frequent negative comments on EWW2 concerned the request for
extra functions. Several users thought that the system was too limited sinceit
did not allow enrichment operations like adding music, video transitions, text or
video effects. Therefore, we should ask ourselves how EWW2 can beextended
with more functions without compromising its simplicity and usability. EWW1
had functions for music and video effects. These functions were designed so that
the user would see their effect immediately after activating the proper button.All
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users of EWW1 understood this design, and the enriching functions wereused
frequently5. Hence, we think that the enriching function should be designed in the
same way as in EWW1. There should be a separate menu, called “enriching”or
“special effects”, containing all the extra functions. There could be a “safe return
to start” button: in case of difficulty the users could press it to return to the EWW2
interface whose simplicity has been validated. More features could be added to
EWW2 to increase its ease of use: for example an “undo” button or a help screen.
With these extensions, we think that EWW2 would be a more powerful tool without
compromising its simplicity.

Looking at our experiment from a general perspective, it appears that some
users liked EWW2 as it is and enjoyed using it for editing long portions of home
video (Table 5.4). However, other users found EWW2 not complete, “toosimple”
or not fully-featured, they tried it out for a shorter time without aiming to edit the
video. Therefore, it appears that different users understand the video editing expe-
rience in different ways. Some users only ask their editing application to be simple
and to have good usability. Other users see the possibility of doing a lot of things
with their video editing tool as very important. These users desire high editing
power in order to express their creativity, besides simplicity. A tool which is easy
to use but with restricted functionalities will leave them unsatisfied. This is shown
also by the answers to our Internet-based survey: when asked aboutlimitations
of current video editing applications, some people complain about the excessive
complexity (23%), others about the lack of editing possibilities (17%). One re-
spondent said that he likes “the ease of the user-friendly tools but also the power of
the professional ones”. Another commented that “video editing tools are either too
simple or too advanced”. Also in [Kirk et al., 2007] (p. 67) we read that sometimes
tools like Windows Movie Maker can appear too simple and therefore limited. This
brings us to think that the functionalities of a video editing application should be
easy to use and intuitive, but at the same time rich enough to allow the users to edit
and enrich videos in a great variety of ways.

5The EWW1 function “Add video effect” was used 7.5 times per user, “add music” was used 5
times per user. The users tried these functions for 8 min on average.
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Evaluating the role of intelligent

chaptering and the level of user control in
video editing

6.1 Introduction

In the previous chapter we presented the second version ofEdit While Watching.
A user evaluation has shown that users can edit their videos with EWW2 with
good efficiency; furthermore, our participants judged EWW2 as an easyto use
and appealing application. In this chapter we want to investigate further which
are the elements of EWW2 that contributed to these results, in particular, we want
to take a close look on the automation present in EWW2. To what extent does
automation contribute to the effectiveness and to the simplicity of EWW2? Which
user requirements are easier and fulfilled more effectively by automating parts of
the system? Also: what happens to the effectiveness and simplicity of EWW2 if
automation is added to or removed from its functionalities? Can EWW2 be further
improved by finding a better balance between automation and user control in some
of its functionalities?

EWW2 implements diverse types of automation. The video material that the
user uploads to the system is automatically analyzed, segmented and summarized.
Automation is applied to structure the video in small segments that are then used
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as building blocks for the initial video summary and as “indivisible units” during
the editing process (the user cannot cut inside a video segment, not evenin the
timeline). Automation is employed to organize the video shots into scenes and to
display the scenes overview (Figure 5.3). Automation is also applied in the editing
functionsMore of thisandLess of thisto help the user in selecting or discarding
video content. These types of automation were introduced in EWW1 and 2 to assist
the user in the most technically difficult and time-consuming tasks for home video
editing. Does this automation really add value to EWW2? Or should the balance
between automation and user control be revised and improved?

The problems related to balancing the level of automation in interactive sys-
tems have been discussed in a number of studies in the literature. Parasuraman
et al. [2000] have defined automation as the full or partial replacement ofa func-
tion previously done by the human. Automation therefore is not all or nothing,
but can vary across a continuum of levels, from fully automatic to fully manual. In
order to select the proper level of automation, Parasuraman et al. [2000] propose to
look not so much at the consequence on the technology but at the consequence on
the interaction with the human. In particular, they propose two main criteria for se-
lecting the proper level of automation: the associated consequences on human per-
formances and the reliability of the automation. Concerning human performance,
they argue that, although well-designed automation improves the system perfor-
mance and reduces the human effort, there is also evidence of highly automated
functions that can compromise the results and worsen the system performances. It
can happen, for example, that when automation is difficult to understand and to
put in action, the mental workload of the user is increased instead of lowered. It
can also happen that high automation generates complacency, an “over-trust” effect
where the user does not monitor the actions of the automated system, which may
make mistakes without the user being aware. Concerning the reliability, Parasura-
man et al. [2000] argue that the automation should be implemented and presented
to the user so that he or she can rely on the automated functionalities. Unreliability
causes mistrust that may motivate the users to disable the automatic functionalities.

We can see a relation between these different levels of automation and a similar
idea used in computer-supported learning and gaming environments. Reflecting on
these environments, Gentner [1992] has classified them according to theirlocus of
control. Learning systems in which the student can fully determine the sequence
of lessons and the learning procedure are said to haveinternal (to the user) locus of
control. Learning situations when the student has to follow passively a sequence of
lessons fixed by a teacher or by a system are said to haveexternalcontrol. Gentner
has observed that video games instead have amixedlocus of control, since both the
user and the system can autonomously take initiatives. The mixed control present
in games gives the user both surprise, challenge and a degree of control. This may
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be the reason why games are so motivating and engaging, despite the considerable
amount of learning that they require. Because of these observations, Gentner has
hypothesized that learning systems with a mixed locus of control may be more
motivating than situations with external control (because they take into account the
user’s initiative) and more productive than systems with internal control (because
they challenge and direct the user). In [Masthoff, 2002] evidence is reported that
indeed in computer-based learning systems a mixed locus of control is preferable
to either the student or the system exclusively taking the initiative and selecting
lessons. We may therefore hypothesize that also in home video editing a design
based on mixed locus of control can have beneficial effects on the users’ motivation
and performances.

The review of the aforementioned literature suggests that, to study where and
to what extent automation adds value to EWW2, we could vary the level of au-
tomation of EWW2’s functionalities and observe the effects on the user’s objective
performance, on the mental effort, on the user’s trust of the system andon the
perceived ease of use. To further sharpen the research questionsof our study, we
have developed a scheme of the user requirements of a video editing system.The
scheme is shown in Figure 6.1. Picturing the user requrements for home video
editing is useful to study the balance between automation and user control for each
requirement. Furthermore, it is also useful to study whether some requirements are
needed by others (whether, for example, doing a precise cut in a timeline requires
precise navigation in the timeline). The set of user requirements represented in the
figure has been obtained by considering the requirements of EWW2, the require-
ments desired by the participants of our user tests, the requirements considered
most important in literature and the requirements of the most used commercial
applications (distilled by trying out the functionalities of these applications).

In Figure 6.1, navigation requirements are represented by solid-line boxes, and
editing requirements by dashed-line boxes. Arrows between requirementsexpress
the fact that one requirement needs another one. For example, to do a fine cut in
the video, one needs functionality for frame-by-frame browsing; or to search for
a particular scene in the video, a navigation system (storyboard-based or timeline-
based) is needed.

To check whether some user requirements are frequently needed by other re-
quirements, we can look at the requirements from which a high number of arrows
depart. It appears that navigating the video, both in a high-level and in a fine way, is
very often requested for doing editing actions. Therefore, if the navigation require-
ments are addressed more efficiently and effectively, also editing operations might
be carried out with more efficiency and effectiveness. EWW2 has a navigation
system with three levels of overview. Automation is used to group the shots into
a number of scenes (Section 5.2.1) and to display the scenes in the highest level
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Figure 6.1. Relation between editing and navigation requirements for home video
editing.

of overview. It is therefore interesting to study whether a better automatic scene
segmentation algorithm leads to more effectiveness and better user satisfaction in
some of the requirements correlated with video browsing. If, for example, auser
is faster in searching for particular moments in the video material, he or she will
probably feel more in control. In Section 6.2 and following an experiment designed
to assess the effects of an improved automatic scene detection is described.

In Section 2.3.3 it was clarified that users do video editing primarily for select-
ing valuable parts of the video and removing the others. To provide the userwith
means to perform this selection, EWW2 implements the semi-automatic editing
functionsMore of thisandLess of this, and the full-control functions of the fine
editing modeInclude thisandExclude this. The semi-automatic editing functions
were implemented with the assumption that they could aid the user in the selec-
tion of video material. However, they were hardly used during the test on EWW2,
while the fine editing functions were used much more often (Figure 5.11 p. 113).
It is interesting to investigate why the semi-automatic editing functions were rarely
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used and how the balance between automation and user control can be modified to
obtain better semi-automatic functions. An experiment designed to investigate this
issue will be described in Section 6.6 and following.

6.2 Experiment 1: Effect of intelligent chaptering on navigation tasks

In Section 5.2.1 we have explained that EWW2 automatically segments the
unedited video material into scenes, and that the number of scenes is chosen in
a way that the overview displayed to the user is useful yet not too complex.The
process of partitioning a video into scenes is called in the literature “scene seg-
mentation”. In EWW2, the scene segmentation is performed without taking the
semantics of the video into account. Therefore, camera takes related to different
events or to different places can fall in the same scene; this may cause surprise and
confusion in the user when browsing the scenes of the video. Also, a badscene
overview may hamper the user understanding the structure of the video, brows-
ing it and searching for a particular instant in the video. Problems in browsing and
searching may also cause problems in editing particular portions of the video,since
the general overview will be less clear.

The algorithm that calculates the scenes can be improved by considering se-
mantic information or metadata. A simple and easily available kind of metadata is
constituted by the timestamps associated with each camera take of a home video.
Therefore, we may hypothesize that, if the scenes are calculated taking into account
timestamp information, the resulting scene overview will serve better the user in
at least some requirements. Here we consider two requrements: video browsing
(navigating a video to have an understanding of its general structure andstoryline)
and video retrieval (searching for a particular clip in a video). The following hy-
potheses are formulated:

Hypothesis 6.1(intelligent chaptering improves video browsing): Scenes calcu-
lated exploiting timestamp information help the user in browsing the video better
than scenes calculated without exploiting timestamp information.

Hypothesis 6.2(intelligent chaptering improves video retrieval): Scenes calcu-
lated exploiting timestamp information help the user in video retrieval better than
scenes calculated without exploiting timestamp information.

Before explaining how to test these two hypotheses, we describe in detail ascene
segmentation algorithm that takes into account timestamp information. The algo-
rithm’s pseudocode is presented in Figure 6.2. The objective of the algorithm is to
calculate the scene segmentationU(V) = {ui, i = 1 . . . NU}. At the beginning
of the pseudocode, the number of scenesNU is calculated as described in Section
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algorithm TIMESTAMP-BASED SCENE SEGMENTATION

inputs: camera takes segmentationC(V), total duration of unedited video∆V ;
output: scene segmentationU(V) ;
begin

∆u = ∆ 0.66
V

;
NU = round(∆V/∆u) ;
// Starting with trivial scene segmentation
for each ci in C(V) do
begin

ui = {ci} ;
add ui to U(V) ;

end
// Calculating time distances between camera takes
for k = 1 to NC − 1 do
begin

// Tk is the timestamp associated with the beginning ofck

dk = Tk+1 − Tk − δ(ck) ;
//The distancedk is added at the right place in the sorted listD
add dk to D ;

end
// Iteratively merging the couple of scenes closest to each other
while |U(V)| > NU do
begin

dk = first(D) ;
// ck is the camera take corresponding todk

ui = get scene containing(ck) ;
// The scenesui andui+1 are merged together
ui = ui ∪ ui+1 ;
U(V) = U(V) \ ui+1 ;
D = D \ dk ;

end
return U(V) ;

end

Figure 6.2. Algorithm for timestamp-based scene segmentation.
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5.2.1. Successively, three main steps are performed:

1. A trivial scene segmentation is calculated, where each scene contains one
camera take. At this point, there areNC scenes, as many as the camera
takes.

2. According to the timestamp information, time distances are calculated be-
tween each couple of successive camera takes. These time distances are
stored in a sorted list (D in the pseudocode).

3. The two successive scenes closest together in time are merged into one single
scene. This procedure is iterated until there areNU scenes.

An experiment was designed to compare the performances of the timestamp-
based scene segmentation algorithm with the scene segmentation performed with-
out timestamp information. The experiment aimed at testing the Hypotheses 6.1
and 6.2, and its design is explained in the next section.

6.3 Design of Experiment 1

To study the effect of timestamp-based scene segmentation, two versions ofEWW2
were prepared: one that exploits timestamp information to group into scenes the
camera takes that are close in time (EWW2T) and another one that does not exploit
timestamps (EWW2NT). In both these versions, all editing functions are disabled.
In both versions, the user can only access the shot mode and the scene mode, with-
out the timeline mode. All the functions in EWW2’s editing menus are disabled,
except the button for zooming out from the shot mode to the scene mode and the
button for zooming in from the scene to the shot mode. In summary, only the
navigation functions are active (play, pause, fast forward, fast rewind, go to next
shot/scene, go to the previous shot/scene, go from the shots to the scenes, go from
the scenes to the shots). The only difference between EWW2T and EWW2NT is in
the way the scenes are calculated.

To compare the two algorithms for building the scene overview, we decided
to invite users to perform browsing and retrieval tasks on the same set of home
videos. A between-subjects design was adopted. The independent variable was
the scene segmentation algorithm, this variable had two possible levels: EWW2T

and EWW2NT. The dependent variables were the efficiency of the users in ac-
complishing browsing tasks and the efficiency in carrying out search andretrieval
tasks.

To measure the user efficiency in browsing and searching through the video
material, two lists of tasks were developed. One list of tasks consisted in answer-
ing questions about the storyline of a video, the other list of tasks consistedin
answering questions about precise moments in another video. We used two home
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videos: one for each list of tasks. The browsing tasks were designed on a video
about a holiday trip in California, the search tasks were prepared on a video about
a visit to a zoo. In order to test Hypothesis 6.1 about browsing and Hypothesis 6.2
about searching, we wanted to invite the users to carry out the two lists of tasks by
browsing the video with EWW2T or EWW2NT and to measure the time taken by
the user and the percentage of correct answers. The two lists of tasks are reported
in Appendix D.1 p. 189.

Since a user knows how to answer a question after having answered it for the
first time, it was not possible to adopt a within-subjects design. This brought us
to develop a between-subjects design. To clarify the difference betweenEWW2T

and EWW2NT, in Figure 6.3(a) a screenshot is shown of the scene overview for the
holiday video displayed by EWW2T, while Figure 6.3(b) shows the scene overview
of the same video displayed by EWW2NT.

(a) Scene overview with timestamp information (EWW2
T).

(b) Scene overview without timestamp information (EWW2
NT).

Figure 6.3. Two screenshots of scene overviews, the upper calculated exploiting
the timestamp information, the lower calculated without using timestamps. Scenes
are represented as piles of key-frames. By looking for example at the first two
scenes in both panels, it is possible to note that the scenes in the upper panel are
composed of shots with similar semantics. This is less true for the lower panel.

The structure of the test will be now explained.

• Initial demo. At the beginning, the user was informed about the test and was
given a demo of the navigation functionality of EWW2. The explanation of the test
and of the system was contained in one A4 paper that was read to each participant.
The video used for giving the demo was different from the two videos employed
for the two lists of tasks. The user was also left as much time as he/she neededto
get acquainted with the functionalities. During the experiment, all the users sat at
the same distance from the TV screen (different distances would have advantaged
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the users who sat closer to the screen). Figure 6.4 shows a picture of thetest setup.
When the users would feel acquainted enough with the system, they could start
with the next step of the test.

• Execution of browsing tasks on the holiday video. After the initial demo
and acquaintance, the user was invited to perform a set of browsing tasks on the
video about the holiday in California. The user had to answer 11 questionsabout
the structure and the storyline of the holiday video. The questions were appearing
one by one in a screen placed at the right side of the user (see Figure 6.4). It was
possible to see only one question at a time, and it was not possible to go back to
a question already answered. All questions were presented with a multiple choice
answer set. The user was invited to select the desired answer with a click ofthe
mouse. The tasks related to browsing the video about the holiday in Californiaare
reported in Appendix D.1.1 p. 189.

• Execution of search tasks on the zoo video. After the completion of the
browsing tasks about the holiday video, the user was invited to answer another list
of 10 questions about the zoo video. Each question concerned a specific moment
of the video. To find the answer, the user had to search the video to retrieve that
particular moment. The tasks related to searching the zoo video are reportedin
Appendix D.1.2.

Figure 6.4. Setup for the experiment related to video browsing and searching.

If the questions had been prepared by using EWW2, they could refer to mo-
ments in the video easily reachable with the navigation functions of EWW2. In
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order to avoid this bias, the browsing and searching tasks were prepared without
using EWW2. The video overview provided by Windows Movie Maker was used
to create the questions about the holiday video and the zoo video. During thetest,
the user answered the questions using a PC. The use of a PC for the questions eased
the measurement of the time taken to find the answers. The PC logged a timestamp
every time the user answered a question. The home video about the holiday in
California was 27 min and 40 sec long, and the scene overview was composed by
12 scenes. The video about the zoo was 14 min and 55 sec long and the scene
overview had 11 scenes.

In the beginning of the experiment, the user was explicitly informed that the
time taken for answering the questions was measured. The user was invited totake
as much time as needed to find the correct answers, and he/she was askedalso to
avoid pauses during the completion of the tasks.

We recruited 40 users from the High Tech Campus in Eindhoven, 22 of them
were male. We divided them in two groups of 20 users each, with the same ratioof
male and female users in the groups. One group did the experiment using EWW2T,
the other did the experiment with EWW2NT. The whole experiment lasted on
average 40 minutes per participant.

6.4 Results of Experiment 1

In this section the results of the experiment are presented. Table 6.1 showsthe
average time taken to complete the browsing and searching tasks with the two
versions of EWW2. In the table, the set of tasks related to the holiday video is
called Tb (browsing), while the list of tasks related to the zoo video is called Ts

(searching).

Table 6.1. Completion times of the experiment.
EWW2T (min:sec) EWW2NT (min:sec)

Average time for completing Tb 12:20 14:26
Std. dev. time for completing Tb 3:45 3:22
Errors in the answers to Tb 23 23
Average time for completing Ts 10:25 11:46
Std. dev. time for completing Ts 2:45 2:29
Errors in the answers to Ts 6 6

Two one-tailedt-tests were performed to assess whether the lists of tasks Tb

and Ts were answered significantly quicker by the participants using EWW2T. The
t-tests were run withα = 0.05. Botht-tests showed that users with the timestamp-
based system were significantly quicker (Tb: t = −1.866, df = 38,p = 0.035; Ts:
t = −1.720, df = 38,p = 0.047). Figures 6.5(a) and 6.5(b) show the boxplots of
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the time taken by the users of the two groups to answer the questions of Tb and Ts
respectively.

In Figure 6.5(b) Subject 15 is displayed as an outlier. Subject 15 did Ts in
18 min and 11 sec; moreover, this subject took also the highest time in answering
Tb (20 min 47 sec). If Subject 15 is excluded from the dataset and thet-tests are
performed again, the null hypotheses can be rejected with more confidence. The
probability of the null hypothesis becomesp = 0.011 for Tb andp = 0.007 for Ts

(Tb: t = −2.398, df = 37,p = 0.011; Ts: t = −2.563, df = 37,p = 0.007).
Looking at Table 6.1, it appears that the participants made many more mistakes

in answering Tb than in answering Ts. The list of tasks Tb appeared to be therefore
more difficult than Ts for the users. The questions 4 and 9 of Tb turned out to be
the most difficult to answer correctly. They were answered incorrectly 10 and 8
times, respectively, by the 20 participants.

During the experiment, the system logged all the keys that users were pressing
to browse the videos. We repeated the analysis also on the number of keys needed
to carry out the tasks, to find out whether the participants needed significantly
fewer key presses to perform the tasks with EWW2T than with EWW2NT. Table
6.2 shows the results related to the number of keys pressed.

Table 6.2. Average number of key presses and standard deviation.
EWW2T EWW2NT

Average key presses for completing Tb 279 344
Std. dev. key presses for completing Tb 92 158
Average key presses for completing Ts 290 333
Std. dev. key presses for completing Ts 88 129

Two one-tailedt-tests revealed that the number of keys pressed does not signifi-
cantly decrease in EWW2T (Tb: t = −1.597, df = 38,p = 0.059; Ts: t = −1.210,
df = 38,p = 0.117).

During the experiments, about half of the users made an observation about the
buttons of the remote control. In particular, the “arrow up” button had the effect of
zooming out from the shot overview to the scene overview, and the “arrow down”
button had the opposite effect of zooming in from scenes to shots. The participants
found the effects of the “arrow up” and “arrow down” button counter-intuitive.
They adviced to swap the functions of the buttons: in their opinion, it would be
more intuitive to have the “arrow up” to zoom in inside a scene, probably because
of the animation that gave the users the impression to move forward inside a scene
to see the single shots.
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(a)

(b)

Figure 6.5. Boxplots of time taken to answer Tb and Ts by users of the two
groups. The top panel shows the result for the browsing tasks, Tb, the bottom
panel the results for the search tasks, Ts.
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6.5 Discussion of Experiment 1

The results described in the previous section show that the timestamp-based scene
overview helps users in video browsing and video retrieval tasks. This isobserved
in the fact that tasks are carried out faster; however, it is not observed in a sig-
nificant decrease of the key presses needed to carry out the tasks. This could be
due to the fact that a worse scene overview makes users spend more time watching
portions of the video to understand it and search in it, without pressing keys.

We also critically review the design of the experiment. It was observed that
the list of tasks Tb appeared to be more difficult to carry out than the tasks in Ts.
Furthermore, the standard deviation of the time taken for completing Tb is bigger
than the standard deviation of the time for Ts. This can also be observed by looking
at the boxplots in Figure 6.5: the time results related to Tb are more spread than
the ones related to Ts. This could be explained by the fact that, since Tb was more
difficult, it involved more of the users’ skills and attention, therefore we observe
more differences between subjects. We learn from this that particular care should
be put in designing tasks with similar levels of difficulty. This may contribute to a
smaller variation around the group means and therefore to measure more precisely
the difference between the group means. Some of the variance may also be due to
the confusion users experienced between the keys “arrow up” and “arrow down”
on the remote control related to the “zoom in/zoom out” functions.

Also, a within-subjects design would have served better the purpose of mea-
suring differences in time performances. We were not able to find tasks suitable
for a within-subjects design. Since this experiment was designed with a between-
subjects approach and analyzed between subjects, we do not know to what extent
the variance observed in the data is explained by different scene overviews and
to what extent by difference between subjects. In conclusion, this experiment has
proven that the Hypotheses 6.1 and 6.2 (p. 123) are correct.

6.6 Experiment 2: Balancing automation and control in editingfunc-
tions

In the following sections, another experiment is described that aims at finding a
convenient balance between automation and user control in the editing functions
of EWW2. In Chapter 5 it was explained that EWW2 implements several functions
to include or exclude video content from the final result of the editing. In partic-
ular, EWW2 has two kinds of functions to address the same user requirement, the
selection of particular video content. The two types of functions differ in thebal-
ance between automation and user control. The first type of functions exploits a
full-control approach: the system displays the whole unedited video to the user
via a timeline representation, the user can browse the timeline and select two cut
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points as start and end of the video segment that should be included or excluded
from the edited video. The second type of functions implements a semi-automatic
approach: the user just tells the system that he/she wants “more” (or less)of a
certain shot or scene, and the system automatically selects the content that ismost
suitable to be added to the edited video. Therefore, the user loses controlon the
selection of video content but gains more simplicity and editing speed.

The semi-automatic functions were implemented under the hypothesis that they
could aid the user in at least some editing tasks. However, during the use test
on EWW2, they were rarely used (see Figure 5.11 p. 113), while the timeline
functions, which provide full control, were used about ten times more often. We
do not know why the semi-automatic options were accessed so few times. Fromthe
remarks the users gave in the experiments on EWW1 and EWW2, it appears that
participants felt a lack of control while using the semi-automatic functions. For
example, some users did not like that the functionMore of thischose automatically
whether to extend the shot in the beginning or in the end and by how much. Other
users found the effect ofMore of thisandLess of thishard to understand, perhaps
because of lack of a clear feedback. Another hypothesis to explain the low usage
of the semi-automatic options is that they are perceived as not predictable: the user
cannot know beforehand what will happen after activating the functions.

To get a better understanding of the possible reasons for the observedlittle us-
age of semi-automatic functions, it is useful to look into the literature on perceived
control in the HCI context. According to Hinds [1998], control is

“The perception that ones behavior significantly alters outcomes by
producing desired and preventing undesired events”.

There are many variables that may influence someone’s perceived control on a sys-
tem. Averill [1973] has proposed to see control as a three-dimensional construct.
The three dimensions are:

1. Cognitive control: it addresses the interpretation of an event into a cognitive
model or plan.

2. Behavioral control: it addresses the existence of means to exert influence
over an event.

3. Decisional control: it addresses the ability to choose among different courses
of action.

To have control, a user has to have some knowledge or understanding ofthe func-
tioning of a system, either directly or through analogy. More knowledge (ormore
cognitive control) will generally increase the overall perceived control. Also, if
the user has means to effectively influence the environment, then he/she has a high
behavioral control. Finally, the more options and choices the user has to affect the
environment, the higher the decisional control and the overall perceived control.
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The relationship between predictability and perceived control is seen by au-
thors in slightly different ways. Morris and Marshall [2004] have described pre-
dictability as part of the knowledge that the user needs to work with a system, and
have argued that knowledge is a pre-requisite to control, since the user must have
sufficient knowledge of the system to make the system respond in a predictable
manner. They stress the fact that without some knowledge of the system, it isnot
possible to exercise any control on it and on the environment. Rosenbaumand
Smira [1986], Langer [1975] and Hinds [1998] have proposed a softer and more
dynamic relationship between knowledge and control: they stress the fact that the
more users are knowledgeable (and knowledge includes also predictability) the
more they will feel in control. In summary, according to both these points of view,
predictability is described as directly related to control.

After having surveyed the definitions, terminology and viewpoints that the lit-
erature offers about perceived control, we go back to our investigation about rea-
sons for the low popularity of the semi-automatic functions. Using the constructs
defined in the literature, we make hypotheses about why participants did notuse the
functionsMore of thisandLess of this. One reason could be the lack of cognitive
control, more precisely the lack of predictability and of proper feedback:the users
cannot know beforehand the effect of the semi-automatic operations, and the feed-
back does not sufficiently clarify the editing performed by the operations.Another
reason could be the lack of decisional control: the users have no optionsfor how
to edit a certain shot, they can only passively accept the decision that the system
makes for them. Another reason could be the lack of effectiveness of thesemi-
automatic functions: during the use test on EWW1, users had to use the functions
several times before including or excluding all the content they desired. Another
reason could be the lack of credibility: perhaps the users do not trust theautomatic
algorithm to make the right choice. Finally, the timeline functions could have been
preferred over the semi-automatic ones because users are in general more familiar
with a timeline.

Below, six different hypotheses about the low usage of the semi-automatic
functions as implemented and tested in EWW2 are listed.

Hypothesis 6.3(insufficient predictability about how the shot will be edited): if
the functions M/L1 are modified in a way that the system shows to the user the
effect of the function before actuating it, then M/L will be used more frequently
and/or the related user satisfaction will increase.

Hypothesis 6.4(insufficient decisional control about duration and position of the
edited material): if the functions M/L are modified in a way that the system allows

1M/L stands forMore of thisandLess of this
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the user to choose in which direction and by how much to lengthen/shorten the
shot, then M/L will be used more frequently and/or the related user satisfaction
will increase.

Hypothesis 6.5(inadequate feedback): if more (textual) feedback is added to the
functions M/L, then M/L will be used more frequently and/or the related user
satisfaction will increase.

Hypothesis 6.6(low effectiveness): if the functions M/L are designed to include
or exclude longer video segments (maybe using a different automatic algorithm),
then M/L will be used more frequently and/or the related user satisfaction will
increase.

Hypothesis 6.7(low credibility): if the functions M/L are presented as extremely
good in selecting the content to include or to exclude, then M/L will be used more
frequently and/or the related user satisfaction will increase.

Hypothesis 6.8(familiarity with timeline): the low usage of the functions M/L
compared to the timeline functions is due to the fact that users are more familiar
with a timeline representation for video browsing and editing. If the familiarity
with M/L and the familiarity with the timeline functions is the same, then M/L
will be used more frequently and/or the related user satisfaction will increase.

By looking at the user behavior during the tests on EWW1 and EWW2 (un-
certainties of users with the functions, remarks), we conclude that the Hypothesis
6.4 about lack of decisional control might best explain why the semi-automatic
functions were not used often. Therefore, we decided to design an experiment to
test Hypothesis 6.4. In order to do that, we wanted to create different experimental
conditions in which the participants would use functions with different levels of
decisional control, but with the same level of predictability. We decided that there
should be three different levels of decisional control: the level ofMore/less of this,
the level of the timeline functions of EWW2 and an intermediate level. We wanted
to measure what is the influence of changes in the level of decisional control on the
users’ perceived control, on the perceived ease of use, on the mental workload, on
the objective editing efficiency and effectiveness, and on the objectiveusage rate.
Table 6.3 shows the independent and dependent variables of the experiment. In the
next section, the design of the experiment on editing functions will be explained.
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Table 6.3. Independent and dependent variables of the experiment on editing
functions.

Independent variables Dependent variables
Decisional control (varied among three levels)Perceived control
Predictability (kept constant) Perceived ease of use

Mental workload
Editing effectiveness
Usage rate

6.7 Design of Experiment 2

The main idea of the design of this experiment consists in creating three differ-
ent conditions among which only the decisional control of the editing functions
changes, and in measuring the differences among the conditions. To do that, three
different pairs of editing functions have been prepared (see Figure 6.6 and 6.7):

(1) More/Less of this shot.These semi-automatic functions are the same as the
ones used in EWW1 and EWW2. The interaction with these functions was modi-
fied to increase their predictability. We want in fact the three kinds of functions to
have the same predictability and to communicate their effects on the video with the
same visual clues to the user. The functionsMore/Less of thisare accessible via
the two leftmost buttons in the menu of Figure 6.6 (thumbs-up and thumbs-down
button). In this version, after the user presses theMore of thisbutton, the system
opens a dialog window in which the content that is going to be added to the current
shot is shown in a timeline overview (see Figure 6.8). At this point, the user can
either accept (ok button of the RC) or reject (exit button) the choice of thesystem.
Less of thisworks in the same way.

(2) Lengthen/Shorten this shot.These editing functions represent an intermedi-
ate level of automation betweenMore/less of thisand the timeline functions. They
have been designed from scratch for this experiment and are accessible via the third
and fourth buttons from the left in the menu of Figure 6.6. After pressingLengthen
this, the system opens a window and presents to the user a timeline overview of
the unedited material in the neighborhood of the current shot (Figure 6.9).With
the arrows left/right of the RC, the user can browse through several cut points that
the system proposes, indicated as blue triangles below the timeline. By browsing
through the cut points with the arrows left/right, the user extends or shrinksa green
selection tray below the timeline. The selection tray extends from the beginning
of the current shot towards the back, or from the end frontwards. The user can
confirm or cancel the cut via the buttons “ok” or “exit”.

(3) Insert/Remove this.These are the timeline functions already implemented
in EWW2. They are accessible via the two “scissor” buttons in the menu of Figure
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Lengthen this shot

Shorten this shot

Zoom in to fine editing mode

More of this shot

Less of this shot

Figure 6.6. Editing menu in shot mode. From this menu, the functionsMore/Less
of thisandLengthen/Shorten thisare accessible.

Zoom out to shot mode

Insert this

Remove this

Figure 6.7. Editing menu in fine editing mode. From this menu,the functions
Insert/Remove thisare accessible.
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6.7. With these functions, the user has full control on the video content to insert
or remove from the edited video. Figure 6.10 shows a screenshot of the function
insert this. After activating it, the system starts drawing a green “tray” below the
timeline, from the instant in which the function was activated (green cut point)to
the moment in the video which is currently played back (blue cut point). The user
can shrink or extend the green selection tray with the navigation functions (play,
pause, fast-forward, fast-rewind, jump ahead 15 sec, jump back 15 sec). When the
user is satisfied, he/she presses the “ok” button of the RC and the cut is executed.
The cut portion of the video is inserted into the edited video in the case of the
function Insert this, and is removed from the edited video in the case ofRemove
this. The user can also cancel the cut operation by pressing “exit” on the RC.

Figure 6.8. Screenshot of theMore of thisfunction. After pressingMore of this,
the system opens a dialog window showing which content will be included, by
means of a timeline overview. The user can accept or reject the system’s choice.

In the screenshots of Figures 6.8, 6.9 and 6.10, the three different ways of
interaction for selecting and discarding video content are shown. By looking at
these screenshots it should be evident that the same visual clues are used in all the
functions to communicate to the user what the effect of an editing operation is,
before performing it. In all the functions the user can see the content thatis going
to be inserted or removed both in the timeline and in the main playback window,
and can accept or reject the change via the “ok” or “exit” buttons on the RC.

The difference between the three types of functions is in the balance between
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Figure 6.9. Screenshot of theLengthen thisfunction. After pressingLengthen
this, the system displays a timeline overview with several cut points, indicated
as blue triangles. By browsing through the cut points, the user can select which
content to include in the edited video.

Figure 6.10. Screenshot of theInsert thisfunction.
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the level of automation employed and the decisional control left to the user. In
the functionsMore/Less of this, the system automatically decides whether to edit
the beginning or the end of the shot, and how much content to include or exclude.
The user can decide between only two options: accept or reject the system’s deci-
sion. In the functionsLengthen/shorten this, the balance is moved one step towards
user control. The system automatically calculates a set of convenient cut points,
these are proposed to the user. The set of possible decisions the user can take is
increased: he or she can choose whether to edit the shot in the beginningor in the
end, and can choose the duration of the edited part among a set of proposed op-
tions. In the fuctionsInsert/remove this, the balance is moved all the way towards
user control. The user can now browse the timeline-representation of the unedited
video and select any point as start or end of the cut. The system helps theuser
only with graphical clues, playback of the video and aligning the user’s cut points
to the segment boundaries calculated at analysis time. For more details, see the
description of the functions in Section 5.2.4 p. 102.

To perform this experiment, a special version of EWW2 was created. This
version has no scene mode, only the shot and fine editing modes are present. Fur-
thermore, there are no editing functions other than the six functions belonging to
the three types described. In this version, the editing menu in the shot mode is mod-
ified as shown in Figure 6.6 and the editing menu in fine editing mode is shown
in Figure 6.7. No shortcut buttons are available to switch between shot and scene
mode, neither to start the timeline editing functions.

We chose a within-subjects design for this experiment: we created a set of
editing tasks to be performed by each participant three times, each time with a
different type of editing functions. The test was structured in four steps, described
below:

Step (1). Introduction to EWW2 and getting acquainted.Initially, the par-
ticipant was given an introduction to EWW2 and to the editing functions. The
participant received a sheet with instructions to read and directly try out inorder
to learn the system. These instructions concerned mostly the editing functions and
were in a format very similar to the instructions used for the test in the previous
chapter, reported in Figure C.3 of Appendix C. After reading the instructions, the
participant had as much time as desired to get acquainted with the system.

Step (2).Editing tasks with forced choice of functions.After the introduction
to EWW2, the user was given a sequence of nine editing tasks to be performed
three times: once using onlyMore/Less of this, once using onlyLengthen/Shorten
this, and once using only the timeline functionsInsert/Remove this. The tasks were
performed on a home video related to a visit to a zoo. Since each participant did the
same tasks three times, the acquaintance with the tasks increased at each iteration,
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which could lead to a gradually quicker execution of the tasks. To compensate
for this learning effect, the nine tasks were split in three triplets and the order
of execution of each triplet with each function was organized as shown in Figure
6.11. The nine tasks to be performed with pre-determined choice of functions are
reported in Appendix D.2.1 p. 193.
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Figure 6.11. Organization of the editing tasks for balancing of the learning effect.
M/L stands forMore/Less of this, L/S stands forLengthen/Shorten this, I/R stands
for Insert/Remove this.

In this figure, the tasks done with each of the three function types are equally
split among the three repetitions. Therefore, the learning effect cannotcause any of
the three function types to have an extra benefit over the others. In Figure 6.11, the
first three triplets of tasks are carried out withMore/Less of this, Lengthen/Shorten
this and Insert/Remove thisrespectively. To balance also the order in which the
participants used the functions, we considered the six possible permutationsof the
order of the three function types and wrote down five extra schemes besides the
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one in Figure 6.11. We rotated the participants across these six schemes. Between
one triplet of tasks and the other, the user was asked to rate the mental effort taken
to execute the triplet by using an appropriate scale [Zijlstra and Doorn, 1985],
reported in Appendix D, Figure D.1. Also, after completing each one of the last
three triplets, the user was asked to fill in a questionnaire to rate the perceived
control, ease of use and perceived self-efficacy in relation with each one of the
three function types. The questionnaire has been taken from [Hinds, 1998] and
was adapted to our context regarding editing functions; it is reported in Appendix
D, Figure D.2. During the execution of the tasks, the test leader made sure that
the participant could only use one function type for each task triplet, following the
pre-defined rotation of the functions.

Step (3).Editing tasks with free choice of functions.After the execution of the
tasks on the zoo video, the participant was invited to perform another sequence of
eight tasks on another home video, with playing children. This time, the user was
free to choose the function type that he/she thought appropriate to carryout each
task. In this way, we could measure the objective usage rate of the functions. The
eight tasks to be carried out with free choice of functions are reported inAppendix
D.2.2 p. 194.

Step (4). Final semi-structured interview.Finally, the user was interviewed
in a semi-structured way about his/her possible preference for a function type and
about any comment the participant may have had. The interview protocol used is
reported in Appendix D, Figure D.3.

For this experiment, 25 users were recruited, 17 from the High Tech Campus,
Eindhoven, and 8 from outside the Campus, 13 male and 12 female. We recruited
people with at least a basic experience in capturing home videos with any device.
We thought that this basic experience was needed to be sure that the userhad an
idea about home videos and about which problems home video editing may bring.
We did not require our participants to have any previous experience in video edit-
ing. Also, we did not want to have people with a lot of video experience. Therefore,
we excluded from the test people who edit video once every two weeks ormore of-
ten. Moreover, we avoided people with technical knowledge about videos, or about
multimedia. We also avoided programmers or IT professionals. The test lastedon
average one hour and a half per participant.

6.8 Results of Experiment 2

6.8.1 Perceived ease of use and perceived control

During the execution of the tasks with pre-determined choice of functions, the
users were invited to answer a questionnaire about ease of use and control. Each
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user filled in the questionnaire three times, once for each function type. Theques-
tionnaire was composed of Likert-scale statements concerning the ease of use, the
perceived control and the perceived self-efficacy related to a given function type
(see Figure D.2 p. 196). Figure 6.12 shows the average answers to the questions
related to the ease of use, for the three function types. Figure 6.13 showsthe
average answers related to the questions about perceived control, and Figure 6.14
shows the average answers for the questions concerning the perceived self-efficacy.

Looking at the answers, it is immediately evident that there is a great differ-
ence between the functionsMore/Less of thisand the other two function types,
which instead appear to get very similar scores. Since each user answered each
question three times, once for each function type, the answers for each question
were analyzed by performing a within-subjects (repeated measures) ANOVA, with
α = 0.05. For each question the ANOVA test was significant with a high value
of F (p < 0.001). Post-hoc tests done after each ANOVA consistently lead to a
similar result: for all the 12 questions, the average answer forMore/Less of thisis
significantly different from the answers for the other two function types;there is
no significant difference between the other two function types. It can therefore be
concluded that the functionsMore/Less of thisare perceived as significantly more
difficult to use than the other two function types. Also,More/Less of thisappear to
provide the users with less control than the other two kinds of functions.

6.8.2 Mental workload

In this section, another set of answers the users gave while performing the tasks
is analyzed. Besides rating the ease of use and the control, the participantswere
also asked to rate the mental effort needed to perform the tasks. Figure 6.11 shows
how the moments of measurement of the mental effort were distributed during
the execution of the tasks. The users executed the same tasks three times, during
each round of execution all three function types were used. The mental effort was
measured nine times per user, once for each combination of round/functiontype.
Figure 6.15 shows the average mental effort scores for the three function types.
The mental effort is plotted averaged across all three rounds and for each one of the
rounds separately. In the mental effort scale proposed to the users, values around 60
correspond to “rather much effort”, while values around 30 correspond to “a little
effort” (see Figure D.1 p. 195). It appears from Figure 6.15 thatMore/Less of this
took on average approximately two times the mental effort required from the other
function types. One would expect that the difference between the mental effort
required byMore/Less of thisand by the other functions is statistically significant.
Indeed, this was the result of a within-subjects ANOVA to check the effectof the
function types on the mental effort scores averaged across all rounds (α = .05,
F = 80.614, df = 2, p < .001). A post-hoc test confirmed thatMore/Less of this
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Figure 6.12. Average ratings to the Likert-scale questionsabout perceived ease
of use, plotted for the three function types.
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Figure 6.13. Average ratings to the Likert-scale questionsabout perceived control,
plotted for the three function types.
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Figure 6.14. Average answers to the Likert-scale questionsabout perceived self-
efficacy, plotted for the three function types.

are significantly more cumbersome than the other two function types, which did
not significantly differ in mental workload.

We were interested in checking whether the mental effort required to use a
specific function type decreases significantly with the repetitions of usage.Such
a decrease would indicate that users can easily learn the functions. Three within-
subjects ANOVAs were performed to check the effect of the usage rounds on the
mental effort required by each function type. In the case ofMore/Less of this,
the mental effort did not significantly change across the three rounds (α = .05,
F = .914, df = 2,p = .408). Also Figure 6.15 shows that the mental effort required
by More/Less of thisremains approximately constant across the three rounds. In
the case ofLengthen/Shorten this, the usage rounds had an effect on the mental
workload (α = .05, F = 4.759, df = 2, p = .013). More precisely, a post-hoc
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Figure 6.15. Mental effort taken by the users to complete thetasks in all rounds
and separately in each round, for each one of the three function types.

test showed that the first round required significantly more mental effortthan the
third, while the second was not significantly different from the other two. Also in
the case ofInsert/Remove thisthe usage rounds had an effect on the mental effort
(α = .05, F = 13.461, df = 2, p = .000). The first round was significantly more
cumbersome than the second and the third, which did not differ among each other.

To summarize, the functionsMore/Less of thiswere a lot more demanding than
Lengthen/Shorten thisandInsert/Remove this. The effort taken to useMore/Less
of thisdid not decrease with more usage. In contrast, the mental workload for the
other functions decreased after one or two rounds of usage, probably because of a
learning effect.

6.8.3 User satisfaction with the functions

After the experiment, each participant was asked about his or her satisfaction with
the editing function and the preference he or she may have for one of the function
types. This was done in a semi-structured interview, following the questions re-
ported in Figure D.3 p. 197. Starting from the questions reported in the appendix,
a discussion with the participants about the functions was started. In these dis-
cussions users made many remarks on their opinions about the functions and the
reasons for their opinions.

In accordance with the results presented already, the functionsMore/Less of
this were not preferred by any user. Instead, the users were divided more or less
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equally among preferringLengthen/Shorten thisand preferringInsert/Remove this.
Table 6.4 shows in detail the remarks the users made when asked about theirpref-
erence for any function type over the others.

Table 6.4. Remarks of the users about preference for any function type. I/R
refers toInsert/Remove this, L/S refers toLengthen/Shorten this, M/L refers to
More/Less of this.

Remark N. users
I prefer I/R, then L/S, then M/L 11
I prefer L/S, then I/R, then M/L 13
I equally like L/S and I/R, I don’t like M/L 1
I would use mostly or only the combination of I/R and L/S 13
I would use mostly or only I/R 7
I would use mostly or only L/S 3

The users gave also reasons for preferring one function type over another.
The users that preferredLengthen/Shorten thisover Insert/Remove thissaid that
Lengthen/Shorten thiswere easier and quicker in completing the tasks. The parti-
cipants that preferredInsert/Remove thisover Lengthen/Shorten thissaid thatIn-
sert/Remove thisprovide a better overview, since the editing happens on a time-
line and it is possible to see the whole video, the excluded clips and the included
ones (Figure 6.10 provides a screenshot of the functionInsert this). The functions
More/Less of thiscollected mostly negative remarks. Table 6.5 shows the most
frequent user remarks about the three function types.

6.8.4 Editing effectiveness and efficiency

Till now, we have reported results related to subjective measurements. In this and
in the next section, we present results related to objective measurements about the
effectiveness and efficiency of the three function types.

We start by looking at the effectiveness in performing the editing tasks. In
Section 6.7 it was explained that the participants were invited to perform nine video
editing tasks three times, once for each function type. The users could notchoose
which type of functions to use, since the choice was pre-determined by the test
leader by enabling only the buttons of one function type at a time in the interface.
The users were explicitly informed by the test leader that they could skip a task if
they experienced the task as very difficult or impossible to do. Table 6.6 shows the
percentage of tasks that were correctly accomplished when the choice offunctions
was forced.

Looking at the percentages, it appears that 17% of the tasks were not accom-
plished when usingMore/Less of this. In fact, the users explicitly gave up carrying
out these tasks, considering them not (easily) doable. This was mainly because the
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Table 6.5. Users’ remarks about their satisfaction with thethree function types.
Remark Num. users

More/Less of this
I couldn’t go in the direction I wanted to 10
I don’t have control 9
I could not do what I wanted 5
I didn’t understand how the video was selected 4
I would drop these functions, take them out 4
I would like to control which side to edit 4
(beginning or end of the shot)
I don’t like these functions 3
It is difficult to use these functions 3

Lengthen/Shorten this
They are easy 9
They are fast 6
They give control 4
They are useful 4
If I want to go to the other side of the shot, 4
I shouldn’t be scrolling all the way
I would like to change the position of the 3
cut points
I cannot cut something in the middle 3

Include/Exclude this
They are easy 8
They give control 5
They give a nice overview of the video you 4
are editing
I would use them only for fine editing 4

Table 6.6. Percentage of tasks correctly accomplished withpre-determined choice
of functions.

Function type Correct tasks (%)
More/Less of this 83
Lengthen/Shorten this 99
Include/Exclude this 100

functionMore of thisdid not allow the users to choose at which side to extend the
shot, at the beginning or at the end. There were tasks where it was asked to extend
the shot after its end, for example to show the continuation of an event, but the
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function More of thisgave to the users only the options to extend the shot in the
beginning or to cancel the editing. Many users tried several times before giving up
the task while expressing their frustration. Even if some tasks were considered as
impossible by the participants, during the design of experiment it was made sure
that each task had at least a solution with each kind of functions. In the cases seen
as difficult, the solution consisted in using the functionsMore of thisandLess of
this several times in succession.

After doing the tasks with pre-determined choice of function type, the users
were invited to perform other eight tasks on a different home video, this time with
free choice of function type. The users were asked to select the function type
that they would find most appropriate for solving each task. During this part of
the experiment, almost all the tasks were completed correctly (96.5%). Few tasks
appear to have been skipped by the users (2%), since the log files do notreport any
user attempt to solve them. It is possible that the users skipped by mistake these
tasks without the test leader realizing it. In fact, this part of the experiment required
less interaction with the test leader than the tasks with forced choice of functions.
Finally, 1.5% of the tasks were carried out incorrectly. The next section explains
which function types were used most frequently during the tasks with free choice
of function type.

After looking at the editing effectiveness, we analyze how the editing efficiency
changes among the function types. The time taken for fulfilling the tasks with pre-
determined choice of functions was measured. To carry out the same nine tasks,
the users took on average 15 min and 25 sec withMore/Less of this, 5 min and
43 sec withLenghten/Shorten thisand 8 min and 02 sec withInsert/Remove this.
More/Less of thisrevealed to be considerably slower than the other two functions.
This could be because the users performed many attempts before being ableto
complete some tasks withMore/Less of this. A within-subjects ANOVA revealed
that indeed the function type has a significant effect on the time performance in
completing the tasks (F = 80.148, df = 2, p = .000). A post-hoc analysis re-
vealed that the differences in means among the function types are all statistically
significant. Therefore, not onlyMore/Less of thisis significantly slower than the
other two, but alsoLengthen/Shorten thisis significantly faster thanInsert/Remove
this. This is consistent with the users’ perception explained in Section 6.8.3 that
Lengthen/Shorten thisare quicker thanInsert/Remove thisin doing the tasks, while
Insert/Remove thisprovide a better overview.

Further analysis on the editing efficiency was performed, to see whether there is
evidence of a learning effect from the efficiency. Each participant didthe same se-
quence of editing tasks three times, as shown in Figure 6.11. Initially, we checked
whether the users were significantly faster in doing the tasks after one or two rep-
etitions of the task sequence. Figure 6.16 shows the time taken for completing the
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tasks averaged per user and per task, for each round of execution of the tasks and
for each function type. Looking at the figure, it appears that the first round was
slower than the other two. Indeed, a within-subjects ANOVA shows that the repe-
tition of the tasks had an effect on the efficiency (F = 28.929, df = 2, p = .000).
According to the post-hoc analysis, the first round was significantly slower than
the other two, which did not differ significantly from each other.
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Figure 6.16. Time taken for completing the tasks, averaged per user and per task,
displayed for each function type and for each round.

We already observed a learning effect while analyzing how the mental effort
required by the users to perform the tasks is influenced by the repetitions of the
tasks (Section 6.8.2). The fact that the users were faster in doing the tasks after
the first iteration indicates the same learning effect. To get a clearer picture, we
analyzed whether this learning effect was more or less intense dependingon the
type of functions used. Were some functions easier to learn than others? Or was
the learning effect the same across the three function types?

To answer these questions, we compared the performance in doing tasks with
the same function type and by the same user for different repetitions. The partici-
pants, in fact, used each function type in all three repetitions of the task sequence
(Figure 6.11). It should be noted that the users did not do the same tasks with
the same functions during the different repetitions. Some tasks may have been
easier than others, which could have influenced the performance across different
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rounds. However, the order of execution of the tasks was rotated across the users
to compensate for the effect of tasks that may have been more difficult thanoth-
ers. Therefore, we used a within-subjects ANOVA to study how the efficiency in
using a single function type changed across different rounds of exectution. In the
case ofMore/Less of this, ANOVA revealed an influence of the rounds on the time
measurements (F = 7.690, df = 2, p = .001). A post-hoc analysis revealed that
users were significantly slower in usingMore/Less of thisin the first round com-
pared to the other two, which did not differ from each other. Also in the case of
Lengthen/Shorten thisthe effect of rounds on time was significant (F = 14.412,
df = 2, p = .000). According to the post-hoc test, the first round was significantly
slower than the other two, which do not differ significantly from each other. As for
the other two function types, forInsert/Remove thisthe rounds had an influence
on the time performances (F = 14.332, df = 2,p = .000). A post-hoc test shows
that the first round was slower than the other two, which did not differ from each
other. Figure 6.16 summarizes how the time performances were influenced bythe
rounds, for each function type.

6.8.5 Frequency of usage of the functions

In the previous section, we focused especially on the analysis of the tasksdone
with a pre-determined choice of functions, inferring conclusions about the editing
effectiveness and efficiency of the three different kinds of functions. In this section,
we take a closer look at the tasks done with free choice of functions, studying which
functions were most frequently used and which less.

Figure 6.17 shows the total number of times each function was used during
the execution of the tasks with free choice. For each function, two columns are
reported: one corresponding to the number of times that an editing operationwas
started, the other displays the number of times that an operations was carriedout.
In some cases, in fact, operations were started and then canceled by the user.

We performed a within-subjects ANOVA to check whether some function types
were used significantly more often than others. For this analysis, we calculated
for each function type the times the functions were started. The results showa
significant difference in usage frequency among the function types (F = 8.408,
df = 2, p = .001). The post-hoc analysis revealed thatMore/Less of thiswere
activated significantly less frequently than the other two types, which were not
significantly different.

Looking at Figure 6.17, it can be noticed that there is a relatively big gap be-
tween the number of times the functionsLengthen/Shorten thiswere started and
the number of times they were completed. This means that it happened often that
Lengthen/Shorten thiswere started and then canceled. We performed a detailed
analysis of the log files to reconstruct why the users would open these functions
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Figure 6.17. Histogram of usage frequency for each function, during the execu-
tions of the editing tasks with free choice of function type.

and then cancel them. Table 6.7 shows the patterns that were found analyzing the
log files after a start-cancel sequence ofLengthen/Shorten this.

Table 6.7. Number of operations done after cancelingLengthen/Shorten this.
Situation in the log files N. of occurrences
Canceled and gone to another task 22
Canceled and opened the opposite function in the couple 10
Lengthen/Shorten this, remained in same task

Canceled, reopened with the same function and done, 8
same task

Canceled and gone to fine editing, same task 8
Canceled and gone toMore/less of this, same task 6
Canceled when out of any task 6
Canceled, reopened with the same function and 3
canceled again, same task

Crash after cancellation 1
Shutdown after cancellation 1
Total 65

The most frequent pattern found consists in a cancellation and then an editing
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operation on another task (22 occurrences). One could think that the users would
leave the task unsolved and go to another. By doing a more in-depth analysis
on the log files, it appears that, out of these 22 cases of abandoning a task, 13
happened after the user had completed the task, 8 happened before the user had
finished the task, and one happened without the user ever finishing the task. One
possible explanation of these frequent cancellations is that these functions were
opened and canceled on purpose, to have a better overview of the unedited video.
These functions, in fact, are available in shot mode, where the user only has the
overview of the shots that belong to the edited video. To edit a shot, a user may
feel the need to know also what is in the unedited video material positioned before
and after the shot. To gain this overview, a user may open theLengthen/Shorten
this functions just to display and browse the timeline with the cut points around the
current shot.

Continuing to read Table 6.7, we find that for 10 times the users seem to have
confused Lengthen shot with Shorten shot. It is possible that the two functions
were confused with each other by mistake, also because the users remarked that it
was a bit difficult to remember all the functions and to distinguish among them.

The following line in Table 6.7 shows that the users canceled a function to
reopen it at the same shot and carrying out the task. This may be also explained
by the need for more overview on the unedited video, given by the timeline in the
dialog window ofLengthen/Shorten this.

Reading more in Table 6.7, we find that sometimes the users canceled a
Lengthen/Shorten thisoperation to perform the same task withInsert/Remove this
(8 occurrences) orMore/Less of this(6 occurrences). It is possible that in some
cases the users felt the need to perform a more precise cut than what is possible
with Lengthen/Shorten this, therefore they went to use the timeline functions.

Finally, the fact that for three times the functionsLengthen/Shorten thiswere
canceled, reopened at the same shot and canceled again is probably caused by a
defect of the remote control used for the experiment. In fact, if the user keeps
the button “ok” of the remote control pressed too long, the system may under-
stand two “ok” events after each other. If the user is pressing “ok” to enter the
Lengthen/Shorten thisfunctions, the system interprets the first “ok” event as the
command to open the dialog window and the second “ok” as the command to per-
form a cut. Since no cut point is selected, the system understands that theuser does
not want to cut anything and cancels the operation. Therefore, pressing the “ok”
button too long causes aLengthen/Shorten thisoperation to be quickly started and
canceled.
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6.9 Discussion of Experiment 2

In this section, some lines of interpretation of the results presented in the previous
section are given. First of all, a great amount of evidence has been collected about
the performance problems ofMore/Less of thiswith respect to the other functions
and about their inadequacy for home video editing. According to the users’ percep-
tion, More/Less of thiswere the hardest to learn and use, the most uncontrollable,
the most frustrating. Objectively speaking,More/Less of thiswere the most unpro-
ductive, the slowest, the least frequently used.

It is very unlikely that the poor performance ofMore/Less of thiswith respect
to the other functions is caused by the lack of predictability, since all three function
types were implemented to show to the user a preview of the effect of the editing
with the same visual clues. The poor performance ofMore/Less of thismust be
mainly related to the lack of decisional control. As the participants remarked,
these functions do not allow the user to choose at which position the shot should
be extended or shortened, at the beginning or at the end. The automation fails to
“guess” which decision the user wants to take; this is mainly due to the inability
of the system to understand the semantics of the video and to decide accordingly
which semantic event is more suitable to be included or excluded. SinceMore/Less
of thisdo not allow the user to select the point in which to edit the shot, the user
may feel frustrated while using a function that simply will not listen to him. The
options thatMore/Less of thisoffer are just too few, and the users do not like
at all to give the system full control of which point of the shot will be edited.
The functionsLengthen/Shorten thisprovide users with control about the position
of the shot to edit, and are subjectively and objectively better thanMore/Less of
this. These evidences show that Hypothesis 6.4 (p. 133) is correct: ifMore/Less of
this are modified to have more decisional control, the related user satisfaction will
increase.

While More/Less of thiscollected negative remarks, the other two kinds of
functions were positively evaluated by the users. In general,Lengthen/shorten this
were judged to be as good asInsert/Remove this. We saw that some users preferred
Lengthen/Shorten thisoverInsert/Remove thisbecause the first type was perceived
as faster than the second in editing tasks (and it was indeed significantly faster).
Other users preferredInsert/Remove thisover Lengthen/Shorten thisbecause of
the better overview of the unedited video that they could get with the timeline
functions. The reason for preferringInsert/Remove thisoverLengthen/Shorten this
was not the increased decisional control. In fact, no user mentioned the control as
a reason for preferringInsert/Remove this. This is an evidence of the fact that users
do not mind losing the possibility of precisely selecting the start and end points of
a cut. They like the system choosing the cut points for them and proposing them
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a set of possible alternatives, like inLengthen/Shorten this. Since the introduction
of automatic cut-point selection did not affect the user satisfaction and increased
the editing efficiency, this level of automation can and should be consideredas an
alternative to the many timeline-based video editing interfaces of PC programs that
the users find so time-consuming and complicated.

The analysis of the mental effort and of the time needed for the editing showsa
learning effect while using the functions. Especially after the first roundof usage,
the interaction with the functions was less cumbersome and quicker. This was evi-
dent in particular forLengthen/Shorten thisandInsert/Remove this. In the case of
More/Less of this, the time performances decreased less with the repetitions of us-
age, and the mental effort in using the functions did not decrease at all. This could
be explained by the fact that the users were getting more and more acquainted with
the tasks and with the video material and therefore were going faster in performing
the tasks, butMore/Less of thisremained difficult despite the repetitions in usage.
Figuring out how to make these latter functions work the way the users wanted,
remained mentally demanding even if the users had multiple attempts to learn the
functions.

Possible improvements to the editing functions can also be proposed. We have
seen thatMore/Less of thisoffer too few options to the users. The number of edit-
ing options inMore/Less of thiscan be increased, for example by letting the user
select whether he or she wants to edit the shot at the beginning or at the end. Other-
wise, or in addition, the system couldlearn from the user which video segments
are preferred and which are not. For example, if the user activatesMore of this,
the system proposes to add a video segment and the user cancels the operation, the
system may learn that this particular video segment is perceived as not important
in that particular context. The next time the user will activate More of this, the sys-
tem will therefore propose to add another segment to the shot. This would perhaps
increase the perceived behavioral control ofMore/Less of this, because the user
could perceive that he/she is able to influence the automatic reasoning of thesys-
tem. Perhaps, with these changes,More/Less of thiswould challenge the other two
function types with more success. ConcerningLengthen/Shorten this, it would be
an interesting idea to let users refine the position of the chosen cut point, likesome
participants proposed. Also, the fact that users perceive the overview provided by
Insert/Remove thisas better thanLengthen/Shorten thiscould be addressed. In shot
mode, a system could be studied to quickly show the excluded clips available in the
neighborhood of one shot. Otherwise,Lengthen/Shorten thiscould be made avail-
able also in timeline mode. Finally, it is possible to think about editing functions
that adapt the level of automation to the user: the editing interface could switch
from More/Less of thisto Lengthen/Shorten thisif the user desires more cut op-
tions, or fromLengthen/Shorten thisto Insert/Remove thisif the user asks for more
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precison in the editing.
To compare the three function types, in this experiment objective and subjec-

tive variables have been measured. We note that the objective and the subjective
evaluations agree with each other to a large extent. The functionsMore/Less of this
perform much worse than the other two function types in the perceived control, in
the perceived ease of use but also in the objective editing efficiency. Furthermore,
the functionsLengthen/Shorten thisare perceived as faster thanInsert/Remove this,
and objective measurements show that they really are. Since many objectiveand
subjective variables have been independently measured, and since these measures
are consistent with each other, we can be particularly confident about our results.
We have shown how, in technology for home entertainment, reducing too muchthe
decisional control in favor of a not well-designed automation can cause unsatisfac-
tion and frustration in the users and very poor performances.

To run this experiment, we recruited users without a great experience in video
editing and without technical knowledge in video or in PCs. It is possible thatthe
preference users showed for the function type has to do with their level of experi-
ence in video editing. Perhaps users with more technical skills or with more ex-
perience in video editing would have preferred the timeline, full-control functions
over the other two types of functions. Skilled users, in fact, may prefer interfaces
that provide more control at the cost of more difficulty and technical detail.

This experiment consisted in a direct comparison between three differentde-
signs of semi-automatic functions for home video editing. Evidence has been pro-
vided that shows how the typical timeline-based video editing interfaces can be im-
proved by implementing functions that automatically calculate a set of cut-points
among which the users can choose. On the other hand, the choice of the position
to be edited in the video should be left to the user. Having the system selecting
which position to edit in the video generates a great decay in performancesand
confusion and frustrations in the users. These results were obtained by inviting
users to perform pre-defined editing tasks on a home video the users were not fa-
miliar with. This setup may be not completely realistic. Therefore, to strengthen
our findings, the comparison between the three function types could be repeated by
letting users edit their own videos. Other types of automation remain to be tried,
such as “learning” editing functions or functions that adapt the automation level to
the characteristics and demands of the particular user.





7
Conclusions and suggestions for future

work

In this chapter the conclusions of the present research work are drawn. The ex-
perimental methods used are critically reviewed, and design guidelines for ahome
video editing application are given. Moreover, some suggestions for further re-
search are discussed.

7.1 Summary of experimental findings

The goal of this research consisted in finding an easy to use, effectiveand efficient
solution for home video editing. To accomplish it, a semi-automatic application
for editing videos has been developed, following a user-centered approach.

Home video editing is nowadays perceived by amateur users as very time-
consuming and often difficult. This probably comes from the fact that tools for
home video editing are too much modeled on professional video editing systems,
instead of being designed for amateurs. In Chapter 2 we have reviewed the litera-
ture relevant to home video editing. We have seen that, although many ideas have
been proposed to make home video editing easier and faster, very little research has
been done to understand what users of home videos deem as easy and useful. To
gain more insights in behavioral aspects and needs related to home video editing,
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we have surveyed 181 users of home videos by means of a questionnaire on the
Internet. By analyzing the answers collected through the questionnaire, we have
found that editing of home videos is done often, even though users still perceive it
as a very time-consuming activity. A disadvantage of common video editing tools
is that they are all PC-based. As a consequence, users that are not very acquainted
with PCs tend to edit videos less frequently than users with high PC expertise,and
to perceive video editing as very difficult. Many respondents would like to edit
videos on a TV and to combine their content with friends’ videos or pictures.

While collecting the results of the survey, we developed a semi-automatic so-
lution for home video editing, calledEdit While Watching. We have focused on
designing an easy to use and efficient system. To do that, we have studied asuit-
able combination of automatic and interactive functionalities. In Chapter 3 the
algorithmic part ofEdit While Watchinghas been described. We have shown that
the user can input the unedited video toEdit While Watchingand get an edited ver-
sion of it, automatically calculated. The system edits the video by structuring it in
small video segments and subsequently selecting suitable video segments accord-
ing to three criteria. These are the quality of the segments, the extent to which these
segments uniformly represent the unedited video, and the presence of faces. The
unedited video is structured by using also camera motion information. This infor-
mation includes the detection of “zoom in” and “zoom out” sequences in the video.
To detect these sequences, a novel algorithm has been devised that outperforms the
state of the art.

In Chapter 4 the interface ofEdit While Watchinghas been described. In fact,
the video automatically edited is just a preliminary version of the final result. To
reach a result that satisfies the author of the video in his or her subjectivewishes,
the user refines the edited video via an interface that works with a TV and a few
keys on a remote control. This interface is designed to avoid any unnecessary
technical detail and to execute the editing operations the user does in real time,
without re-encoding, in order to be intuitive and efficient. Moreover, theinterface
implements twosemi-automaticediting functions, designed to help the user in the
process of content selection. With these functions, the user simply says that more
content should be added to a certain shot, and the system automatically selects
which video content is included in the shot. Therefore, the user does notneed to
manually select content by for example performing a cut in a timeline overview.

The usability ofEdit While Watchinghas been evaluated in a formative test with
eight users. The participants judged the interface to be simple and easy to learn and
use. However, they remarked that the system was too rigid and that they didnot
feel in control of the editing process. Also, they wanted to have more overview
of the video. To overcome these shortcomings, a second version of theEdit While
Watchinginterface was created, which has been described in Chapter 5. In this
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version, the user can access the video through an overview structuredin three levels
of detail. In the first level, the user browses thescenesof the video, represented by
“piles” of keyframes in a visualization panel. In the second level, the user browses
theshotsinside one single scene, represented as keyframes sequentially displayed.
In the third level, the user browses atimeline representing in detail the unedited
video and the clips that are currently included or excluded from the edited version.
In each of these three levels, editing functions are also available; these functions
become also more and more detailed as the user goes towards the timeline mode,
the most detailed one. In timeline mode, the user is provided with all the detail
to edit the video. While browsing the timeline, he or she can cut a portion of it
by selecting start and end points. The selected portion of video is then inserted or
removed from the edited video. The semi-automatic editing functions of the first
version ofEdit While Watchingwere also present in the second version.

A user evaluation of the second version of our system was run with nine users.
They were invited to bring their own home videos and to edit them according to
their own creativity, usingEdit While Watching. The test revealed that the short-
comings of the first version were indeed overcome in the second version.More-
over, the participants were able to edit their videos in a short time: the editing time
was 1.1 to 1.7 times longer than the duration of the edited video material. From the
Internet-based questionnaire, it appears that video editing can take muchlonger.
However, the semi-automatic editing functions were used very rarely.

Although the overall evaluation of the usability ofEdit While Watchingwas
positive, we wanted to investigate why the users liked it, and which aspects of
the system contributed most to its positive evaluation. In particular, research was
done to assess which kind of automation adds value toEdit While Watching. This
research has been described in Chapter 6 and consisted of two experiments.

The first experiment was aimed at assessing to what extent a timestamp-based
algorithm for creating the overview of the video scenes helps the users in search-
ing and browsing tasks. Two versions ofEdit While Watchingwere created, with
two different scene overviews. The first version featured a scene overview calcu-
lated exploiting timestamp information. The second version of the scene overview
was obtained by trivially dividing the unedited material into a number of equally
long scenes. The experiment was run with 40 users: one group of 20 performed
browsing and search tasks with the timestamp-based overview, the other group
of 20 users carried out the same tasks using the other scene overview. The re-
sults have shown that exploiting timestamp information for calculating the scenes
gives a measurable improvement in the performance of the users for browsing and
searching.

The second experiment focused on the semi-automatic editing functions. The
test on the second version ofEdit While Watchingfeatured the functions “More
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of this” and “Less of this”, that used automation for helping the user in selecting
interesting content or removing unwanted content. However, these semi-automatic
functions were rarely used, while the full-control timeline functions were used
about ten times more often. To explain this observation, we developed the hy-
pothesis that the semi-automatic functions were discarded because they give too
few editing options or, in other words, because they give too little decisionalcon-
trol. To test this hypothesis, three function types with different levels of balance
between automation and decisional control were devised. In the first typeof func-
tions, the system takes all the decisions about which content to edit and how, and
the user can only confirm or reject the system’s proposal. In the secondfunction
type, the system gives the user a set of cut options automatically calculated,and
the user selects one of the options. The third type of functions corresponds to the
full-control timeline editing: the user takes all the decisions about a cut: startand
end points, insertion or removal. We wanted to compare these three function types
with respect to the perceived ease of use, the perceived control, the mental effort,
and the objective editing performance. We invited 25 users to perform editing tasks
with each one of the three function types. Results showed that the type of function
with the highest level of automation performed significantly worse than the other
two function types, in all the tested aspects. The other two function types were, in
general, equally liked by the users. However, the function type with intermediate
level of automation allowed the users to be significantly faster than the full control
functions in performing the editing tasks. We conclude therefore that editingfunc-
tions which automatically select a set of cut options can be considered as a valid
alternative to the many timeline-based full-control editing interfaces available on
the market.

7.2 Some reflections on the experimental methods

The results obtained in this research work are based on four experiments. The first
two are the formative tests on EWW1 and EWW2, described in Chapters 4 and
5. These experiments were run to find most of the usability flaws of the EWW
prototypes. The other two experiments are described in Chapter 6. They aim at
comparing performances and behavioral aspects of EWW under different condi-
tions. The first experiment of Chapter 6 compares two algorithms for partitioning
a video in scenes. The second compares three levels of automation versususer
control in the editing functions.

We make now some considerations about the number of participants we chose
in the four experiments. In the first two formative tests, we recruited eight and nine
users respectively. A well-known guideline for usability experiments [Nielsen and
Landauer, 1993] states that at least five users are needed to find 80%of a system’s
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defects. However, recently it has been shown that, in order to expose 80% of
the problems of a system, a usability test with 15-20 participants may be needed
[Schmettow, 2008]. The optimal number, in fact, depends on the variance of the
probabilities that the defects of a system are found in one usage session.Still, it is
accepted as true that a test with eight users will reveal most of the usability flaws
in a system. We are therefore confident of the significance of the results of our
formative tests.

In the two comparative experiments, 40 and 25 users were recruited, respec-
tively. The number of participants is higher than in the formative tests, since ob-
taining a statistically significant comparison of two systems is a more demanding
goal than finding most of the usability flaws. The first comparative experiment fea-
tured a between-subjects design, while the second was set up as a within-subjects
design. In a between-subjects design, since two or more group averages are com-
pared, the variance within the single groups can make the comparison more diffi-
cult and therefore decrease the test power. A within-subjects design does not have
this problem. Therefore, we recruited a higher number of users for the between-
subjects design (40 instead of 25) to increase the test power.

Finally, some comments are made about the choice of video material in the
four experiments. In the two comparative experiments, the same video material
was adopted for all the participants. This is in fact the only way to implement a
fixed set of tasks for all the participants, on which different interfacesor functions
can be compared. Coming to the two formative tests, the video material was fixed
in the experiment on EWW1, and was changing with each subject in the experiment
on EWW2. We chose to fix the video material in the first formative test, in order
not to introduce extra variables such as type of event in the video, video duration,
video format, etc., that could have made the test more difficult to assess. Theparti-
cipants may have felt not involved in the video material, since it was not their own.
However, they judged the test scenario as realistic. After the experienceof the first
formative test, we increased the variables in the second, by inviting the participants
to bring along their videos to edit. In this way, the test was more interesting for
the participants, and they engaged in a longer editing time. Furthermore, we had a
more realistic evaluation of EWW’s usability, since a video editing system should
be able to support videos of many different durations and formats.

7.3 Design guidelines

This thesis has described the creation, design and iterative improvement ofan ap-
plication for easy and fast home video editing. Here some design guidelines for
good video editing systems for amateur users are given, based on the experience
and on the information collected.
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First, a home video editing system shouldautomatically structurethe input
video in small video segments, and optionally in shots and/or scenes. This is of
great help for the user for browsing and editing the video; furthermore,it saves
the user from knowing many technical details that are typical of professional video
editing systems, such as detailed timelines, frame-by-frame browsing and frame
numbers. The user can browse the structural elements of the video which are
automatically built by the systems (video segments, scenes, etc.). Video editing
becomes therefore more similar to browsing a collection of pictures and selecting
or discarding the wanted or unwanted ones.

A second design guideline consists ineliminating details about single frames,
or keeping it as an extra option for experts. Users simply do not need it. In
Chapter 6 it has been shown how editing functions based on small video seg-
ments (Lenghten/Shorten this, see Figure 6.9 p. 138) can allow more efficiency
than editing functions based on frame-level cuts (Insert/Remove this, see Figure
6.10 p. 138). We are also convinced that users are not interested in interacting with
frames. They want to edit videos in terms of semantic elements, like people or
happenings. This guideline can be also extended to eliminating any technical de-
tail that is not strictly needed, such as parameters of the color filters or of the video
transitions, parameters of codecs, etc.

A third design guideline consists inimplementing an effective and scalable
overview of the video. Users can be helped considerably if the overview on the
video is expanded with respect to what common editing programs offer (a timeline
view on the video and a storyboard representing the camera takes). EWW2imple-
ments an overview system which is scalable in three levels: the scenes, the shots
inside one scene, and the timeline with the video segments inside and around one
shot (see Section 5.2). This scalability is important, since users perform tasks that
require a broad overview (like browsing and searching) but also a detailed overview
(like cutting out a short video segment).

Another design guideline consists inimplementing a rich set of editing func-
tionalities. Users are not only interested in editing speed and simplicity, as we have
observed during the experiment on EWW2 in Chapter 5. Most users see video edit-
ing also as a fun activity, nice in itself. They want to have at their command many
tools and options to enrich the video and to express their creativity: video effects,
transitions, music, combination with pictures, with 3D shapes, with text, etc. These
functions should be easy to use but pleasant and entertaining. The accent should
be not on the technical precision but on the fun. A function valued by manyusers
is the easy creation of a final result like a DVD or a file to share on the Internet.

The last design guideline consists inmoving from a PC-based to a TV-based
design. This opens the possibility of editing video to users without a great exper-
tise with PCs. During our experiments, many users remarked that they would edit
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videos more often if they could do it on a TV. Furthermore, the remote controlof
a TV is usually an easier interface than the keyboard and mouse of a PC, having
fewer buttons and no pointing systems. Some aspects of EWW2’s interface can be
taken as examples of TV-based design for video editing: the main central window
with the video playing, the text feedback for each key press, the graphicanima-
tions that effectively convey to the user feedback about the navigation inthe video
(overview elements that slide back and forth, or that move apart from each other
when the user zooms into a finer level of overview).

7.4 Suggestions for future work

In this section some suggestions about how the work in this thesis could be con-
tinued are given. These suggestions concern possible improvements onEdit While
Watching, and new directions in the research on automatic video editing and on the
user needs related to home videos.

7.4.1 Evaluating and improvingEdit While Watching

To further improveEdit While Watching, a very interesting experiment consists
in performing a field trial. Edit While Watchingcould be installed in the living
rooms of ten or twenty families, who then could use it for one month or more. The
field trial would allow to detect more flaws in the usability ofEdit While Watch-
ing, and it would provide useful information about which usage patterns aremore
frequent, how the user satisfaction changes over time, how frequently home videos
are edited, which type of content is edited more frequently, in which occasions and
why, etc. TestingEdit While Watchingfor months in people’s living room could
also reveal whether people prefer to sit alone to edit videos or whether the family
members or friends sit together to decide about the edited version of the video. Per-
haps the experiences of watching home videos and of editing home videos would
blend together into one experience: while the author of the video shows the holi-
days to his or her family, some family members could come with suggestions about
applying a music track or text to a shot or about mixing the video with clips and
pictures from the former year; these suggestions could be implemented rightaway.

The Edit While Watchingprototype developed in the context of this thesis is
mature enough to be installed in people’s homes for field trials without too much
implementation effort. To make a full-featured product out ofEdit While Watch-
ing, functions for enriching the video with transition, music and effects would be
needed. Also, functions for saving the edited video in various formats, including
the creation of a DVD, should be implemented.

In Chapter 6, the balance between automation and decisional control inEdit
While Watching’s semi-automatic functions has been studied. Further research
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could also address thebehavioralcontrol of the semi-automatic functions, or the
effectiveness with which the editing functions allow the user to author the video
as they whish. Perhaps, if the design of the semi-automatic functions is improved
(in the algorithmic or in the interactive aspect), then the perceived behavioral con-
trol will increase (the perception that users have means to author their videos as
they wish) and/or the editing effectiveness will increase. To give an example, the
semi-automatic editing functions ofEdit While Watchingcould be improved by im-
plementing relevance feedback, or by letting the systemlearn the user preferences
for video content while the user is editing the video. For example, if a user removes
a video segment that was included, the system could learn that the user is not inter-
ested in that segment. Or, if the user does a lot of fine editing around one camera
take or one shot, the system could learn that the user considers that portion of con-
tent as very important. The system could take into account that the importanceof
the video clips may change from one editing session to another. The system could
check whether the clips often perceived as important by the user share common
color features, or texture features, or camera motion patterns. If this is thecase,
then the system can propose to the user to include in the edited video content with
similar features.

Furthermore, ifEdit While Watchingis used in the living room of a house by
the whole family, then the system could learn which video content is preferred
by each member of the family. Moreover, ifEdit While Watchingis used to edit
the video collection of the family over one or more years, a summary of the most
interesting and important shots of the last year or of the last five or ten years could
be automatically calculated and proposed to the users byEdit While Watching.

In Chapter 6, the semi-automatic editing functions “Lengthen this” and
“Shorten this” have been introduced. They are based on allowing the user to se-
lect a cut point among a set of possible options that the system preselects as suit-
able. The user evaluation showed that these functions are liked as much asthe
full-control, timeline-based editing functions; also, “Lengthen” and “Shorten this”
allowed to perform editing tasks faster than the full-control editing functions. This
result suggests that automation can add value to the timeline-based editing inter-
face used by many commercially available applications. More research wouldbe
needed to strengthen this result and to gain more insights about it. For example:
is this result still true when people edit their own videos according to their own
wishes? This result, in fact, was obtained from users performing a predefined set
of editing tasks, that may not be fully realistic (see Section 6.9). Also: how can the
interaction provided with the functions “Lengthen/Shorten this” be improved?The
functions “Lengthen/Shorten this” employ automation to select a set of possible
cut points. Can the automation behind the cut point selection be improved?
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7.4.2 Improving the automatic home video editing algorithm

More research could be done also for the evaluation and the improvement of the
automatic video editing algorithm ofEdit While Watching. A user evaluation could
be performed to assess to what extent the algorithm selects the clips that the users
really prefer. Moreover, additional features and metadata could be used to calculate
the edited video. Timestamp information could be used to calculate clusters of
camera takes which were captured at very close moments. Then, the requirement
of temporal uniformity could be expressed by saying that each cluster of camera
takes with neighboring timestamps should be represented equally.

Also, audio analysis could be exploited to improve the automatic video edit-
ing. The audio could be classified and segmented into speech segments, music
segments, noise segments or silence segments. This would generate new segment
boundaries that would be taken into account into the segmentation of the unedited
home video. Also, an additional evaluation criterion could be added to the eval-
uation functionΩ(E): if the edited videoE contains shots that abruptly interrupt
speech, thenE could be penalized by receiving a low score.

Automatic home video editing could be improved also by involving motion
continuity rules [Zettl, 1999]. These rules can provide an additional set of criteria
to be used to evaluate an edited videoE. Two consecutive shots ofE should
contain camera movements consistent with each other. If, for example, a shot of E
ends with a pan left and the next shot begins with a pan right, the transition between
the two shots is unpleasant to see, therefore it should not be selected. Motion
continuity could also be used to automatically insert video transitions between two
shots. An unpleasant situation, like a shot ending with a pan left followed byone
beginning with a pan right, could be automatically repaired by terminating the first
shot with a fade-to-black transition and beginning the second with a fade-from-
black.

7.4.3 Deepening the insights in user needs for home video editing

In Section 2.3.3, our findings about the user needs related to home video editing
have been reported. The respondents of our survey indicated a clearinterest for
“combining their own videos with own pictures, friends’ content or contentfrom
the Internet” (p. 34). This observation could be clarified and deepenedwith further
research. Which requirements are considered by the users as important:mixing
videos with pictures? Or mixing videos with videos of friends? Or adding pictures
and videos from the Internet to their personal videos? And which kind ofInternet
content: user-generated content or professional content? Interviews with users
could be run to answer these questions.

Additionally, mock-ups or prototypes of systems for collaborative editing could
be created and shown to authors of home videos. This would be useful for under-
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standing to what extent collaborative editing is of interest for authors of home
videos, and which user requirements and functionalities are more important than
others. As an example of such mockups, a prototype of a web service could be cre-
ated where a group of users uploads home videos. When a user uploadsa video, the
system automatically finds video content uploaded by other members with similar
metadata; for example, videos shot in the same place or at the same time. The sys-
tem may then propose to the user to mash up his or her video with videos of other
members, or it could even automatically generate a mashup. If the videos to mash
up were shot at around the same time and at the same event, the mashup system
described in [Shrestha et al., 2006] and [Shrestha et al., 2007] may be employed.
This system exploits video synchronization based on flashes and on audioto au-
tomatically mash up multiple videos. The system could use the same interaction
metaphors ofEdit While Watching, exploiting TV and remote control.
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A
Questionnaire about use of home videos

In this appendix the Internet-based questionnaire developed for the research de-
scribed in Section 2.3.2 is shown. The questionnaire was put online for oneyear
using an Amsterdam-based web service for hosting of surveys (www.formdesk.
com). Below, the text and the questions that were put on Internet are presented.

Beginning of the questionnaire:
Nowadays more and more people like to keep memories of their lives by shoot-

ing pictures and videos. Pictures are mostly used, but people increasinglycapture
personal videos, using devices like mobile phones, digital still cameras, and web-
cams.

My name is Marco Campanella. I am an employee of Philips Research Eind-
hoven, and a Ph.D candidate. I am researching semi-automatic home video editing
and I am collecting information on the place that home videos have in people’s
life. I am interested in knowing why people use home videos, how often videois
captured, whether and how it is edited, how much it is shared.

If you have even a basic experience in shooting or manipulating home videos,
you can help me by filling this questionnaire. Completing the questionnaire will
take maximum 15 minutes. Moreover, at any moment you can stop filling the
questionnaire, save your answers and finish it another time.

Thank you very much, enjoy!
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Marco Campanella
marco.campanella@philips.com

Capturing home videos

1. How often do you shoot home videos?

2 Once a week or more often.

2 One to three times a month.

2 Six to eleven times a year.

2 One to five times a year.

2 Once a year or less often.

2. What do you mostly shoot? (you can choose multiple answers)

2 Parties or experiences with friends.

2 Life with my family.

2 Weddings.

2 Holidays.

2 Artistic events (e.g. concerts, live performances, etc.).

2 Sport events.

2 Other (please specify): . . .

3. How long usually are the videos you shoot? Please indicate the duration for
each option that you selected in the former question.

Less than 5-15 min 15-45 min 45-90 min More than
5 min 90 min

Parties 2 2 2 2 2

Family life 2 2 2 2 2

Weddings 2 2 2 2 2

Holidays 2 2 2 2 2

Artistic events 2 2 2 2 2

Sport events 2 2 2 2 2

Others 2 2 2 2 2

4. Which devices do you use for shooting your home videos? (you can choose
multiple answers)
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2 Digital camcorder.

2 Digital still camera.

2 Mobile phone.

2 Webcam.

2 Other (please specify) : . . .

5. What do you like to do with home videos? (you can choose multiple an-
swers)

2 I like to keep memories of my life.

2 I like to share my experiences with my friends, by for example posting
a video on Internet or giving DVDs to friends.

2 I use my home videos for professional reasons, like shooting videos of
important situations or meetings at work.

2 I use my home videos for artistic purposes.

2 I like to do other things with my home videos (please specify) : . . .

6. Please indicate how much do you agree to the following sentences:

Totally Slightly Neutral Slightly Fully
disagree disagree agree agree

Home videos convey expe- 2 2 2 2 2

riences better than pho-
tographs
Home are more enjoyable 2 2 2 2 2

than collections of pho-
tographs
I like to have the videos 2 2 2 2 2

I captured to watch on TV
Home videos are in gene- 2 2 2 2 2

ral not appealing, be-
cause of their low qua-
lity
Capturing good home vi- 2 2 2 2 2

deos is easy
Keeping my home videos 2 2 2 2 2

organized and safely
stored somewhere is
difficult
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Totally Slightly Neutral Slightly Fully
disagree disagree agree agree

I find it easy to re- 2 2 2 2 2

trieve and watch my
favorite home videos
I like collections of 2 2 2 2 2

photographs better than
home videos

Watching home videos

7. Once you shoot a home video, how often do you watch it later?

2 Never.

2 Once.

2 2-5 times.

2 6-10 times.

2 More than 10 times.

Please specify if it depends on the type of video, for example if you watch
particular videos or particular events more often than others: . . .

8. If you answered “never” or “once” to the former question, please answer
also to the question below; otherwise skip to question 9.
What are the most important reasons for rarely watching your home videos?
(You can choose multiple answers)

2 Unedited home videos lack in quality.

2 Unedited home videos lack in structure.

2 Once seen a video, it’s not interesting anymore.

2 It’s not easy to retrieve particular moments in an unedited home video.

2 Other reasons (please specify): . . .

9. With whom do you mostly watch your home videos?

2 Alone.

2 With friends.

2 With the family.

10. On which device do you usually watch your home videos? (you can choose
multiple answers)
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2 On a TV.

2 On a PC.

2 On my video capturing device (camcorder, digital still camera, mobile
phone, etc.).

2 Other (please specify) : . . .

Sharing home videos

11. Nowadays many people share their videos with others by using Internet,
DVDs, VideoCDs, etc. How often do you share your home videos with
somebody else?

2 Never.

2 For less than half of the videos I shoot.

2 For more than half of the videos I shoot.

2 Always.

If you never share your home videos, please skip to question 14.

12. With whom do you share your home videos? (you can select multiple an-
swers)

2 With my family.

2 With my friends.

2 With everybody (for example by publishing them on the Internet).

13. Which media do you use to share your home videos? (you can select multiple
answers)

2 YouTube.

2 A videoblog (vlog).

2 I send video files via email.

2 Other Internet-based means.

2 I put videos on DVDs or Video CDs and I give them away.

2 I share my videos using USB sticks or external hard disks.

2 I share my videos with other means (please specify): . . .

After question 13, you can go directly to question 15.

14. What are the most important reasons for not sharing your home videos? (you
can select multiple answers)
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2 I never thought about sharing home videos.

2 My home videos are too private to share.

2 It is too difficult to send big video files.

2 It is too difficult to make DVDs out of my videos.

2 It is too difficult to manipulate videos.

2 It takes too much time.

2 Other reasons (please specify): . . .

Editing home videos

15. How often do you edit the home videos you shoot?

2 Never.

2 I edit less than 25% of my videos.

2 I edit more than 25% and less than 50% of my videos.

2 I edit more than 50% of my videos.

If you answered “never” or “I edit less than 25% of my videos”, please
answer to the following question; otherwise skip to question 17.

16. Why do you never or seldom do home video editing? (you can select multi-
ple answers)

2 Home video editing requires too much time.

2 Home video editing is too difficult.

2 My videos don’t need to be edited.

2 Other reasons (please specify): . . .

If you never edit your home videos, please go to question 21; otherwise,
please continue.

17. What are the most important reasons for editing your home videos? (Please
select multiple answers if they apply)

2 I want to cut away some parts of a video and keep only the interesting
content: the raw content is normally too long.

2 I want to make my videos more pleasant to watch with music and spe-
cial effects.

2 I want to edit my videos to keep them for myself.
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2 I want to have different versions of my videos to give to different peo-
ple.

2 I like to add my personal touch in my videos.

2 Other reasons (please specify): . . .

18. How long does it take for you to edit 1 minute your video?

2 Less than 1 minute.

2 1 - 10 minutes.

2 10 minutes - 1 hour.

2 1 - 10 hours.

2 More than 10 hours.

19. Which software package or tool do you use to edit your home videos?
(Please select multiple answers if they apply)

2 Adobe Premiere, Pinnacle Studio or similar programs.

2 Muvee AutoProducer or similar programs.

2 Windows Movie Maker or similar programs.

2 Video editing web services like Jumpcut, Video Egg, Grouper, etc.

2 Tools embedded on hard disk or DVD recorders.

2 Other (please specify): . . .

20. Are there some aspects of the tools you use that leave you unsatisfied?(you
can select multiple answers)

2 I’m fully satisfied with my home video editing tool.

2 Video editing tools are too complex and technical.

2 Video editing tools are too time-consuming.

2 Video editing tools don’t allow me to express fully my creativity.

2 Video editing tools are not powerful enough.

2 I cannot navigate and search well enough in my videos.

2 Other (Please specify): . . .

21. Below there is a list of actions that one could do with his home videos. Please
indicate your level of interest in each one of these (1 = not interesting, 2
= slightly interesting, 3 = interesting, 4 = very interesting, 5 = extremely
interesting).
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1 2 3 4 5
Edit videos together with someone else. 2 2 2 2 2

Automatically translate my emails into videos,2 2 2 2 2

to better communicate with my friends.

Change and manipulate a video while watching2 2 2 2 2

it.
Combine my videos with my pictures, my 2 2 2 2 2

friends’ content or content from the Internet.
Edit videos on my TV. 2 2 2 2 2

Edit videos on my mobile phone. 2 2 2 2 2

Please specify here other wishes that would be interesting for you: . . .

Your profile

22. Please specify your age:

2 Younger than 20.

2 21-25 years old.

2 26-35 years old.

2 36-50 years old.

2 51 years old or older.

23. Please specify your sex:

2 Male.

2 Female.

24. Please indicate your level of expertise with computers.

1. Internet 2. 3. 4. 5. I can make 6. 7. 8. 9. IT
& emails a simple profes-
user website -sional
2 2 2 2 2 2 2 2 2



B
Material for the user study on Edit While

Watching

This appendix contains the material used for the user study on the first version of
Edit While Watching. Figure B.1 shows the A4 paper that was given to the user
as short explanation of the system and of the tasks to perform. Figure B.2 shows
the Likert-scale questionnaire that was used for the semi-structured interview at the
end of the test.
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User Instructions Edit While Watching 
 

Edit While Watching 

The Edit While Watching system is a method to easily edit your home video using 

just a TV set and a remote control.  

The system automatically generates a summary of the home video.  When the video is 

playing, you can pause the video using the remote control. A menu will be shown, 

from which you can select one of the editing effects: 

Adds more of the same content to the current shot

Adds a scene to the video that is not yet included

Apply some special effects to the current shot

Adds music to the current shot

Deletes the current shot

Undo (not yet implemented)

Removes content from the current shot

 
 

Scenario 

You have been to the Zoo with some of your relatives, and some home video has been 

captured during that event. Your task is to produce a video that is nice to watch for 

these relatives. You have uploaded the video into the system, and now you have to 

start editing. You have to fulfil: 

- Your relatives found the “dancing” bear quite sad and shocking, you should 

shorten this scene. 

- Your relatives like the geese a lot. Make sure to include a lot of this content. 

- Your relatives found the panthers really boring, since they are only sleeping. 

They should be removed from the final version. 

- Your relatives liked the feeding of the penguins a lot: make sure to include 

that part. 

- Now you have to finish the summary according to your wishes to show it to 

your relatives and to keep it for yourself, you can use all the features of the 

editing system. 

 

Please think aloud 

Figure B.1. User instructions for the user study on EWW1
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False True
I was able to reach a final result 2 2 2 2 2

that satisfies me
EWW enables fast editing 2 2 2 2 2

I was able to navigate easily in the 2 2 2 2 2

material
I was able to align nicely the music 2 2 2 2 2

with the video, according to my wishes
I felt the need for more editing 2 2 2 2 2

functions
I find it easy to use the editing 2 2 2 2 2

functions
The editing functions need to be 2 2 2 2 2

improved
I managed to include into the final 2 2 2 2 2

summary the scenes that I wanted
I would like to use EWW as it is 2 2 2 2 2

for editing my home videos
I like using EWW to edit video, it 2 2 2 2 2

is fun!
I find the task scenario very 2 2 2 2 2

realistic
I would like to have this 2 2 2 2 2

application

Figure B.2. Questionnaire used for the final semi-structured interview with the
users.





C
Material for the user study on Edit While

Watching 2

This appendix contains the material used for the use test on Edit While Watching
2. Figures C.1 and C.2 show the instructions that were read and shown to theuser
to get him or her acquainted with EWW2. Figure C.3 shows the questionnaire that
was used for the final semi-structured interview with the user.
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Edit While Watching 2 test instructions 
Welcome to the HomeLab and to this use test about home video editing. During this test 

you will use the “Edit While Watching” application, which is a research prototype 

designed for editing personal videos using a TV set and a remote control.  

 

The goal of this test is to evaluate to which extent this application meets your needs in 

home video editing. Your feedback will be used to improve the application and maybe, 

one day, make a product out of it. 

 

Here you are given a quick introduction to the application, after that you will be invited 

to try it by yourself. 

Shot editing mode 

Our application has already generated a first edited version of your video material, which 

is now played on the TV. An overview of the video shots is shown on the bottom of the 

screen. 

You can fast forward using the fast forward button and you can fast rewind by pressing 

the fast rewind button. 

You can also jump forward to the next shot and jump backwards to the previous shot.  

During the playback, you can pause the video by pressing the pause button on the remote 

control. You can play it again by pressing the play button on the remote control. 

Please try to use these keys by yourself. 

 

pause

play

fast forwardfast rewind

next shotprevious shot

exit

pause

play

fast forwardfast rewind

next shotprevious shot

exit

 

Figure C.1. Instructions read to the participant during thetest on EWW2 (first
page).
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Whenever you press the pause button, a menu appears. You can select one of the options 

by pressing the left and right keys on the remote control and the button OK. If from this 

menu you press pause again, the menu disappears and no option is selected. The 

functions of the various options are explained in the figure here below: 

 

 
Please try to pop-up the menu, use its functions and play the video again. 

Scene editing mode 

By selecting the “scene editing mode” option we zoom out, and an overview of the video 

scenes is displayed and you can browse through the scenes included in the edited video. 

If you press the pause button now, a new menu is shown. By selecting “shot editing 

mode” we zoom in and the shots inside the current scene are displayed. Try to zoom out 

and zoom in by yourself, you can also use the arrows up/down. 

Fine editing mode 

By pressing again the pause button and selecting the “fine editing mode” option, a 

timeline is displayed representing all the video material close to the current shot. 

The video segments included in the edited version are displayed in green; the segments 

not included in the edited version are displayed in red. 

In this mode, the original unedited video is played and you can precisely select which 

segments of video to include or exclude in the edited version. This can be done by 

pressing the pause button and choosing the “include this” or “exclude this” options. 

After pressing “include this” you can select the desired segment of video and include it in 

the edited version by pressing the “ok” button.  

While playing the video in the fine editing mode, you have two shortcut keys to the 

functions for including and excluding content. You can start selecting content to include 

or exclude simply with the arrows up and down. 

Remove the current shot from the edited video

Remove content from the current shot

Add more content to the current shot

Add a missing shot to the edited video 

Go to the scene editing mode

Go to the fine editing mode

Figure C.2. Instructions read to the participant during thetest on EWW2 (second
page).
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False True
I understood easily when I was playing 2 2 2 2 2

the edited video and when the unedited
The three levels of overview were easy 2 2 2 2 2

to understand
The effects of the editing options 2 2 2 2 2

were clear
The application allows going to a wanted 2 2 2 2 2

point in the video in a quick way
The application allows to move around 2 2 2 2 2

easily in the video
The three levels of overview give a good 2 2 2 2 2

impression of the structure of my video
The meaning of the “add missing shot” 2 2 2 2 2

panel was clear
The final edited video satisfies me 2 2 2 2 2

Using Edit While Watching would save 2 2 2 2 2

me time when editing video
To use Edit While Watching, one needs 2 2 2 2 2

to remember too many things
I felt the need for more editing 2 2 2 2 2

functions
The editing functions were easy to 2 2 2 2 2

use
The editing functions need to be 2 2 2 2 2

improved
I needed more functions to move 2 2 2 2 2

around in the video
I would like to have Edit While 2 2 2 2 2

Watching for editing my home videos
I like using Edit While Watching 2 2 2 2 2

to edit video

Figure C.3. Questionnaire used for the final semi-structured interview with the
users.



D
Material used for the experiments

described in Chapter 6

D.1 Material used for experiment about timestamp-based scene
overview

This section contains the material used for the experiment on the effect of
timestamp-based scene detection on browsing and searching tasks. The design
of this experiment is described in Section 6.3. Section D.1.1 contains the list of
browsing tasks prepared on the video about the trip to California, while Section
D.1.2 reports the list of searching tasks related to the video about the visit to the
zoo.

D.1.1 Tasks related to browsing the video of the holiday in California

1. Does the video contain images of the Golden Gate bridge?

(a) Yes(true)

(b) No

2. Does the video contain Asian-looking girls?

(a) Yes(true)

(b) No
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3. Are there penguins in the video?

(a) Yes(true)

(b) No

4. Which color is the car that the people in the video are driving?

(a) Yellow

(b) Purple

(c) White(true)

(d) Red

5. Which color is the telephone box on the Golden Gate bridge?

(a) Yellow (true)

(b) Purple

(c) White

(d) Red

6. Is the visit to the aquarium before the trip with the Asian-looking girls?

(a) Yes

(b) No (true)

7. Does the visit to the red wood (sequoia forest) happen before the visitto the
Golden Gate bridge?

(a) Yes

(b) No (true)

8. Is a hotel room shown in the video?

(a) Yes(true)

(b) No

9. In which lane are the protagonists of the video driving on the Golden Gate
bridge?

(a) The leftmost lane(true)

(b) The central lane

(c) The rightmost lane

10. Which of the following order of events is correct?

(a) Visit to the Golden Gate, arrival at the hotel, visiting with Asian-
looking girls, visit to the sequoia forest
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(b) Arrival at the hotel, visit to the sequoia forest, visiting with Asian-
looking girls, visit to the Golden Gate

(c) Visiting with Asian-looking girls, arrival at the hotel, visit to the
Golden Gate, visit to the sequoia forest

(d) Arrival at the hotel, visiting with Asian-looking girls, visit to the
Golden Gate, visit to the sequoia forest(true)

11. How old was the fallen sequoia when it crashed down?

(a) Two years

(b) 10 years

(c) 20 years

(d) 50 years

(e) 200 years

(f) 1000 years

(g) 2000 years(true)

D.1.2 Tasks related to searching the video of the visit to the zoo

1. In the zoo, some white polar bears are observed. Does the cage of thepolar
bears contain a pond with water?

(a) Yes(true)

(b) No

2. Are there some birds standing in the giraffes cage?

(a) Yes(true)

(b) No

3. In the zoo, some seals are swimming in a pond. In which direction are they
mostly swimming?

(a) From left to right(true)

(b) From right to left

4. There is a brown bear climbing on some branches of a tree. The bear is
giving:

(a) The back to the camera(true)

(b) The front to the camera

5. Some geese are shown staring at a man. The geese are:
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(a) On the left of the screen(true)

(b) On the right of the screen

6. A spider is shown. The spider is:

(a) Black

(b) Light brown

(c) Black and yellow(true)

7. Some fishes are shown swimming in a pond. How many are they?

(a) 3

(b) 5

(c) 6 (true)

(d) 7

8. A panther sleeping on a net is shown in a video shot. Which animals are
shown in the shot immediately before?

(a) Bears

(b) Giraffes

(c) Monkeys(true)

(d) Seals

9. Two toucans are shown together. Which animal is shown immediately be-
fore?

(a) A spider

(b) A zebra

(c) A tiger (true)

(d) An orangutan

10. Which animals are shown after the penguins?

(a) Zebras

(b) Monkeys(true)

(c) Geese

(d) Panthers
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D.2 Material used for experiment about semi-automatic editing func-
tions

This section contains the material used for the experiment on the balance between
automation and user control in the semi-automatic editing functions. The design of
this experiment is described in Section 6.7. Section D.2.1 reports the editing tasks
on the zoo video, to be performed with pre-determined choice of functions.Section
D.2.2 showst the editing tasks on the video with playing children, to be performed
with free choice of functions. Figure D.1 shows the scale used to measure the
mental effort taken by the users for doing the editing tasks with each one ofthe
functions. Figure D.2 shows the scale used to measure the perceived ease of use,
the perceived control and the perceived self-efficacy during the execution of the
editing tasks with each one of the editing functions. Finally, Figure D.3 shows the
questions used for the conclusive interview with the participants.

D.2.1 Editing tasks on zoo video with pre-determined choice of functions

1. In the beginning of the video, a panther sleeping on a net is found. The
panther doesn’t do anything and is not very interesting. You may want to
shorten this shot a bit.

2. In the next shot, two toucans are found. Make sure that the shot includes also
the lady with the white coat.

3. In the next shot, some geese quacking to a man are found. The geese are fun;
you may want to include more content about them.
(change functions)

4. The next shot presents a brown bear climbing on the branch of a tree.Make
sure that the shot ends before the bear is on the ground again.

5. The next shot presents a panel with written information on the bear. Since
it is quite a boring shot, make sure that it is deleted or shortened to the
minimum.

6. The next shot contains a close-up of a white polar bear sleeping. Make sure
that the other polar bear walking by the pond is also included.
(change functions)

7. The next shot presents a girl taking out a surprise from a yellow andred
machine. Make sure to include in the shot also the object she got as surprise.

8. In the next shot, two orangutans seem to be whispering something in the ears
of each other. Include more material related to this “whispering” couple of
monkeys.

9. The next shot contains some giraffes. They are quite interesting animals.
Make sure to include the close-up of the face of the chewing giraffe.
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D.2.2 Editing tasks on the video with playing children, with free choice of
functions

1. In the beginning of the video, a black door is filmed. You may want to
include the moment in which the door opens.

2. In the next shot, a boy and a girl are playing with some leaves. Include more
content of them.

3. The next shot contains only grass and it is not very exciting. Shortenit as
much as possible.

4. In the next shot, the boy in blue coat is walking with the mother. Make sure
that the shot ends when the mother goes out of the scene.

5. In the next shot, the boy is holding a pole in his left hand. Include also the
moment in which he loses the grip of the pole!

6. In the next shot, the mother collects a dry fruit from the ground. You want
the shot to start when the mother has already the fruit in the hand.

7. In the next shot, the boy sits on the top of the yellow slider. Why can’t he
slide down?

8. In the next shot, at some point the boy yawns. Perhaps you want to exclude
that part.
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Please indicate, by marking the vertical axis below, how much effort it took for you to complete 

the tasks you have just finished. 
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Figure D.1. Scale used to measure the mental effort for doingthe editing tasks.
The icons on the top of this scale refer to the functions “moreof this” and “less of
this”. For the other functions, other icons were printed on the scale.
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Questionnaire 
Please answer the following questions related to the functions “More of this

this shot” 

(1 = totally disagree, 7 = totally agree)
 

My interaction with these functions

understandable 

I found it was easy to do whatever I want

  

Learning to operate these functions

  

It would be easy for me to become skillful at using 

functions  

 I felt that I was in control 

  

I was able to approach the problem in my own way

  

When I planned on doing something, I was able to make it 

work. 

I have a pretty good idea of how the 

  

I felt responsible for performing the task well

  

I felt discouraged while performing the task

  

I felt good about my performance on the task

  

At some points, I felt like giving up

  

 
 

Please answer the following questions related to the functions “More of this shot

 
(1 = totally disagree, 7 = totally agree) 

functions was clear and 1 2 3 4 

t was easy to do whatever I want 1 2 3 4 

these functions is easy for me 1 2 3 4 

It would be easy for me to become skillful at using these 1 2 3 4 

1 2 3 4 

ble to approach the problem in my own way 1 2 3 4 

When I planned on doing something, I was able to make it 1 2 3 4 

I have a pretty good idea of how the functions work. 1 2 3 4 

I felt responsible for performing the task well 1 2 3 4 

I felt discouraged while performing the task 1 2 3 4 

I felt good about my performance on the task 1 2 3 4 

At some points, I felt like giving up 1 2 3 4 

shot” and “Less of 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

5 6 7 

Figure D.2. Scale used to measure the perceived ease of use and perceived control
during the usage of the editing functions. The icons on the top of this scale refer
to the functions “more of this” and “less of this”. For the other functions, other
icons were printed on the scale.
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Final interview 

1. In this test, you have been using three different kinds of functions: “More” and “Less of 

this shot”, “Lengthen” and “Shorten this shot” and the cutting functions “insert this” and 

“remove this”. Do you have functions that you prefer over others? If yes, why? 

 

 

2. Are there functions that appear to you less useful than others? If yes, why? 

 

 

3. Did you have any particular problems with any of the functions? 

 

 

4. Do you think that any of these functions would be particularly useful to you? Why? 

 

 

5. Is there something that you would like to change in any functions? 

 

 

6. Did you find the tasks realistic or artificial? Why? 

 

 

 

 

7. Please add any further comments you may have. 

Figure D.3. Questions of the semi-structured interview done with the participants
at the end of the experiment.





Balancing Automation and User Control in
a Home Video Editing System

Summary

The context of this PhD project is the area of multimedia content management, in
particular interaction with home videos. Nowadays, more and more home videos
are produced, shared and edited. Home videos are captured by amateurusers,
mainly to document their lives. People frequently edit home videos, to select and
keep the best parts of their visual memories and to add to them a touch of personal
creativity.

However, most users find the current products for video editing time-
consuming and sometimes too technical and difficult. One reason of the large
amount of time required for editing is the slow accessibility caused by the tempo-
ral dimension of videos: a video needs to be played back in order to be watched or
edited. Another reason of the limitation of current video editing tools is that they
are modelled too much on professional video editing systems, including techni-
cal details like frame-by-frame browsing. This thesis aims at making home video
editing more efficient and easier for the non-technical, amateur user. To accom-
plish this goal, an approach was taken characterized by two main guidelines.We
designed asemi-automatictool, and we adopted auser-centeredapproach.

To gain insights on user behaviours and needs related to home video editing,we
designed an Internet-based survey, which was answered by 180 homevideo users.
The results of the survey revealed the facts that video editing is done frequently
and is seen as a very time-consuming activity. We also found that users with low
experience with PCs often consider video editing programs too complex. Although
nearly all commercial editing tools are designed for a PC, many of our respondents
said to be interested in doing video editing on a TV.

We created a novel concept,Edit While Watching, designed to be user-friendly.
It requires only a TV set and a remote control, instead of a PC. The video that the
user inputs to the system is automatically analyzed and structured in small video
segments. The editing operations happen on the basis of these video segments:
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the user is not aware anymore of the single video frames. After the input video
has been analyzed and structured, a first edited version is automatically prepared.
Successively,Edit While Watchingallows the user to modify and enrich the auto-
matically edited video while watching it. When the user is satisfied, the video can
be saved to a DVD or to another storage medium.

We performed two iterations of system implementation and use testing to re-
fine our concept. After the first iteration, we discovered that two requirements were
insufficiently addressed: to have an overview of the video and to precisely control
which video content to keep or to discard. The second version ofEdit While Watch-
ing was designed to address these points. It allows the user to visualize the video
at three levels of detail: the different chapters (or scenes) of the video, the shots
inside one chapter, and the timeline representation of a single shot. Also, the sec-
ond version allows the users to edit the video at different levels of automation. For
example, the user can choose an event in the video (e.g. a child playing with a
toy) and just ask the system to automatically include more content related to it.
Alternatively, if the user wants more control, he or she can precisely select which
content to add to the video.

We evaluated the second version of our tool by inviting nine users to edit their
own home videos with it. The users judgedEdit While Watchingas an easy to use
and fast application. However, some of them missed the possibility of enriching the
video with transitions, music, text and pictures. Our test showed that the require-
ments of overview on the video and control in the selection of the edited material
are better addressed than in the first version. Moreover, the participants were able
to select which video portions to keep or to discard in a time close to the playback
time of the video.

The second version ofEdit While Watchingexploits different levels of automa-
tion. In some editing functions the user only gives an indication about editing a
clip, and the system automatically decides the start and end points of the part of
the video to be cut. However, there are also editing functions in which the user
has complete control on the start and end points of a cut. We wanted to investigate
how to balance automation and user control to optimize the perceived ease ofuse,
the perceived control, the objective editing efficiency and the mental effort. To this
aim, we implemented three types of editing functions, each type representing a dif-
ferent balance between automation and user control. To compare these three levels,
we invited 25 users to perform pre-defined tasks with the three function types. The
results showed that the type of functions with the highest level of automation per-
formed worse than the two other types, according to both subjective and objective
measurements. The other two types of functions were equally liked. However,
some users clearly preferred the functions that allowed faster editing whileothers
preferred the functions that gave full control and a more complete overview.
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In conclusion, on the basis of this research some design guidelines can beof-
fered for building an easy and efficient video editing application. Such application
should automatically structure the video, eliminate the detail about single frames,
support a scalable video overview, implement a rich set of editing functionalities,
and should be preferably TV-based.
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