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1

Wireless Sensor Networks

WIRELESS sensor area networks are networks that are typically limited to a small
cell radius and with low aggregate data-rate. In the recent years, thanks to several

years of technological advances, the field of Wireless Personal Area Networks (WPAN)
and Wireless Sensor Networks (WSN) is gaining much attention.

Different standards have been developed to satisfy the requirements for medium data-
rate applications (ZigBee, Bluetooth) or for identification purposes (ISO 15693). While
these active and passive solutions are well matched to the requirements of a wide range
of applications, there exists a gap between them. This gap is in the area of low bit-rate
communications.

Fig. 1.1 shows typical examples of passive and active radio technology. The passive tag
is ultra low power in the sense that it doesn’t require a battery, because energy is provided
by an EM-field that is also used to exchange information. However, its functionality is
very limited and normally only an identification tag is transmitted over a very short range.
On the right side of Fig. 1.1, a typical active radio is shown with its Printed Circuit
Board (PCB) application. In total it usually requires several tens of milli-Watts power in
active mode, provided by a battery, but its range can be more than 100m and its bandwidth
may support transmission of multi-media content (all dependent on the standard). What is
required for low bit-rate applications is simplified functionality and technology compared
to Bluetooth or Zigbee, but at a cost level more closely related to passive tagging, and at
much reduced power levels. The area on which this thesis will focus in terms of data-rate

1



2 Chapter 1 Wireless Sensor Networks

Figure 1.1 Typical passive and active radio technologies.

versus power dissipation and complexity is shown in Fig. 1.2.

Low bit-rate communications can be found useful in applications such as ambient intelli-
gence, sensor networking, and control functions in the home of the consumer (domotica)
as well as in the industrial an military scenario or in the environmental control. Clearly a
single hardware solution will not be sufficient to support the wide range of applications
while minimizing the overall power consumption.

1.1 Application field

It is possible to divide the application range for ultra-low power radios into two sub-parts.
One part will cover all the applications, which require only to send data. These applica-
tions can use a fixed infrastructure-based network and wireless nodes can communicate
only with the base station. Other applications require an ad-hoc network, in which wire-
less nodes can communicate with each other without any pre-arranged infrastructure.

1.1.1 One-way link

The one-way link requires the presence of an infrastructure to allow the nodes to send
their data. The infrastructure consists of a RG, which is mains supplied and therefore,
it has a virtually unlimited power budget. In this section a number of application are
highlighted, which can use an infrastructure-based network to fulfill their tasks. Link ro-
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Figure 1.2 The relative power dissipation/complexity versus data rate of var-
ious Wireless Local Area Networks (WLAN) and WSN standards
and the targeted operation space of the transceiver architectures that
will be investigated in this thesis.

bustness can be achieved either by using an acknowledge signal or by retransmitting the
data a few times in order to increase the probability of correct reception of the data packet.

In [1] a sensor network is used to monitor the sub-glacier environment in Norway. Drills
are made at different depths inside the glacier ice and nodes are placed in these holes.
All the wireless nodes are equipped with temperature, pressure an tilt sensors and they
periodically send data to an RG placed at the top of the glacier.

In [2] sensors are used to monitor the status of the cold chain and warn the final cus-
tomer in case the cold chain has been broken. It uses a four level wireless network in
which the first two levels are the sensor nodes and the relay units. The sensor nodes are
responsible to collect the temperature data from each product. Relay nodes collect the
temperature data from several sensor nodes. They are in general more power hungry de-
vices and can be battery powered or mains supplied. The other two levels collect all the
data from different production sites and they make use of internet connections.

In [3] a WSN can be used to help rescuers in locating victims of an avalanche. For
this purpose, persons at risk carry a sensor node, which allows to measure and transmit
to an RG carried by the rescuers, the heart rate and the orientation of the victim. In this
way the rescue team can also prioritize the rescue activity based on the status of the victim.

Another potential field of application is the automotive domain in which several kilos
of cables can be saved (reducing the car weight and therefore, the average fuel consump-
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tion) by just having a sensor network which transmits data to an RG placed inside the car.
In this way several parameters can be checked like tire pressure as shown in Fig. 1.3.

Figure 1.3 Siemens’ tire pressure monitoring system.

1.1.2 Two-way link

Some applications cannot use any kind of infrastructure as a support for communications.
This is due to a difficult access at the site or a too large cost for the infrastructure de-
ployment. Therefore, they require an ad-hoc network in which every wireless node can
communicate with other nodes within a certain range. Using a multi-hop approach a large
network is able to organize itself without using any base-station or RG.

For example in [4] a WSN is used to implement virtual fences. An acoustic signal is
given to any animal, which is passing the virtual fences. The fence lines can be dynami-
cally shifted by using the data collected from the WSN. This saves the cost of installation
an maintenance of real fences and improve the usage of feedlots. Because the fence needs
to be dynamically changed a transceiver is required.

In [5] a WSN is used to monitor a large vineyard in Oregon, USA. Several parameters
like temperature, light and humidity are collected by a multi-hop network in which some
of the nodes are required to act as data routers as well as simple transmitters.
Besides these applications more and more applications can be foreseen which do not re-
quire any infrastructure. For example for fire control in the forests thousands of nodes
can be deployed from an airplane. These nodes will assemble themselves in an ad-hoc
network detecting any fire before it spreads through the whole forest. Ad hoc network can
be used in highly contaminated areas where human presence is impossible.

This scenario presents different tasks and trade-offs with respect to the one-way link sce-
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nario. In order to optimize the overall wireless node power consumption it is necessary
to conceive a dedicated architecture for the one-way link which exploits the particular
features of that scenario. The same approach will be used for the two-way link in which
the architecture will exploit the particular features of this different scenario. The first step
consists to address the system requirements in these two different cases.

1.2 System requirements

Some basic requirements are foreseen in WSNs. Depending on the application these re-
quirements can vary and therefore, the system needs to be conceived in a way to optimize
the power consumption for a given application range.

1.2.1 One-way link

Some basic requirements need to be satisfied for asymmetrical networks.

© Large number of sensors

© Very-low energy use for each node

© Very-low cost for each node

The required large number of deployed devices often goes with a small-size requirement.
This means that the required device form factor has to be very small. In Fig. 1.4 is shown
a 433 MHz transmitter, which uses a SAW based reference.

7  m m

5 mm

Figure 1.4 On Shine 433 MHz transmitter.

The SAW resonator accounts for about 40% of the whole area limiting de facto the form
factor. Therefore, the one-way link device should be capable to work without using a
resonator or a crystal based reference signal (i.e. it has to be a crystal-less node). The
synchronization of the network will be handled mainly at the RG side were power con-
sumption can be virtually unlimited. Besides the small form factor, the presence of a large
number of devices within the communication range of each other increases the probability
that two or more nodes can collide during the transmission. Therefore, the network must
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be able to cope with a high level of possible congestion.

Battery replacement on such a large network cannot be considered feasible. Therefore, the
wireless device must be self-contained and harvest the energy from the ambient. Energy
scavenging techniques will be discussed in the next section, but obviously the amount of
energy that can be harvested is limited by ambient conditions and by technology limita-
tions in the energy conversion process. The wireless node must be therefore duty-cycled;
it wakes up, it transmits the required data and it falls back into an ultra low-power mode
called idle mode. If the peak power consumption is too high, the duty-cycle becomes too
low, shrinking the possible range of applications. Therefore, peak power consumption
has to be minimized in a such a way that at around 1% duty cycle the average power
consumption does not exceed 100 µW.

The last requirements regards the cost of the node. An infrastructure based network has
a drawback in terms of cost given the fact that the RG has a non negligible cost. This
means that to keep the concept convenient from an economical point of view the wireless
device must have an extremely low cost. This requirement points again to the necessity to
remove the crystal. While in high-end costly application areas, such as cellular telephones
and television, the cost of a crystal accounts for no more than 1% of the product cost, in
low-end applications the crystal cost can account for as much as 10% of the unit cost.

1.2.2 Two-way link

A two-way link network has more stringent hardware requirements compared to the one-
way link. Without an infrastructure the network needs to be an ad-hoc network. There-
fore, all the wireless devices must be able to transmit as well as to receive data. The
requirements in this case are the following:

© Large number of sensors

© Low energy use

© Low cost

Also ad-hoc networks must allow for deployment of a large number of devices. Given the
fact that the network must be self-organized, the energy consumption can be increased at
the cost of using a non-replaceable battery and of decreasing the duty cycle. A battery
is used to store the energy during inactive time and can be replaced by a less bulky and
more reliable capacitor in a one-way link network. Certainly the battery cannot be very
big to not degrade excessively the form factor. Front-edge technology [6] has developed
an ultra-thin battery (thickness between 0.1mm and 0.3mm depending on the capacity)
which can store enough energy to allow the wireless device to operate during transmis-
sion or reception. The size of the battery is 20mm×25mm and can store 0.1 mAh in the
0.1mm version and 1 mAh in the 0.3mm version. This battery is shown in Fig. 1.5.
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A two way link wireless node will probably use a combination of harvesting technolo-

Figure 1.5 NanoEnergy battery from FrontEdge Technology, Inc.

gies for a faster battery charging. Its average power consumption can be higher than in
the one-way link and it will use a crystal. This requirement becomes mandatory because
no infrastructure is present in the network. Therefore, also the receiver part is power con-
strained. This means that also the processing power of the receiver cannot be too large,
which limits the amount of digital computation the node can do. This of course translates
in higher costs and in a larger form factor with respect to the one-way link. The form fac-
tor can be optimized by an optimal design of the wireless node. The costs of a single node
can be higher without necessary affecting the overall network cost because the two-way
link scenario does not require any infrastructure.

1.3 Energy scavenging techniques

Several scavenging techniques have been studied in the recent years. However it is un-
likely that a single solution will satisfy the total application space. For example a solar
cell requires minimum lighting conditions, a piezoelectric generator sufficient vibration,
and a Carnot-based generator sufficient temperature gradient.

In Fig. 1.6 various scavengeable energy sources that can be used in autonomous wire-
less nodes are shown. When considering one of these sources as a possible harvesting
field, one main characteristic that should be considered is the power density of the har-
vesting technology. One of the most common scavenging techniques is to harvest energy
from an RF signal. An electric field of 1 V/m yields only 0.26 µW/cm2, but such field
strengths are quite rare [8]. This technique is generally used for RFID tags, which have a
power consumption between 1 and 100 µW. Energy can be harvested by using solar cells.
While 1 cm2 of standard solar cells produces around 100 mW under bright sun, it only
generates no more than 100 µW in a typically illuminated office [8]. Also thermoelectric
conversion can be used as an energy scavenging technique. Unfortunately, the Carnot
cycle limits the use of this technique for small temperature gradients by squeezing the
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Figure 1.6 Various scavengeable energies that can be used for portable systems
(from [7]).

efficiency below 5% for about 15 degrees temperature difference [8]. Another possible
solution to the scavenging problem can be found in the vibrational energy. If 1 cm3 vol-
ume is considered, then up to 4 µW power can be generated from a typical human motion,
whereas 800 µW can be harvested from machine-induced stimuli [8].

Power density examples for the most common harvesting technologies, which can be
used in autonomous wireless nodes are listed in Table 1.1 [9]. Depending on the technol-

Table 1.1 Power densities harvesting technologies
Harvesting technology Power density

Solar cells (outdoor, at noon) 15 mW/cm2

Solar cells (indoor) <100 µW/cm2

Piezoelectric (shoe inserts) 40 µW/cm3

Vibration (small microwave oven) 116 µW/cm3

Thermoelectric (10◦C gradient) 330 µW/cm3

Acoustic noise (100 dB) 0.96 µW/cm3

RF signal (1V/m) 0.26 µW/cm2

ogy it is possible to estimate the maximum duty-cycle of the wireless node as a function
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of the peak power consumption of the node.

dmax =
Pharv − Psleep

Pact
(1.1)

where dmax is the maximum duty-cycle, Pharv is the average harvested energy, Psleep the
power consumption in the idle mode and Pact the peak value of the active power con-
sumption.

In Fig. 1.7 the maximum duty-cycle is plotted versus the node peak power consump-
tion for the harvesting technologies in Table 1.6. Given the required small form factor,
and depending on the harvesting technology used, either a one cm2 area or a one cm3

volume is considered in the following example. The idle power consumption is fixed to
1µW, and therefore, acoustic harvesting and RF signal harvesting are not possible within
a volume of 1 cm3 and an area of cm2 respectively. Therefore, these two harvesting tech-
nologies will not be considered further in the discussion. As can be seen from Fig. 1.7

Figure 1.7 Maximum duty-cycle versus node peak power consumption for dif-
ferent harvesting technologies

the node peak power consumption should not exceed few milli-Watts. In this way almost
every harvesting technology can guarantee an ever-standing source of energy. If the peak
power consumption is too high, then the maximum duty-cycle has to be quite small and
this will narrow the allowed application range.

While some harvesting technologies can generate power the all day long, some others
are limited to a part of the day. For example a vibrational based harvesting element can
harvest energy continuously while a solar cell needs the light. Therefore, it can harvest
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energy only when office light is on or during the day in outdoor environments.

While a combination of such technologies can guarantee a full day harvesting capability,
it can be quite costly. Therefore, another possible solution is to have an energy reservoir
(see also Fig. 1.6) which can take the form of either a battery or a super-capacitor. In
this situation the wireless node cannot work at its maximum duty-cycle otherwise during
the day the battery will not be recharged for the coming night. This means that a reduced
duty-cycle has to be used in order to save some energy during two consecutive transmis-
sions. This energy, stored in the battery or in a super-capacitor will be used during night
time.

1.3.1 Super-capacitor size estimation

Remembering that the energy stored on a capacitor is equal to 1
2C

(
V2

H −V2
L

)
where C

is the capacitor value, VH is the maximum voltage and VL is the minimum voltage 1 the
following relation holds:

C = 2T (Pactd + (1− d)Psleep)
1

V2
H −V2

L

(1.2)

where T is the time interval between two consecutive transmissions. The value C is the
capacitance value required to allow the node to transmit a data packet. Supposing that a
solar cell is used, there is the possibility that no harvesting is possible during part of the
day. Supposing that the largest amount of time the node cannot harvest any energy from
the ambient is Tno−harv, then the capacitance value C has to be multiplied by Tno−harv

T .
For a 2 mW peak power consumption, 2 µW idle power consumption, 10 hours without
any possible harvesting (a full night), a duty-cycle of 1%, a VH of 3V and a VL of 1V a
0.1 F super-capacitor is required.

1.3.2 Battery size estimation

The calculation of the required mAhs for a battery is a bit more cumbersome. The required
energy during the time T is the same as for the super-capacitor example:

E = T (Pactd + (1− d)Psleep) (1.3)

The energy stored in a battery of capacitance X expressed in mAh is equal to

E = 3.6×X× RAV (1.4)

where RAV is the remaining average voltage of the battery and in the case of a perfectly
linear battery discharge curve is (V1 + V2)/2 where V1 and V2 are the fully charged and

1The maximum voltage is the voltage at full charge and the minimum voltage is the voltage when the capac-
itor is considered fully discharged.
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fully discharged battery voltages.

The energy required for the same situation as in Section 1.3.1 equals 0.79 J. The Front-
Edge Technology battery discussed in Section 1.2.2 has a RAV equal to roughly 3.95 V.
The required capacity of the battery is about 0.055 mAh. In a two way link it is reasonable
to suppose that the receiver consumes the same peak power as the transmitter. Therefore,
for a two-way link a battery of roughly 0.03 mAh can allow the node to work during the
night.

1.4 General wireless node requirements

This section summarizes, starting from the unique challenges an ultra-low power wireless
node needs to face in order to be able to maximize its life time, the node requirements at
system level. These requirements are set in order to allow the wireless node to last “for-
ever” by harvesting energy from the ambient using any of the form mentioned in Table 1.6.
Given the specific range of applications targeted, the requirements are very different from
other wireless low power standards like Bluetooth or Zigbee. Those standards, though
targeting the low power application area, are still too power hungry to allow to build a
wireless network able to harvest the required energy from the ambient at a reasonably
duty-cycle (i.e. 0.1% to 1%).

1.4.1 Link robustness

Though the overall power consumption has to be very limited it is important to have a
wireless network which is reliable. The robustness of the wireless link depends on the
type of modulation used as well as on diversity schemes. It is well known, for example,
that all amplitude modulations are very weak in highly fading scenarios like in an indoor
environment. Phase modulation exhibits a higher level of robustness and therefore, is
preferable for wireless nodes in indoor environments.

Diversity can assume various forms:

© Spatial diversity

© Time diversity

© Frequency diversity

Spatial diversity makes use of different receivers and antennas in such a way to construc-
tively add the arriving signals enhancing the receiver output. Though very effective, the
use of multiple receiver paths rules out this possibility given the power budget available.
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Time diversity implies that the same data is transmitted multiple times, or a redundant
error code is added. Transmitting data multiple times especially during strong fading
condition can results in a non-optimal use of the scarce energy resources available.

Signal Spreading (SS) works quite well in situations with strong narrow band interfer-
ence signals since the SS signal has a unique form of frequency diversity. The actual
signal spreading may be achieved with one of three basic techniques. These include di-
rect sequence, frequency hopped and time hopped forms. Spread Spectrum techniques
will be analyzed in Section 2.1.5. more into details.

1.4.2 Data rate

WSNs are unique when the data-rate is considered. Generally the amount of data col-
lected is very low, packets are very small and most of the time a packet needs to be sent at
unpredictable times. Therefore, while increasing the data-rate can seem a good solution
to reduce the time the transmitter must be on, a few drawbacks need to be taken also into
account.

After a certain data-rate the system will be limited by its turn-on time. This behavior
is more accentuated for systems which require synchronization in code and frequency
like SS systems. Moreover if the data-rate is too high, to not be limited by the turn-on
time, the amount of data the node needs to gather between two consecutive transmissions
has to be bigger. This in practice means that a larger data packet needs to be sent at
each transmission time. Therefore, for a given average amount of data generated by the
network (which depends on the application), the delay time of the entire network will
increase. Concluding, the ending effect will be a narrower application range that can be
covered by the wireless node (for example in a burglar alarm the police needs to know
immediately about any intrusion).

These considerations set a big difference between common low power networks and
WSNs.

1.4.3 Range and sensitivity

A network meant for WPANs or WSNs is generally considered a short-range wireless
network. With short-range, in this thesis, a communication range smaller than 10 meters
is considered. The environment is an indoor environment where reflections can pose a
severe problem.

Starting from the communication range it is possible to estimate the required sensitiv-
ity on the receiver side as a function of the transmitted power. Several parameters affect
the signal on its path between the transmitter and the receiver. The signal is subjected to
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a gain Lpath
2 due to the propagation of the signal in the air. The transmitter and receiver

antennas have characteristic gains that can be denoted as GTX and GRX. Furthermore, es-
pecially in an indoor environment, the signal is subjected to multipath reflections, which
can corrupt the received signal. Likewise, obstacles will greatly reduce the strength of the
received signal.

Unity gain antennas are supposed at the transmitter as well as at the receiver. Therefore,
expressing all the parameters in decibel units, the received signal power is:

PRX = PTX + Lpath (1.5)

where PRX and PTX are respectively the received and the transmitted power. The at-
tenuation losses due to propagation and fading need to be calculated. When no objects
are present between the transmitter and the receiver, a Line of Sight (LOS) condition is
present, while when there are objects in between the path we generally refer to a Non Line
of Sight (NLOS) condition. Generally, all wireless links have both a LOS and NLOS prop-
agation paths. To derive the attenuation when a NLOS condition occurs we first calculate
the propagation loss in a LOS situation. The free space attenuation can be expressed as
(in [10] a full derivation of the following formula can be found):

Lpath,LOS = 27.56dB− 20 log10(fc)− 20 log10(r0) (1.6)

where fc is the carrier frequency expressed in MHz and r0 is the unobstructed communi-
cation distance between the transmitter and the receiver expressed in meters. The NLOS
path loss can be approximated as [10]

Lpath = Lpath,LOS − 10 · n · log 10(
r
r0

) (1.7)

where n is the path loss exponent, which indicates how fast the path loss increases with
distance, Lpath,LOS is the corresponding propagation loss of the LOS path, and r is the
distance between transmitter and receiver.

The required sensitivity depends on the carrier frequency. At 915 MHz and 2.4 GHz,
given n=4, a transmitted power equal to -6dBm translates in -68.1 dBm and -76.5 dBm
respectively for an unobstructed communication distance of three meters and a commu-
nication distance of 10 meters.

1.4.4 Turn-on and synchronization time

As already mentioned in Section 1.2, any wireless device to be used in WPAN or WSN
networks needs to be duty-cycled. Therefore, between the time in which the node can

2This term, will have a negative sign because the signal is attenuated while traveling from the transmitter to
the receiver.
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send the data and the time in which the node turns on some time is required to settle the
correct operating point of the system as well as for synchronization.

This time, including the synchronization time, must be minimized in order to reduce
the power consumption wasted during this process. This becomes very important espe-
cially for low data-rate systems given the fact that packet are generated very rarely and
their size is very small (maximum a few hundreds of bits). Therefore, while link robust-
ness is an important requirement, it is not allowed to come at the expense of a too long
synchronization time to not degrade too much the device average power consumption.

1.4.5 Technology comparison and trade-offs

Two transistor operation principles are generally used in analog and digital circuit design.
The distinction is based on the type of carrier transportation mechanism involved:

© Field Effect Transistor (FET)

© Bipolar Junction Transistor (BJT)

FET devices are unipolar devices in which only the majority carriers are responsible
for the transportation mechanism. The majority carriers are drifted from the source
to the drain via an electric field, while the current is modulated via the gate voltage
through channel width modulation. For the designer the control parameter is the trans-
conductance (gm). Therefore, the FET device acts as a trans-conductance amplifier.

On the other hand, in BJTs, both electrons and holes are involved in the transportation
mechanism. The collector current is modulated through the base current and therefore,
the BJT acts as a current amplifier with an amplification constant often referred as β.

This thesis takes into account only silicon based technologies and therefore, two tran-
sistor technologies will be considered:

© Complementary Metal Oxide Semiconductor (CMOS)

© Silicon BJT

Regarding low voltage operations for low power, BJT devices have a disadvantage be-
cause they are limited by the base-emitter voltage Vbe. CMOS is limited by the so called
threshold voltage Vth which is nowadays quite smaller than Vbe. On the other hand, Vbe

is much more stable with process variation than Vth allowing a better control over funda-
mental building blocks like differential pairs.

CMOS technology allows also to make smaller devices. These devices are self-isolating
but they do not have the beneficial current scaling property of the BJT devices. This
means that CMOS devices need to be scaled correctly as the operating current changes.
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Digital blocks in a bipolar process require a DC current. This is due to the low input
impedance of BJT devices. On the other hand the input impedance of a CMOS transistor
is very high. Because complementary technology is used there is generally never a direct
path between the supply voltage and ground in steady state conditions. This means that
CMOS digital blocks consume power only during switching transients, while bipolar ones
continue to waste power also in steady state conditions.

For the one-way link the Silicon on Anything (SOA), which is a bipolar technology, has
been chosen. The SOA technology has been optimized for low power applications. The
active layer is glued onto any kind of substrate after processing. For the design in this
thesis, glass has been used, because it is cheap and has low losses over a wide range of
frequencies.

Some inherent advantages of this particular bipolar process are [11]:

© lateral NPN transistor with 0.1 µm2 emitter area using a 0.5 µm lithography

© 5 to 20 times smaller interconnection parasitic to ground

© Integrated inductors with Quality factor (Q)values up to 40

Therefore, it offers a very low cost solution (0.5 µm lithography) and the possibility to
reduce the power thanks to the high Q values of passive components. Therefore, this
technology has been used in the one-way link scenario in which cost and power are both
heavily constrained.

On the other hand, given the higher complexity, the standard CMOS 90 nm technology
has been used for the two-way link wireless node. The costs are higher and the Q values
of passive components are lower, but a large digital back-end at very low power (scalable
with advances in technology) and in a relatively small area can be easily implemented in
CMOS.

1.5 State of the art

Starting with university research, the interest in ultra-low power wireless devices has
increasingly spread among companies as well. In the wide scenario of ultra low-power
devices, various pioneering investigations have been conducted to prove the feasibility of
an ultra-low power wireless node in terms of power consumption and robustness of the
communication link.
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1.5.1 Research in industries

Several wireless products, which claim to be ultra-low power, are present on the market.
Rarely these products can be used as core block for an autonomous node. Pioneering re-
searches toward the development of this kind of wireless nodes can be found in [12] [13].
The Eco node [13] has been designed to monitor the spontaneous motion of preterm in-
fants using the 2.4 GHz Industrial Scientific and Medical (ISM) band at 1 Mbps data-rate.
While showing a good form factor (648 mm 3 by 1.6 grams), its power consumption is
still far away from the minimum target required by a truly ultra-low power node. Indeed,
even at 10 kbps and -5 dBm output power, it consumes 20.4 mW in Tx mode and 57 mW
in Rx mode (at 1 Mbps) considering only the radio device. Robustness of the link by
frequency diversity is achieved by using an FHSS technique.

The Telos node [12] complies with the ZigBee standard (which makes use of an SS tech-
nique). As a result, while having a reduced data-rate (250 kbps), it has an overall power
consumption of around 73 mW from 1.8 V power supply at 0 dBm transmitted power.

1.5.2 Research in universities

Different universities are involved in pioneering research on ultra-low power devices
and networks. At Berkeley university an ultra-low power Micro Electro Mechanical
System (MEMS)-based transceiver has been developed [14]. Whereas using a 1.9 GHz
carrier frequency and only two channels, the receiver power consumption is 3 mA from a
1.2 V power supply. The data rate is 40 kbps at 1.6 dBm output power. The low receiver
power consumption is mainly obtained by using a high-Q MEMS resonator implemented
as a thin-Film Bulk Acoustic Resonator (FBAR). If more channels are needed, like in
the case of an FHSS transceiver, the hardware requirement will increase linearly with
the number of channels, making this choice impractical from a low-power point of view.
The transmitter part adopts direct modulation of the oscillator and MEMS technology,
eliminating power hungry blocks like PLL and mixers, therefore, reducing the overall
power consumption. Two major drawbacks can be foreseen in the proposed architecture.
While reducing the circuit and technological gap toward an autonomous node, it relies on
non-standard components (MEMS), which will increase the cost and will require higher
driving voltage. Furthermore, it lacks on robustness due to the use of only two channels,
while requiring a linear increase of the power consumption with the channels’ number, if
a more robust frequency diversity scheme has to be implemented.

At the CSEM institute the WiseNet [15] project aims to optimize both the Media Ac-
cess Control (MAC) and the physical layer to obtain a robust, low-power solution for
sensor networks. Whereas not using the worldwide available 2.4 GHz ISM band but the
lower 433 MHz ISM band, it achieves a power consumption of only 1.8 mW from a min-
imum supply voltage of 0.9 V in RX mode. This result was achieved by a combination
of circuit and system innovative techniques and the use of the low-frequency 433 MHz
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band, which reduces the power consumption of the most power hungry blocks like the
frequency synthesizer. In TX mode a high power consumption of 31.5 mW was reported
mainly due to the choice of a high output power of 10 dBm. Data-rate is 25 kbps with
Frequency-Shift Keying (FSK) modulation.

The proposed solution, while relying partially on the lower frequency band to reduce
the power consumption, still requires external components like high-Q inductors for the
LC-tank circuit and external RF filters, which will deteriorate form-factor and power con-
sumption at higher frequencies.

1.6 Thesis objectives

The primary goal of this thesis is to propose new guidelines, concepts and design tech-
niques that can be used for future ultra-low power wireless radio links. To achieve this
scope, innovative integrated transceiver front-ends, that are suitable for low bit rate data
transfer in the home of the consumer and are consuming a very small amount of power,
will be realized in the two different technologies proposed in Section 1.4.5. Many appli-
cations and wireless sensor network (WSN) nodes in the ambient intelligent home of the
future require only low-bit rates (only a few bit/s up to 1 kb/s). Low Power (LP)/Low
Bit Rate (LBR) transceivers require a new architectural approach, compared to moder-
ate and high-speed multi-media wireless links, in order to make battery lifetime and thus
battery replacement practical for the consumer or to completely avoid any battery replace-
ment. This thesis investigates front-end architectures including frequency and modulation
schemes, baseband complexity versus front-end complexity (and thus power), frequency
synchronization and frequency recovery algorithm, synthesizers architectures and con-
cepts that are suitable for LP/LBR transceivers.
A unique technology comparison is part of this thesis. The comparison between a main-
stream CMOS technology and a bipolar Silicon on Insulator (SOI) technology transferred
to glass points out the advantages and disadvantages of low-power front-end building
blocks in each technology. An important investigation on transceiver architectures with-
out absolute frequency reference (especially on the transmit side) is one of the main goals
of this thesis. This would eliminate the need for integration of an absolute frequency
reference and is expected to yield significant savings in power, and result in a significant
form factor reduction of a microwatt node.

The transmitter can be implemented as a direct conversion or two-step conversion or by
using a PLL system. The receiver can employ a super-heterodyne architecture, a zero-IF
or a low-IF architecture. Moreover different new concepts can be applied to those basic
architectures to improve the reliability of the link, to increase the data-rate or to decrease
the overall power consumption. Therefore, this thesis aims to analyze the design space in
the transceiver field and to propose a suitable combination of system architecture, modula-
tion scheme, synchronization algorithm and frequency synthesizer for an ultra-low power
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wireless network in two cases, which will cover most of the application space of WSNs:

© One-way link

© Two-way link

The proposed aforementioned combinations exploit specific characteristics of the two
links in order to minimize the overall power consumption while allowing a reliable com-
munication link.

1.7 Contribution of this thesis

Reduction in the power consumption of a wireless node is often obtained at the expenses
of the wireless link robustness. Two approaches can be followed: upgrading a low level
standard like the RFID or degrading a high level standard like Bluetooth (see Fig. 1.8).
The first approach, the conventional one, starts from an RFID system, which has a very
limited flexibility, intelligence and robustness. Then, those vital parameters are gradually
increased up to the point in which the power budget is exhausted. Very often, given the
very limited power budget, the end flexibility, robustness and intelligence of the wireless
node are still not high enough to assure a reliable wireless link.
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Figure 1.8 Two possible approach in conceiving a wireless node for ultra-low
power WSNs

One of the main contributions of this thesis is to propose a new approach, the second
one, as regards the high level system and architectural aspects, which starts from a robust,
flexible and intelligent standard, like Bluetooth, and gradually removes all the character-
istics which are not required to have a reasonable level of node intelligence, robustness
and flexibility. Those characteristics together with the standardization process, very often
considerably increase the power consumption well above the level sufficient to keep a
reasonable robustness, flexibility and intelligence.
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A second important contribution of this thesis resides in the choice of adapting the ar-
chitecture to a specific application range. Very often a high increase in the power con-
sumption is obtained as a consequence of an excess of flexibility (e.g. one architecture
suitable for all possible scenarios). This thesis divides all the possible application range
of WSNs in two main categories:

© One-way link

© Two-way link

From the understanding of the specific requirements of each scenario, two different archi-
tectures are developed, which make use of the specific characteristic of each scenario.

A crystal-less transmitter architecture is proposed for a one-way link. This architecture
ensures low-cost, eliminating any external components including the crystal, adopting
a fairly cheap technology (SOA) and using one of the ISM bands available. It ensures
robustness using an FHSS technique to give a certain degree of diversity. It ensures a
very-low power consumption thanks to a novel frequency synthesis concept based on fre-
quency pre-distortion, which allows to reduce the synthesizer power consumption by a
factor 6 compared to the state-of-the-art hopping synthesizers.

For the two-way link scenario the transceiver employs a crystal based frequency refer-
ence. Therefore, the proposed synthesizer architecture tries to exploit the benefit of such
a choice to its limits. A novel synthesizer is proposed, which makes the maximum use of
the technology employed (CMOS in this case). The synthesizer is mainly digital, achiev-
ing the maximum benefit from the use of a complementary technology. Moreover its
flexibility allows the system to operate in a multi-band environment (both 915 MHz and
2.4 GHz ISM bands) without affecting the overall power consumption in first approxima-
tion. This improves further the robustness of the wireless link. The synthesizer, while
achieving performances comparable to state-of-the-art architectures, reduces the overall
power consumption by a factor 5 boosting in this way the efficiency in data transmission.

1.8 Thesis outline

In the following chapters the one-way link and the two-way link scenarios will be ex-
plored. In Chapter 2 a survey of a number of possible architectures suitable for an ultra-
low power implementation will be discussed. Different modulation schemes will be ana-
lyzed from a low power point of view and an optimal data-rate will be proposed, which
minimizes the overall power consumption including start-up power consumption. Trans-
mitter and receiver architectures will be also analyzed trying to find an optimal solution
from a realization and a power point of view.
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In Chapter 3 an FHSS system will be discussed in detail as an optimal solution, which
combines link robustness and potential for a low power implementation. Several topics
will be analyzed like for example synchronization mechanisms and synthesizer architec-
tures. Starting from a state-of-the-art analysis on FHSS synthesizers, a power estimation
model for a Direct Digital Synthesizer (DDS) based synthesizer will be developed. To-
gether with a PLL model already available [16] the need for a new approach in frequency
synthesis is demonstrated.

This brings to the next two chapters of this thesis, which will focus on new synthesizer
concepts for FHSS systems. In Chapter 4, a transmitter for a one way link will be dis-
closed. This transmitter exploits the specific characteristics of the asymmetric wireless
scenario in order to minimize the power consumption of the power constrained node (the
transmitter). A novel frequency pre-distortion concept is introduced together with a new
fast and precise frequency recovery algorithm. These two new concepts allow a simplified
and low-power FHSS synthesizer and will make a crystal-less wireless node a reality. The
receiver will also be disclosed not from a hardware point of view but from a higher sys-
tem level point of view. Indeed, given the fact that the receiver is mains supplied, it is not
power constrained and its analysis down to hardware implementation is out of the scope
of this thesis. Nevertheless, it will be proven that a receiver can be implemented so that
a robust wireless link can be implemented at a very low transmitter power consumption.
This very low power consumption makes realistic the implementation of an autonomous
wireless node.

Chapter 5 deals with a low power transceiver implementation for the two-way link sce-
nario. Given the fact that the most power hungry block is the hopping synthesizer while
the RF part is power constrained by the high frequency operation, a novel suitable ar-
chitecture for the FHSS synthesizer is disclosed. This architecture takes the maximum
benefit from the use of a crystal and from the use of CMOS technology. Therefore, at
implementation level it is mostly digital allowing a very low power consumption, which
scales down with shrinking in technology. A system level analysis for the receiver is car-
ried out showing the possibility to implement it in a low power fashion allowing in this
way the wireless node to be autonomous.

Chapter 6 concludes this thesis summarizing the innovation steps involved and discussing
future developments in the direction of an ultra-low power transceiver design for WSNs.
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System-Level and Architectural Trade-offs

THIS chapter focuses on high level design of ultra-low power wireless nodes. First,
different system architectures are compared in order to asses advantages and draw-

backs of each architecture from a power consumption point of view. Second, different
modulation formats are compared and an optimal data-rate is chosen in order to minimize
the average power consumption of the node. Finally the most common transmitter and
receiver architectures are reviewed.

2.1 Modulation schemes for ultra-low power wireless nodes

Different radio architectures have been recently studied in order to reduce the power con-
sumption. Some of these architectures comprise Ultra Wide-Band (UWB) transceivers,
Back-scattering transceivers, Sub-sampling and Super-Regenerative transceivers, as well
as spread-spectrum based transceivers (both frequency hopping and direct sequence).

Though spread spectrum techniques are actually also ultra-wideband modulation schemes,
in this thesis, “ultra-wideband modulation” is used to refer to a spectrum that is larger
than 500 MHz (e.g. impulse radio based schemes). Although a spread-spectrum modu-
lated signal can have a bandwidth larger than 500 MHz, this is not a necessary condition.
Therefore, “with spread-spectrum modulated signal”, in this thesis, we refer to any signal
in which the transmitted bandwidth is much larger than the signal bandwidth (e.g. the

21
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transmitted bandwidth is larger than 10 times the signal bandwidth).

Looking finally to regulations, Federal Communication Commission (FCC) rules spec-
ify UWB technology as any wireless transmission scheme that occupies more than 500
MHz of absolute bandwidth or more than 20% of the carrier frequency.

2.1.1 Impulse radio transceivers

Among different architectures suitable for an ultra-low power implementation, UWB
based systems are gaining more and more attention.

The most important characteristic of UWB systems is the capability to operate in the
power-limited regime. In this regime, the channel capacity increases almost linearly with
power, whereas at high Signal to Noise Ratio (SNR) it increases only as the logarithm of
the signal power as shown by the Shannon theorem

C = BW × log2(1 +
PS

PN
) (2.1)

where PS is the average signal power at the receiver, PN is the average noise power at the
receiver and BW is the channel bandwidth. For low data-rate applications (small C), it can
be seen from (2.1) that the required SNR can be very small given an available bandwidth
in excess of several hundreds MHz. A small SNR translates in a small transmitted power
and as a result in a reduction of the overall transmitter power consumption.
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Figure 2.1 The building blocks of an impulse based UWB transceiver

Although UWB transceivers can have reduced hardware complexity, they pose several
challenges in terms of power consumption. In Fig. 2.1 a schematic block diagram of an
UWB transceiver is shown. The biggest challenge in terms of power consumption is the
Analog to Digital Converter (ADC). If all the available bandwidth is used, the sampling
rate has to be in the order of several Gsamples per second. Furthermore, the ADC should
have a very wide dynamic range to resolve the wanted signal from the strong interferers.
This implies the use of low-resolution full-flash converters. It can be proven [17] that a
4-bit, 15 GHz flash ADC can easily consume hundreds of milliwatts of power. Even if a
1-bit ADC at 2 Gsample/s is used, the predicted power consumption of the ADC remains
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around 5 mW [18]. Furthermore, the requirement on the clock generation circuitry can be
very demanding in terms of jitter.

Besides these drawbacks, wideband Low Noise Amplifier (LNA) and antenna design are
challenging when the used bandwidth is in excess of some Gigahertz. The antenna gain,
for example, should be proportional to the frequency [19], but most conventional antennas
do not satisfy this requirement. LNA design appears quite challenging when looking at
power consumption of state-of-the-art wideband LNAs [20]. A wideband LNA consumes
between 9 and 30 mW making it very difficult to fulfill a constraint of maximum 10 mW
peak power consumption for the overall transceiver. Although several successful designs
are recently published showing the potential of UWB systems, their power consumption
remains too high to be implemented in a “micro-Watt node”. In [20] the total power con-
sumption is around 136 mW at 100% duty cycle. In [21] a power consumption of 2 mW
has been reported for the pulse generator only.

2.1.2 Back-scattering for RFID applications

In the wide arena of low-power architectures, RFIDs represent a good solution when the
applications scenario requires an asymmetric network. In this case the “micro-Watt node”
needs to transmit data and to receive only a wake-up signal. The required energy is har-
vested from the RF signal coming from the interrogator. In [22] the interrogator operates
at the maximum output power of 4 W, while generating by inductive coupling 2.7 µW.
This power allows a backscattering-based transponder to send On-Off Keying (OOK)-
modulated data back to the interrogator in a 12 meters range using the 2.4 GHz ISM
band. Unfortunately the limited amount of intelligence at the transmitter side makes this
architecture not flexible and only suitable in a highly asymmetric wireless scenario.

There are however other drawbacks in this kind of modulation, mainly shadowed regions.
There are two types of such regions. One occurs when the phase of the reflected signal
is in opposition with the phase of the RF oscillator. The second occurs due to multiple
reflections in an indoor environment. In this situation multiple path can add destructively
at the receiver. Therefore, an increase in the complexity of the receiver is required which
can be very severe if the link should be robust enough. Finally the backscattering tech-
nique has an increased sensitivity to the fading. The small scale fading observed on the
backscattered signal has deeper fades than a conventional modulated signal.

2.1.3 Sub-sampling

The Nyquist theorem has been explored in sub-sampling based receiver in order to reduce
the overall power consumption. The power consumption of analog blocks mainly depends
on the operating frequency. Applying the theory of bandpass sampling [23], it can be
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proven that the analog front-end can be considerably simplified reducing the operating
frequency. This has the potential to lead to a very low power receiver implementation.
Unfortunately due to the noise aliasing, it can be proven that the noise degradation in
decibels is:

D = 10Log10(1 +
2MNp

N0
) (2.2)

where M is the ratio between the carrier frequency and the sampling frequency, N0 is the
white noise spectral density and Np is the Band-Pass Filter (BPF) filtered version of N0.
In this sense, the choice of the BPF filter as well as the choice of the sampling frequency
become quite critical. Beside this, the phase noise specification of the sampling oscillator
becomes quite demanding. Indeed, the phase noise is amplified by M2 requiring a careful
design of the VCO. Accordingly, when interferers are present, a poor phase noise char-
acteristic can degrade the Bit Error Rate (BER) through reciprocal mixing considerably.
Consequently, up to now, this architecture has been used mainly in interferer-free scenar-
ios (space applications) [24].

2.1.4 Super-regenerative

Super-regenerative architectures date back to Armstrong, who invented the principle. De-
spite many years of development, they still suffer from poor selectivity and lack of sta-
bility, while having the potential to be low power. Furthermore, it is restricted to OOK
modulation techniques only.

In [25] Bulk Acoustic Wave (BAW) resonators are used to reduce the power consump-
tion and to provide selectivity. In spite of achieving an overall power consumption of
450µW, it relies on non-standard technologies (BAW resonators), which will increase
cost and form factor of the “micro-Watt node”.

In [26] a 1.2 mW super-regenerative receiver has been designed and fabricated in 0.35-µm
CMOS technology. Even though the power consumption is very close to the requirements
of a “micro-Watt node”, selectivity is quite poor. Indeed, to demodulate the wanted sig-
nal in the presence of a jamming tone placed 4 MHz far from the wanted channel with
a BER of 0.1%, the jamming tone has to be no more than 12 dB higher than the desired
signal. Generally, to achieve a reliable communication, the receiver should be able to
handle interferers which have a power level 40 dB higher than the wanted signal with a
BER smaller than 0.1%. This specification is very demanding for a super-regenerative
architecture and it requires the use of non-standard components like BAW resonator to
achieve a better selectivity.
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2.1.5 Spread-spectrum systems

Any transmission technique in which a Pseudo-random Noise Code (PNC) is used to
spread the signal energy over a bandwidth much larger than the information bandwidth is
defined as an SS type of transmission. SS techniques are mainly of three types:

© Direct Sequence Spread Spectrum (DSSS)

© Frequency Hopping Spread Spectrum (FHSS)

© Time Hopping Spread Spectrum (THSS)

Sometimes these techniques are combined to form hybrid systems. These hybrid systems
are outside the scope of this system given their high complexity. The most widely used
systems are of the first two kinds and therefore, this section is restricted to the analysis of
either DSSS and FHSS systems.

Direct Sequence Spread-Spectrum

In DSSS systems, the spreading code is applied to the incoming data. In this way the
data symbol is chopped in several parts following a pseudo-random code. Each of these
slices within the same symbol period is called a chip. Two quantities are defined in DSSS
systems, which are the chip rate Rc = 1/Tc where Tc is the chip duration and the symbol
rate Rs = 1/Ts, where Ts is the symbol period. The chip rate is an integer multiple of
the symbol rate. At every moment, the “instantaneous bandwidth” is equal to the average
bandwidth and it is proportional to the chip rate.

A simplified block diagram of a DSSS transmitter is depicted in Fig. 2.2. The same
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Figure 2.2 Schematic block diagram of a DSSS transmitter
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principle is applied on the receiver side where after despreading the data is recovered. To
despread the data the receiver must know the PNC sequence and must synchronize in time
with it. Therefore, if the receiver does not know the PN sequence, then the received signal
will continue to have a spread spectrum and the transmitted data cannot be recovered. In
this sense a DSSS system is a secure system, which broadens the range of applications in
which an ultra-low power node can be used. Another very important parameter in DSSS
systems is the so called Processing Gain (PG). The PG is defined as follows:

Gp =
BWss

BWinfo
= Nc (2.3)

where BWss is the occupied bandwidth after spreading, BWinfo is the information band-
width and Nc is the number of chips per symbol period. This parameter has great im-
portance when a DSSS system needs to cope with an in-band interferer usually called a
jammer. The effect of interferers will be analyzed later in this section when a comparison
between DSSS and FHSS systems will be performed.

Frequency Hopping Spread Spectrum

Differently from DSSS systems, in FHSS systems the spreading code is applied to the fre-
quency domain rather than to the time domain. Therefore, the system hops after a certain
amount of time, called dwell time, to another frequency. An FHSS system is instanta-
neously a narrowband system but on the average it is a wideband system.

Important parameters of an FHSS system are the number of channels, the dwell time
(Th) and if the system is a slow hopping or a fast hopping system. The definition of slow
hopping or fast hopping is not given in the absolute sense but only in conjunction with the
data-rate. A system is considered to be slow hopping if the hopping rate is smaller than
the data-rate. When the hopping rate is faster than the data rate the system is called fast
hopping.

A simplified block diagram of an FHSS system is given in Fig. 2.3. As in a DSSS
system, an FHSS needs PNC synchronization. To successfully recover the transmitted
data the receiver needs to hop coherently with the transmitter. Any FHSS is, therefore, a
secure system against intentional jammers trying to steal any information.

DSSS versus FHSS

In this section the two most common SS techniques are analyzed more in detail and a
comparison between them is performed. The reason for such a comparison is driven by
the idea to find the optimal SS solution for a power constrained environment. Of course
this solution must take into account an interferer scenario composed not only by radios
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Figure 2.3 Schematic block diagram of an FHSS transmitter

of the same network but also from radios of other standards using the same allocated
bandwidth.
Different radio characteristics are further analyzed for both a DSSS radio and an FHSS
radio. Those characteristics are the followings:

© Power spectral density and probability of collision

© Susceptibility to the near-far problem

© Radio selectivity

© Robustness to fading conditions

© Robustness to narrowband jammers

© Modulation format and power efficiency

© Acquisition time

A DSSS system is an instantaneously wideband system. Therefore, its transmitter power
is spread over a very large bandwidth. Though an FHSS system is on the average a wide-
band system, instantaneously it operates as a narrowband system. This means that the
power spectral density of a DSSS system is lower than that of an FHSS system for the
same transmitted power.

In a DSSS system, if two nodes communicate at the same time, they will always interfere
with each other. On the other hand, the probability of collision in an FHSS system is the
following:

Pcoll.,FHSS = Pconcurrent−communication × Psame−frequency (2.4)
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where Pconcurrent−communication is the probability that two nodes communicate at the
same time (and it is the same for a given network in both DSSS systems and FHSS sys-
tems) and PSame−frequency is the probability that two nodes occupy the same frequency
bin. This probability is smaller than one and in general it is inversely proportional to
the number of available frequency bins in the FHSS system. Therefore, it can be much
smaller than one. This translates in a much smaller probability of collision of an FHSS
system with respect to a DSSS system.

When a wanted and an unwanted node are communicating at the same time (and on the
same frequency bin for an FHSS system) a collision occurs. Depending on the relative
received power of the wanted and unwanted node, the data can be retrieved or can be
lost because the unwanted node is overwhelming, in terms of received power, the wanted
node. This is the so called near-far problem, that mainly appears when the wanted node is
much farther than an unwanted node and a collision occurs. Indeed, in this situation the
received power of the wanted node can be substantially lower than that of the unwanted
node.

Of course the processing gain helps the receiver to distinguish between the wanted node
and the unwanted node. For the moment no power control mechanism is supposed. If the
wanted node is 3 times further away with respect to the unwanted node then the difference
in power equals (see equation 1.7) roughly 19 dB. In general DSSS systems use a Binary
Phase Shift Keying (BPSK) modulation technique which, for a BER of 1%, requires ide-
ally an Eb

N0
w 5dB where Eb is the energy per bit and N0 is the noise spectral density. This

means, for the above example, that the unwanted signal must be attenuated at least by 24
dB to correctly recover the transmitted data. Supposing now that all the received signals
have the same power and considering a processing gain of roughly 12 dB, a maximum of
5 wireless nodes can transmit at the same time without affecting considerably the quality
of the link.

FHSS systems, on the other hand, are on the average wideband systems, but instanta-
neously they are narrowband. Therefore, the susceptibility to the near-far problem is
avoided as soon as the data can be transmitted on the next frequency bin and this is not
jammed by another interferer. Therefore, while the only way for a DSSS to cope with
interferers is to improve its processing gain, an FHSS system can hop around the problem
avoiding it. An increase in the processing gain translates in a much more power hungry
digital back-end because of the higher operating speed required. An FHSS system can
increase its interferer suppression capability by increasing the number of frequency slots
available. This is bounded only by the tuning range of the synthesizer, which does not
affect power consumption in a first approximation. In Fig. 2.4 two DSSS systems and two
FHSS systems are supposed to interferer continuously. The simulation results obtained by
using a Simulink model show the clear advantage of an FHSS system over a DSSS system.

Selectivity in an FHSS system is assured by the baseband filter. This means that more
nodes can be collocated in the same net. In [27] it is shown that the effective throughput
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(a) FHSS

(b) DSSS

Figure 2.4 Near-far sensitivity comparison between FHSS and DSSS.

of an FHSS network peaks at a certain number of nodes which is generally larger than in
a DSSS system. For example, for the given number of wireless nodes and frequency bins
available in the network described in [27], the FHSS network throughput peaks at around
13 nodes. On the other hand, these networks must be placed further away than in the case
of a DSSS system. Still, on a single network an FHSS system is more robust than a DSSS
system.

SS systems are also known for their capability to cope with fading conditions. A fad-
ing condition translates in a very poor SNR, which can be 20 dB below the theoretical



30 Chapter 2 System-Level and Architectural Trade-offs

SNR calculated in a Additive White Gaussian Noise (AWGN) condition. DSSS sup-
presses the multipath using again the decorrellation properties of the system. Two PN
sequences are uncorrelated only if they are delayed by more than one chip. The delays in
a common office environment are in the order of few nanoseconds. This will imply that at
low data-rate a very-high processing gain must be applied. Another way is to increase the
data-rate but in both cases the digital back-end will suffer from an increase in the power
consumption.

An FHSS system copes with the same problem by simply changing the frequency. Be-
cause the fading is frequency dependent it is possible by changing frequency to have less
adverse fading conditions. This is related to the tuning range and the available bandwidth,
more than to power consumption and therefore, it constitutes an advantage of FHSS over
DSSS.

The FHSS system has an intrinsic capability to cope against strong narrowband inter-
ferers and fading by increasing its hopping rate. Supposing that N hopping channels are
available and J out of N are jammed because of strong fading condition or from a large
interferer, then if a single bit is transmitted on different channels and a majority decision
criteria is used, the probability of error for a given bit is:

Pfh =
c∑

x=r

c!
r!(c− r)!

px(1− p)(c−x) (2.5)

where p=J/N, c is the number of bins in which the same bit is sent and r is the number of
errors necessary to cause a bit error1. In Fig. 2.5 the probability of error versus the initial
error probability is shown for different hopping rates. By varying the hopping rate it is
possible to decrease by an order of magnitude the BER without increasing the transmit-
ted signal power. In an indoor and interferer crowded scenario this is one of the greatest
advantages an FHSS system has.

Another important point of discussion is the modulation format. As it will be shown
more into detail in Section 2.1.5, an FHSS system generally employs an FSK modula-
tion while a DSSS system uses a BPSK modulation. The power efficiency of the FSK
modulation is larger than that of a BPSK. Therefore, though the BPSK has an advantage
over the FSK regarding the robustness against interferers, this advantage is zeroed by the
relatively lower power efficiency (see for details Section 2.1.5).

As already mentioned, the wake-up time is an important parameter in ultra-low power
radios. This wake-up time includes also the synchronization time commonly required in
every SS system. When two wireless nodes try to communicate with each other, synchro-
nization of the PNCs must be achieved. At the beginning an offset between the transmitter
PN sequence and the receiver PN sequence exists. Therefore, a space of uncertainty exists

1For example if the hopping rate is three times the data-rate, then 2 errors will cause a bit error. With a
hopping rate 5 times the data-rate, 3 errors are necessary to cause a bit error.
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Figure 2.5 Probability of error at variable hopping rate using a majority deci-
sion criteria.

between the phases of the two PNCs. This space is sliced into “small” pieces each of one
is called a cell. Each cell has a time width so that, when synchronization is achieved, the
residual time difference between the transmitter PNC and the receiver PNC code is within
half of the chip period or half of the symbol period for a DSSS and an FHSS system re-
spectively. The synchronization algorithm needs to explore those cells in order to find the
one for which the phase difference between transmitter PNC and receiver PNCs is within
the aforementioned range.

It can be proven that the average acquisition time for a SS system, in the case of a se-
rial search synchronization technique with non-coherent detection2 is [28]

Ts = (C− 1)Tda(
2− Pd

2Pd
) +

Ti

Pd
(2.6)

where Ti is the integration time for the evaluation of each cell in the time-frequency plane,
Pd is the probability of detection when the correct cell is being evaluated, Tda is the aver-
age dwell time at an incorrect phase cell, C is the total number of cells. This formula can
be intuitively explained supposing that the probability of false alarm is zero. In this case
the average dwell time at an incorrect phase cell equals the integration time on the cell.
The total number of incorrect cell is C-1 and on each one the integration time is spent in

2As it will be proven in Chapter 3 the serial acquisition technique is the most power efficient algorithm for
PNC acquisition.
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the evaluation. Of course, this is just the worst case condition. On the average, there is a
certain probability to find the correct cell before all the C cells are evaluated. If the proba-
bility of a cell to be the correct one is uniform, and the probability of detecting the correct
cell is one (given the fact that the probability of false alarm is zero), then the expression
between brackets in equation (2.6) approaches 0.5. This value makes sense given the fact
that an uniform distribution is supposed. This means that, for each cell, there is always a
50% probability that it is the correct one. When the probability of false alarm is non zero,
then the average dwell time at an incorrect cell increases. The probability of detection
decreases, increasing the term between brackets in equation (2.6). Therefore, globally
the acquisition time increases. The last term in equation (2.6) reflects the time spent in
the evaluation of the correct cell. It is equal to the integration time if the probability of
detection is 1 and larger if there is a chance to skip the correct cell. For this reason, it has
to be inverse proportional to the probability of detection.

Now, assuming that no frequency uncertainty is present, there will be a time misalign-
ment between the two PN sequences at the transmitter and receiver side equal to ∆Ti.
Therefore, while for a DSSS the system has to be synchronized within ±Tc/2 , an FHSS
system needs to be synchronized within ±Ts/2 3. Due to the fact that in a DSSS system
the processing gain is related to the ratio between the chip rate and the symbol rate, the
chip period is at least an order of magnitude smaller than the symbol period. As a result,
the number of cells that has to be evaluated in a DSSS system is considerably larger than
in an FHSS system. From (2.6) the mean DSSS synchronization time is larger than in the
case of an FHSS system. This will increase the wake-up time and therefore, the overall
system power consumption.

A summary of the comparison between FHSS and DSSS systems is given in Table 2.1.

Table 2.1 Summary of the comparison between DSSS and FHSS systems
Radio characteristic DSSS] FHSS
Power spectral density Low High
Probability of collision High Very low

Near-far robustness Low High
Selectivity Medium High

Fading robustness Medium High
Narrowband jammer robustness Medium-low Very high

Modulation power efficiency Medium High
acquisition time High Low

3The remaining part of the synchronization consists in what is generally called tracking. During tracking,
the phase difference between the two PNCs is reduced to virtually zero from a closed-loop system (like a PLL).
This system also tracks any instantaneous variation of the phase of the transmitter PNC in order to assure a
constantly aligned PN sequences between the transmitter and the receiver when the nodes are communicating
with each other.



2.1 Modulation schemes for ultra-low power wireless nodes 33

It is clear that the FHSS techniques presents a clear advantage over the DSSS technique
over most of the characteristics listed in Table 2.1. For this reason, it is more suitable for
power constrained, indoor, interferer crowded scenario like the one foreseen in wireless
sensor networks.

Modulation formats

Several modulation formats can be used in digital communication. The relative imple-
mentation complexity of various modulation schemes is depicted in Fig. 2.6. Given the
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Figure 2.6 Relative complexity of various modulation scheme (adapted from
[29])

power constrained environment it is important to select a low complexity modulation
technique. Therefore, three modulation formats are analyzed more in detail:

© OOK with envelope detection

© FSK with non-coherent detection

© BPSK

Coherent-Phase Frequency Shift Keying (CP-FSK), Differential Phase Shift Keying (DPSK)
and Differential Quadrature Phase Shift Keying (DQPSK) are derivatives of those formats
and therefore, though their complexity is not high, they will not be further analyzed in
this thesis. OOK, FSK and BPSK modulations cover also all of the most common types
of modulation mechanisms. In fact OOK is a type of amplitude modulation, FSK is a
frequency modulation and BPSK is a phase modulation. A comparison between these
modulation schemes can be done based on an ideal required SNR for a given BER4, sig-
naling speed, robustness against Continuous Wave (CW) interferers, and robustness in
a Rayleigh fading channel. The summary is shown in Table 2.2. The performances of
OOK and FSK in a AWGN environment are very similar while the BPSK modulation
has roughly 4 dB better performance. In a Rayleigh fading environment this gain reaches

4With the word “ideal” here it is supposed that the channel is AWGN.
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Table 2.2 Performance comparison of some low complexity modulation
formats for a BER=10−4 (adapted from [29])

Modulation Speed [bitHz/s] Eb
N0

(AWGN) [dB] Eb
N0

(S/I=10dB) [dB] Eb
N0

(Raylegh) [dB]
OOK–Envelope det. 0.8 11.9 20 19a

FSK–Non-coh.(m=1b) 0.8 12.5 14.7 20
BPSK 0.8 8.4 10.5 14

aWith optimum variable threshold
bm=modulation index

roughly 6 dB. When interferers are present, as it will happen in the 915 MHz and 2.4 GHz
ISM bands, then the OOK modulation happens to be a very weak scheme requiring 5 dB
more SNR than FSK and almost 10 dB more than BPSK. Therefore, FSK is more suitable
than OOK in an interferer crowded scenario. BPSK has a 4 dB advantage in an interferer
dominated scenario over the FSK modulation.

Every frequency modulated signal is a truly constant envelope signal, while BPSK modu-
lated signals contain some amplitude modulation in their modulated envelope. Therefore,
while FSK signals can be amplified by a Power Amplifier (PA) operating near the satura-
tion level, BPSK signals require a 3 to 6 dB back-off from this level. This is necessary in
order to eliminate the spectral regrowth, which will cause adjacent channel interference.
This translates in a smaller power efficiency and therefore, the gain of BPSK modulated
signal over FSK signal is practically more than compensated by this drawback.

As stated in Section 2.1.5 this is a big advantage for an FHSS system over a DSSS system.
Implementation of an FSK modulation format on an FHSS system is trivial given the fact
that frequency hopping is very close to a frequency modulation scheme.

2.2 Optimal Data-rate

The aim of this section is to find the data-rate, which minimizes the average node power
consumption. The transceiver is composed by a receiving section and a transmitting sec-
tion.

The receiver sensitivity depends on the Noise Figure (NF), noise bandwidth and the re-
quired SNR of the demodulator. The NF depends on the receiver architecture and tech-
nology used and in an asymmetric scenario can be considered to be smaller than 10 dB.
For a chosen modulation scheme and a certain desired BER, the required SNR is fixed,
apart from implementation losses in the demodulator. The only parameter left is the noise
bandwidth which ultimately affects the system data rate.

A transmitter can be partitioned into three domains in terms of power consumption. This
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partitioning is shown in Fig. 2.7. The baseband part has a power consumption, which is
proportional to the data-rate. The RF portion, is needed to upconvert the baseband infor-
mation to the wanted high frequency band. Therefore, its power consumption depends
on the operation frequency and it is independent of the data rate. Finally, the PA section
is needed to transmit the information over the medium. Its power consumption depends
on its efficiency and on the required transmission range. The efficiency, is strictly related
to the modulation format used and it is optimal for constant envelop formats like FSK.
Generally the most power hungry blocks are the PA and the RF section which consists of
the synthesizer and a mixer for up-conversion. The first two domains are what is defined
later in this section as pre-PA domain.

In general a transmitter first needs a time Twu to wake up, then Ttx to transmit, and after
transmission it remains Tidle in the idle mode till the next transmission cycle is started.
So, the time between two consecutive transmissions, T, equals Twu + Ttx + Tidle. The
duty cycle of the system, “d” can be defined as the ratio between the time required to
transmit the data and the time between two consecutive transmissions.

B a s e b a n d R F P A

Figure 2.7 Transmitter power domains

Several parameters are involved in the derivation of the optimal data-rate. Some parame-
ters are fixed. Other parameters, although can be varied and optimized for low power, are
also considered fixed. Finally the variable we need to optimize is the data-rate. Parame-
ters, which are fixed are the following:

© Bnoise
Bdata

© N0

© Eb
N0

© Lpath,nat

where Bnoise
5 is the noise bandwidth Bdata

6 is the data bandwidth, Lpath,nat represents
the path losses due to propagation expressed in natural units.

5The 2-FSK noise bandwidth can be approximated by the Carson rule as Bnoise=2(∆f+ fm) where fm= 2
Ts

with 1
Ts

the data rate and ∆f the frequency deviation.
6For a 2-FSK modulated signal it equals four times the data rate.
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Parameters which can be optimized for low power but are considered fixed in this dis-
cussion are the following:

© Lpack

© Pdiss

© Pidle

© Twu

where Lpack is the data packet length, Pdiss is the power consumption of the remaining
transmitter circuitry during wake up and transmission excluding the PA and Pidle is the
power consumption in the idle mode.

It is possible to suppose that the duty-cycle of the network is constant [30], or that the
time between two consecutive transmissions is constant [31]. These two cases will be
further analyzed .

2.2.1 Constant duty-cycle

The average power consumption of the transmitter node can be approximated by the fol-
lowing equation:

Pd = Ptx
Ttx

T
+ Pdiss

(Ttx + Twu)
T

+ Pidle
(T− Ttx − Twu)

T
(2.7)

where Ptx is the PA power required for the transmission of data. The transmission time
depends on the packet length Lpack and on the data rate “D”:

Ttx =
Lpack

D
(2.8)

The required transmitted power can be written as

Ptx = N0 × Bnoise

Bdata
× Eb

N0
×NF ·D · Lpath,nat = K×D (2.9)

Given the fact that both Bnoise and Bdata are proportional to the data rate, their ratio is
constant and the transmitted power Ptx is direct proportional to the data rate D via the
constant K in equation (2.9). From these considerations, equation (2.7) can be re-written
in the following way:

Pd = (KD + Pdiss)× d + Pidle(1− d) + (Pdiss − Pidle)× d
Twu

Lpack
D (2.10)
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where the duty cycle “d” is a constant in this discussion.

From equation (2.10), it can be seen that for a fixed transmission distance (∝Ptx), the
power consumption can be reduced by reducing the duty cycle, the data-rate, and by mak-
ing the wake-up time small compared to the transmission time. This last requirement
becomes difficult to achieve in SS systems at high data rates due to PNC synchronization.
Therefore, reducing the data rate will help to relax the wake-up time for a given Twu

Ttx
.

The transmitter average power consumption as a function of the data-rate for different
duty-cycles is plotted in Fig.2.8. At high data rates, the average power consumption is
dominated by the transmitted power. At data rates below a threshold value the average
power consumption is dominated by the pre-PA power. This threshold value depends on
the pre-PA power dissipation and it is lower for lower values of the pre-PA power dissi-
pation.

Figure 2.8 Average transmitter power consumption and maximum wake up
time for different value of duty cycle, as a function of the data rate
(Lpack=1000 bits, NF=10 dB, Eb

N0
=20 dB, carrier frequency=915

MHz, Pidle=10 µW) [30]

From Fig.2.8, when the pre-PA power dissipation (Pdiss) is 2 mW, this threshold value
is around 100 kbps, while at pre-PA power of 10 mW it is located around 1Mbps. At
higher data rates, the wake-up time has to decrease considerably to keep the contribution
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to the average power consumption negligible. Therefore, from the previous analysis it is
possible to conclude that a good strategy toward the reduction in the average transmitter
power consumption consists of reducing the data-rate and decreasing the synchronization
time for a given node duty-cycle.

2.2.2 Constant time between two consecutive transmissions

Some applications may require a fixed time between two consecutive transmissions. In
this case the time “T” is constant while the duty cycle “d” varies decreasing by increas-
ing the data rate D. For example, for a temperature sensing inside an apartment a fixed
interval between two consecutive transmissions may be sufficient. Equation (2.10) can
be rewritten now with the time difference between two consecutive transmissions as a
variable instead of the duty cycle:

Pd = K
Lpack

T
+ Pdiss(

Lpack

D · T +
Twu

T
) + Pidle − Pidle

Lpack

D · T − Pidle
Twu

T
(2.11)

and for T sufficiently large it can be approximated as follows:

Pd u K
Lpack

T
+ Pdiss(

Lpack

D · T +
Twu

T
) + Pidle (2.12)

The simulation results are given in Fig. 2.9 as a function of the data rate for a given (con-
stant) value for T and Twu. As it can be seen from Fig. 2.9, increasing the data rate will
make the average power consumption smaller and smaller. A limit is dictated by the idle
power. This is easy understandable by looking at equation (2.12). When the idle power
is 1 µW, a data rate between 1 and 10 kbps is sufficient to not spoil the average power
consumption for Pdiss ranging between 1 and 10 mW. In this way, in the worst condition
(Pdiss=10 mW) the average power consumption is determined in equal parts by the idle
power and the power used during transmissions. When the idle power increases to 10 µW,
then the data-rate can be relaxed down to around 1 kbps in all the cases.

For high data-rate the pre-PA power consumption can become a strong function of the
data-rate and the term Pdiss cannot be any longer considered constant but will be a func-
tion of the data-rate. In the newest technologies it is reasonable to say that below 100 kbps
the transmitter baseband part will consume much less than the RF part and, therefore, the
approximation can be considered valid. It should be noticed that in this discussion it
has been neglected that, on the receiver side, the power consumption is a function of
the data-rate for all the baseband domain. Nevertheless, looking at the receiver, it is a
reasonable choice as optimum data-rate the lowest possible, which fulfill the aforemen-
tioned considerations. Indeed at the receiver side several analog blocks (Like Voltage
Gain Amplifier (VGA), filters and ADC) work at baseband frequency and their power
consumption is proportional to the data-rate.

While it seems that an idle power in the µW range is too high, it should be noticed that



2.2 Optimal Data-rate 39

(a) Pidle = 1µW

(b) Pidle = 10µW

Figure 2.9 Average power dissipation versus data rate (Lpack=1000 bits,
Twu=500 µs, NF=10 dB, Eb

N0
=20 dB, carrier frequency=915 MHz,

T=300 s ) for 1 µw and 10 µW idle power dissipation

most probably a wake-up type of radio will be used. Some circuitry will be kept on lis-
tening the channel for an incoming transmission especially in asynchronous networks.
Therefore, a power budget for this circuitry between 1 and 10 µW is a good choice. The
considerations regarding the synchronization time for the case of constant duty-cycle net-
works do apply also to this case. Moving towards lower data rates helps in relaxing the
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synchronization constraints. From all the previous considerations it is possible to con-
clude that a data rate between 1 and 10 kbps is sufficient to optimize the average node
power consumption.

2.3 Transmitter architectures

Generally, the transmitter part is under-estimated in terms of complexity and number of
possible system and circuit trade-offs with respect to the receiver part. Any choice on
the transmitter side will have a great impact on the receiver specifications as well. The
transmitter topology of choice is a result of various trade-offs impacting the maximum
level of unwanted frequency components, efficiency of the PA, linearity and maximum
power consumption. The transmitter performs some operations before radiating the signal
toward the receiver, which can be summarized as follows:

© Modulation

© Up-conversion

© Power amplification

Modulation has been already discussed in the previous section. It has been pointed out that
at low data rates the information bandwidth is not a problem. Therefore, the choice has to
be directed towards a power efficient modulation scheme rather than a bandwidth efficient
scheme. Consequently, a constant envelope modulation scheme like FSK is preferable.

The up-conversion is the action with which the baseband signal is shifted to the wanted
frequency band (915 MHz or 2.4 GHz) before transmission. The power amplification
needs to increase the power of the radiated signal in such a way that the radiated signal
in the worst distance conditions (for example 10 meters indoor) reaches the receiver at a
power level equal or above the sensitivity level.
Transmitter architectures can be grouped in three main categories:

© Direct conversion

© Two-step conversion

© Offset PLL

2.3.1 Direct conversion

A direct conversion transmitter is plotted in Fig. 2.10. The modulated data is directly
up-converted to the wanted band. Therefore, the oscillator is running at the carrier fre-
quency. In this type of transmitters can be also included the direct modulated VCO type
of transmitters. In this case the baseband data directly modulates the VCO frequency
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Figure 2.10 Direct conversion transmitter

following the data stream. A straightforward implementation of this direct up-conversion
scheme employs an FSK modulation type. Direct VCO modulated transmitters merge the
modulation and the up-conversion phases into one single operation.

The simplicity of this architectures makes it attractive for a high level of integration,
which means lower costs and lower power consumption7. Unfortunately, a big drawback
of this architecture is a phenomenon called “Oscillator pulling”. If the output of the PA
and the oscillator frequency are very close to each other in frequency, the oscillator is
heavily disturbed by the noise coupling back from the PA output. Even a noise level 40
dB below the oscillator level can cause an enormous amount of disturbance on the oscil-
lator output. For this reason generally the two frequencies must be far apart and mostly
uncorrelated. Several solution are possible to accomplish this result:

© The up-conversion signal is obtained by an integer division of the oscillator signal.

© The up-conversion signal is obtained by a non-integer division of the oscillator
signal.

© The up-conversion signal is obtained by mixing two non divisible oscillator fre-
quencies.

The first option is the most simple one to implement at hardware level. The PA output
and the oscillator output are far apart, but the two frequencies are still correlated. This
can give still some pulling especially at high noise level. The second option makes the
two signals far apart and well uncorrelated. Unfortunately a non integer division requires
complex hardware. For example, a multiplication by two followed by a divide-by-three
stage can accomplish this result. The last option gives the best results but at the expense
of two oscillators, one mixer and one BPF, required to suppress the unwanted harmonics
generated from the mixing process.

The most power efficient solution, therefore, is the first option if a good degree of iso-
lation can be guaranteed between the PA output and the oscillator in order to avoid a high
level of noise injection in the oscillator.

7External components require in general matching to 50 Ω. This means that the stage preceding the external
component must be able to drive a 50 Ω impedance. Such a low impedance level will cost a high current
consumption.
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2.3.2 Two-step conversion

A block diagram of a two-step conversion transmitter including the frequency spectrum at
various points in the chain is shown in Fig. 2.11. This architecture eliminates the problem
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Figure 2.11 Two-step conversion transmitter (adapted from [32])

of VCO pulling by splitting the up-conversion into two phases. An advantage of this
architecture is that the quadrature up-conversion to the so called intermediate frequency
is performed at a lower frequency compared to the direct up-conversion scheme. This
greatly improves the matching of the I-Q signals. The main drawbacks of this architecture
are first the increased amount of hardware needed and second the BPF before the PA. This
BPF needs to attenuate the unwanted sideband more than 40 dB. Therefore, it generally
requires an expensive and power hungry off-chip component.

2.3.3 Offset PLL

The schematic block diagram of an offset PLL based transmitter is depicted in Fig. 2.12.
The main restriction of this kind of transmitter architecture is that it can be used only
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Figure 2.12 Offset PLL architecture

with constant envelop type of modulated signal. In this architecture, the PLL acts as a
narrowband filter, rejecting all the high frequency noise coming from external sources.
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Therefore, the high frequency noise is generally determined by the VCO noise but this
also happens in all the previously mentioned transmitter architectures. Unfortunately,
the divider in the PLL chain, which is used to ease the design of the PFD can cause
some severe drawbacks. Any phase modulation at the input of the PLL is amplified by
a factor N in amplitude at the output of the PLL. The same happens to any change in
the frequency of the baseband VCO. This means that if more channels are used, the
baseband synthesizer must have a very fine tuning mechanism, which in general means
longer settling times and higher average power consumption. Therefore, this technique
tends to be quite cumbersome to use especially in SS systems.

2.4 Receiver architectures

The receiving part of a transceiver generally can consume a large amount of power if not
optimized for a power constrained environment. Several trade-offs are also present in the
choice of a suitable architecture for the receiver. The level of integration is an important
aspect, which reduces the costs by eliminating bulky external components while also
achieving a decrease in the peak power consumption. The level of achievable integration
depends in general by a combination of receiver specifications and receiver architecture.
Three main receiver architectures are generally used in modern wireless communication:

© Zero-IF

© Super-heterodyne (or heterodyne)

© Low-IF

2.4.1 Zero-IF

The zero-IF architecture has always been considered very suitable for integration. A
schematic block diagram is depicted in Fig. 2.13. Unfortunately several issues can make

0
9 0
o

oL N AB P F
L P F

L P F

I

Q

Figure 2.13 Zero-IF architecture

cumbersome its implementation at transistor level. The first major drawback is the so
called DC offset. The signal is down-converted to baseband in a single step. Therefore,
any DC component is within the signal bandwidth. Now the self-mixing effect of the
oscillator frequency via capacitive coupling to the LNA input creates a DC component
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at the input which amplified by the LNA can reach the millivolt level. If the gain after
the LNA is big enough, the DC component so generated can saturate the receiver. The
effect is that the weak signal (which is still in the hundreds of microvolt range) cannot be
detected properly.

A simple way to eliminate this problem is again to choose correctly the modulation type
in such a way that almost no signal energy is placed at DC. In this way, a simple High Pass
Filter (HPF) with a corner frequency of few kilohertz can eliminate the offset. Most of the
modulation formats, unfortunately, contain much energy around DC. Considering an FSK
modulated signal with a large modulation index (m>1) then almost no energy is placed at
DC. This is another point in favor of architectures that can easily implement such kind of
modulation format within a frequency diversity scheme like it happens for FHSS systems.

Second order distortion is also problematic in zero-IF receivers. A second order dis-
tortion in the LNA translates two closely spaced strong interferers to a lower frequency
before the mixing process. This component passes through the mixer with finite attenua-
tion due to imperfections in the mixer I-Q matching or Local Oscillator (LO) duty-cycle
imperfections. This can again pose a problem to the receiving stage saturating it.

I-Q mismatch is also a big issue in a single mixer and also between the two quadrature
mixers due to the presence of parasitics and due to the high operating frequency. Careful
layout is generally needed, especially at high frequencies.

Lastly, a problem which depends on the technology used can come from the noise. For
example CMOS transistors are affected by the so called flicker noise. The signal after the
LNA is still generally quite low8and therefore, very sensitive to noise. Flicker noise is
dominant at low frequencies, which is exactly the frequency region where this architec-
tures tends to directly translate the wanted signal to. Looking at [33] it is possible to see
that the flicker noise corner frequency increased from around 1 MHz at 1.2 µm channel
length to more than 100 MHz for 30 nm channel length. This means that technology
scaling, while helping in reducing the power consumption especially in the digital do-
main gives more and more drawbacks when an analog block needs to be designed. This
is a point which must be greatly taken into account when conceiving an architecture for
ultra-low power wireless nodes in CMOS technology.

2.4.2 Super-heterodyne

A schematic block diagram of a super-heterodyne receiver architecture is depicted in Fig.
2.14. The heterodyne principle first down-converts the signal to an intermediate frequency
called IF, and after a BPF and a further signal amplification it down-converts the IF signal

8Considering a required sensitivity level of -76.5 dBm at 2.4 GHz, then the signal at the output of an LNA
with gain equal to 15 dB is generally smaller than 1 mV rms.
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Figure 2.14 Super-heterodyne architecture

to baseband. In the case of digital modulation the I and Q signal components are gener-
ated in the latest down-conversion stage.

This architecture alleviates some common drawbacks seen in the zero-IF architecture.
For example the DC offset coming from the first two stages is filtered out by the BPF,
while the one of the last stage is negligible thanks to the high gain of the first two stages.
Because the I-Q signals are generated only in the last stage where the frequency is lower,
the I-Q mismatch can be easily controlled and reduced to a very low level. Finally, this
architecture has a very good selectivity achieved by splitting the filtering among different
stages at progressively lower frequency.

Despite all these advantages, the heterodyne architecture suffers of some major draw-
backs as well. The biggest problem is the image rejection problem. This issue can be
easily understood noting that all the signals at a distance equal to ωIF from the LO fre-
quency will be down-converted to the same IF frequency. This is illustrated in Fig. 2.15.
To suppress the image frequency, an image reject filter is often used. The choice of the
IF is not trivial and it entails a trade-off between sensitivity and selectivity. Indeed, to
reduce the image noise, the IF frequency has to be chosen as large as possible. On the
other hand, this will increase the constraints on the band selection filter coming after the
first mixer. The higher the IF frequency, the greater the required Q for a given attenuation.

Generally, the image reject filter precedes the mixer and it is realized using external com-
ponents. This translates in a worse transceiver form factor and it requires the LNA to
drive a 50 Ω impedance. This in turn, translates in higher power consumption due to a
larger required bias current.
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Figure 2.15 Image frequency problem

2.4.3 Low-IF

The low-IF architecture is closely related to the zero-IF topology and it tries to minimize
the major drawbacks of the zero-IF topology by operating near the DC but not at DC. In
a low-IF topology, the problem of the image suppression, which burdens the heterodyne
receiver, can be shifted to the IF stage. In this way, given the lower operating frequency
the high-frequency BPFs can be integrated given the lower required Q.

On the other hand, this topology tends to shift the demanding specifications to the ADC
preceding the Digital Signal Processor (DSP) in which the final demodulation is per-
formed. This can be seen as a reasonable way to cope with the power reduction problem.
Indeed, the ADC converter, is a mixed signal block in which lots of functions are anyhow
performed in the digital domain. Therefore, it is more prone to power scaling with tech-
nology advances then a purely analog block.

Concluding, the low-IF topology is a good alternative to the zero-IF topology especially
when problems like flicker noise and DC offset become a show stopper for further power
reduction.

2.5 Conclusions

Though ultra-low power wireless nodes have very tight constraints in terms of power con-
sumption, they should allow for a robust wireless link in the harsh indoor environment.
Moreover, because it is necessary to offer to the end user a very low cost solution, ISM
bands are generally used because they are license free. This option, however, presents the
inconvenience of a very interferer crowded environment for the wireless radio.
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It has been shown, in this chapter, that to cope with those strong non-idealities, while
keeping the power consumption very low, a combination of modulation format, transmit-
ter and receiver architectures and wideband techniques can be used. It has been proven,
indeed, that spread spectrum techniques are an optimal choice to have a robust wireless
link. Among several SS techniques, it has been shown that an FHSS system can offer
a very robust wireless link while having the potential to be low power especially if it is
combined with an FSK modulation. The possibility to trade between hopping rate and
transmitted power is an unique advantage of this system, which allows for a not negligi-
ble reduction of the transmitted power without affecting the reliability of the link.

The choice of the data-rate affects also the average power consumption of the wireless
node. It has been shown that increasing the data-rate can help in reducing the average
power consumption. On the other hand, it has been demonstrated that it is useless to in-
crease the data-rate above a certain level dictated by the idle power, because at this point
the average power consumption is always dominated by the idle power. Increasing the
data-rate above this threshold level, however, costs an increase in the receiver power con-
sumption because several baseband blocks have a bandwidth, which is a function of the
data-rate.

On the transmitter side, it has been proven that a single up-conversion scheme is the most
appropriate choice to minimize the average power consumption of the wireless node. On
the receiver side two options are foreseen. The best option in terms of integrability and
power consumption is a zero-IF architecture. However, especially in the newest CMOS
technology, flicker noise and other second order effects, can cause severe difficulties in
its physical implementation. For this reason, a low-IF topology, though it can be more
power hungry, results in a good choice when the zero-IF becomes too problematic to be
implemented at transistor level.

Concluding, this chapter has found the optimal system level choice for an ultra low power
wireless node for wireless sensor area networks: an FHSS system with Binary Frequency
Shift Keying (BFSK) modulation and a data-rate below 10 kbps, a single up-conversion
transmitter architecture and a zero-IF (or a low-IF) receiver architecture. The follow-
ing chapter focuses on FHSS systems and the limitations existing in the state-of-the-art
solutions in terms of power consumption.
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3

FHSS Systems: State-of-the-art and Power Trade-offs

IN the previous chapter it has been shown that an FHSS system constitutes a good com-
promise between link robustness and power consumption. The simplicity with which

an FSK modulation technique can be applied to this system, makes it very attractive for
an ultra low power wireless node. In fact it has been shown that FSK modulation with
non-coherent reception is very simple from a hardware point of view, very robust in a
interferer crowded scenario and that it is a power efficient modulation format. It is of
course not efficient from a bandwidth point of view, but given the low data rates, this does
not constitute a real problem. Moreover, the use of a large modulation index helps in
relaxing some very common implementation problems of a zero-IF receiver like flicker
noise and DC offset. The possibility to use a zero-IF receiver is an important advantage
because of its high level of integration. For these reasons, this chapter analyzes more
in detail the FHSS architecture focusing on synchronization techniques, state-of-the-art
FHSS systems, and FH synthesizer techniques. Finally, a power model for the two most
common FH synthesizer architectures is described and a lower bound to the minimum
power consumption for a given set of specifications is derived.

3.1 Synchronization

In general some synchronization is required between the transmitter node and the receiver
node of a communication link before data can be sent and received reliably. Synchro-

49
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nization can take place in the frequency and/or in the time domain. Different kinds of
synchronization domains can be identified:

© Carrier synchronization

© Code synchronization

© Symbol synchronization

© Frame synchronization

© Network synchronization

Carrier synchronization is the procedure by which the receiver replicates the transmitter
carrier with the same frequency and generally, but not necessary, with the same phase.
This is the first necessary step in the synchronization procedure.

To work properly, a FHSS system and more in general any SS system, requires that the
locally generated PN sequence is synchronized with the transmitter PN sequence. This
procedure is called code synchronization.

In order to make a decision regarding a transmitted symbol the receiver must know the
epochs at which the symbol starts and ends. The estimation of these time instants is called
symbol synchronization

When the transmitted signal is highly structured, periodic timing is required between
different frames containing a certain number of symbols. This process is called frame
synchronization.

Finally, at the top of the hierarchy there is the network synchronization. It consists in
methods and techniques to distribute and create a common timing reference to a number
of nodes constituting the network.

The following paragraphs mainly focus on the code synchronization. In general, code
synchronization takes much more time then carrier or symbol synchronization. Moreover,
given the low complexity in the structure of the transmitted signal, frame synchronization
is not an issue. Finally, if an asynchronous network is used, network synchronization is
not required. 1

The code acquisition process is generally carried out in two steps:

© Code acquisition

© Code tracking

1Having an asynchronous networks will reduce the on time of the receiver saving therefore power. In a
synchronous network all the nodes have to regularly wake up to synchronize their timing reference. This is not
optimal from a power point of view. An asynchronous network can therefore be more efficient in terms of power
consumption than a synchronous network.
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Code tracking is generally carried out by a closed loop system like a PLL and is generally
much faster than code acquisition. Therefore, the following paragraphs deal with code
acquisition techniques.

The uncertainty in the synchronization of these PNCs, derives from various sources. The
time uncertainty is generally due to the following reasons:

© Propagation delay

© Shifts between TX and RX reference clocks

© Phase difference in the PN sequences between TX and RX

The main source of frequency uncertainty is the Doppler shift coming from the fact that
the two nodes (TX and RX) have a non-zero relative velocity. Given the fact that WPANs
can be considered mostly stationary, the frequency uncertainty is neglected and only a
time uncertainty is considered.

Given the received signal and the locally generated code replica, the receiver needs to
find the correct position in time of the locally generated replica code, which aligns with
the received code. Each relative position between the two codes is called a cell. The
uncertainty region is defined as the total number of cells to be searched. The procedure
used to search the uncertainty region is called the search strategy. The search strategies
can be grouped into three categories [34]:

© Stepped serial search

© Matched filter acquisition

© Two-level acquisition

3.1.1 Stepped serial search

The schematic block diagram of the stepped serial acquisition system is shown in Fig.
3.1. In this algorithm the uncertainty cells are analyzed in a serial way starting from an
initial epoch. For each cell the algorithm needs to perform a correlation between the lo-
cally generated PNC and the received PNC. In a stepped serial search, this operation is
performed by the active correlator shown in fig. 3.1 on a chip-by-chip basis. For an FHSS
system, for analogy with a DSSS system, a chip is defined as the time spent by the system
on a given frequency bin. This requires a time equal to MTh, where M is the number of
hops per integration interval, and Th is the hopping time.

The output of the active correlator drives a comparator, which compares the correlator
output with a pre assigned threshold. If the comparator threshold is not exceeded, then
the phase of the locally generated PNC is shifted to the next cell. This process is repeated
until the threshold is exceeded and an acquisition signal is obtained.
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Figure 3.1 Stepped serial search scheme adapted from [34]

The most important parameter for an acquisition algorithm is its speed. A brief syn-
chronization is important in order to reduce the wake up time of the wireless node. With
brief in this thesis it is meant that the synchronization time must be small compared to the
transmission time in order to not degrade the average power consumption.
As any kind of searching algorithm, there is always a non-zero probability of a false alarm.
This means that though the algorithm detects a synchro cell, in reality synchronization is
not achieved. In general this false alarm probability needs somehow to be minimized. It is
supposed that the tracking phase can start after three hits are detected on the given cell. It
can be proven [34] that the average acquisition time for a stepped serial search algorithm
is given by the following relation:

Tacq = (nNc + 2) MTh (3.1)

where n is the number of cells examined per chip, and Nc is the maximum expected delay,
expressed in number of cells, between the locally generated and the desired signal code
phases.

Indeed, if the algorithm examines n cells for each chip and the maximum delay between
the locally generated code and the received code is Nc, then the uncertainty region has
n×Nc cells. For each of these cells a correlation on M chips needs to be performed seri-
ally by the active correlator. This requires as previously stated MTh seconds. Moreover,
on the synchro cell the active correlation will be performed 2 more extra times, which
justifies the factor 2 in equation 3.1.

3.1.2 Matched filter acquisition

The acquisition time can be decreased by replacing the active correlator with a matched
filter correlator often called a passive correlator. A number of M different frequencies
are correlated at the same time greatly improving both the reliability and the acquisition
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speed. A schematic block diagram of this acquisition scheme is shown in Fig. 3.2.
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Figure 3.2 Passive correlator adapted from [34]

For each cell the time required to correlate the received PNC with the locally generated
PNC is Th and the number of cells in the uncertainty region is nNc. when the synchro
cell is detected a time equal to MTh is required in order to allow the M correlators to
output their result. Therefore, the average acquisition time is the following [34]:

Tacq = (nNc + M) Th (3.2)

In this case it is supposed that a single synchro event is required to start the tracking phase.

3.1.3 Two-level acquisition

The two-level acquisition scheme combines the properties of the serial search and those
of the matched filter acquisition. Its schematic block diagram is depicted in Fig. 3.3.

The matched filter makes a correlation on M frequencies at the same time. When the
threshold VT1 is exceeded, an active correlator starts to serially correlate over K hops.
Any time one of those correlator outputs exceeds the threshold VT2 the system is consid-
ered synchronized. If none of these correlator outputs exceed the threshold, the procedure
is repeated.

The uncertainty region contains again of nNc cells. When the synchro cell is detected, the
system needs to wait M hops in order to have all the outputs of the matched filter settled.
At this point an extra K hops are required in order to allow the active correlator to perform
a correlation serially on the K hops.
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Figure 3.3 Two-step acquisition scheme adapted from [34]

Therefore, the average acquisition time in this case is [34]:

Tacq = (nNc + M + K)Th (3.3)

3.1.4 Acquisition methods comparison

The serial search algorithm is very cheap in terms of required computational power but it
is quite slow. A parallel search strategy (matched filter based) is fast, but it is expensive
both in chip area (and therefore, higher costs) and computational power. The two-level
acquisition method combines the two previous algorithms so it has a medium hardware
complexity. In a power constrained environment the best option would be to use a se-
rial search algorithm. However, has it will be shown, this requires quite a fast hopping
time, which is unrealistic for state-of-the-art synthesizers. Further in this thesis, a new
synthesizer is discussed that is so fast that it allows the use of the low-power serial search
algorithm.

Let us first investigate the maximum hopping time for the three synchronization algo-
rithms. Looking at Fig. 2.8 in a data-rate between 1 and 10 kbps the maximum wake-up
time ranges between 10 ms and 100 ms. Lets suppose that 50 % of this time is used for
synchronization purposes and the remaining time is used to correctly set all the transceiver
blocks to the correct DC point. This means that the maximum synchronization time ranges
between 5 ms and 50 ms. When 5 ms synchronization time is considered, and the synchro-
nization time is assumed to be dominated by the acquisition time, the required hopping
(dwell) time for the three different algorithms is shown in Table 3.1 for n=1, M=20, K=10
and for a number of channels Nc equal to 56 . Next we will discuss how the parameter’s
values are chosen.

The value of n is chosen according to the fact that the acquisition needs to put the two
PNCs in phase at least within Th/2.
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Table 3.1 Maximum hopping time for an acquisition time of 5 ms
Acquisition algorithm Th [µs]
Stepped serial search 4.3

Matched filter acquisition 65.8
Two-level acquisition 58.1

The value of M can be derived from the graphs in [34]. The value of M must be cho-
sen in order to minimize the miss probability. A reasonable value of 1 % has been used
here. For M=20 the required Eb/N0 in a fading channel ranges between 7 and 8 dB
for the stepped serial search algorithm and the matched filter acquisition algorithm. The
two-level acquisition algorithm performs quite well in a benign environment [34] (when
no fading is present) but unfortunately the miss probability in a hostile environment can
be as high as 20 % for Eb/N0=7 dB. This forces the use of a much higher Eb/N0 dur-
ing synchronization, which can require to transmit the synchronization pattern at a power
level considerably higher than required. For this reason the two-step acquisition is not
very suitable for an indoor wireless link. Nevertheless, for completeness, the comparison
between all these three algorithms is carried out in this section.

The K value used in the two-level acquisition algorithm is chosen to be 10 as in [34].

The number of channels Nc is derived from considerations about the operating bands.
The thesis focuses on the ISM bands to reduce the costs for the end user. The ISM bands
available are shown in Table 3.2. The 433.05-434.79 MHz band is a very narrow band

Table 3.2 ISM bands in Europe and in USA
ISM bands Europe [MHz] ISM bands USA [MHz]

433.05-434.79 -
868-870 902-928

2400-2483.5 2400-2483.5
5725-5875 5725-5875

and therefore, not very suitable for an FH system if a reasonable frequency diversity has
to be achieved. The same consideration applies to the European 868-870 MHz band. The
5725-5875 MHz band is large but it is at quite high frequency. The attenuation tends to
increase with the frequency. For this reason this band has not been considered in this
thesis. Concluding the two most suitable ISM bands are the 902-928 MHz available only
in USA and the worldwide available 2400-2483.5 MHz band.

Looking at FCC rules in those bands it can be seen that while in the 2400-2483.5 MHz
band 25 hopping channels are the required minimum number of channels for FHSS, this
limit under certain conditions can shift up to 50 channels in the 902-928 MHz band. To
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overcome this restriction and to be able to use the wireless transceiver in both bands with
little or none hardware modification, a value larger than 50 has been chosen. In the pre-
vious example 56 channels are used but later in the thesis a system with 64 channels is
also proposed. The number of channels is not a big issue as soon as it is larger than 50
and not so large to exceed the available bandwidth or to considerably increase the average
acquisition time.
Given those parameters, from Table 3.1 it can be seen that the stepped serial search
method is an order of magnitude slower than the matched filter acquisition algorithm.
This forces to increase the hopping rate by roughly a factor ten in order to have the same
acquisition time. This drawback constitutes the main stop point in using a common avail-
able FH synthesizer together with a stepped serial search algorithm: it is proven later
in this chapter that state-of-the-art FH synthesizers can become extremely power hungry
under settling-time constraints. Further in this thesis it will be shown that a new, very
fast synthesizer, can allow the use of the (very low-power) serial search synchronization
algorithm.

3.2 State-of-the-art FHSS systems

The FHSS technique has found its largest application area in Bluetooth devices but it is
not very widely used in ultra-low power nodes. Moreover it is used mostly in the 902-928
MHz ISM band but not very often in the 2400-2483.5 MHz worldwide available ISM
band. In this band the DSSS technique is generally used in standards like ZigBee. In
Table 3.3 some FHSS transceivers with their TX and RX power consumptions are shown.

Table 3.3 Power consumption of some commercially available FHSS prod-
ucts

Product Freq. band [MHz] Cur. consum. TX/RX [mA] Supply voltage [V]
TRC103 902-928 16/3.5 @ +1dBm 2.1-3.6
CC1101 902-928 15.6/13.1 @ -6dBm 1.8-3.6
CC2500 2400-2483.5 17.3/15 @ -6dBm 1.8-3.6

MICRF500 902-928 14/12 @ -6dBm 2.5-3.4
TinyOne Classic 902-928 80/35 @ 14dBm 3-5

Mica2 902-928 27/10 @ 5dBm 2.7-3.3
ADF7020 902-928 19.1/19 @ 0dBm 2.3-3.6

Smartmesh-XT M1030 902-928 28/14 @ 4dBm 2.7-3.6

From Table 3.3 it is clear that the TX power consumption strongly depends on the radiated
power. It is possible to divide the overall transmitter power consumption in a PA power
and in a pre-PA power such that:

PTX = Ppre−PA + PPA (3.4)
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Supposing that it is possible to redesign the PA for the same efficiency value but for a
different output power, then the rms current scales approximately linearly with the output
power neglecting losses in the matching network. Indeed, given a power efficiency η, the
output power and the bias current are related by the following equation:

Ibias =
Pout

Vsupplyη
(3.5)

where Vsupply is the supply voltage and Pout is the output power. Losses are quite high if
a high output power is required, but it can be neglected at low power levels. Therefore, it
is possible to normalize the TX current consumption to the transmitted power to be able
to better compare the results.

For a normalized -6 dBm output power, a 50 Ω radiating resistance and a 60% power
efficiency the bias current has to be around 0.42 mA. The bias current required for output
power other than -6 dB can be calculated applying equation (3.5). The difference between
this current and the one calculated for a -6 dBm output power can be subtracted from the
overall TX current consumption in order to normalize all the products to a common output
power of -6 dBm. The results for these commercial products are plotted in Fig. 3.4.

Figure 3.4 Power consumption of some commercial FHSS products normal-
ized to -6 dBm output power

Research work on FHSS systems looks quite limited and restricted mainly to Bluetooth
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applications. The results of these research projects are summarized in Table. 3.42.

Table 3.4 Power consumption of some FHSS Integrated Circuit (IC)s pub-
lished in research papers

Ref. Freq. band [MHz] Cur. consum. TX/RX [mA] Supply voltage [V] Technology [µm]
[35] 902-928 100/120 @ 13dBm 3 1
[36] 2400-2483.5 26/34 @ 0dBm 1.7-1.9 0.18
[37] 2400-2483.5 45/50 @ 0dBm 2.5 0.25
[38] 2400-2483.5 40/60 @ 0dBm 1.8 0.18
[39] 2400-2483.5 6.4/7 @ 0dBm 2.5 0.25
[40] 2400-2483.5 25/33 @ 0dBm 3 0.18
[41] 2400-2483.5 35/30 @ 0dBm 2.5-3 0.18

As it can be seen both from Table. 3.4 and Fig. 3.4, the peak power consumption of state-
of-the-art FHSS transceivers is still well above the requirement for an ultra-low power
wireless node. It is important to find what the bottleneck is in the power consumption
for FHSS systems. For that reason equation (3.4) is used in order to distinguish between
the power used in the PA and the pre-PA power used in general for the signal condition-
ing and the up-conversion. Equation 3.5 is used to calculate the PA current consumption
for a power efficiency of 60 % and a radiating resistance of 50 Ω. This correction of
PA power to retrieve the pre-PA power is done for several FHSS systems and the results
are shown in Table 3.5. As shown, most of the power is wasted in the pre-PA part of

Table 3.5 PA and pre-PA Power consumptions of FHSS ICs that are commer-
cial or published in research papers

Ref. Power consum. PA [mW] Power consum. pre-PA [mW] Efficiency [%]
TRC103 2.11 43.6 4.6
CC1101 0.43 41.6 1
CC2500 0.43 46.2 0.9

MICRF500 0.41 41 1
TinyOne Classic 42 278 13

Mica2 5.28 74.3 6.6
ADF7020 1.65 54.6 2.9

Smartmesh-XT M1030 4.19 84.1 4.7
[35] 33.3 266.7 11.1
[36] 1.7 45.1 3.6
[37] 1.7 110.8 1.5
[38] 1.7 70.3 2.4
[39] 1.7 14.3 10.6
[40] 1.7 73.3 2.3
[41] 1.7 94.6 1.8

2As supply voltage the geometrical mean point (Vmax + Vmin)/2 between the maximum (Vmax) and the
minimum (Vmin) allowed supply voltage has been considered.



3.3 FH synthesizer architectures 59

the transceiver. This situation is accentuated especially at lower transmitted power (< 0
dBm) where rarely the efficiency exceeds a few percents. One of the most power hungry
blocks in the pre-PA part is the hopping frequency synthesizer. Therefore, the guideline
toward power optimization of a wireless node starts from analyzing current architectures
for frequency hopping synthesizers. Then, some bounding on the achievable minimum
power consumption under certain specifications is found for commonly used FH architec-
tures. This study puts the basis toward a new FH synthesizer architecture able to reduce
the synthesizer power consumption well below those limits. In this way an increase in the
transmitter efficiency can be reached and this will also be beneficial for the receiver part
decreasing its peak power consumption as well because the RX needs the same synthe-
sizer.

3.3 FH synthesizer architectures

The core block of an FHSS system is the hopping synthesizer. While FHSS methods
seem attractive for robust wireless applications, challenges in their implementation arise
from requirements for operation at ultra-low power over a broad operating band. These
requirements for agile and accurate frequency hopping require fast settling behavior for
frequency selection as well as a high degree of accuracy in the frequency synthesis.

Hopping frequency synthesizers are conventionally based on a PLL with a digitally con-
trolled variable divider. Using a fractional-N divider allows to synthesize frequency bins
closely spaced to each other. Another way to synthesize accurately the frequency bins, is
to use a mixed-signal approach, in which the accuracy and the fast settling are realized
through the use of a DDFS and a DAC is used to translate the discrete time periodic wave
coming out from the DDFS in a continuous waveform with specified spectral character-
istics. This arrangement requires a fixed-frequency LO, which can generally be easily
integrated.

In the following sections the PLL-based hopping frequency synthesizer and the DDFS-
DAC frequency synthesizer will be discussed more in detail.

3.4 Specifications for ultra-low-power frequency-hopping
synthesizers

FCC rules demands for at least 25 hopping channels (20-dB channel bandwidth greater
than 250 kHz) in the 902-928 MHz band and 15 channels in the 2.4 GHz ISM band. To
be able to fulfill the FCC rules in both the ISM bands a 52 channel system has been con-
sidered here.



60 Chapter 3 FHSS Systems: State-of-the-art and Power Trade-offs

The spacing between two adjacent channels has been set to 0.5 MHz. The choice of such
a large spacing between the adjacent channels even for a data-rate, which is supposed to
be below 10 kbps is dictated by the necessity to have a certain frequency diversity in the
indoor environment. Using the statistical approach, the coherence bandwidth is defined
as the bandwidth over which the fading statistics are correlated to better than 90 percent.
Clearly, if two frequencies do not fall within the coherence bandwidth, they will fade in-
dependently. The delay spread in a channel can be used as a figure of merit to calculate the
coherence bandwidth. In typical indoor environments, the delay spread is around 50 ns at
2.4 GHz [42]. The coherence bandwidth for a 90% correlation is given by the following
relation

BWc ' 1
50στ

(3.6)

where BWc is the coherence bandwidth and στ is the delay spread. For example, in the
2.4 GHz environment the coherence bandwidth is around 400 kHz. Hence, the choice of
a 0.5 MHz channel spacing makes the channel to fade more independently.

The level of unwanted spurs is an important specification of the synthesizer. During
transmission of a certain frequency it is necessary to keep the unwanted spurs below a
certain level. They will generally pollute other channels causing co-channel interference
to other nodes communicating on those channels.

In [43] it is shown that 30 dB rejection of the image signal is largely sufficient to avoid the
deterioration of the BER of the transmission. Considering an extra margin of about 10 dB
to take partially into account the fading condition on the wanted signal, a 40 dB required
rejection has been considered. Moreover, given the fact that for the up-conversion a Sin-
gle Side-Band (SSB) scheme is used, due to process spread, the image will not be rejected
perfectly. A common figure of merit for harmonic rejection is about 40 dB and in general
higher degrees of rejection require complex calibration techniques. Given an extra imple-
mentation margin of 6 dB, the overall required Spurious Free Dynamic Range (SFDR)
for the synthesizer can be set at 46 dB.

3.4.1 PLL based

The classical PLL system is generally known as the integer-N PLL. Its schematic block
diagram is depicted in Fig. 3.5. The relation between the reference frequency and the
synthesized output frequency is the following:

fVCO = N× fr (3.7)

The accuracy of the synthesized frequency is equal to the accuracy of the reference fre-
quency. Therefore, if a 1ppm accuracy reference signal is used to synthesize a 2.4 GHz
output frequency, then the output frequency accuracy will be ±2.4 kHz. At 915 MHz this
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Figure 3.5 Integer-N PLL block diagram

accuracy will be ±915 Hz. Supposing that in the 2.4-2.4835 GHz band the separation
between adjacent channels is in the order of 500 kHz, then the required N is about 4800.
If in the 902-928 MHz this separation is 150 kHz then N=6100.

Therefore, in general N is a quite large number, which has severe drawbacks on the phase
noise at the PLL output. Indeed, a frequency multiplication by a factor N raises the sig-
nal’s phase noise by 20log10(N) dB. Therefore, the noise floor of the phase detector raises
up by 73.6 and 75.7 dB in the two previous cases. This means that the N value cannot
be very large, implying a strict trade-off between channel spacing and noise performances.

The phase detector generates a high level of noise, which needs to be suppressed by a
loop filter. The noise modulates the VCO input and generates tones at ±fr and harmonics
around the output frequency. If fr is small (small inter-channel spacing) the loop-filter
must have a narrow bandwidth. This translates in long switching times between channels.
When the system is in the lock-in range and in the case of a second order PLL, this time
can be approximated by the following expression:

Tsettling ∝ 1
δωn

(3.8)

where δ is called the damping factor and ωn is the system natural frequency. Concluding,
there is a trade-off between switching speed and spur suppression which can increase the
power consumption of the system for very high switching speeds.

To get around this problem a fractional-N type of architecture can be used. The schematic
block diagram is depicted in Fig. 3.6. The output frequency in a fractional-N architecture
is given by the following relation:

fVCO =
(

N +
K
F

)
× fr (3.9)
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Figure 3.6 Fractional-N PLL block diagram

where F is the fractional resolution with respect to the reference signal. For example if the
fractional resolution is 8 then the reference frequency can be increased 8 times and the N
value is decreased by the same amount. For the two previous cases, the reference signal
can now be 4 MHz in the 2.4-2.4835 GHz band and 1.2 MHz in the 902-928 MHz band.
The N value is decreased to 763 and 600 respectively. Theoretically, the phase noise is re-
duced by 18 dB but also the speed is affected because the loop bandwidth can be enlarged.

The principle behind the generation of a fractional division is averaging. Indeed, equation
(3.9) should be seen as an average value of the VCO output frequency. This is obtained
by changing the feedback divider dynamically between the values N and N+1. If out of
F cycles K times the division value is N+1 and F-K times is N, then the average output
frequency equals the value given by equation (3.9).

Unfortunately, for narrow spaced channels, the traditional loop filter is not able to fil-
ter out all the fractional spurs generated by the instantaneous change of the divider ratio
during lock condition. These spurs in the absence of a filter can be 7 dB higher than the
carrier frequency. This can completely erase all the benefits of this kind of architecture.
Therefore, a spur compensation circuitry is required. This avoids to lower the loop band-
width and therefore, avoids the degradation in the settling time at the costs of a higher
power consumption. The compensation can reduce the spur levels by 40 dB and together
with the loop filter a 60 dB attenuation in the spur levels can be achieved.

One last drawback in this architecture is an increment of the 1/f noise coming from the
PFD. This can be a big limitation with technology scaling. Some recent works on PLL
based synthesizers are listed in Table. 3.6. It appears clear that state-of-the-art PLL based



3.4 Specifications for ultra-low-power frequency-hopping synthesizers 63

synthesizers are still too power hungry for an ultra-low power node. This will be con-
firmed in the following section by a model, which connects together the PLL settling time
and its predicted power consumption.

Table 3.6 Power consumption of some published PLL based frequency syn-
thesizers

Ref. Curr. consump. [mA] Settl. time [µs] Vsupply Technology [µm]
[44] 22 – 2.5 0.25
[45] 17 70 2.5 0.18
[46] 8.94 <25 1 0.18
[47] 6.15 200 0.8 0.18
[48] 14 650 2.7 0.35
[49] 9.3 20 1.8 0.18
[50] 12.4 <5 3.3 0.5
[51] 10.8 <67 1.8 0.18

3.4.2 DDFS based

A second approach to the frequency synthesis is based on the DDFS topology combined
with a DAC. Several architectures have been developed for the direct-digital frequency
synthesis. They can be divided into two large groups:

© ROM based

© ROM-less

The ROM-based DDFSs use a ROM to convert the phase information into an amplitude
information. This ROM can be sometimes very large and, therefore, very power hungry.
For this reason several improvements to this architecture have been developed in order to
reduce the ROM size. Some of these modified architectures are the following [52]:

© Modified Sunderland architecture

© Modified Nicholas architecture

© Taylor series expansion

© Cordic algorithm

© Quarter wave symmetry

All of these improved architectures can compress the ROM considerably saving there-
fore a large amount of power especially when the ROM is large. However, as it will be
proven in Section 3.6.5, in DDFSs designed for ultra-low power transmitters the ROM
contributes only less than 15% to the overall power consumption. For this reason these
improved architectures will not be crucial here, and thus will not be considered further in
this paper.
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Figure 3.7 Basic direct digital frequency synthesizer, with bits required in the
various stages

ROM-less architectures manage to remove completely the ROM. The phase to amplitude
conversion is performed using interpolation algorithms or non-linear DACs [52]. These
ROM-less architectures achieve good performances when the synthesized frequency is
very low compared to the clock frequency. In the proposed case the maximum synthe-
sized frequency is around 13 MHz. The clock frequency must be kept low in order to have
a low power clock generation. As it will be clear in Section 3.6.5, the clock frequency is
around 90 MHz and therefore comparable with the maximum synthesized frequency. Fur-
thermore, considering that the ROM is not the dominant contributor to the overall power
consumption (see Section 3.6.5), these ROM-less architectures will not be discussed fur-
ther in this article and a simple ROM based DDFS is considered throughout the following
sections.

A schematic block diagram of a ROM-based DDFS is shown in Fig. 3.7. The system
has two inputs:

© Clock reference fclk

© Frequency Control Word (FCW)

The phase accumulator integrates the value from the FCW on every clock cycle, pro-
ducing a ramp with a slope proportional to the FCW and therefore, to the synthesized
frequency. If N is the width (in bits) of the accumulator, then the ramp is given by:

fout = fclk × FCW
2N

(3.10)

At a glance it is possible to recognize that increasing the clock frequency will reduce the
filter complexity (and therefore, most probably the filter power consumption) but will in-
crease the power consumption of the digital part and probably of the DAC.

The phase accumulator output is converted to an approximated sine amplitude by the
phase-to-sine amplitude converter. In the simplest case, this converter is a ROM. A DAC
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and a Low-Pass Filter (LPF) are used to convert the sinusoid samples into an analog wave-
form.

Therefore, in any DDFS based synthesizer three parameters need to be sized based on
the required system specifications:

© Accumulator’s number of bits (point 1 in Fig. 3.7)

© ROM word-length (point 2 in Fig. 3.7)

© DAC number of bits (point 3 in Fig. 3.7)

Let’s first look at point 1 in Fig. 3.7. The number of bits in the phase accumulator depends
on the frequency accuracy required. The frequency resolution is given by the following
relation

fres =
fclk
2N

(3.11)

Therefore, the minimum number of bits in the phase accumulator is found by inverting
the previous relation and approximating the result to the greater integer.

Let’s now look at point 2 in Fig. 3.7. The address word is generally truncated in or-
der to reduce the ROM size and therefore the power consumption. This means that the
number of bits in the address word sets the system phase resolution. The phase quantiza-
tion produces spurs at the DDFS output. The level of those spurs depends on how much
the address word bits are truncated.

Finally we will have a look at point 3 in Fig. 3.7. Each address in the ROM contains (in an
equivalent digital format) the amplitude value of the sinewave for the relevant phase (e.g.
if the address word is 8-bit long then in the ROM there are 256 possible amplitude values,
one for each of the possible phases3). The number of bits in each memory cell used to
encode the amplitude information for a given sine phase sets the amplitude quantization.
It equals the number of bits in the DAC. The finite number of bits in the DAC and its
Integral Non-Linearity (INL) are sources of distortion at the DDFS output as well.

There is a main difference between a PLL based hopping synthesizer and a DDFS based
hopping synthesizer. The PLL generally can synthesize the required channels already in
the wanted band, while the DDFS synthesizes the channels at baseband. The DDFS is a
sampled system and therefore, it is limited by the Nyquist theorem, which states that the
sampling frequency must be at least twice the maximum signal frequency. This means
that if the 902-928 MHz band needs to be synthesized from the DDFS, the required sam-
pling frequency should be 1.856 GHz while the 2.4-2.4835 GHz band requires a sampling
frequency of 4.967 GHz.

3Here the possibility to reduce the ROM size by using the quarter wave symmetry of the sine function has
not been considered for clarity
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Figure 3.8 Complete DDFS based hopping synthesizer including the up-
conversion stage

Even if this sampling frequency can be achieved in the most advanced technologies it
would require a very large power consumption. Therefore, the DDFS uses an analog up-
conversion stage, that can be avoided if a PLL architecture is used. The full synthesizer
including the up-conversion stage looks like in Fig. 3.8. The architecture shown in Fig.
3.8 uses also a SSB up-conversion scheme to further reduce by a factor two the maximum
frequency the DDFS needs to synthesize to cover the full-bandwidth [53]. For example,
to cover the 26 MHz of the 902-928 MHz bandwidth, the DDFS is required to synthesize
up to 13 MHz. In the 2.4-2.4835 GHz band this value goes up to 41.75 MHz.

Given the fact that the DDFS is a sampled system, a common rule of thumb is that the
reference frequency is restricted by the following relation:

fclk ≥ fmax

0.4
(3.12)

where fmax is the maximum signal component. For example, in the 902-928 MHz band,
the maximum signal component is at 13 MHz frequency. Therefore, the clock frequency
has to be bigger than 32.5 MHz.

In Table 3.7, performances of some recently published DDFS based synthesizers are sum-
marized. Each work has been compared in terms of power consumption per MHz. This
power (see first column in Table 3.7) is derived by simply dividing the overall DDFS
power consumption by its operating frequency. This value is used to scale the power con-
sumption to a different operating frequency (which is set by the clock frequency) more
appropriate for the cases considered in the thesis. In this thesis two possible frequency
bands have been considered: the 902-928 MHz band and the 2.4-2.4835 GHz band. For
these two bands the minimum required clock frequency is 32.5 MHz and 104 MHz4. The
scaled power consumption for the two frequency bands under consideration is shown in
the second column of Table 3.7

4The clock frequency is set by the frequency range to cover and by the Nyquist theorem as previously stated
in this chapter.
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Table 3.7 Power consumption of some published DDFS based frequency
synthesizers

Ref. P/MHz [µW/MHz] P[mW]a SFDR DAC Technology [µm]
[54] 400 13/41.6 50 @ 10 MHz yes 0.5
[55] 317 10.3/32.97 58 @ 9.375 MHz no 0.8
[56] 80 2.6/8.32 42.1 @ 1.56 MHz yes 0.5
[57] 30 0.98/3.12 60 no 0.18
[58] 217 7.05/22.57 55 @ 18.75 MHz yes 0.35
[59] 400 13/41.6 110 yes 0.25
[60] 72 2.34/7.49 80 @ 54 MHz no 0.25
[61] 667 21.67/69.37 60 @ 8 MHz yes 0.35

aPower consumption is recalculated for the 902-928 MHz and for the 2.4-2.4835 GHz bands respec-
tively

From Table 3.7 it is possible to see that the power consumption of this architecture is
still very high. The work of [56] is able to reduce the power consumption at lower levels
but this comes at the expense of a poor SFDR even at low frequencies. The work in [57],
while achieving a very low power consumption, does not include the DAC. This, as it will
be proven in the following sections, is the most power hungry block in low-end DDFSs.
The remaining works listed in Table 3.7 deal with high-end DDFSs characterized by a
large required SFDR. For that reason their power consumption is very high and therefore,
not compatible with an ultra-low power implementation.

The synthesizer architecture is very important for the power optimization of the over-
all system. Therefore, it is mandatory to derive the minimum required specifications for
the synthesizer and to create a power model that, starting from those specifications, can
set a lower bound to the synthesizer power consumption. This operation is performed in
the next two sections for both types of synthesizers.

3.5 PLL power estimation model

A PLL power model has been developed at the Pennsylvania State University [16]. In this
thesis the same model is applied to relate the PLL power consumption with its settling
time. In this way the trade-offs between power consumption and synchronization time
can be highlighted. The numerical analysis is carried out for both the 902-928 MHz band
and the 2.4-2.4835 GHz band. The analysis is restricted to a charge-pump based integer-N
type PLL. The combination of a PFD and a charge pump has some advantages over other
structures. Mainly, the capture range is only limited by the VCO tuning range and in first
approximation the phase error is zero under lock conditions.
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The PLL, as mentioned in Section 3.4.1, is composed by different sub-blocks arranged in
a closed loop system:

© VCO

© Frequency divider

© PFD

© Loop filter

The PLL behavior strongly depends on the frequency step that is applied to it or con-
versely how much the divider value is changed. If the frequency step takes the system
beyond the lock-in range, then a pull-in process starts which is generally referred as a
capture process. Therefore, the total system settling time is given by the sum of these two
components:

tsettling = tlock−in + tcapture (3.13)

3.5.1 VCO

The VCO is characterized by its gain and by the required phase-noise at a certain dis-
tance from the carrier. The required gain depends on the frequency range needed to be
covered. Generally a ±10% of the center frequency is required as a tuning range in order
to compensate for the process spread. The tunability is obtained by changing for exam-
ple the capacitance in an LC-tank based oscillator or the single-stage time constant in a
ring oscillator. The required VCO gain can be easily calculated by using the following
equation:

KVCO =
2×∆spreadfcenter + BW

∆V
(3.14)

where ∆spread is the spread on the synthesized center frequency (i.e. 10%=0.1), fcenter is
the band center frequency (i.e. 915 MHz or 2.4415 GHz), BW is the bandwidth within a
certain ISM band (i.e. 26 MHz in the 902-928 MHz band) and ∆V is the maximum VCO
control voltage variation. Supposing a 1 V supply voltage the required gain for the 902-
928 MHz and the 2.4-2.4835 GHz bands is respectively 261 MHz/V and 725 MHz/V5.

The work in [16] considers as oscillator a ring oscillator. In general, LC-tank based os-
cillators are less power hungry than ring types given a certain phase-noise specification.
Though this is true, it should be noticed that phase-noise specifications cannot be very
tight in order to not harm the power consumption suggesting that the power consumption
will be determined by the open-loop gain more than by the phase-noise. Furthermore,
Q factors of integrated coils, are not so high especially in CMOS technology. Therefore,

5The VCO control voltage range has been restricted to 0.8V. This is quite common because for example
varactors cannot be controlled over the entire supply voltage range but only on a portion of it. The same
restrictions apply to a ring oscillator when the bias current has to be changed in order to change the per-stage
time constant.
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Figure 3.9 Schematic of a differential cell used in differential ring oscillators

though an LC-tank based oscillator can have a lower power consumption than a ring based
oscillator, the second one has been considered. This does not mitigate the main idea that
this section wants to communicate, which is the existing connection between settling time
and power consumption in any PLL based synthesizer.

The model adopted for the effective capacitance in [16] for a differential VCO design
is the following:

CVCO = 2n2k (Wn (Cgate + Cdrain,n) + 2WpCdrain,n) (3.15)

where k (Vsw = kVsupply) defines the voltage swing of each cell, Wn and Wp are the
normalized width of the NMOS and the PMOS, n is the number of stages in the VCO,
Cgate is the gate capacitance per unit area and Cdrain,n and Cdrain,p are the drain diffusion
capacitance per unit area of an NMOS and a PMOS respectively. This model supposes
that the single delay cell in the ring oscillator has the topology depicted in Fig. 3.9. The
dependence of the VCO effective capacitance with the squared value of the number of
stages in the VCO comes from the fact that, in a differential cell (see Fig. 3.9), there is
always one branch, which conducts current. Therefore, the average current is proportional
to the number of VCO stages, while the VCO frequency is inverse proportional to the
number of stages.

The VCO effective capacitance is the only required value to estimate the VCO power
consumption taking into account that it acts as a digital block and therefore, its power can
be expressed as follows:

PVCO = CVCOfcapture,averageV2
supply (3.16)
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where fcapture,average is the mean value between the start and the stop frequencies during
the capture process and Vsupply is the supply voltage.

3.5.2 Loop Filter

The loop filter affects the dynamic of the whole synthesizer. This analysis is restricted to
a second-order continuous time PLL and therefore, as a loop filter a simple RC filter is
used where the R and the C are connected in series as depicted in Fig. 3.10. The filter

R

C

Figure 3.10 Simple first-order PLL loop filter

is passive and therefore, it does not contribute to the system power consumption but it
affects only its dynamic behavior.

3.5.3 Charge pump

The charge pump is characterized by its current ICH. This current is delivered to the loop
filter in burst and its direction (sourced current or sank current) is determined by the PFD
output. A simplified block diagram of a charge pump is depicted in Fig. 3.11.

The charge pump power consumption can be estimated using the following relation:

PCH =
(

∆V2 · C
tcapture

)
+

(
∆V · C
tcapture

)2

R =
(

∆V · ICH

2

)
+

(
I2CH · R

4

)
(3.17)

where ∆V is the total voltage variation on the capacitor C during the capture process and
tcapture is the capture time.

3.5.4 PFD and frequency divider

As in the case of the VCO, also the PFD and the frequency dividers can be characterized
by their effective capacitance. For the PFD:

CPFD = NPFDGPFDCtech (3.18)
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Figure 3.11 Simplified block diagram of a charge pump

where NPFD is the number of minimum size transistors in the PFD, GPFD is the average
gate activity and Ctech = Cgate(Wn + Wp) + WnCdrain,n + WpCdrain,p.

The same model can be applied to the frequency dividers where GPFD and NPFD are
substituted by Gdiv and Ndiv respectively.

3.5.5 Complete PLL power model

In this section the relation between PLL power consumption and settling time is derived
starting from the power consumption of the single PLL building blocks disclosed in the
previous sections. The PLL lock-in time can be approximated by the following relation:

tlock−in =
1

δωn
(3.19)

where the damping factor δ equals

δ =
R
2

√
1
N

KVCOICHC (3.20)

and the natural frequency ωn equals:

ωn =

√
KVCOICH

CN
(3.21)

Another important parameter is the level of spurs (β) the system can tolerate. Given the
filter shown in Fig. 3.10 and considering dominant the leakage dominated spurs 6 the

6The mismatch dominated spurs can be made negligible by careful layout and design and by using compen-
sating circuitry.
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required capacitance can be easily calculated using the following relation:

βleak =
KVCOIleak

f2ref · C
(3.22)

where Ileak is the charge pump leakage current and fref is the reference clock signal. The
N value can be chosen as the geometric mean between the minimum Nmin and maximum
Nmax required N:

Nmean =
√

Nmax ·Nmin (3.23)

These values can be calculated given the required bandwidth to be covered and the refer-
ence clock signal. For the reference clock signal as an example a value of 0.5 MHz can
be chosen 7. The Nmean for the two ISM bands are summarized in Table 3.8. The capture

Table 3.8 Nmean values for the two ISM bands discussed in the thesis for
fref=0.5 MHz

Band [MHz] Nmax Nmin Nmean

902-928 1856 1804 1830
2400-2483.5 4800 4967 4883

time can be calculated by the following equation:

tcapture =| ∆f | 2C
KVCOICH

(3.24)

where ∆f is the frequency jump after a change in the N value. From equation (3.13),
(3.19), (3.20) and (3.24) the settling time can be expressed as follows when δ is assumed
to be equal to 1√

2
:

tsettling =
√

2Nmean

KVCO
×

√
C

ICH
+

2 | ∆f |
KVCO

× C
ICH

(3.25)

This equation can be solved with respect to C/ICH. The value of C can be derived from
equation (3.22) given the required SFDR of the synthesizer. From C and the solution of
equation (3.25) the charge-pump current can be calculated. Finally the R value can be
easily calculated from equation (3.20).

As an example the charge-pump current in the 902-928 MHz band and in the 2.4-2.483.5
GHz band is calculated. The required capacitance values for a 46 dB SFDR and a 5 nA
leakage current are 87.2 nF and 247 nF respectively8. In the two cases it has been sup-
posed that the bandwidth to be covered is equal to 26 MHz, which corresponds to 52

7This value while looking arbitrary has been chosen in order to have a fair comparison with the architectures
proposed in the next chapters.

8Those capacitance values are too large be to be integrated. Therefore, an active filter will be probably
required. This increases the overall power consumption above the value calculated using a simple passive filter.
Another possibility is to have external capacitances, which will increase cost and form factor of the wireless
node.
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channels if a 0.5 MHz inter-channel spacing is considered. This fulfills the FCC rules in
both the 902-928 MHz band and the 2.4-2.4835 GHz band. The required current in the
charge pump as a function of the settling time is shown in Fig. 3.12.

Figure 3.12 Charge pump current consumption versus the required settling time

It should be noted that, at very small settling time, the reference frequency fref needs to
be changed in order to assure the stability of the loop. It is reasonable to say that the
reference frequency has to be larger than at least 6 times the loop bandwidth to assure the
loop stability. Now the loop bandwidth can be approximated by the following equation:

PLLBW =
KVCORICH

2πN
(3.26)

For a ratio between the loop bandwidth and the reference frequency larger than 6 the set-
tling time has to be larger than 4.2 µs in the 902-928 MHz band and larger than 4 µs for
the 2400-2483.5 MHz band. When the required settling time goes below these threshold
values fref must be increased. This means that a fractional-N synthesizer is required to
allow a frequency step of 0.5 MHz. Concluding, the overall power consumption will in-
crease due to the fact that more hardware is required in a fractional-N loop compared to
the integer-N loop here disclosed.

The PLL power consumption can now easily be derived with the following equation:

PPLL = PPFD +PVCO +Pdiv =
1

tsettling
(PPLL,lock−intlock−in + PPLL,capturetcapture)

(3.27)
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The PLL power consumption during the lock-in process can be evaluated using the fol-
lowing relation:

PPLL,lock−in =
(
NPFDGPFD + Nmean ×

(
2n2k · 8 + NdivGdiv

))
CtechV2

supplyfref
(3.28)

In the work in [16] an extra term is considered to take into account also the power con-
sumption of the bias circuitry. This term has been neglected here for the purpose of what
this section wants to prove.

During the capture process the power consumption can be approximated by the following
relation:

PPLL,capture = (CPFD + CVCO + Cdiv)V2
supplyfcapture,ave + PCH (3.29)

where Cdiv is the effective frequency divider capacitance and Cdiv is the effective phase-
frequency detector capacitance . The overall power consumption versus the settling time
for the two ISM bands considered in this thesis is shown in Fig. 3.13. The higher power

Figure 3.13 PLL power consumption estimation versus the required settling
time

consumption in the 2.4-2.4835 GHz band comes from the higher required VCO gain to
cover the process spread variation in the VCO center frequency. Indeed the spurious level
increases by 6 dB at every doubling of the VCO gain. Therefore, if the spurious has to be
below 46 dB, the integrating capacitance must increase proportionally. A larger capaci-
tance requires a larger charge-pump current in order to guarantee a certain settling time
(see equations (3.21) and (3.24)).
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Therefore, a way to reduce the power consumption passes via the reduction of the VCO
gain and the required division ratio N. A possible way to reduce these two values consists
in synthesizing the channel bins close to baseband and then to up-convert those frequen-
cies to the wanted frequency band by using a mixer. The concept is illustrated in Fig.
3.14. The center frequency cannot be chosen too low otherwise the required VCO tuning

f u p c o n v

T o  t h e  P AB a s e b a n d
P L L

Figure 3.14 Modified transmitter architecture using a baseband PLL followed
by an up-conversion mixer

range will be too big. Supposing that a ±15 % tuning range can be achieved and a 26
MHz bandwidth is required, then a center frequency of 87 MHz is required. Furthermore,
any mixing process generates an upper and a lower sideband. This means that one side-
band must be filtered out by an high-frequency BPF (as shown in Fig. 3.14) or by using a
quadrature up-conversion scheme with sideband rejection. Supposing that the lower side-
band is removed, the free running frequencies for the VCO in the two ISM bands is 828
MHz in the 902-928 MHz band and 2354.75 MHz in the 2.4-2.4835 GHz band.

A PLL with a center frequency of 87 MHz and 26 MHz tuning range, when a 10% pro-
cess spread is taken into account on the center frequency requires at least a VCO gain of
54.25 MHz/V given a ∆V = 0.8V according to equation (3.14). Supposing a 0.5 MHz
reference signal, Nmin = 160, Nmax = 212 and Nmean = 184. With these values the
power consumption and the required charge-pump current can be estimated as a function
of the required settling time. The result is shown in Fig. 3.15. Though the required
power consumption is reduced compared to the previously analyzed high-frequency PLL,
it should be noticed that an up-conversion stage is required in this configuration. Further-
more, either a high frequency BPF or a quadrature up-conversion is required to remove
the unwanted frequency components coming from the mixing process. This will again
translate in an increased power consumption.

From this section it can be concluded that though several configurations or topologies can
be chosen in order to increase the locking speed without affecting too much the power
consumption, there will always be a connection between these two quantities. This con-
nection comes from the fact that any PLL system is a closed loop system that uses a-
posteriori information about the signal. This condition creates the connection between
speed and power consumption.



76 Chapter 3 FHSS Systems: State-of-the-art and Power Trade-offs

(a) Charge-pump current consumption versus settling time

(b) Power consumption of the baseband PLL versus settling time

Figure 3.15 Power performances of a baseband PLL for frequency hopping

As stated in Chapter 2, the capability of an FHSS system to hop very fast brings sev-
eral benefits including the possibility to lower the transmitted power trading it off with
the frequency diversity. Now this should not come at expenses of an increased power
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consumption in the synthesizer. Therefore, any kind of PLL based system poses a hard
limit to the maximum hopping speed at which the system can hop. This limits does not
only affect the capability to reduce the transmitted power but also the speed in the syn-
chronization process. The end result is an increase in the wake-up time of the node and
therefore, an increase in the average power consumption.

3.6 DDFS power estimation model

A DDFS synthesizer is a feed forward system, which bases its operation on an a-priori
information on the wanted output. This eliminates the connection between the settling
time and the power consumption, which was the main bottleneck in a PLL based hop-
ping synthesizer architecture. This, as already mentioned in Section 3.4.2 comes at the
expense of a high power consumption. Furthermore, most of the works published in lit-
erature and available on the market tend to address synthesizers with a very high SFDR.
Such a high SFDR is not required in the applications foreseen for ultra-low power nodes
given the fact that duty-cycling and frequency diversity make the probability of collision
very low. Therefore, the power model, which is addressed in this section, targets mainly
DDFS synthesizers with a low required SFDR. As it will be clear later in this section,
with low SFDR, we intend an SFDR lower than 64 dB.

3.6.1 DDFS specifications for frequency-hopping synthesizers

The number of channels is set to 52 and therefore fulfills the FCC rules in both the ISM
bands under discussion. Therefore, the maximum signal frequency at the DDFS output
equals 13 MHz.

The resolution is set in order to not limit the choice of the FSK demodulator topology.
The most stringent requirements in terms of frequency offset come from the correlation
based demodulator [62]. For example for a data-rate of 3 kbps9 a 10 ppm accuracy is a
suitable choice (worst case offset is 260 Hz). This translates in a 5 Hz resolution when a
0.5 MHz frequency is synthesized.

Table 3.9 summarizes the DDFS specifications for an ultra-low-power DDFS based syn-
thesizer for low data-rate applications. Considering equation (3.11) and remembering that
the sampling function in the DAC creates an image of the wanted frequency at the out-
put, the first trade off can be easily foreseen. Increasing the clock frequency will require
a larger accumulator working at a higher frequency (more power) but it will relax the

9Smaller data-rate are possible but they will require a larger number of bits in the phase accumulator.
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Table 3.9 DDFS requirements
Spec. Unit

Maximum frequency 13 MHz
Minimum frequency 0.5 MHz

Resolution 5 Hz
SFDR 46 dB

specification on the AA-filter necessary to attenuate the image frequency. Anyhow the
minimum number of bits can be derived for the minimum clock frequency requirement
(32.5 MHz). This brings to an accumulator with at least 23 bits. The final clock fre-
quency may be different. Indeed while the digital back-end and the DAC would require
a low operating frequency to reduce their power consumption, the filter would require
a high operating frequency in order to reduce its order. Reasonably an optimum exists
which is different from the minimum theoretical operating frequency of 32.5 MHz.

The output of the phase accumulator addresses a ROM in which the amplitudes of a sine
wave are stored. In practice the ROM limits the usable length of an input phase-word10.
Therefore, the phase-word length is larger than the ROM address word length and simply
a truncation is used on the phase word. This is one of the main sources of spurious tones
in a the output spectrum of a DDFS.

The harmonic content at the output of the DDFS will be thus determined by three main
sources:

© Images of the fundamental frequency due to sampling nature of the system

© Spurs from the phase truncation and DAC quantization error11

© Harmonics of the fundamental frequency due to DAC INL

The image filter mainly affects the filter requirements in terms of filter order. A DAC has
at the output a Sample And Hold (SH) functionality. The effect of this block is to shape the
frequency components of the wanted signal in a sin(x)

(x) fashion where x = π(fCLK−fmax)
fCLK

.
Given the fact that the system will synthesize one frequency at a time this does not con-
stitute a problem. This characteristic can also be used to relax the filter specifications
introducing some oversampling. Therefore, in the worst case condition of a 40 MHz

10A 23 bit word for the phase information is a moderate choice in DDFS applications. If every phase step is
mapped in an amplitude step with, for example, 8 bits precision than a 64 Mbit ROM would be required. This
can be reduced to 16 Mbit if the quarter-wave symmetry of the sine is exploited but it is still a too large value
for a power constrained system.

11The quantization error is generally treated as white noise. In a DDFS this approximation is valid only
in the limiting case when the numerical repetition period of the ROM quantization error is long. In our case,
the maximum output frequency is comparable with the clock frequency (see Section 3.6.5) and therefore, this
approximation is not valid anymore. In the case of a short numerical period of the ROM quantization error, a
number of spurs will appear around the fundamental as an effect of the amplitude quantization in the DAC.
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reference clock the first image frequency will be attenuated by roughly 6.5 dB12. The at-
tenuation required by the AA-filter in the worst case condition is therefore around 40 dB.

Phase truncation plays a big role in setting the SFDR of the DDFS synthesizer. The
maximum spur at the output of a DDFS system in case of a truncation larger than 4 bits
is upper-bounded by -6.02P dBc [63] where P is the number of bits in the truncated phase
words. To not spoil the SFDR of the system a 46 dB figure is required. This translates in
at least an 8 bits phase word address for the ROM (phase-to-amplitude converter). There-
fore, with an 8 bits phase word an SFDR of around 48 dB is achieved.

The number of bits in a DAC is determined by its required spurious performance. Spurs
in the DAC come from both the quantization error (see footnote 3) and the DAC INL.
The level of the highest spur due to phase truncation is 48 dB. To reasonably derive a
specification for the DAC, the approach in [64] is used. If the sum of all the harmonics
due to phase truncation is considered as ”noise”, then a SNR can be defined when only
phase truncation is considered. Now, given the large truncation used for the phase word
(from 23 bits to 8 bits), the following expression can be used:

S
Nphase

= 6.02P− 5.17 (3.30)

where S is the signal power and Nphase is the noise-like power due to spurs coming from
the phase truncation. Therefore, the SNR of the truncated phase signal is around 43 dB.
The DAC should contribute negligibly to the overall noise13 and therefore, the required
SNR for the DAC has to be larger than 49 dB. From [64] it can be proven that because the
quantization errors are not evenly distributed in one period because of the shortness of the
period (e.g. when the maximum frequency is synthesized), the SNR at the DAC output is
given by the following relation:

S
NDAC

= −3.01 + 6.02NDAC (3.31)

This translates in NDAC of 9 bits.

Lastly, from the SFDR specification the required maximum INL is readily calculated
by the following equation [65]

INL =
1

SFDR − 2−1.5NDAC

2−NDAC
(3.32)

where the INL is expressed in Least Significant Bit (LSB). Given a 46 dB required SFDR
the maximum allowed INL is 2.5 LSB.

12The first image frequency is in the worst case at fCLK−fmax where fmax is the maximum signal frequency.
13It is important to highlight that this noise does not show a flat continuous spectrum, but that it is made up

by a large number of spurs due to the phase truncation and quantization error in the DAC.
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The power consumption of the DDFS will be derived in the next chapters considering
the power consumption of each block at different clock frequencies. Then the frequency
which minimizes the overall power consumption will be chosen as the optimal solution.
Given the fact that the choice of the reference clock frequency will heavily affect the filter
design, the choice will depend mainly on the filter specifications and thus on the image
frequency.

In this sense the reference clock frequency is chosen in such a way that the first image
frequency in the worst case condition is placed one, two or three octaves far from the max-
imum wanted signal. For fCLK ≥ 10k× fmax the filter can be implemented completely in
a passive way and have virtually zero power consumption. Following this procedure, the
following analysis will be carried out at fCLK = k× fmax where k=3,5,914.

3.6.2 AA-filter power consumption

The first step consists in evaluating the required filter order for a given required atten-
uation. Supposing a 6 dB extra margin on the minimum required attenuation of 40 dB
the filter must attenuate the image frequency by around 46 dB. Each pole attenuates the
unwanted image frequency by 6dB/octave. Furthermore, the amplifier at the DAC output
will have a bandwidth roughly equal to the maximum signal frequency. Therefore, it will
act as a first order filter for the image frequency. Table 3.10 summarizes the required
number of poles depending on the position of the first image frequency.

Table 3.10 Number of poles in the filter per octave increment in the distance
between wanted signal and image frequency

Number of poles Clock frequency [MHz]
One octave 7 39
Two octaves 3 65

Three octaves 2 117

The estimation of power consumption in LPFs can be derived following the work in [66].
We will shortly go to the set of equations useful to derive the filter’s power consumption.

The basic parameters required for a correct estimation are the noise excess factor (ξ),
and the required Dynamic Range (DR). The first step is to evaluate the required DR. The
noise level at the DAC has been set to 52 dB below the signal level in the bandwidth of in-
terest. The AA-filter must negligibly contribute to the overall noise. Therefore, the noise

14The position of the image frequency is supposed to be 2fmax or 4fmax or 8fmax. Now considering that the
image frequency is at fCLK − fmax, then fCLK has to be 3, 5 or 9 times fmax.
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of the filter in the same bandwidth must be at least 6 dB below the noise contribution
coming from the DAC. This means that a 58 dB DR for the AA-filter is required.

With these inputs and starting from the state-space representation of the wanted filter,
the following equation holds:

DR = V2
max−rms

1
2π

∫∞
−∞ | H(jω) |2 dω∑n

i=1 Sn,i(ω)wiimaxjkjj
(3.33)

Where, wii and kjj are the diagonal elements of the matrices W and K which can be
obtained by solving the following Lyapunov equation sets:

ATW + WA = −CTC (3.34)

AK + KAT = −BBT (3.35)

where the upper index T indicates the transpose matrix and A,B,C,D are matrices in the
state space representation15. H(jω) is the normalized filter transfer function16. Vmax−rms

is the maximum rms voltage the integrators in the filter can handle without introducing a
large non-linearity. If a 1V supply is considered and a margin of 200 mV is taken then
Vmax−rms = 0.3√

2
. Finally, Sn,i(ω) are the input-referred noise spectra of the integrators

and they are equal to

Sn,i(ω) =
2kTξ

Ci


| bi | +

n∑

j=1

| aij |

 (3.36)

where k is the Boltzmann constant, T is the temperature in Kelvin degrees Ci is the ca-
pacitance at the output of each integrator, bi are the elements of the matrix B and aij the
elements of the matrix A.

Supposing all the capacitances equal to a value C, the only unknown in equation (3.36)
is C, which can be derived for various filter orders. In Table 3.11 the coefficients for the
Butterworth filters are shown for the three different filter orders derived previously in this
section. The required capacitor values in the three cases are also given in the same table.
The excess noise factor has been assumed to be equal to 7 [67].

At this point each integrator must be able to output the wanted signal in the worst-case
condition and given the capacitance value required to achieve the DR. Considering the
signal a pure sinusoid at the maximum frequency of 13 MHz we can write the following
equations:

I = C
dV
dt

(3.37)

15D is zero for any practical single-input single-output time invariant system.
16The normalized filter has a bandwidth equal to one. If the bandwidth is ωc, the matrices A and B should be

multiplied by ωc.
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Table 3.11 Butterworth normalized polynomial coefficients, overall filter ca-
pacitance and predicted power consumption

Filt. Order c0 c1 c2 c3 c4 c5 c6 c7 Cap. [pF] Pow. cons. [mW]a

2 1 1.41 1 - - - - - 1.85 0.09
3 1 2 2 1 - - - - 4.2 0.31
7 1 4.49 10.09 14.59 14.59 10.09 4.49 1 172 29.5

aAt Vsupply = 1V and Vmax = 0.3V

V = Vmaxsin (ωmaxt) (3.38)

where Vmax is the sinusoid peak voltage (0.3 V can be a suitable choice). From equation
(3.37) and (3.38) we obtain that to prevent slew-rate limitations and, therefore, to keep
the distortion low the bias current has to be equal to the peak current delivered to the
integrating capacitance and therefore

IBIAS = 2πCfmaxVmax (3.39)

With these values the predicted current consumption for the three different filters is sum-
marized in Table 3.11.

3.6.3 Phase accumulator and ROM power consumption estimation

The phase accumulator power estimation can be quite cumbersome due to the fact that
the dynamic power consumption mainly depends from the statistics of the signal applied
to the various logic depths. For this reason, instead of developing an involved model for
the power consumption, the block has been simulated in a CMOS 90 nm process and the
results are given in Table 3.12. As can be seen, the power consumption is low compared
to the AA-filter power consumption. On the other hand the power consumption can be
easily scaled up or down for different technologies and frequencies by using the following
equation:

Pacc = fclkCTVsupply
2 (3.40)

where Vsupply is the supply voltage. Therefore, the power scales linearly with frequency
and also with the overall block capacitance CT. Now if the ratio between a more ad-
vanced technology minimum length and the simulated 90 nm technology is α then the
overall capacitance will vary as roughly α2 for a constant aspect ratio.

The phase word as mentioned in Section 3.6 is the truncated 8-bit word while the am-
plitude information must be coded at least with 9 bits. The size of the ROM is therefore,
about (28×9) 2304 bits and a 24×28 memory matrix is sufficient. Let us consider n-k=4
rows and k=8 columns17.

17Especially for bigger ROMs several optimization techniques can be used to reduce the ROM power con-
sumption.
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Table 3.12 Phase accumulator power consumption estimation
Clock frequency [MHz] Power consumption [µW]

39 35
65 52
117 83

A simplified block diagram for a ROM is given in Fig. 3.16. Following the work in [68]
the ROM power consumption can be evaluated by considering all the different compo-
nents involved in a single phase to amplitude conversion. The power consumed by the 2k

memory cells on a row during one pre-charge or evaluation can be approximated by the
following expression

Pmemcells =
2k

2
(cintlcolumn + 2n−kCtr)VsupplyVswing (3.41)

where Pmemcells is the approximated power consumption of the ROM memory core, cint

is the capacitance of a unit wire length with minimum width, Ctr is the minimum size
gate capacitance, and Vswing is the voltage swing of each memory cell. Defining the
memory cell as dm × dm square, the column interconnection length of the memory ma-
trix is lcolumn = 2n−kdm.

Now considering as an example the 90 nm CMOS technology, the parameters shown
in Table 3.13 are available. With these values Pmemcell=718 fW/operation. Concluding,
the power consumption for the three different operating frequencies is given in Table 3.14.

The row decoding part power consumption is negligible and therefore, it will not be con-

Table 3.13 90 nm CMOS Technology Parameters
PARAMETER VALUE UNIT

Cint 90 a aF/µm

Ctr 220 aF

dm 1.45 µm

Vdd 1 V

Vswing 1 V

Wint 0.14 µm

Isens 90 µA

aMinimum interconnection width equal to 0.14µm
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Figure 3.16 General memory structure

sidered. The power from row-driving is given by [68]

Prd = 0.5{2k+1Ctr + 2(n− k)Ctr + cint[8(n− k)Wint + lrow]}V2
supply (3.42)

while the column select power consumption is given by

Pcs =
1.3
2

(
k−1∑

i=1

2k−iCtr + kcintlcolumn

)
V2

supply (3.43)

where lrow = 2kdm. The power consumption summary is given in Table 3.15.

The last contribution mainly comes from the sense amplifier. This contribution is equal
to VsupplyIsense and it is frequency independent. The sense amplifier consumes approx-
imately 90 µW as can be derived from Table 3.13. The overall ROM and accumulator
power consumption for the three different operating frequencies is given in Table 3.1618.

18By using simple logic functions it is possible to use the same ROM for both sine and cosine generation.
For this reason the power consumption of a single ROM as been considered even if quadrature generation is
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Table 3.14 Memory-cell evaluation power consumption
Clock frequency [MHz] Power consumption [µW]

39 28
65 46.6
117 84

Table 3.15 Row-decoding and column select global power consumption
Clock frequency [MHz] Power consumption [µW]

39 4.8
65 7.9
117 14.2

At this point it is possible to make an important observation. It is common to believe
that in a DDFS the ROM consumes most of the power. This is true for a high demanding
DDFS while for a power constrained DDFS the situation is different. Indeed, the highest
power consumption for the digital DDFS back-end is around 300µW and therefore, far
from the commonly reported figure of some tens of mW of high-end DDFSs.

3.6.4 DAC power consumption estimation

The last step consists in predicting the DAC power consumption with the reference clock
frequency. The architecture choice is driven by reduction of the power consumption and
the capability to handle the high speed operations. The most common DAC architectures
are the following

© Oversampled Σ∆

© R-2R

© Charge redistribution

required.

Table 3.16 Overall phase accumulator and ROM power consumption
Clock frequency [MHz] Power consumption [µW]

39 145.4
65 184.5
117 259.4
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© Current steering

The oversampled DACs are mainly used to achieve high resolution at low frequencies
(<10MHz). Furthermore, they involve analog operations and can be very complex at
high frequencies. The current steering architecture is used at lower resolution and higher
speed. This architecture has as a main drawback the higher power consumption, which
makes it not suitable for ultra-low power applications. Therefore, these two architectures
will not be discussed further in this thesis.

For a relative high frequency low power DAC, a very efficient architecture is the R-2R
or the charge-redistribution topologies. In these topologies most of the current will be
used (see Section 3.6.4) only to drive the following stage (the AA-filter) and not for the
conversion itself.

R-2R DAC

There are two ways in which the R-2R ladder network may be used as a DAC, known
respectively as the voltage mode and the current mode. They are shown in Fig. 3.17(a)
and Fig. 3.17(b). In the voltage mode R-2R ladder DAC, the ”rungs” of the ladder are
switched between Vref and ground, and the output is taken from the end of the ladder.
The voltage output is an advantage of this mode (because the gain is decoupled from
the impedance level of the ladder), as is the constant output impedance, which eases the
stabilization of any amplifier connected to the output node. Additionally, the switches
switch the arms of the ladder between a low impedance Vref connection and ground, so
capacitive glitch currents tend not to flow in the load.

The main advantage of the current mode topology is its speed because the input of the
buffer is at virtual ground. The normal connection of a current-mode ladder network
output is to an OPerational AMPlifier (OPAMP) configured as current-to-voltage (I/V)
converter, but stabilization of this OPAMP is complicated by the DAC output impedance
variation with digital code. Of course capacitive glitches are larger for the current-mode
topology with respect to the voltage-mode. Glitches create an unwanted harmonic distor-
tion during waveform generation and therefore, a voltage-mode topology is used. Conse-
quently also the AA-filter will be supposed to work in voltage-mode. In an R-2R DAC
there are three main sources of power consumption:

© R-2R resistive chain

© Output buffer

© Switch drivers



3.6 DDFS power estimation model 87

−

+

2R2R2R2R

RRR

2R

Vref

Vout

RR

Vout_op

d1d2d3d9

(a) Voltage mode R-2R DAC

−

+

2R 2R 2R 2R

R R R

2RVref

Vout R

R

Vout_op

d1d2d3d9

V+

(b) Current mode R-2R DAC

Figure 3.17 R-2R DAC topologies

The power consumption of the resistive ladder can be derived by using the following
formula [69]

P =
n∑

i=1

diIiVref (3.44)

where Vref is the DAC reference voltage, di(i=1,2,...,n) is the n-bit binary number to be
converted into the analog voltage and Ii is the current flowing through each leg of the
resistive chain and it is given by the following equations

I1 =
d1Vref −Vout

2R
(3.45)

Ii|(i=2,3,...,n+1) =
diVr − [Vout − R

∑i−1
k=1(i− k)Ik]

2R
(3.46)

where dn+1 = 0 and Vout is the output voltage of the DAC and it is equal to

Vout = (d12−1 + d22−2 + ... + dn2−n)×Vref (3.47)
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The power consumption of the R-2R ladder is a function of the input code. Now, suppos-
ing that the probability that a certain code is addressed is equal for all the codes, then the
rms power dissipation can be calculated using the following equation:

Prms =
1

Ncode
×

Ncode∑

j=1

Pj (3.48)

where Ncode is the total number of codes in the DAC (e.g. for a 9 bit DAC it equals 29−1).

As can be seen from equations (3.45) and (3.46) the power consumption depends on
the resistance value R. At each node of the R-2R ladder in Fig. 3.17(a) there will be a
parasitic capacitance due to interconnections and junctions. Furthermore, the input of the
operational amplifier is not at virtual ground as it would have been in the case of a current-
mode R-2R topology. This means that between the time at which the digital word is set
and the time at which the converted voltage will be available at the input of the output
buffer there will be a delay caused by the buffer input capacitance. This delay should not
exceed 50% of the time available for a single conversion, which depends on the DDFS
operating frequency.

The maximum delay time and maximum value of R in the three different cases are shown
in Table 3.17. The values have been derived via simulations. The resistance value has

Table 3.17 Maximum delay time and R value for the R-2R ladder
Op. freq. [MHz] Max Delay [ns] Rmax [kΩ] Power Cons. [µW]

39 12.8 22 10.1
65 7.7 13 17.1
117 4.3 7.5 29.6

been derived through simulation of the same ladder including the parasitics at the internal
nodes. In the same table the power consumption of the R-2R ladder in the three possible
cases is also shown. Vref has been considered equal to 0.5 V19.

Another limit to the maximum value of resistance in the ladder comes from noise con-
siderations. Indeed the noise added by the chain equivalent resistance and the feedback
resistances must fulfill the required SNR specification. In Section 3.6.1 a 9-bit DAC has
been chosen. This, from equation 3.31, translates in an SNR equal to 51 dB. Supposing
that the noise contribution of the OPAMP and the one of resistive ladder have to be 6 dB
below the quantization noise, their SNR must be 60 dB.

Supposing to have the noise from resistances 60 dB below the signal level which has

19The non-inverting configuration of the OPAMP has a gain equal to two.
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a peak value Vpeak the following equations hold:

V2
peak

12kTRfmax
≥ 106 (3.49)

where k is the Boltzmann constant and T the temperature in Kelvin degrees. From the
previous equation the resistance value has to be smaller than 83 kΩ (with Vpeak=0.25 V)
which is in line with the values in Table 3.17.

The output buffer of the DAC needs to drive the input impedance of the following stage
(the AA-filter). The filter for the three different cases (different image position) can be
designed by using standard software tools. These tools require generally a typical resistor
value. Of course the value of this resistor will set the required capacitance and ultimately
the input capacitance of the filter. The maximum resistor value can be derived from noise
considerations. The filter must contribute negligibly to the overall noise. Therefore, hav-
ing set earlier the DAC SNR to 51 dB (the system is spurs dominated) and because no gain
is achieved up to the AA-filter input it is desirable to have the noise floor of the filter well
below the required SNR. Therefore, an SNR of 58 dB is a good choice. Now from [70]

V2
rms,sig

V2
n

=
V2

rms,sig

4kT× nRξ × BW
(3.50)

where V2
rms,sig is the rms signal value, V2

n is the noise power, n the filter number of poles,
R the typical resistor value, ξ the excess noise factor and BW the filter bandwidth. The
maximum resistance value and filter input capacitance for the three different frequencies
are given in Table 3.18.

Table 3.18 Typical Filter resistance, filter input capacitance and DAC buffer
current consumption versus frequency

Clock freq. [MHz] Max filt. res. [kΩ] AA-Filt. input cap. [pF] Buffer Power cons. [µW]
39 14 0.76 318
65 33 0.32 121
117 49 0.16 60

For the OPAMP in the output buffer a gain of 100 is required to avoid non-idealities
coming from the amplifier finite gain. All the parameters required for the evaluation of
the buffer power consumption for the CMOS 90 nm technology are listed in Table 3.19. To
reduce the current consumption, it is reasonable to drive the transistors in weak inversion.
Given the required voltage gain AV0, the minimum channel length to achieve this gain
with a single stage amplifier is given by the following equation [71]

L =
nφtAV0

VA

1 +
√

1 + id
2

(3.51)
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Table 3.19 90 nm CMOS technology parameters
Parameter Value Unit

C
′
ox 7.8 fF

µm2

µn 200 cm2

V̇s

Early Voltage VA 2.75 V

where φt is the thermal voltage, roughly equal to 25 mV, n is the slope factor (n'1.6 in
weak inversion), VA is the Early voltage and id is the inversion coefficient (between 0.1
and 1 in weak inversion). Considering an inversion coefficient equal to 0.5 the required
transistor channel length for a gain of 100 is equal to 1.6µm.

The relation between current and gate-source voltage in a CMOS transistor is given by
the following relation

IDS =
1
2
µnC

′
ox

W
L

(VGS −VT)2 (3.52)

where µn is the electron mobility, C
′
ox is the gate capacitance per unit area, W is the tran-

sistor width, L the channel length and VGS −VT is the overdrive voltage.

Now it can be proven [72] that the bandwidth of an amplifier can be expressed as a func-
tion of the bias current by the following equation

BW =
3 · IDS

2π · (VGS −VT) · C′
oxWL

(3.53)

The inversion coefficient id [73] can be also expressed as a function of the bias current
with the following equation

id =
IDS

2n · µnC′
ox

W
L · φ2

t

(3.54)

Now from equation (3.52), (3.53) and (3.54) the maximum achievable bandwidth can be
expressed as a function of the channel length

BW =
3
2π

√
nid

µnφt

L2
(3.55)

From equation 3.55 substituting all the known values and a channel length of 1.6µm, a
maximum achievable bandwidth of 81 MHz is obtained. This proves that a single stage
amplifier can achieve at the same time the required speed and gain given the required
bandwidth of 13 MHz.

The minimum bias current to achieve the required specifications is given by the following
relation [71]

IDS = nφt(2πGBCL) (3.56)



3.6 DDFS power estimation model 91

where GB is the gain-bandwidth product and CL is the load capacitance. The buffer esti-
mated power consumption for the three different frequencies is given in Table 3.18.

To avoid performance degradation in the DAC, the switch on-resistance has to be much
lower than the 2R value in the R-2R ladder. The actual required resistor matching can be
derived by the following equation [74]

T ≤ INL
0.577× 2N

(3.57)

where T, as defined in [74], is the resistor tolerance. This contribution comes both from
the actual resistor and the switch resistance. Given the fact that they are stochastically
independent they sum in a quadratic form and if we suppose their contribution equal, then
∆RTOT =

√
2∆RSW where ∆RTOT and ∆RSW are the maximum allowed variance

in a single ladder branch and the variance of the switch resistance respectively. In this
way supposing a ±30% mismatch in the transistor on resistance the maximum resistance
value can be calculated for the LSB switch for the three different operating frequencies
(see Table 3.20).

Table 3.20 Switch parameters
Frequency [MHz] Rmax

on [Ω] W·L [µm2]a Gate capacitance (CSW) [fF]
39 437 0.86 10.9
65 259 1.36 18.4

117 148 2.43 32.8

aAll switches are considered minimum length.

A very common transistor level implementation of a CMOS switch together with the driv-
ing circuit is depicted in Fig. 3.18. The driver should be able to switch the gate transistors
on and off very rapidly. Therefore, the transition edges have to be very sharp. This means
that the time constant at the gate of the nMOS transistor (SWn) and pMOS transistor
(SWp) must be very small compared to the DAC sample time. Considering a ratio of 10
between the DAC sample time and the switching time for the LSB, Table 3.21 summa-
rizes the maximum RC time constant at the switch gate and therefore, the maximum load
resistance RL for the various DAC operating frequencies.

At this point the driver must be able to switch its voltage outputs between Vsupply (when
in one of the branches no current is flowing) and 2× (VGS −VTH) ' 0.1V to allow the
current source transistor in Fig. 3.18 to work in saturation. Considering a 1 V power sup-
ply the driver has a peak to peak voltage swing of about 0.9 V single-ended. Therefore,
the required DC current for the LSB switch driver is simply given by ILSB

B = Vswing
Rmax

L
and

the values for the three different frequencies are given in Table 3.21. The time constant
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Figure 3.18 Switch driver schematic

Table 3.21 Time constants, maximum driver load resistance LSB current and
overall power consumption for different DAC operating frequencies

Freq. [MHz] Max time const. (τmax) [ns] Rmax
L [kΩ] ILSB

B [µA] PTOT [µW]a

39 2.56 117 7.7 69.3
65 1.54 42 21.4 192.6

117 0.85 13 69.6 626.4

aAt Vsupply = 1V

at the input of the switch is roughly given by RL × 2CSW
20 where CSW is given in Table

3.20 for the three different frequencies.

The total current consumption for all drivers is 9× ILSB
B . The drivers current consumption

for the three different DAC operating frequencies is given in Table 3.21.

Charge redistribution DAC

The resistive ladder can be replaced by a capacitive ladder in which the resistance R is re-
placed by a capacitance 2C and the resistance 2R by a capacitance C. This architecture has
a big advantage in terms of both area and power consumption over the common weighted
capacitance architecture as shown in [75]. This topology has as main advantage over the
R-2R architecture the fact that no DC current is flowing. Indeed, the energy consumption
only takes place during charging or discharging cycles. On the other hand, capacitive
dividers are sensitive to stray capacitances which can heavily affect the accuracy.

In [75] it has been shown that on Silicon substrate because of the bottom plate para-
sitic capacitance it is impossible to realize even a 4 bits C-2C DAC. Therefore, a simpler

20The factor two takes into account that we need two switches per branch because each branch can be switched
either towards Vref or ground.
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weighted sum architecture has to be used but as stated before the power consumption be-
comes comparable with a common R-2R architecture without any other advantage.

3.6.5 Power dissipation of the whole DDFS

From Fig. 3.8 the overall DDFS power consumption for a quadrature output is given by
the following relation:

PDDFS = Pdig + 2× PDAC + 2× PAA (3.58)

where Pdig is the digital back-end power consumption, PDAC is the DAC power con-
sumption and PAA is the AA-filter power consumption. The power consumption of the
digital blocks versus the operating frequency is shown in Fig. 3.19. As expected the over-

Figure 3.19 Digital back-end power consumption versus reference clock fre-
quency

all power consumption grows roughly linearly with the reference clock frequency.

The DAC power consumption is depicted together with the power consumption of its
building blocks in Fig. 3.20. As it can be seen, the R-2R ladder power consumption is
negligible. A minimum in the overall DDFS power consumption is located around 90
MHz (see Fig. 3.22). On the left side of the minimum the power is dominated by the
output buffer. Indeed, lowering the reference frequency requires an increase in the filter
order and consequently the filter input capacitance grows. As a consequence the output
buffer bias current needs to increase. The power consumption of the output buffer has a
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typical staircase structure due to the fact that a given order for the filter it has as a load
fulfills the requirements in terms of image attenuation for a certain range of frequencies.
On the right side of the optimal reference frequency, the overall power consumption is
dominated by the switch drivers.

Figure 3.20 DAC power consumption

The filter power consumption is plotted on a logarithmic scale in Fig. 3.21, while the
overall power consumption is plotted in Fig. 3.22. A minimum is located at around 90
MHz. On the left side the filter will dominate the overall power consumption, while on
the right side the drivers in the DAC are again the most power hungry blocks.

The minimum power consumption is around 1.3 mW for the complete DDFS system.
Given the 90 MHz reference clock frequency, the power consumption break-down is
given in Fig. 3.23. The most power hungry blocks are the DACs with almost 70% of
the overall power consumption. Globally, the analog blocks account for more than 80 %
of the overall DDFS power consumption.

The attenuation of the image frequency due to the sinc function has been derived in Sec-
tion 3.6 considering an initial reference frequency of 39 MHz. Now with the new refer-
ence frequency it is possible to recalculate this value to check if it is possible to reduce
the number of bits or the filter order. If this would be the case the overall procedure needs
to be repeated iteratively till convergence. The extra attenuation due to the sinc function
with respect to the 39 MHz case is only 1.4 dB and therefore, not enough to reduce the
number of poles in the filter from the optimal value of two poles. Concluding, the previ-
ously calculated values are still valid.
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Figure 3.21 AA-filter power consumption

Figure 3.22 DDFS power consumption
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Figure 3.23 Power consumption break-down by block (power in µW)

3.7 Summarizing discussion

A PLL system has the advantage to directly synthesize the wanted channels at high fre-
quency. This avoids the use of any kind of up-conversion stage, which generally requires a
mixer and a BPF filter to remove the unwanted components or a quadrature up-conversion
scheme. Unfortunately, a problem arises when a fine channel spacing is required together
with a very short settling time. This generally translates in a quite high power consump-
tion for a given SFDR. To relax the specifications and to achieve a larger loop bandwidth
with a fine inter-channel spacing a fractional-N architecture can be used. Nevertheless, a
more complicated architecture is required, fractional spurs can pollute the spectrum and
still the power consumption increases by decreasing the settling time. In Section 3.1 it
has been shown that from a power point of view a serial search algorithm should be used
as a synchronization algorithm. This is true in a two-way link while in a one-way link
the receiver is not power constrained and therefore, any kind of algorithm can be used21.
Looking at the two way link, and at the state-of-the-art PLL based synthesizers it is clear
that it is very difficult to meet the required power target at a settling time below 5 µs.

A possible way to overcome the problem is to synthesize the required channels at base-
band. In this way the VCO gain can be relaxed and therefore, the power consumption can
decrease because spurs decrease proportionally to the VCO gain. Still a connection exists
between settling time and power consumption. Looking at the power model developed in
Section 3.5 and at the state-of-the-art summarized in Table 3.6 it is clear that PLL synthe-
sizers with a settling time below few microseconds come at the expense of a large power

21In a one way link anyhow the pre-PA power consumption must be minimum and ideally zero. In this way
the transmitter efficiency can be limited only by the PA efficiency. In the next chapter a TX architecture for a
one-way link is proposed which reduces the pre-PA power consumption below 200 µA
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dissipation. This will drastically reduce the transmitter and transceiver efficiency.

The main reason why a short settling time requires a high power consumption comes
from the fact that any closed loop system works on a-posteriori information. A way to
remove this constraint and to fully use the capability of the FHSS system to trade power
for hopping rate as explained in Section 2.1.5 is to use a-priori information. This can be
done by removing the loop and by using a feed-forward approach. A DDFS achieves this
result but it requires an up-conversion stage to reduce its power consumption. Therefore,
all the required frequency bins are synthesized at baseband and then they are up-converted
in quadrature.

Most of the DDFSs are designed for very high SFDR. Given the low probability of
collision and the use of a frequency diversity scheme, a much lower SFDR can be used
without affecting the reliability of the communication link. A model has been developed
using a combination of basic blocks, which can be seen as an optimum trade-off between
power dissipation and high level specifications.

In Fig. 3.24 the minimum power consumption versus the SFDR is shown. In the same
graph the optimal reference frequency is also shown. It can be seen that there are two
trends. Below around 64 dB SFDR the system is dominated in terms of power consump-
tion by the analog part (DAC+AA-filter). The power increases with a slope which is lower
than in the case of an SFDR above 64 dB. This can be explained with the fact that the max-
imum operating frequency is always constrained to 13 MHz and the dynamic range of the
filter has been kept constant (58 dB)22. The increment is due to an increase in the filter re-
quirements and in the digital back-end. Above 64 dB of SFDR the digital back-end starts
to consume most of the power due to the huge increment in the ROM size. Therefore,
in the right area the power consumption is dominated by the digital back-end.23. This
area is the area of the high-end DDFSs.24In the area of high-end DDFSs the choices made
in the previous section may be not valid any more and a better solution has to be found
for power optimization. To further confirm these results, the power break-down versus
the SFDR is shown in Fig. 3.25. The crossing point of 64 dB is the point at which the
power consumption of the digital back-end exceeds the power consumption of the analog
components and sets the new trend in the overall power consumption. As already known
from literature at high SFDR the power consumption is dominated by the ROM power
consumption and the previous graphs confirm this rule. What can be concluded for a
DDFS designed for low-data rate applications is that most of the power is used in the

22Getting a high dynamic range from an analog block can cause a significant increase in the power consump-
tion. Therefore, if the digital back-end is designed for higher SFDR (the cost in terms of power consumption
to obtain this requirement is decreasing with technology scaling), it is possible to conceive a dedicated pre-
distortion algorithm or a notch filter to cancel or reduce the harmonic distortion of the analog filter without
using the brute force approach (increase the power consumption).

23The phase accumulator has a constant power consumption. Its size depends only on the wanted resolution
and reference clock frequency.

24The DAC required number of bits in this area is above 12. Therefore, to still keep the same DAC topology
a laser trimming of the resistances or a calibration loop are required.



98 Chapter 3 FHSS Systems: State-of-the-art and Power Trade-offs

Figure 3.24 Minimum power consumption and optimal reference clock versus
SFDR

Figure 3.25 Power consumption break-down versus SFDR

analog blocks. This power is mainly used for driving purposes (switches or driving of a
following stage like in the DAC). This means that this power does not scale down with
technology and it is fundamentally bounded to the range of frequency to synthesize and
to the system requirements (like the attenuation of the image frequency). Therefore, there
are little margins of improvements in this kind of architecture. Moreover this is a theoret-
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ical bound, which does not take into account parasitic effects, required biasing circuitry
and all the second order effects of a real transistor level design. Therefore, the expected
power consumption can be higher than the predicted one by a factor of two or more when
a physical realization is obtained. This means that the pre-PA power consumption still
dominates the overall power consumption at low transmitted powers.

3.8 Conclusions

In the previous sections it has been shown that current architectures for FHSS synthesiz-
ers cannot achieve at the same time agility and very low power consumption. Indeed,
the closed loop systems like PLLs, becomes very power hungry at very low settling time.
DDFS systems can achieve very good agility but at the costs of higher complexity and,
therefore, higher power consumption.

To be able to reduce the power consumption of the synthesizer so that the transmitter and
therefore, the transceiver efficiency can be boosted considerably, a novel architectural ap-
proach in the design of synthesizers for ultra-low power FHSS systems is required. The
new synthesizer should be able to achieve a fast settling time as a DDFS but at a much
lower power consumption. This will highly improve the efficiency in the transmitter for a
one-way link and improve also the receiver efficiency in the two-way link. To achieve the
target the architecture must exploit the benefits of each scenario and therefore, two novel
synthesizer architectures are proposed in this thesis. The description of those architectures
are the main topic of the next two chapters.
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4

A One-way Link Transceiver Design

AS stated in Chapter 1, the application area of WSNs can be subdivided in two smaller
areas:

© Applications requiring only to transmit data

© Applications requiring to transmit and receive data

In the first area most of the applications fall, which are related to domotica and to a large
number of applications that need to sense a physical parameter like the temperature, the
pressure, the humidity etc. This chapter focuses on this class of applications.

A novel architecture is disclosed, which exploits the low requirements for these kinds
of networks which, from now on, will be referred to as asymmetric networks. This ar-
chitecture reduces the requirements of the wireless autonomous node (the transmitter)
to a minimum, while shifting the complexity to the mains supplied node (the receiver)
that, from now on, is referred as the RG. The RG can be connected via a wireless or a
wired connection to the outside world allowing the asymmetric network to be connected
to remote sites.

101
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4.1 General guidelines for transmitter design

To reduce the costs for the user, the transmitter nodes and the RGs use the ISM bands,
which are license free. The commonly used ISM bands are the 915 MHz band (available
only in the US) and the worldwide available 2.4 GHz band. In the recent years a large
number of new standards made the 2.4 GHz band highly overcrowded both in the num-
ber of users and in the power levels employed. Furthermore, the presence of continuous
interferers, like the microwave oven makes this band a very harsh environment for ultra
low-power networks. For this one-way link architecture, the 915 MHz band was chosen.
However, the described techniques can be equally used in the 2.4 GHz band.

As previously mentioned in Section 2.1.5, a commonly used modulation format for FHSS
systems, is the FSK modulation format. For the prototype proposed in this thesis, a robust
wideband BFSK modulation scheme was employed (modulation index larger than five).

High level of integration and reduction in the average power consumption can be achieved
by employing a simple direct up-conversion scheme. Nevertheless, this architecture suf-
fers from an important drawback: the disturbance coming from the PA output, being
injected in the local oscillator. This drawback can be alleviated by shifting the output
spectrum far from the LO frequency [76] or by shielding the VCO tank from the antenna
by using a buffer. In this way it is possible to combine , in a single block, both the VCO
required for the up-conversion and the PA required to transmit the information through
the channel. Those two architectures (the VCO-divider based and the power-VCO based
FHSS transmitter architectures) are disclosed more in detail in Section 4.2.4 and Section
4.2.5.

Prior to any data transmission, transmitter and receiver should synchronize their center
frequencies and PNCs in time. Given the limited power budget on the transmitter side,
this process has to be fast and mostly handled by the receiver. Therefore, the transmitter
will first calibrate its center frequency in such a way that all the hopping channels lie in-
side the specified bandwidth (i.e. 915 MHz ISM band). The RG will then align its center
frequency to the transmitter center frequency employing a dedicated algorithm [77]. This
algorithm is disclosed more in detail later in this chapter. Data transmission will start after
synchronization of the PNCs.

4.2 Transmitter architecture

In Chapter 3 it has been shown that traditional FHSS systems are based on a Phase-Locked
Loop (PLL) with a digitally controlled variable divider or on a Direct Digital Frequency
Synthesizer (DDFS) and a Digital to Analog Converter (DAC) that is used to translate the
discrete time periodic waveform from the DDFS in a continuous waveform with specified
spectral characteristics. Both these methods require complex hardware and therefore, a
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high power consumption is expected when implemented on silicon.

In this chapter a new architecture concept is proposed, which requires simple digital tech-
niques and low complexity, low frequency analog building blocks, based on frequency
pre-distortion. In this architecture, two sources of error in the frequency synthesis exist:

© Synthesizer center frequency spread

© Non-linearity induced frequency errors

The first error is common to any TX and RX node and it is caused by the components
process spread in silicon implementation. Before any communication starts, the local os-
cillators at the TX and RX sides must be aligned within part per million accuracy. The
second error source is specific to the proposed architecture and it will be discussed more
into details in Section 4.2.1. Before any data transmission occurs a sequence of required
operation must be performed between TX and RX in order to assure that a reliable com-
munication link is established. The various operation steps are summarized in Fig. 4.1.

The node first wakes up. At this point the TX cannot transmit because there is a possibility
that its center frequency is shifted from the ideal band center frequency. If the misalign-
ment is too large, the TX would transmit outside the ISM band, which is not allowed by
any communication regulation rules (like the FCC regulations for example). Therefore,
the first step is to align the TX center frequency to the RX center frequency. Because no
crystal is used at the TX side, the accuracy of this first alignment is within 1%. This is
enough to fulfill the regulation rules, but not enough to start a reliable communication.
For this reason, the RX needs to align its center frequency to the TX center frequency
within the required ppm accuracy. At this point the PN synchronization starts (see Chap-
ter 3 Section 3.1). After the PNCs are synchronized, time and frame synchronization must
be achieved. This step is outside the scope of this thesis and therefore, it is not discussed
further. Finally, data transmission can begin.

The proposed concept based on the operation principle described in Fig. 4.1 will be
used in the two architectures described in Section 4.2.4 and Section 4.2.5.

4.2.1 Concepts and block diagrams

The initial center frequency calibration at the TX side can be achieved in two ways:

© Stored in an Electrically-Erasable Programmable Read-Only Memory (EEPROM)
at factory

© Using a dedicated Frequency-Locked Loop (FLL)
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Figure 4.1 TX operation flowchart

Using an EEPROM can save some power but it increases the cost of the IC because the
coarse calibration needs to be performed on every IC. For this reason the second solution
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has been adopted here and the conceptual block diagram is shown in Fig. 4.2 1.

V c c

R F  S E C T I O N

F D D / A
f r e f

f c

C o a r s e  
v a r a c t o r

Figure 4.2 Initial calibration loop (FLL)

During the initial coarse center frequency alignment, the FLL in the base-band measures
the VCO signal, and calibrates the output frequency via the coarse tune input fc of the
Front-End (FE), to ensure that the complete TX band falls within the ISM band. The
tuning is achieved by changing the voltage applied to a varactor bank dedicated to coarse
calibration. Making use of a pilot tone generated by the transmitter node and transmitted
to the RG, an algorithm in the RG performs the fine calibration listed in Fig. 4.1. The
algorithm can recover an offset of up to 8.2 MHz, with a precision of 7 kHz (< 8 ppm
at 915 MHz), in less than 300 µs [77]. This corresponds to less than one bit overhead at
1kbps and three bits overhead at 10 kbps. This algorithm is described in detail in Section
4.3.1.

The FLL and the coarse calibration DAC are realized on a PCB and make use of an
ultra low-power micro-controller for their operation. The DAC consumes only 100 µA
during operation. At the end of the coarse center frequency calibration process the volt-
age applied to the coarse varactor must be preserved and kept constant during the whole
synchronization process and data transmission. This result can be obtained in two ways:

© The coarse calibration word is digitally stored in a Random Access Memory (RAM)

© The coarse calibration voltage is trapped on the capacitance of the coarse varactor

The first option, though feasible, requires the coarse calibration DAC to be on also after
calibration. To save power, therefore, the second option has been used. Indeed, consider-

1It should be noticed that the extra hardware required for the FLL based coarse calibration respect to the
EEPROM based factory calibration is the Frequency Detector (FD) and the digital dividers (not shown in Fig.
4.2).
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ing the large capacitance of the coarse varactor bank and keeping any leakage current low,
it is possible to limit the variation of the voltage across the coarse varactor bank during
the whole synchronization and data transmission process. Therefore, once this calibration
is performed, the whole FLL is powered down, thus not contributing to the total power
dissipation.

The reference signal used for the initial coarse center frequency alignment, is generated
by the internal microprocessor oscillator and used to lock the transmitter center frequency
to the 915 MHz band center frequency within 1% accuracy. This accuracy can be achieved
either by factory alignment of the local oscillator or by using a factory calibrated on-chip
oscillator of a standard low-power microprocessor. In this prototype the second solution
was preferred.

Besides the center frequency calibration, another source of frequency error is present as
described in Section 4.2. The details on how these error source is taken into account and
on how correction is performed are described in Section 4.2.2. In this section we want to
focus on a higher level concept and diagrams that describe how this error source is taken
handled and what hardware is required.

A conceptual block diagram of the proposed architecture concept is depicted in Fig.4.3.

N - b i t  w o r d
D a t a  b i t = 1
D a t a  b i t = 0

P N - C O D E  
G E N E R A T O R

R O M

V a r a c t o r s

D A C

D a t a  i n

H o p p i n g  
w o r d  
6 - b i t s

P r e - d i s t o r t e d
N - b i t  w o r d

Figure 4.3 Frequency pre-distortion conceptual block diagram

The incoming data, together with the desired hopping code, addresses a particular word
cell in the ROM. The ROM has been split into two blocks depending on the data bit. In
each memory cell the pre-distorted word is stored that drives the fine tuning DAC with
a defined data bit. The DAC then directly drives the varactor array, changing the capac-
itance and therefore, the VCO oscillation frequency to the desired frequency bin around
the band center frequency.
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The flowchart in Fig. 4.4 describes how the architecture concept handles the frequency
errors in the frequency bin synthesis. As previously described, the center frequency cal-
ibration process (divided in coarse and fine) is performed before data transmission. The
coarse calibration is performed at the TX side while the fine is performed at the RX side.
The accurate synthesis of the frequency bins around the calibrated center frequency is
also split between the TX and the RX. A coarse synthesis is performed at the TX side.
This coarse synthesis is performed at factory level storing the mean values of pre-distorted
words into a ROM as shown in the conceptual block diagram of Fig. 4.3. During data
transmission a dedicated algorithm implemented at the RX side corrects for the residual
frequency errors caused by Process and Temperature Variation (PVT) variations around
the pre-distorted mean values stored at the TX side. This algorithm and its implementa-
tion are described in Section 4.3.2, while the pre-distortion algorithm used to derive the
pre-distorted words stored in the TX ROM is described in Section 4.2.2.

Factory stored 
pre-distortion 

table

Transmission

Center 
frequency 

coarse 
calibration

Compensation  
residual error 

after 
pre-distortion

Fine center 
frequency 
alignment

TX side

RX side

before data
 transmission

before data
 transmission

at factory

during data
 transmission

Figure 4.4 Center frequency alignment and frequency bin synthesis flowchart

The overall FHSS synthesizer block diagram is shown in Fig. 4.5. The grey loop, also
shown in Fig. 4.2, is the initial center frequency calibration loop. The black path imple-
ments the frequency pre-distortion concept for the frequency bin synthesis. The FHSS
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Figure 4.5 FHSS synthesizer block diagram: the frequency pre-distortion path
is included

controller contains the ROM to store the pre-distorted words and eventually the RAM
to store the calibrated center frequency word2. A fine DAC is used to convert the pre-
distorted digital words into an analog voltage that is applied to the fine varactor bank.
This will change the overall capacitance allowing to change the synthesized frequency.
This operation is described more into details in the following sections.

4.2.2 Frequency planning and pre-distortion

The frequency of an LC type oscillator and the tank capacitance are related by the follow-
ing well-known relation

fosc =
1

2π
√

LC
(4.1)

where L and C are the total capacitance and inductance of the tank respectively, and fosc
is the oscillation frequency. This, in practice, is realized by using a varactor diode, which
has a capacitance that varies non-linearly with its reverse voltage. Therefore, by applying
the correct voltages to the varactor diodes, it is possible to synthesize all the required fre-
quency bins with minimum hardware complexity (virtually only a VCO).

In an FHSS system the various frequency bins are addressed in a pseudo-random fash-
ion. Pseudo-random codes are generated in the digital domain, while the varactor diodes
require an analog control voltage. Consequently, a DAC is required as interface between
the digital world and the analog world. While passing from the digital world to the analog

2In the implemented case only a ROM is used because the calibrated coarse varactor voltage is stored on the
coarse varactor capacitance and the coarse DAC is switched off after coarse calibration is performed.
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world several non-idealities can affect the precision with which the frequency bins are
generated. The main sources of error in this conversion process are the following:

© DAC quantization error (deterministic)

© Varactor non-linearity (deterministic and stochastic)

© DAC INL (stochastic)

© Square-root relation between frequency and tank capacitance (deterministic)

All these non-idealities in the transmitter chain can be divided into two groups. One
group has a deterministic behavior and it does not vary due to process spread. The square-
root non-linear relation and the DAC quantization error fall into this category. The other
group has a stochastic behavior. This means that it will depend on the process spread and
therefore, a different behavior can be expected for different ICs.

Deterministic errors

The non-linear relation between frequency and tank capacitance can be easily corrected
by mapping the required frequencies to required capacitance values. From these values,
knowing the varactor characteristic, a set of required voltages can be mapped and know-
ing the DAC specifications a set of digital words, which can be stored in a ROM, can be
derived.

Therefore, neglecting for the moment the stochastic nature of the DAC linearity and of
the C-V characteristic of the varactor, the problem can be simplified to the correct choice
of DAC resolution to reduce the residual frequency error below a certain threshold.

The quantization error will produce a non-linear frequency error passing through the non-
linear C-V characteristic of the varactor and through the square-root relation between
frequency and tank capacitance.

Looking at the square-root relation, when the overall capacitance is the smallest (at higher
frequencies), an error (∆C√LC) on the capacitance due to quantization, will produce the
largest error in the synthesized frequency. In this situation, the reverse voltage applied
to the varactor is at its maximum value (for example -1.6 V). In this region, the varactor
exhibits a highly linear behavior, contributing less to the overall frequency error. In these
conditions, the frequency error is mainly caused by the quantization error passing through
the square-root relation.

Close to the minimum reverse voltage (for example -0.2 V), the varactor characteristic
is highly non-linear. In this case, the frequency error (∆Cvar) is mainly caused by the
quantization error passing through the varactor non-linearity, while the square-root rela-
tion will minimally contribute to it.
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In both cases a maximum capacitance error can be defined above which a frequency error
larger than the required threshold is present at least in one of the synthesized frequency
bins. These maximum errors are (∆C√LC and ∆Cvar) defined as follows in the two cases

∆C√LC =
1

[(2π(fmax + ∆f)]2L
− Cmin (4.2)

∆Cvar =
1

[2π(fmin −∆f)]2L
− Cmax (4.3)

where fmax is the highest channel center frequency, fmin is the lowest channel center fre-
quency, ∆f is the maximum allowed residual frequency error, Cmin is the capacitance at
the highest channel frequency, Cmax is the capacitance at the lowest channel frequency
and L is the LC-tank inductance value.

The maximum acceptable frequency error after pre-distortion can be derived on the basis
of the following considerations. PNCs orthogonality has to be preserved. This means that
the relative position of the channels along the frequency grid has to remain unchanged
with respect to the ideal case. From this consideration, a maximum frequency error equal
to the inter-channel spacing is allowed (for example 100 kHz). If a 100 kHz maximum
channel frequency shift is considered, then there would be the possibility that two chan-
nels become adjacent to each other (the inter-channel spacing becomes zero). In this
situation, if the specification on the oscillator phase noise remains unchanged, the amount
of noise leaking in the adjacent channels increases degrading the SNR in those channels.

In order not to degrade the BER in the adjacent channels considerably, a 0.5 dB maxi-
mum degradation on the phase noise was considered3. Under this condition, a maximum
uncorrected frequency error of 25 kHz can be tolerated [31].

Considering a 1.4 V swing on the varactor control voltage, an inductance value of 4.1
nH, and 64 channels placed around 915 MHz (ISM band), it can be found from equations
(4.2, 4.3) that the largest error comes from the quantization error passing through the var-
actor non linear C-V characteristic. This is shown in Fig.4.6. In this picture three curves
are presented. The two solid lines curves represent the calculated (via equations 4.2 and
4.3) and simulated maximum residual frequency error after pre-distortion is applied ver-
sus the DAC resolution (DAC INL equal to zero). The dotted line curve represents the
position in the frequency range at which the aforementioned frequency error occurs. As
can be seen the largest frequency error due to the quantization error occurs at the lower
portion of the frequency range4.

3The error probability of a non-coherent BFSK modulated signal is given by 1
2
e
− Eb

2N0 . Considering a 0.1%
initial BER, a 0.5 dB degradation in the phase noise translates into a 0.5 dB degradation in the SNR at the
demodulator input and therefore, into a BER close to 0.2%.

4Given 64 channels and a 150 kHz separation between adjacent channels, the minimum and maximum
channel frequencies are 910.35 MHz and 919.65 MHz, respectively.
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Figure 4.6 Maximum uncorrected frequency error and its position in the fre-
quency band versus DAC number of bits

Given the previous considerations and looking at Fig.4.6, in which all the non-linear
sources are considered, it can be concluded that the frequency error coming from the
DAC quantization error is mainly caused by the non-linear mapping of this error to the
frequency domain via the C-V characteristic of the varactor.

Given that the maximum residual frequency error has to be lower than 25 kHz, it can
be concluded that a 10-bit DAC is sufficient to achieve the required specification.

Stochastic errors

In the previous analysis the DAC was considered linear and the spread on the varactor
capacitance was neglected. In the real case non-linearity and varactor spread will affect
the overall residual frequency error.

Given a certain DAC, its non-linear behavior can be taken into account by applying a
dedicated pre-distortion table. Unfortunately, the INL of each DAC will be different due
to its statistical behavior. Therefore, this would require a different programmable look-up
table per chip, which can be costly for a system that aims to be very cheap. As a result,
it is necessary to fulfill the required specifications on the residual frequency error even
when the DAC properties do change.
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Figure 4.7 Effect of DAC INL on the residual frequency error

A DAC model was built in Simulink that also includes its non-linear behavior [31]. The
results are shown in Fig.4.7. Here both the quantization and the INL of the DAC are con-
sidered. On the x axis the maximum allowed DAC INL is shown in millivolt. For a 10
bit DAC, a 1mV INL corresponds to rougly 1 LSB5. On the y axis the maximum residual
frequency deviation is shown. This error has to be according to the derived specifications
below 25 kHz.

Roughly four regions can be recognized. The upper region (Out of spec) does not fulfill
the maximum residual frequency offset requirement. Then there are two regions namely
Difficult and Not worth. The first region presents a difficult task for the designer due to
harsh requirements in terms of maximum INL. The second one, while relaxing the INL
requirements, necessitates the design of a higher resolution DAC than in the Useful area
to fulfill the maximum residual frequency error specification. Designing one more bit of
resolution generally requires more area and more power. So the design of the DAC is near
optimum inside the Useful area in Fig.4.7.

Indeed, in this region the INL requirements are not too harsh and the residual frequency
error due to the combined effect of both quantization error and DAC INL is smaller than
the 25 kHz specification. This region is divided into two by the bold line. This line rep-

5For an 11 bit DAC 1 mV corresponds to 2 LSB and for a 12 bit DAC it corresponds to 4 LSB.
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Figure 4.8 Measured fine tuning characteristic for 20 IC samples (same DAC)

resents the points at which the contribution of the quantization error and of the INL to
the residual maximum frequency error are equal. Therefore, the right part of this area is
dominated by the INL error while the left part is dominated by the quantization error. Re-
ducing the number of bits will reduce the chip area and in the end the costs and the power
consumption of the DAC. As a result, given the low frequency operation of the DAC, a
lower resolution DAC, which does not require an extremely small INL can be chosen.

Among different DAC specifications, which fulfill the maximum residual frequency error
requirement, given the previous considerations and looking at Fig.4.7, a 10-bit DAC with
an INL between 1 and 1.5 mV can be chosen as a near optimum solution.

The last source of error is the variation in the C-V characteristic of the varactor due to
the process spread. As regards the DAC INL, this problem can be corrected by a dedi-
cated pre-distortion look-up table. Though this is an effective solution it can be costly.

At this point we focus on the RG calibration of the residual frequency offset. This residual
frequency offset is the sum of two contributions:

© DAC INL and quantization

© Varactor spread

The first source has been described, while the second source of residual frequency error
will be described in the following part of this section.
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Fig. 4.8 shows the fine frequency characteristic of 20 IC samples, each calibrated to a
common center frequency (915 MHz) via coarse tuning (namely fc in Fig. 4.2). The
channel bin tuning voltages are generated by the DAC, driven by the base-band micro-
processor. The look-up table in the ROM was not changed and also the DAC is the same,
therefore, the final effect is only due to the process spread on the varactor. Although the
maximum frequency deviation of 20 ICs within the same batch were found to be no more
than 220 kHz (σ ≈32 kHz), inter-batch spreads would be larger.

In Fig. 4.9(a) the two extreme cases in Fig. 4.8 are plotted. The effect of the varac-
tor spread (in the two aforementioned extreme cases) on the position in the band of the
frequency bins for a given pre-distortion table is illustrated in Fig.4.9(b). It can be seen
that due to the difference in the varactor C-V characteristic, there is a frequency offset
accumulating while moving from channel 1 to channel 32 or from channel -1 to channel
-32. There is maximum error in channel +32 or -32, as can also be seen from the mea-
sured curves in Fig. 4.8. Given the monotonicity of the C-V varactor characteristic, the
amount of frequency error between two adjacent channels due to the different C-V char-
acteristics is negligible compared with the frequency error due to the quantization error.
Unfortunately, assuming still that the content of the pre-distortion table is kept the same
for all the ICs in a batch, this phenomenon will pose a problem on the receiver side. Due
to its statistical dependence on the process, the absolute position of the last channel with
respect to the ideal position will be known with a precision of ±110kHz (see Fig. 4.8).
All the other channel positions will be known with a precision better than that.

At the receiver side the inter-channel spacing has to be larger than the sum of all spreads
(50+25+110=185 kHz) and the channel bandwidth at the receiver side should be twice
that value (2×185kHz=370kHz) to cover the whole range where the transmitted band can
be under spread conditions. This is clearly shown in Fig. 4.10 and Fig. 4.11. Indeed, the
absolute position of the channel can spread 110 kHz (at 4 sigma) in both directions due
to the varactor spread. Furthermore, the quantization error plus the INL of the DAC will
add 25 kHz more uncertainty, in the worst case, in the channel position. Finally, the two
channels should not overlap in the worst case, and therefore, the center frequency of the
adjacent channel has to be at least the bandwidth apart (in this case 50 kHz). Therefore,
the distance between two adjacent bins should be 185 kHz and the baseband filter of the
RG has to span two times 185 kHz, which makes 370 kHz.

If all the 64 channels are utilized, the occupied bandwidth will be around 12 MHz. Given
that no crystal has to be used, this will pose some stricter requirements on the reference
frequency accuracy. Indeed, the accuracy has to become better than 0.75% in this case,
while in the implemented case it can be relaxed to 1%. On the other hand, FCC rules
demand only a minimum of 25 hopping channels for power levels below 0.25W (which
is generally the case for ultra low-power wireless nodes). Therefore, another possibility
is to still keep the 1% accuracy for the reference frequency but to reduce the number of
hopping channels.
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Figure 4.9 Effect of the C-V varactor characteristic spread on the frequency
synthesis

The implemented prototype has been designed in order to use a 1% accuracy reference
signal. Therefore, the inter-channel spacing has been slightly reduced to 150 kHz and
while the synthesizer is able to generate 64 different channels, only 50 have been used.
The implemented frequency allocation is depicted in Fig. 4.12.
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band

4.2.3 Transmitter specifications

This section focuses on the transmitter part of the wireless link. The transmitter part
in a one-way link scenario is the power constrained portion of the wireless link. The
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receiving part is the RG, which is mains supplied. Therefore, the available power budget
for the receiving part can be virtually considered infinite. Given these considerations, the
transmitter architecture is conceived according to the following guidelines:

© The transmitter must fulfill the FCC rules before any data transmission is performed

© A minimum amount of processing must be carried out from the transmitter

© Complexity must be pushed to the receiver part of the link

Some important requirements must be satisfied in order for the receiver to reliably receive
the incoming data. Important parameters are the following:

© Transmitted power

© Synthesizer phase noise

© Synthesizer coarse and fine tuning ranges

The transmitted power relates to the received power via the losses due to propagation and
to the required SNR at the demodulator via the receiver noise figure NF. The synthesizer
phase noise is of primary importance in order to avoid the corruption of the incoming data.
Indeed, supposing that the receiver oscillator can be made very low noise, the phase noise
leaking into adjacent channels from an unwanted transmitter can degrade the SNR of the
wanted channel. The coarse tuning range must be specified in order to obey the FCC rules
while the fine tuning range depends on the number of hopping channels as well as from
the inter-channel spacing. The next part of this section will address these requirements
more into detail. The design addresses the 902-928 MHz band but all the considerations
can be extended to the 2400-2483.5 MHz band.

Transmitted power

In Section 1.4.3 it has been shown that the propagation losses in the 902-928 MHz band,
considering 10 meters distance between the transmitter node and the receiver node, equal
about 62 dB. The receiver sensitivity is a key point in calculating the required transmitted
power. A sensitivity of -90 dBm is not difficult to achieve for a receiver with ideally un-
limited power budget. From equation 1.5, considering -90 dBm receiver sensitivity and
taking a 3 dB extra margin, the required transmitted power must be larger than -25 dBm.

This derivation does not take into account the possibility that fading occurs due to re-
flection paths. Fading conditions are quite prone to occur in an indoor environment and
can severely affect the reliability of any kind of wireless link. As an example, we can cal-
culate the required increase in the transmitted power when fading is considered, a BFSK
modulation is used, and the raw BER 6 is set to 1%.

6With raw BER, in this thesis, we mean the BER when no error correction code is applied.
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If a non-coherent FSK demodulation scheme is applied at the receiver side, then it is
well known from communication theory that in a AWGN environment:

Pe,NCFSK =
1
2
e
(− Eb

2N0
) (4.4)

where Pe,NCFSK is the error probability. Using (4.4) we obtain Eb
N0

corresponds to 9 dB.

When fading is considered, it can be proven [10] that the probability of error for a non-
coherent BFSK becomes

Pe,NCFSK =
1

2 + Γ
(4.5)

where
Γ =

Eb

N0
α2 (4.6)

where α is the gain of the channel with Rayleigh distribution. The term Γ represents
the average value of the normalized SNR. Therefore, to have a raw BER of 1%, a Γ=20
dB is required. This translates in more than 10 dB increase in the transmitted power in
order to cope with the fading conditions. From a power point of view this is not efficient.
The solution adopted in this thesis shifts the problem from a mere brute force approach
(increasing the power) to a more cumbersome approach, which consists of the following
three principles:

© Fading is frequency dependent and can be counteracted by a hopping scheme

© Hopping rate can be traded for transmitted power

© Forward Error Correction (FEC) can be adopted in order to improve the BER

Using frequency hopping techniques assures that changing frequency helps to “avoid”
deep faded channels. When the indoor environment is very hostile the same bit can be
sent on different channels in order to increase the probability of correct reception if some
of those channels present heavy fading conditions. Finally, Reed-Solomon correction
code can be applied in order to improve the BER.

When Reed-Solomon error correction code is applied starting from a 10−2 raw BER,
it can be proven [78] that a 10−6 BER can be achieved both in a fading channel as well
as in the presence of a partial band jamming. Looking at a target application like a tem-
perature sensor, one transmission of a few hundred bits packet every ten minutes gives
a good Quality of Service (QoS). Now, supposing that the errors during a transmission
are uniformly distributed, the packet error rate can be calculated to be 0.03% for a FEC
BER of 10−6 and a 300 bits packet length 7. This translates to an error about every 20
days, which is good for this application especially if an acknowledge signal is also used
to further reduce the PER.

7Supposing the errors in a packet are uniformly distributed is a worst case scenario especially for burst based
communications. The formula used to derive the Packet Error Rate (PER) starting from the channel BER is, in
this simplified case, PER=1− (1− BER)P where P is the packet length.
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Synthesizer phase noise

The synthesizer phase noise acts as a noise source. Let us suppose that an unwanted
transmitter is transmitting on channel N and it has a noisy synthesizer. Let us suppose
that the wanted transmitter is transmitting on a channel different from channel N (for
example channel N+1).finally, we assume that the local oscillator on the receiver side is
ideal (noiseless).

The noise leaking in channel N+1 due to a communication on channel N can cause a
degradation of the SNR for the wanted signal if it is not sufficiently low. Sufficiently
low means that its level has to be at least the noise figure plus the required SNR at the
demodulator input below the signal on the wanted channel. Furthermore, the wanted and
the unwanted signals can be attenuated differently due to different propagation losses and
so will be the noise leaking into the wanted channel. This means that an extra protection
factor is required in order to consider the different propagation losses for the two signals.
The described example is depicted in Fig. 4.13 when a zero-IF receiver is considered.
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Figure 4.13 Effect of phase noise produced by an unwanted communication on
the reception of the wanted signal

In [79] it is shown that for the narrowband case, the phase noise slope can be neglected
across the bandwidth. Therefore, in the wanted bandwidth a constant value of the Power
Spectral Density (PSD) of the LO will be used (which can be reasonably chosen as the
value in the middle of the band). Furthermore, to simplify the calculations, we will as-
sume an ideal receiver and we will consider a 3 dB margin to account for implementation
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degradation. Concluding, the phase noise requirements for the LO in decibel units can be
derived by the following equation:

L∆f ≤ PWS − PUS − BW − SNR−NF− 3dB (4.7)

where L∆f is the phase noise expressed in dBc/Hz at a certain frequency offset from
the carrier, PWS is the power of the wanted signal, PUS is the power of the unwanted
signal, BW is the noise bandwidth and the 3 dB is the implementation margin. The term
PWS − PUS is the protection factor, which takes into account the different propagation
losses for the wanted and the unwanted signal.

Table 4.1 Power difference between wanted and unwanted signals for Blue-
tooth

Channel Punwanted − Pwanted

Adjacent 0 dB

Alternate 30 dB

Third and beyond 40 dB

Now a reasonable level for the wanted and unwanted signal should be chosen. Looking at
Bluetooth specifications, the power level difference between the unwanted and the wanted
signals has been chosen to be as shown in Table 4.1. In the Bluetooth standard, system
simulations have proven that these protection ratios, result in a very little degradation in
the throughput. From these specifications (0 dB protection ratio for the adjacent channel),
it is reasonable to suppose that, when the unwanted signal is in the adjacent channel, the
wanted and unwanted signals can have the same power (this means that they can be at the
same distance). The required signal bandwidth can be derived via the Carson’s rule:

BW = 2∆f + fm (4.8)

where fm= 2
Ts

with 1
Ts

the data rate and ∆f the frequency deviation. For a data rate up to
10 kbps and m=10, a 120 kHz noise bandwidth needs to be considered. In this case the
allowed phase-noise from (4.7), given NF=10 dB, is L∆f=-73 dBc/Hz.

In the alternate channel, we suppose that the unwanted signal can have a power of 20
dB higher than the wanted one. From (4.4) and (4.5), given n∈[2,3] (see Section 1.4.3),
this corresponds to a relative distance between wanted and unwanted transmitters between
5 and 10. In this case, L∆f=-93 dBc/Hz.

Finally, in the third and beyond channels, it is reasonable to set the power of the unwanted
signal 30 dB higher than the wanted one. This corresponds to a relative distance between
wanted and unwanted transmitters between 10 and 30 and translates in L∆f=-103 dBc/Hz.
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The most demanding phase noise requirement is, therefore, at the third and beyond chan-
nels. The phase noise requirement will be at 3 MHz far from the carrier around -119
dBc/Hz, that is less demanding than what is found in typical Bluetooth systems. If res-
onators with a quality factor Q of 10 are available, then an ultra-low power VCO can be
designed. Of course, it is possible to trade NF for phase noise (see equation 4.7) to relax
as much as possible the transmitter specifications. On the other hand, the lower the re-
ceiver NF the more stringent will be the requirements for the RG. This can raise the cost
of the RG above a reasonable level.

Synthesizer coarse and fine tuning ranges

As previously mentioned in this section, an initial calibration is required in order to allow
the transmitter to fulfill the FCC rules. Given the fact that the absolute values of capac-
itance and inductance in any oscillator spread due to process, the absolute value of the
synthesized frequency spreads as well. This spread can be large enough to cause some
of the channels to be, at transmitter power-up, outside the allocated frequency band (902-
928 MHz in this particular case). This is not allowed by FCC rules and therefore, it must
be corrected. An FLL loop is used in this particular example as discussed previously in
Section 4.2.1.

To derive the required coarse tuning range it is necessary to know the absolute spread
of capacitances and inductance of the process. The ultra low-power transmitter prototype
is realized in a bipolar process, which is produced on SOI wafers followed by a substrate
transfer to glass [80]. In this process the inductances spread much less than the capaci-
tances and therefore, we will assume the inductance value ideal and only the capacitance
spread will be considered. The capacitances can spread as much as 10% of the nominal
value. We will assume that the oscillator is based on a general LC tank topology. There-
fore, the basic oscillation equation is equation (4.1).

Starting from equation (4.1) and assuming the inductance ideal and ∆C spread on the
capacitance, the synthesized frequency considering is:

f0 + ∆f = f0


 1√

1− ∆C
C


 (4.9)

where f0 is the oscillator ideal center frequency and ∆f is the frequency deviation due to
the process spread on the capacitance. If we expand the term between brackets in equation
(4.9) in McLaurin series, then the frequency spread due to ∆C spread on the capacitance
can be approximated by the following equation:

∆f =
f0
2

∆C
C

(4.10)
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Considering a center frequency of 915 MHz and 10% spread of the capacitance the re-
quired coarse tuning range is larger than 46 MHz.

The fine tuning range can be easily derived. In the 902-928 MHz band 50 hopping chan-
nels are required. If the inter-channel spacing is assumed to be 150 kHz in this prototype,
then the required fine tuning range is 7.5 MHz. The requirements for the transmitter are
summarized in Table 4.2.

Table 4.2 Transmitter specifications
Value Unit

Output power >-25 dBm
Phase noise <-103 dBc/Hz @ 450 kHz

Coarse tuning range >46 MHz
Fine tuning range >7.5 MHz

4.2.4 Oscillator-divider based architecture

The schematic block diagram of this architecture is shown in Fig. 4.14.

The transmitter consists of a 1.8 GHz VCO, 2 dividers and 1 output stage. The FLL
measures the fout/4 signal from the VCO, and calibrates fout via the coarse tune input fc,
to ensure that the complete TX band falls within the ISM band. Once this calibration is
performed, the FLL and related dividers are powered down, thus not contributing to the
total power dissipation.

The fine tuning input of the VCO (ff ), is directly modulated by the base-band to allow
a variable hopping frequency FHSS transmitter with 64 channels, employing wideband
BFSK. The FHSS control logic block takes in the baseband digital data and performs
digital FSK modulation and frequency hopping to generate, through a DAC, an analog
input (ff ) for the VCO.

The system front-end consists of a resonator based LC-VCO, a divider and an output
stage able to deliver -25 dBm power on a 50 Ω load. To minimize the oscillator pulling
the VCO operates at 1.8 GHz and divided down to the TX frequency using a divide-by-
two frequency divider.

Oscillator design

The VCOs can be grouped into two categories:
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Figure 4.14 Proposed VCO-divider based frequency hopping transmitter archi-
tecture

© Non-resonant oscillator

– Ring oscillator

– Relaxation oscillator

© Resonant oscillator

– LC tank oscillator

– Crystal oscillator

Crystal oscillators cannot be integrated because the crystal cannot be integrated and they
have a very poor tunability. Therefore, they will not be further discussed in this section.
Summarizing, three possible topologies are available: two RC-type oscillators and one
resonant oscillator.

Ring oscillators are not easily implementable in a bipolar technology. Indeed, while in a
CMOS technology they have the advantage of low power consumption at the expense of
degraded phase noise at high operating frequencies, in a bipolar process this advantage
disappears. The main reason is that any logic gate in a bipolar process consumes static
power. This is not the case in CMOS technology where power is burned only during tran-
sitions. As an example of a bipolar ring oscillator the work in [81] is considered. In this
work two ring oscillators have been designed. They have a different number of stages: two
and four respectively. The oscillator frequency is 1.8 GHz, which roughly corresponds
to the required oscillation frequency of the VCO used in the proposed architecture. The
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two stages oscillator outperforms the four stages in terms of current consumption and
phase noise performances. At 7.5 mA current consumption it achieves -82 dBc/Hz at 100
kHz. Given the fact that the phase noise in the thermal noise region decreases by roughly
6dB/octave at 450 kHz the phase noise is around -94 dBc/Hz. This value is still far from
the required -103 dBc/Hz.

Let’s now consider the Leeson equation, which relates the phase noise to the quality
factor Q of the oscillator and to the power used in the oscillator:

L(fm) = 10log10

(
FkT
P

1
8Q2

L

(
f0
fm

)2
)

(4.11)

where F is the noise factor of the active device at the power level P, QL is the loaded qual-
ity factor Q, f0 is the oscillator carrier frequency and fm is the frequency offset from the
carrier. It is clear that any doubling in the oscillator power brings only 3 dB better phase
noise performance at a given offset frequency from the carrier. To reach the required -103
dBc/Hz at 450 kHz from the carrier 9 extra dB are required. The required power has to be,
therefore, 8 times larger than what is measured in [81]. This example, clearly shows that
a ring oscillator is not a reasonable choice at least when a bipolar process is considered.

In [82] it is shown that a relaxation oscillator, though in theory it can reach the same
performance as a ring oscillator, in practice is further away from its thermodynamic limit
than the ring oscillator topology. Though in the latest technology, due to the channel
excess noise, the difference between the practical phase noise and the theoretical ther-
modynamic limit in ring oscillator is increasing, they generally outperform the relaxation
topology.

The last topology, the LC-tank based oscillator, is based on the principle of resonance.
From equation 4.11, it can be seen that the phase noise improves with the square of the
quality factor Q. This means that, for a fixed phase noise performance at a certain fre-
quency offset from the carrier, the oscillator with the largest Q consumes the least amount
of power. The drawback compared to the non-resonant oscillators is the silicon area.
Indeed, LC-tank oscillators require an inductor, which can consume a large area when
integrated on chip. Given the very high quality passives available in the SOA technology,
and the fact that a differential inductor is available, the choice for an LC-tank base topol-
ogy is the best trade-off in terms of power-area-performances.

Two different LC-tank based oscillator are generally used:

© Cross-coupled based LC oscillator

© Colpitts or Hartley based oscillator

In the oscillator-divider architecture described in this chapter, a cross-coupled based LC
oscillator has been implemented. In Section 4.3.3 a power-VCO based architecture is
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disclosed, which uses a Colpitts based oscillator. In general, it is possible to state that
a Colpitts oscillator outperforms, for a given bias current, the cross-coupled topology.
Indeed, the signal amplitude at the oscillator output, in the two cases, is given by equations
(4.12) and (4.13).

Across−coupled =
2
π

RTANKIbias (4.12)

AColpitts = 2RTANKIbias (4.13)

where Ibias is the bias current and RTANK is the tank resistance.

As it can be seen from these equations, for a given value of the tank resistance and a
for a given bias current, the signal amplitude is larger in a Colpitts oscillator compared
to a cross-coupled oscillator. This means that the phase noise performance in the Col-
pitts oscillator is better than in a cross-coupled oscillator for a given bias current. In the
same way, given a certain phase noise performance at a certain offset frequency from the
carrier, the bias current of the Colpitts oscillator can be sized to be smaller than that in a
cross-coupled oscillator.

The SOA technology has several inductances available. Some of them are also differ-
ential inductances with a center tap. These kinds of inductances are an optimal choice to
reduce the area occupancy. As it will be shown later, the area occupied by an inductance
exceeds by far the area occupied by all the active circuits in this architecture. In this tech-
nology, the substrate is removed and replaced for a high ohmic substrate such as glass. In
this way, the parasitics of the active devices are reduced and at the same time it is possible
to integrate passive elements with high Qs.

As an example, consider L values and Q factor curves simulated for some of the read-
ily available coils, as shown in Fig. 4.15 and 4.16 respectively. The nomenclature of the
coils is the following:

© D is the diameter of the coil in µm.

© N is the number of turns.

© W is the width of the turn(s) in µm.

© S is the spacing between the turns in µm.

Q factors peak between 4GHz and 6GHz and can reach values as large as 30 at 1.8GHz.
From equation 4.11 it is clear that the availability of high-Q passives is a strong argument
in favor of a resonant based oscillator topology.

From the previous considerations, a differential coil is chosen, based on its high Q factor
of 30 at 1.83GHz. The diameter of this coil is 700µm and is has an inductance value of
4.19nH (a balanced coil with a higher Q factor of 38 at 1.83GHz is available, but with a
considerably larger diameter of 1000µm). The Q factor of the tank is given by the par-
allel combination of the Q factor of the inductance and the Q factor of the capacitance.
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Figure 4.15 Inductance of coils as a function of frequency
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Figure 4.16 Q factor of coils as a function of frequency

Given the fact that a certain tunability is required, and considering a varactor as a voltage
controlled capacitance, it is safe to assume, looking at Fig. 4.17, that the tank Q factor is
dominated by the inductance and that the capacitance (a varactor in this example) has a
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virtual infinite Q compared to the inductance.
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Figure 4.17 Varactor Q factor versus forward bias voltage

Two possible oscillator biasing techniques are analyzed in terms of area and power con-
sumption. These topologies are depicted in Fig. 4.18(a) and Fig. 4.18(b). The AC
coupled topology is generally preferred over the current mirror biased topology because
it shows a better phase-noise performance and requires a lower supply voltage (only one
transistor instead of two stacked transistors). Care must be taken so that the base-collector
junction of the bipolar transistors does not become forward biased in order to avoid any
performance degradation. If this happens, the real part of the input impedance is degraded
decreasing the LC-tank Q (thus increasing the phase noise). Moreover, the transit time
of the transistor will be increased. Therefore, the collector potential must always remain
above the base voltage. One way to achieve this is by connecting the bases to the collec-
tors via emitter followers. Unfortunately, this approach adds noise. A better method is by
AC-coupling the device bases as shown in Fig. 4.18(a). A drawback of the AC-coupled
topology is that it requires a biasing network for the LC cross-coupled differential pair.
Both methods will be compared in power consumption and phase noise performance.

The oscillator needs to be tunable in two dimensions:

© Hopping bins synthesis

© Process spread compensation

In the SOA technology a unit varactor cell is provided. A supply voltage of 1.8 V has been
chosen for this prototype. Considering a 0.2 V margin, the tuning range for the fine tuning
varactor ranges between -0.2 V and -1.6 V. Figure 4.19 shows the simulation results of
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Figure 4.18 Two possible biasing techniques for an LC cross-coupled oscillator

the available P-N varactor capacitance versus the forward bias voltage. The single cell
varactor capacitance ranges from 2.644fF to 3.422fF.
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Figure 4.19 Simulated varactor capacitance curve
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The hopping bins synthesis requires a tuning range (fine tuning range) of approximately
7.5 MHz (see Table 4.2). Considering some margin, the system has been designed for a
10 MHz fine tuning range at 915 MHz. This translates in a 20 MHz fine tuning range
at 1.83 GHz. The number of varactors Nvar,fine needed in parallel to span the required
20MHz fine tuning range, can be calculated from

Nvar,fine =
Cmax,fine − Cmin,fine

Cvar,max − Cvar,min
(4.14)

Here, Cmax,fine and Cmin,fine are the respective maximum and minimum fine tuning capac-
itance values required and Cvar,max and Cvar,min are the maximum and minimum varactor
capacitances as determined above. Considering the relation between oscillation frequency
and the values of inductance and capacitance in the tank (4.14) can be written in the fol-
lowing form

Nvar,fine =
1

(2πfmin)2L
− 1

(2πfmax)2L

Cvar,max − Cvar,min
(4.15)

with fmax = 1.84GHz and fmin = 1.82GHz the maximum and minimum frequency respec-
tively, assuming the band is tuned symmetrically around the center frequency. Evaluating
the expression for the provided values, results in

Nvar,fine ≈ 51 (4.16)

Figure 4.20 shows the fine tuning curve after simulating the VCO over the complete volt-
age range. Between 0.2V and 1.6V tuning voltage, the tuning range is 20MHz, as was
expected8.

The goal of the coarse tuning is to make sure that the complete frequency hopping spec-
trum, already calculated to be approximately 20MHz, is completely inside the 1.804 −
1.856GHz band. When the fine tuning varactor is biased at −0.9V, so when it is tuned
for the center frequency, the total fine tuning capacitance is 51 · 2.927fF = 149.3fF.
Supposing the VCO is coarsely tuned around 1.83GHz , then Ccenter,coarse follows from

Ccenter,coarse =
1

(2π · 1.83GHz)2L
− 149.3fF (4.17)

and equals 1.65pF.

There are two possible ways to coarsely tune the VCO into the assigned working fre-
quency band:

© Band switching

© Varactor tuning

8Note that the tuning voltage equals 1.8V +Vvar, with Vvar the voltage over the varactor, because, when the
tuning voltage is 0V, there is already 1.8V at the kathode.
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Figure 4.20 Fine tuning curve of a single varactor cell in the SOA technology

Figure 4.21 shows a simplified model of an off-state and on-state typical band switch
circuit implementation.

C s w i t c h C s w i t c h C s w i t c h

Q s w i t c h C Q R Q  o n

Figure 4.21 Typical switched capacitor circuit implementation and a simplified
model for off-state and on-state respectively.

In the off state, the transistor switch acts as a parasitic capacitance CQ in series with the
switching capacitance Cswitch. This parasitic capacitance should be small, as it reduces
the effective tuning range, which can be expressed by

Cmax

Cmin
=

Cswitch
Cmax·CQ
Cmax+CQ

(4.18)
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In the on state, the transistor can be modeled as a resistor RQon, so the quality factor of
the switch is of primary importance and is given as

Qb =
1

ωCswitchRQon
(4.19)

From this equation it is clear that RQon should be small. A way to reduce the ‘on’ resis-
tance of the transistor (and thus increase Qb), is by putting transistors in parallel. How-
ever, this not only leads to an increase in power consumption, but also the tuning range is
reduced, because the parasitic capacitance increases.

The worst case occurs when the edge of the spectrum is just out of the band. When this
happens, the frequency should be shifted by such an amount, that the spectrum remains
in band, which means that it does not go over the other edge of the band. Therefore,
the maximum shift should be (1856MHz − 1804MHz) − 20MHz = 32MHz. The in-
cremental capacitance, when shifting from, for instance, 1.83GHz to 1.862GHz is then
approximately 60fF. The required coarse tuning range has to be around 100 MHz at 1.83
GHz (see Table 4.2). Therefore, the coarse tuning range varies between 1.78 GHz and
1.88 GHz. Given a 4.19 nH inductance the two extreme capacitance values are 1.76 pF
and 1.56 pF. To go from the minimum capacitance of 1.756pF (the fixed capacitance) at
1.88GHz to the maximum capacitance of 1.76pF at 1.78GHz, 4 switched capacitances
of 60fF are necessary, assuming the parasitic capacitance is very small. Table 4.3 shows
simulation results for the switch, as displayed in Fig. 4.21, with a 60fF switch capaci-
tance.

No. of transistors CQ (fF) Cmax
Cmin

Qb Base current (µA)
1 3.57 17.8 2.9 3
5 17.9 4.3 14.5 15
10 35.7 2.68 29 30
20 71.4 1.84 58 60

Table 4.3 Single band switch simulation performance

Considering the high quality factor of the inductances, the Q factor of the switching
branches should be a factor five or more higher in order to not degrade the VCO per-
formance. From Table 4.3 it is clear that, to reach this result, several transistors need to be
place in parallel. However, in this case, Cmax

Cmin
is very low and the base current approaches

several tens of µA, when all switches are on, causing a total base current of a several
hundreds of µA.

Of course, it is also possible to achieve coarse tuning with varactors, in a similar fash-
ion as the varactor fine tuning. When the voltage over the varactor is −0.9V and the
oscillator is in the center frequency, the coarse varactor capacitance should be 1.65pF.
For a single varactor cell, the capacitance at −0.9V bias voltage is 2.927fF. The number
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of parallel varactors Nvar,coarse can be calculated by

Nvar,coarse =
1.65pF
2.927fF

≈ 565 (4.20)

Figure 4.22 shows the coarse tuning curve after simulating the VCO over the complete
voltage range. Between 0.2V and 1.6V tuning voltage, the tuning range is around 200MHz.
This is much larger than the required tuning range of around 100 MHz. Concluding, for
both the coarse and fine tuning mechanism a varactor tuning element has been chosen as
an optimal solution.
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Figure 4.22 Varactor coarse tuning curve

The biasing current for the LC VCO should be chosen so that three conditions are met:

© Minimum loop gain for oscillation start-up

© Sufficient output signal swing

© Phase-noise requirement

The minimum loop gain can be easily evaluated setting the negative conductance of the
cross-coupled pair at least twice the conductance given by the inductor series resistance.
This leads to the following relation for the oscillation starting-up condition:

gm ≥ RLC
L

(4.21)

where gm is the transconductance of each transistor in the cross-coupled pair and RL is the
inductance equivalent series resistance. Given RL=1.6 Ω at 1.83 GHz, each transistor in
the cross-coupled pair must have a transconductance larger than 1.4 mS. This translates in
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a current larger than 35 µA for each transistor and therefore, an overall bias current larger
than 70 µA.

The signal amplitude at the oscillator output is governed, to the first order, by the AC
impedance of the lossy tank:

Vout = Ibias2πQLf0L (4.22)

where Ibias is the bias current, QL is the inductance quality factor, f0 is the oscillation fre-
quency and Vout is the peak-to-peak voltage at the oscillator output. The required current
for a 300 mV peak to peak output is around 210 µA making this requirement dominant
respect to the starting-up requirement.

For the topology from Fig. 4.18(a), using the AC cross-coupled pair, the tail current
is approximately 240µA. For the current mirror biasing topology from Fig. 4.18(b), the
tail current is 290µA. The current mirror, apart from requiring more components, requires
more tail current than the AC coupled cross-coupled pair to acquire the same amplitude
mainly because of higher losses in the biasing current source and because of the reduced
available headroom.

Phase noise simulations have been performed on both the topologies shown in Fig. 4.18
at the previously derived bias currents. Fig. 4.23 illustrates the simulation results of the
topology with the AC coupled cross-coupled pair. Each of the feedback transistors has 10
devices in parallel. At 450kHz, the phase noise is approximately −109.7dBc/Hz. This
value exceeds the required phase noise by more than 6 dB, giving enough margin for pos-
sible implementation losses.

Looking at the noise summary, presented in Table 4.4 for the topology with AC coupled
cross-coupled pair, the noise contribution of the feedback transistors is rather high. A
way to reduce this, is to place more transistors in parallel. Figure 4.24 illustrates the sim-

Device Noise contribution
Variable base resistance feedback transistors 23.2%

Coil loss resistance 23.1%
Collector current through feedback transistors 22.9%
Constant base resistance feedback transistors 13.7%

Base current through feedback transistors 4.41%
Coarse varactor array loss resistance 4.13%

Table 4.4 Noise summary for the topology with AC coupled cross-coupled
pair, with ranking to noise contribution (only the first 6 contributors
are shown)

ulation results when 20 transistors are placed in parallel. At 450kHz, the phase noise is
now approximately −111.2dBc/Hz, which is an improvement of 1.5dBc/Hz. The noise
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Figure 4.23 Phase noise plot for the topology with AC coupled cross-coupled
pair
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Figure 4.24 Phase noise plot for the topology with AC coupled cross-coupled
pair and 20 feedback transistors in parallel

summary after this modification is given in Table 4.5. Clearly, from this table, the noise
contribution is now in the first place dominated by the losses in the coil, while the noise
contribution of the base resistance becomes much less dominant.

Fig. 4.25 illustrates the simulation results of the topology biased via a current mirror,
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Device Noise contribution
Coil loss resistance 29.2%

Collector current through feedback transistors 28.5%
Variable base resistance feedback transistors 14.7%
Constant base resistance feedback transistors 8.70%

Coarse varactor array loss resistance 5.13%
Base current through feedback transistors 4.25%

Table 4.5 Noise summary for the topology with AC coupled cross-coupled
pair and 20 feedback transistors in parallel, with ranking to noise
contribution (only the first 6 contributors are shown)

with 10 devices in parallel for each feedback transistor. At 450kHz, the phase noise is
approximately −109dBc/Hz, so slightly worse than the topology with the AC coupled
cross-coupled pair. Contrary to Table 4.4, the noise summary, presented in Table 4.6 for
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Figure 4.25 Phase noise plot of the topology biased via a current mirror

the topology with current mirror, shows that the dominating noise source are already the
losses in the coil. Therefore, increasing the number of parallel transistors in the cross-
coupled pair does not have any impact on the VCO phase-noise performance.

From all the previous considerations, we conclude that the AC-coupled topology with
a bias current of 240 µA and a varactor tuning mechanism for both the coarse and the fine
tuning is the optimal solution. The area can be minimized by using a single differential
inductor.
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Device Noise contribution
Coil loss resistance 20.5%

Collector current through feedback transistors 19.3%
Variable base resistance feedback transistors 16.1%

Collector current through current mirror transistors 10.1%
Constant base resistance feedback transistors 9.79%

Variable base resistance current mirror transistors 2.83%

Table 4.6 Noise summary for the topology with current mirror biasing, with
ranking to noise contribution (only the first 6 contributors are
shown)

Frequency divider design

The use of a bipolar process, while enabling a low power oscillator, poses some challenges
in the design of the frequency divider. The main target in the design of the frequency di-
vider is to reach the highest operating frequency with the minimum power consumption.
It is reasonable to assume that parasitic capacitances and resistances must be minimized
in order to keep the internal circuit time constants as low as possible. This will improve
the maximum achievable frequency for a given bias current. Therefore, the number of
interconnections has to be kept as small as possible. This translates in a small number
of components, especially of components with three or more terminals. In frequency di-
viders these components are the transistors.

The most straightforward way to have a divide-by-two frequency divider is to use two
latches connected in a master-slave configuration as shown in Fig. 4.26 The required VT

D 1

T 1

Q 1

Q 1

D 2

T 2

Q 2

Q 2

D E 1 D E 2

V T V T
Figure 4.26 Block diagram of a binary divide-by-two frequency divider using

the master-slave principle

signal in fig. 4.26 is generally generated by a level shifter [83]. Following the approach
in [83] it is possible to give a rough estimation of the minimum power consumption of a
master-slave based bipolar frequency divider.
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The max operating frequency fmax of this divider can be approximated by the follow-
ing relation:

fmax =
1

2 (τLS + τLT)
(4.23)

where τLS is the delay of the level shifter and τLT is the delay of the latch stage. If we
suppose to have τLS = τLT = τ , the maximum allowed delay τmax is

τmax =
1

4fmax
(4.24)

It is possible to express τ as a function of the latch current ILT in the following way:

τ = aILT +
b

ILT
(4.25)

where a and b are constants, which depend on the latch topology and on the technology
used and they are defined more in details in [83]. From the previous equation it is possible
to derive the latch current as a function of the delay τ and the parameters a and b:

ILT =
τ

2a

(
1−

√
1− 4ab

τ2

)
(4.26)

For 4ab
τ2 much smaller than one, the following approximation can be done:

√
1− 4ab

τ2
∼= 1− 2ab

τ2
(4.27)

and therefore, from equations (4.24), (4.26) and (4.27), the minimum required current
ILT,min for the latch can be expressed as follows:

ILT,min = 4bfmax (4.28)

Considering fmax=1.83 GHz and supposing to use b=7.02×10−14 [83] the required latch
current is 206µA. Therefore, the master slave divider, excluding the level shifter requires
412µA.

The level shifter current consumption can be approximated as follows:

ILS =
Cje,buf

(1.12 − 1) τF
(4.29)

where
τF =

1
2πfT

(4.30)

where fT can be assumed roughly equal to 20 GHz and Cje,buf is the emitter junction
capacitance of a source follower and it can be assumed equal to 41 fF. The estimated
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current required in the level shifter is roughly equal to 780µA. The circuit based on the
master-slave principle turns to be rather complicated. This makes it very difficult to have
a circuit with few parasitic elements because two separate latch elements are required that
control one other alternately.

To reduce the circuit complexity and therefore, the number of parasitics, in a practical
implementation, other principles must be used. For example a great simplification would
consist in using only one of such bistable elements. The work generally performed in a
master-slave based divide-by-two frequency divider can be done by the short-term mem-
ory effect always present in the base-emitter capacitance of the transistor.

One of these kinds of dynamic frequency dividers is the so-called traveling-wave fre-
quency divider [84]. Its schematic is shown in Fig. 4.27. The circuit consists of three
differential amplifiers: the input amplifier T5, T6 and the differential amplifiers T1, T3

and T2, T4 with complementary control. The collector and base terminals of the transis-
tors T1 to T4 are coupled in a cyclic manner via resistances Rb and Rs.

V
dd

Q Q

Rc Rc Rc Rc

Rb Rb Rb RbRs Rs Rs Rs

VT VT

I

T1 T2 T3 T4

T5 T6

I24 I13

Figure 4.27 Travelling-wave divider schematic

The circuit has a cyclic configuration. Therefore, it is possible to describe its operation
during only a quarter of the period of the output voltage VQ − VQ. The voltages during
the remaining three-quarters of the period can be easily derived from the first quarter by



4.2 Transmitter architecture 139

cycling interchange of the transistors T1 to T4. To simplify the description, the variation
of the currents I13 and I24 during the switching of differential amplifiers T5 and T6 will
be approximated by a linear variation. The switching time ts is determined by the rise
time of VT. In Fig. 4.28 are shown the collector and the base voltages of the transistors
T1 to T4 at five successive instants during the switching time.

Fig. 4.28a illustrates the situation at the starting of the switching event (t=0). It is sup-
posed that at the beginning of the switching event I13 = I and I24 = 0. Furthermore, we
can assume that I13 flows only through transistor T1. Most of the T1 collector current
flows through the load resistance Rc, while a small fraction flows via Rb and Rs, which
are supposed to be equal in this particular example, through the collector resistances of
T2 and T4. A really tiny current component flows through the collector resistance of T3.
The results on the output voltages are the following: T1 has a low collector voltage, T3

a high collector voltage and T2 and T4 an intermediate collector voltages. Given the fact
that Rb and Rs are supposed, in this example, to be equal, the base voltages (in dash in
Fig. 4.28) are mid-way between the collector voltages.

At t = 0.25ts (Fig. 4.28(b)) I13=0.75I and I24=0.25I. Most of the I24 flows through
T2, since this transistor has an higher base voltage than T4. Therefore, the collector volt-
age of T2 has decreased while the collector voltage of T1 has increased because of the
current I13 has decreased.

In the middle of the switching time (t = 0.5ts), I13=I24=0.5I. I13 flows through T1,
while I24 flows through T2 resulting in a equal base voltages for the transistors T1 and
T3 (Fig. 4.28(c)). The current continues to flow still only through T1 because the switch-
ing process is faster than the transistor internal switching time, which has the same order
of magnitude as ts.

In Fig. 4.28(d) the situation at t = 0.75ts is depicted. At this moment I13=0.25I. It
is assumed that this current still flows through T1 only though the base voltage of T1 is
lower than the base voltage of T3. This situation occurs only for a very short switching
time ts. If ts becomes comparable with the internal switching time of the transistors, a
part of the current I13 will flow through T3 decreasing the collector voltage of T3 and
increasing the collector voltage of T1. It follows that the base voltage of T4 increases,
while the base voltage of T2 decreases. This condition is less favourable to the end result
of conducting the current I24 through T2 only. Concluding, if the switching time ts is
larger than a critical switching time tsc, the base voltages of transistors T2 and T4 are too
close to each other and the circuit does not work anymore as a divide-by-two frequency
divider.

Fig. 4.28(e) shows the situation at the end of the switching time ts when all the cur-
rent flows only through transistor T2 and the base voltage of T2 is higher than that of T4.
This is a stable situation.
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Figure 4.28 The collector voltage Vc and the base voltage Vb of the transistors
T1 to T4 during one step of the switching process. After four steps
the starting position is reached again.
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The curves in Fig. 4.28 shift to the right at every switching time. Therefore, after four
switching times they return in the initial position. Four switching times correspond to two
periods of the trigger voltage VT. Therefore, the circuit behaves as a divider-by-two in
the frequency domain.

For an optimal circuit behavior the input voltage of the differential amplifier T1, T3

should be as small as possible because it must fastly change polarity during the switching
time. On the other hand, given the fact that we want I24 to flow through T2 only, the input
voltage of the differential amplifier T2, T4 should be as large as possible. This behavior
can be obtained by changing the ratio between Rb and Rs.

In the designed prototype, an optimal size of the transistor has been chosen in order to
obtain this effect whitout using resistance and the circuit has been optimized to work
around 1.83 GHz. Increasing the ratio between Rb and Rs while increasing the input sen-
sitivity at a certain frequency of operation, reduces the critical switching time making the
circuit less sensitive at low frequencies. An optimal transistor sizing, reduces the num-
ber of parasitics and allows to have an optimal sensitivity around the required oscillator
tuning range. Because the divider has to work only in a limited frequency range (from
1.804GHz to 1.856 GHz), low frequency behavior is not important. Therefore, Rb is set
to zero, while Rs to infinite, maximizing in this way the input sensitivity.

This is an important feature of the Traveling-Wave Divider (TWD). Indeed, the sys-
tem requires to divide-by-two only in a certain frequency range. The TWD has a higher
sensitivity compared to a static master-slave based divider-by-two. But this happens only
in a limited frequency range and at the expenses of a lower sensitivity at frequencies far
from the optimal. A higher sensitivity means a lower required output swing for the VCO
and therefore, a lower VCO power consumption according to equation (4.22). This reduc-
tion allows still to meet the phase noise spec of -103 dBc/Hz at 450 kHz (see Table 4.2).
Indeed, the simulated phase noise at 210 µA bias current for the AC-coupled LC VCO is
around -111.2 dBc/Hz at 450 kHz far from the carrier (see Section 4.2.4), which is around
8 dB better than required. The start-up condition requires only 70 µA and therefore, it is
possible to reduce the oscillator amplitude (and therefore, its bias current) by improving
the TWD sensitivity.

The simulated input and output transient waveforms are shown in Fig. 4.29. This wave-
forms are obtained in the condition of no load on the divider and they are differentially
probed. The input signal frequency is 1.83 GHz. The simulated divider current consump-
tion is equal to 150 µA.

Output buffer

The TWD has an output swing in the order of a few hundreds of mVpp when it is not
heavily loaded. Therefore, to minimize the load on the divider the output buffer shown in
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Figure 4.29 Input and output transient waveforms for the TWD

Fig. 4.30 has been used. The first stage of the buffer is a common-emitter gain stage (with
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Figure 4.30 Output buffer
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a gain of about 2). It is used to minimize the load seen by the divider and to boost the
amplitude of the signal driving the output stage. Indeed, the output stage needs to have a
large size to conduct the required current to generate the wanted output power on the 50Ω
load. The current used in the pre-amplifier stage is around 160 µA.

Supposing that a -18 dBm output power is required9, the required bias current on the
output stage can be easily calculated as follows. The required voltage swing on the 50Ω
load resistance can be evaluated using the following equation:

Vout,rms =

√
10

−18
10

1000
× R50Ω ≈ 28mV (4.31)

Now, the peak voltage (Vp) is equal to
√

2Vout,rms ≈ 40mV. Finally, the peak current
is Vp

50 ≈ 800µA. Therefore, the overall output stage current consumption is around 1 mA
from a 1.8 V supply.

4.2.5 Power-VCO based architecture

The schematic block diagram of this architecture is shown in Fig. 4.31. This architec-
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Figure 4.31 Power-VCO based frequency hopping transmitter architecture

ture, like the VCO-divider based architecture, utilizes the frequency predistortion concept
in order to directly modulate the VCO. In the LC-divider based architecture some of the
power is ”wasted” in blocks other than the PA (or the output buffer) because of implemen-
tation issues. For example, in the LC-divider based architecture the VCO runs at twice

9Some margin is required, compared to the earlier mentioned -25 dBm (see Table 4.2), in order to account
for cable and board losses in a real prototype.
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the required frequency in order to avoid frequency pulling from the antenna. Therefore, a
divider is required in order to obtain the required center frequency. These choices increase
the overall required power consumption10.

The proposed architecture is able, by using the current reuse concept, to reduce the com-
plete RF section to a single RF block coupled to the antenna via a balun. Therefore,
the divider becomes obsolete, and the VCO runs at half the frequency of the LC-divider
based architecture. As it is explained later in this section, isolation from the antenna is ob-
tained by using a current buffer, which directly drives a 50Ω matched antenna, via a balun.

The output of the VCO is used to drive an FLL for initial frequency calibration, while
a low-accuracy reference signal is used to clock the hopping generator (FHSS control
in fig. 4.31). The digital output of the FHSS control block is converted into an analog
voltage via a low power DAC and this voltage is then fed to the VCO varactors. In this
way the capacitance and therefore, the transmitter output frequency, is varied in order to
transmit a data bit over an assigned frequency bin.

Power-VCO design procedure

As shown in Section 4.2.4, due to the use of the tail current source, cross-coupled based
oscillators present a phase-noise performance worse than classical types of oscillator with
one of the active device ports grounded. This in the end requires a larger DC current for
a given phase noise specification. For this reason, in this case a Colpitts based oscillator
has been chosen and its schematic is shown in Fig. 4.32.

The Colpitts oscillator is generally arranged in a common-base or a common-collector
configuration. Due to its inverting relation between input and output, the common emitter
configuration requires an additional inverting stage and therefore, it is not easily appli-
cable in a Colpitts configuration. The common-base configuration has a relatively low
input impedance, reducing the in-circuit Q of the tank, which is a disadvantage at high
frequencies. On the other hand it shows the highest output impedance for the same output
power. To have, at the same time, a high input and output impedance, a common collector
configuration with a cascoded buffer stage may be used avoiding any intermediate buffer
stage through current reuse.

The AC small signal model for a single-ended common collector Colpitts oscillator is
shown in Fig.4.33. The positive feedback realized by the capacitances C1 and C2 pro-
duces a negative resistance in series with two capacitances when the β of the transistor is
sufficiently large. It can be proven that the impedance looking in the base of the transistor

10The optimal power consumption in terms of transmitter efficiency is obtained when all the power used in
the RF section is effectively radiated from the antenna.
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Figure 4.33 Common collector Colpitts small signal AC equivalent

can be approximated by the following equation

ZB(jω) =
1

jωC1
+

1
jωC2

− gm

ω2C1C2
(4.32)

where all the tank losses have been lumped in the resistance Rs. The oscillation frequency
is

ω =
1√

L(Cv + C12)
× 1√

1− R2
s

Cv
L

(4.33)

where C12 is equal to C1C2
C1+C2

and Cv is the varactor capacitance. In reality C1 takes in
account also the parasitic base-emitter capacitance of the transistor. The necessary con-
dition to have a steady-state oscillation is that the negative resistance lumped element is
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bigger than the total loss of the tank, which means:

gm > ω2(Cv + C12)(C1 + C2)Rs (4.34)

A relation between bias current and output power at the fundamental frequency can be
derived considering that the AC current component at the resonant frequency is the same
as in the common-base configuration [85].

Iω0 = 2IB
I1(Vm

VT
)

I0(Vm
VT

)
(4.35)

where I1 is the modified Bessel function of the first kind and order one. The current com-
ponent at the fundamental will divide itself between the impedance seen looking toward
the tank and the impedance constituted by the capacitance C1 in parallel with the emitter
degeneration resistance R.

Calling these two impedances Z1 and Z2 respectively and calling the equivalent impedance
between the base and the emitter of the BJT Zπ , the amplitude of the sinusoidal voltage
across the base-emitter junction can be expressed by the following

Vm = 2IB
I1(Vm

VT
)

I0(Vm
VT

)

∣∣∣ Z1

Z2 + Z1
Zπ

∣∣∣ (4.36)

Equation (4.36) should be solved numerically to obtain the value of Vm and therefore,
the current component at the fundamental frequency. Simulated and predicted results for
both the output current and base-emitter signal voltage Vm are represented in Fig. 4.34.
As can be seen the theoretical analysis can accurately predict the required DC current for
a certain signal current at the fundamental frequency and therefore, for a certain output
power.

4.3 Receiver architecture

In the asymmetric scenario the transmitter node has a very limited power budget. The
receiver node, commonly called RG receives the data from the transmitter nodes and, via
a wireless or a wired connection, it moves the data through the network to a collection
point. The collection point can, therefore, be very far away from the location where the
wireless sensor network is deployed. An example of such a network is shown in Fig. 4.35.

While in Section 4.2.3 we focused on the analysis and design of the ultra low power trans-
mitter node, this section will focus on the RG. Given the fact that the RG has a virtually
unlimited power budget, this section will not focus on the design of the RG itself, because
this is outside the scope of this thesis. The section will mainly put attention on the most
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Figure 4.34 Common collector Colpitts small signal AC equivalent
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Figure 4.35 Asymmetric wireless sensor network
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important receiver requirements in order to have a robust wireless link.

Indeed, as mentioned in Section 4.2, two main non-idealities need to be solved at the
reciver side in order to correctly demodulate the incoming data. These non idealities are
the following:

© Different center frequencies of the transmitter and the receiver

© Residual frequency error after frequency-predistortion in the transmitter

The first non-ideality comes from the low-accuracy (1% accuracy) reference signal used
on the transmitter side. This choice allowed to design a crystal-less transmitter. The sec-
ond non-ideality arises from the finite precision of the frequency predistortion transmitter
architecture described in Section 4.2 and from temperature or supply variation, which can
slowly pull the VCO frequency.

4.3.1 RX-TX center frequency alignment algorithm

Before any data transmission the RX node (RG in this scenario) and the TX node need to
align their center frequency within an accuracy of few parts per million in order to avoid
any degradation of BER performance.

The alignment requires the TX to send some kind of information on its center frequency
so that the receiver center frequency can be modified in order to match the TX center
frequency within a few parts per million accuracy. Given the fact that during this time
the TX node is using energy to transmit such information, it is important that this energy
overhead is kept to the minimum. Therefore, the frequency recovery algorithm imple-
mented at the receiver side has to be accurate and fast. Fast means that the required time
to achieve the required frequency synchronization within a certain accuracy must be small
compared to the time required to transmit the data packet. In this way the energy overhead
will be negligible.

Several methods exist to recover the frequency offset [86] [87], but they make use of
the phase information embedded in the transmitted signal and therefore, they can only
recover frequency offsets smaller than the data-rate. For low data-rate applications a new
approach is required, which can recover frequency offsets much larger than the data-
rate11.

Another possibility is to use a PLL and, after the calibration process has been completed,
to store the tuning information on the main capacitor of the loop filter [88]. This approach

11Considering the channel allocation mentioned in Section 4.2, the maximum offset the algorithm needs to
recover is around 9.3 MHz. The system data rate, on the contrary, is in the order of few kilobit per second.
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will anyhow require a PLL, and depending on the size of the packet sent, it is possible that
the required storage capacitance can be large. This will increase chip area and therefore,
device costs. The algorithm developed to align the prototype TX and RX center frequen-
cies has been described in [77] [89].

The frequency offset recovery algorithm can be used in both direct-conversion and super-
heterodyne receiver architectures and its schematic block diagram is shown in Fig. 4.36
in the case of a direct-conversion receiver. At the beginning of the transmission, the TX
node will send a pilot tone at the carrier frequency. This pilot tone is then mixed down in
quadrature with the receiver LO frequency, which is supposed to be at the beginning of
the process in the middle of the ISM band. Generally, the mixing products contain two
components. One component has a frequency equal to the sum of the mixing tones while
the second component is equal to the difference between the same tones. While the first
component is filtered out by the LPF, the second one contains the information about the
frequency offset between the TX and RX LOs.
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Figure 4.36 Direct-conversion architecture with frequency offset recovery cir-
cuitry

The frequency offset acquisition is obtained evaluating the modulus and the sign of the
offset. Furthermore, the phase of the incoming signal is also unknown and the recov-
ery algorithm should be able to compensate also for it. The frequency component at the
output of the LPF will range within around ±9 MHz. This frequency component can be
depicted in the I-Q plane for different initial phase (Φ1 to Φ4) as shown in Fig. 4.37.

The speed at which the phasor rotates is the frequency offset modulus, while the direction
of the rotation gives the sign of the frequency offset. The latter information allows the
frequency control logic in Fig. 4.36 to increase or decrease the VCO control voltage by
an amount proportional to the frequency offset modulus, increasing or decreasing accord-
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Figure 4.37 I-Q plane representation of the frequency offset component with
different initial phases

ingly the VCO frequency.

If the phasor rotates clockwise, then the difference between the TX carrier frequency
and the RX LO frequency is negative, while if the phasor rotates counter-clockwise the
same difference is positive and this does not depend on the initial phase of the incoming
tone. A flow chart of the implemented algorithm is shown in Fig. 4.38.

The evaluation of the modulus requires at the receiver side a fast and accurate reference
clock. Due to the fact that the RG will be mains supplied and costs can be higher than the
TX costs by some order of magnitude, its implementation does not pose any problem.

The reference clock at the RG should be fast enough to reduce the error in the evalua-
tion of the frequency offset modulus to a negligible value. Indeed, if N is the number of
reference clock periods contained in half of the frequency offset signal period, then this
value in reality can be N±1 due to the initial phase difference between the two signals.
The error in the estimation of the frequency offset modulus, at each iteration, can be upper
bounded by the following relation:

∆f ' fref
2N2

(4.37)

while the estimated frequency offset modulus is:

| foff |= fref
2N

(4.38)

where fref is the frequency of the reference clock.

The choice of the optimal reference clock frequency is not trivial. It is necessary to
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Figure 4.38 Frequency offset recovery algorithm flowchart

minimize the acquisition time in order to minimize the transmitter power consumption.
In Fig. 4.39(a) the acquisition time versus the initial frequency offset and the reference
clock frequency is plotted. Four different regions are visible. In the region A, the required
time is roughly constant and independent from the frequency of the reference clock. In-
deed, for small initial frequency offsets, the acquisition time depends from the offset value
itself and the algorithm is repeated only one time to reach the required accuracy in the fre-
quency acquisition. This is visible in Fig. 4.39(b). Of course, the higher the reference
clock frequency, the wider the initial frequency offset range that requires a single iteration
to achieve the required accuracy.



152 Chapter 4 A One-way Link Transceiver Design

Reference clock frequency [MHz]

Time [s]

C

A

B

D

(a) Acquisition time

D
C

B

A

Iterations

(b) Number of iterations

Figure 4.39 Iteration number and acquisition time vs.reference clock frequency
(initial offset ∈ [10 kHz, 9 MHz])

In the region B, the initial frequency offset requires more iterations, generally two, some-
times one. Increasing the reference clock frequency leads to a more accurate estimation
at the first iteration but never accurately enough. Therefore, a second iteration is needed,
but due to the more accurate first acquisition, the second iteration will require more time.
Therefore, this area tends to enlarge increasing the reference clock frequency.

The area C requires between one and two iterations (mainly two). This is the area, which
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requires the smallest acquisition time (excluding the A area) and it tends to enlarge in-
creasing the reference clock frequency. Obviously, the initial frequency offset is so large
that the first acquisition is almost never sufficient. On the other hand, when a second iter-
ation is required, it does not take a long time. Indeed, in the first acquisition the residual
offset is still large enough requiring less time to reach the wanted accuracy.

Finally, the region D is dominated by the large number of iterations required (mainly
three iterations). In this case the reference clock frequency is too small. Therefore, the
first iterations are very inaccurate requiring the algorithm to be repeated more than two
times.

The criteria in the choice of the optimal reference clock frequency is based on the mini-
mization of the average acquisition time for several transmitters. Considering the initial
frequency offset uniformly distributed, and the whole frequency offset range subdivided
in ”k” slots, then the average acquisition time is

Timeavg =
1

∆foff

k∑

i=1

Tacq,k∆fk (4.39)

where ∆foff is the initial frequency offset range, Tacq,k is the acquisition time in the kth

frequency slot and ∆fk the frequency width of the k slots. A picture of the average acqui-
sition time versus the reference clock frequency is shown in Fig. 4.40.
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Figure 4.40 Average acquisition time vs. reference clock frequency

The minimum average acquisition time is obtained for a reference clock frequency of
around 70 MHz. The time required to reduced the initial frequency offset below the
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wanted maximum value is in any case less than 50 µs (see Fig. 4.39(a)). Then, to com-
plete the acquisition process, it is necessary to wait one more iteration as can be seen
looking at Fig. 4.38. The last iteration will produce an overflow on the counter (the
counter reaches Nmax), which will end the acquisition process.

Considering a 70 MHz reference clock frequency and a 6 kHz maximum residual fre-
quency error, then a 14-bit counter is required. This will require around 230 µs to produce
an overflow. Therefore, the complete acquisition process requires less than 300 µs to be
accomplished. At 10 kbps this is equivalent to 3 bits data overhead, which is a reasonable
value in terms of energy consumption.

The next step in the proposed algorithm deals with the recovery of the frequency offset
sign. For this purpose, a quadrature down-conversion scheme is needed. To understand
the basic principle behind the algorithm it is useful to discuss tables 4.7 up to 4.10.

Table 4.7 I and Q-signal transitions for initial phase difference between TX
and RX oscillators ∈ [0,π
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Supposing to look only at the transition type (which means in Fig. 4.37 when a phasor
crosses the I or the Q axis), it is possible to have two situations, which lead to the same
output even when the sign of the frequency offset is opposite. Indeed, looking at Table 4.7
to Table 4.10, independently from the initial phase difference between the incoming signal
and the LO synthesized frequency, the frequency offset component experiences the same
type of transitions either when the frequency offset is positive or it is negative. Therefore,
to correctly evaluate the frequency offset sign independently of the initial phase differ-
ence between the incoming pilot tone and the RX LO synthesized frequency, additional
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Table 4.8 I and Q-signal transitions for initial phase difference between TX
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Table 4.9 I and Q-signal transitions for initial phase difference between TX
and RX oscillators ∈ [π,3π
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information is needed.
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Table 4.10 I and Q-signal transitions for initial phase difference between TX
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Looking at Table 4.7 to Table 4.10, the required information can be found in the time.
Indeed, when, for example, ∆f>0 and the initial phase is between 0 and π

2 (Table 4.7, 1st

column), the Q signal crosses the zero (I axis in the I-Q plane) always after the I signal.
In the first column of Table 4.7 an initial phase difference of zero radians has been sup-
posed. When ∆f<0, the Q signal crosses the I axis always before the I signal. Therefore,
when ∆f>0 and the initial phase difference is between 0 and π

2 the Q-signal lags and the
I-signal leads, while when ∆f<0, even though the transition of the I and Q signal are still
both negative, the I signal lags and the Q signal leads (the initial phase difference in Table
4.7, 2nd column is π

2 ).

The same considerations can be applied for the other possible phase relation ranges shown
in Table 4.8 to Table 4.10, in which the initial phase difference has been chosen to high-
light the leading and the lagging signal components. The evaluation process is summa-
rized by the flowchart in Fig. 4.41.

Simulation Results

To test the proposed algorithm, a full wireless link has been implemented using Simulink.
The modulus recovery circuitry has been implemented using a 14-bit counter and two D
Flip-Flop (D-FF) and a few logic ports. The sign recovery circuitry requires only 16 D-
FFs and a few logic ports. Simulations show that starting from 9 MHz frequency error
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Figure 4.41 Frequency offset sign recovery method flowchart

between TX and RX LOs, which corresponds to approximately 1% frequency accuracy,
the frequency offset can be lowered in two steps to less than 6 kHz (6.5 ppm) in less than
300 µs.

In Fig. 4.42 the frequency offset signal is plotted versus the recovery time. At the be-
ginning of the acquisition process, the frequency offset is in the megahertz range (1.58
MHz). After the first correction the frequency is 916.556 MHz. The frequency difference
is still too large and therefore, a second iteration is needed. At the end of the calibration
process the synthesized frequency at the receiver side is 916.5804 MHz, which is only
400 Hz far from the TX carrier frequency (916.58 MHz). The inset of Fig. 4.42 shows
the downconverted residual frequency error during the calibration process (at the output
of the receiver mixers). The required acquisition time is approximately 42 µs12.

4.3.2 Residual frequency error after pre-distortion

This frequency error has two main sources:

© Temperature or supply variations

© Finite precision of the pre-distortion algorithm

12This does not include the last iteration required to confirm the frequency acquisition, which takes around
230 µs.
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Figure 4.42 Receiver synthesized frequency vs. time

This two sources require two different strategies, which will be further discussed in this
section.

Temperature or supply variations

A straightforward way to cope with this problem is either to use an Automatic Frequency
Control (AFC) loop or to adopt at the receiver side a demodulation algorithm, which is
insensitive, in first approximation, to the frequency offset induced by those variations.
While the first approach requires to increase the circuit complexity and therefore, the
power consumption of the transmitter, the second approach can use the large processing
power of the receiver to correctly demodulate the incoming data. In the following part of
this section the second approach is described in detail [62].

Among all the demodulator architectures, four of them, suited for ultra-low power imple-
mentation, have been chosen and their performances have been simulated using Simulink
models under different frequency offsets in an AWGN channel. These four type of de-
modulator are:

© Arctan-Differentiated deModulator (ADM) [90]
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© Correlation demodulator [91]

© Digital Cross-Differentiate Multiply (DCDM) demodulator [92]

© Short-Time Discrete Fourier Transform (ST-DFT) demodulator [93]

Another widely used digital demodulator is the zero-crossing demodulator. Unfortunately
in [94] it has been shown that when the frequency offset is equal to the 6% of the data
rate, the SNR degradation reaches 4.8 dB. In the field of low data-rate applications, this
will limit the maximum uncorrected frequency offset, without significant degradation in
the BER performances, to a few hundreds of Hertz, which is quite difficult to achieve in
practice without an AFC system.

In the ADM demodulator , the Frequency Modulation (FM) discriminator is followed
by an Integration and Dump (IaD) circuit and by a decision circuit, which retrieves the
transmitted data. The block diagram of this demodulator is shown in Fig. 4.43.

L N AB P F

L P F

L P F

C o s ( f )

S i n ( f )
Q

I
y

T a n  ( y )- 1 d
d t

I a D

f s y m

D a t a

Figure 4.43 Conventional Arctangent receiver

The received signal is first downconverted to complex baseband signal to obtain the In-
phase (I) and the Quadrature-phase (Q) signal components and then these components are
used to retrieve the transmitted information. The I and Q components are:

{
sI(t) = −A(t)

2 [cos(2πfd
∫ t

−∞m(τ)dτ)]
sQ(t) = −A(t)

2 [sin(2πfd
∫ t

−∞m(τ)dτ)]
(4.40)

where A(t) is the carrier frequency amplitude, fd is the frequency deviation, m(τ) =∑n=+∞
n=−∞ and(τ − nTs) is the transmitted signal with an = ±1, and d(t) the rectangular

pulse over a symbol time Ts.

Now, taking the ratio between the Q signal and the I signal and extracting the arctan-
gent function it is possible to recover the signal information. The output of the inverse
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tangent block is the following:

φ(t) = 2πfd
∫ t

−∞
m(τ)dτ (4.41)

The transmitted signal is then retrieved by differentiation of φ(t), which can be performed
in the digital domain subtracting one sample from the previous one, or by passing φ(t)
through a filter that approximates the response H(ω) = jω. The IaD block and the deci-
sion block will retrieve the digital transmitted data.

In the case in which the signal passes through an AWGN channel, remembering that
the output of the discriminator is the derivative of the phase in (4.41) (ψ̇ = dψ(t)/dt),
and considering that the IaD filter integrates over one symbol period, the output of the
IaD is [95]

∆ψ = ∆φ + ∆η + 2πN (4.42)

where ∆φ is the signal component, ∆η is the continuous phase component and 2πN is the
click noise component due to spikes at the discriminator output when the SNR is below
the threshold point, in a symbol period.

When a frequency offset is present then an additional phase term appears in (4.42):

∆ψ = ∆φ + ∆η + 2πN + ∆θ (4.43)

where ∆θ is the offset induced phase difference. If we consider a noiseless environment
(2πN=0) and no continuous phase component present (∆η=0) then it is easy to notice
from (4.43) that, supposing a digital one has been transmitted, a negative frequency offset
equal to fd and the threshold of the decision block placed at zero, ∆ψ = 0 (∆φ=fd∆T)
and the BER will approach 50%.

It is known that the optimum FSK detector is the correlation detector . Actually, this
correlation detector is not widely used due to its high complexity. In [92] a new corre-
lation type of detector has been proposed, which reduces the complexity of the system,
avoiding to use the multipliers, which are replaced by simple XNOR logic ports. Nev-
ertheless no information is provided in that paper when the incoming data and the local
oscillator at the receiver side are not perfectly synchronized in frequency. A block dia-
gram of a correlation demodulator is shown Fig. 4.44.

It can be proven [96] that, in the presence of frequency offset, the detector matched to the
incoming signal suffers from a signal attenuation equal to

α =
sin2 πρ

π2ρ2
(4.44)

where ρ = foffTs, with foff the frequency offset and Ts the symbol period. When ρ = 1
the term in (4.44) goes to zero. Therefore, no more energy is collected by the detector
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Figure 4.44 Non-coherent correlator receiver

matched to the incoming signal and the BER is close to 50 %.

Therefore, the maximum residual offset should be less than a fraction of the data rate,
which requires, for low data rate applications, an AFC system at the receiver side.

The cross − differentiate multiply demodulator has been largely used for FSK detec-
tors in pager applications and a block diagram of a classical analog cross-differentiate and
multiply detector is depicted in Fig. 4.45(b). Realizing the derivative of a signal and two
multipliers in the analog domain can be quite hard bringing to large power consumption
and increased hardware complexity.

Therefore, new topologies, still based on the cross-differentiate-multiply principle, have
been developed in order to reduce the hardware complexity and therefore, the power con-
sumption [93]. One of this topology is depicted in Fig. 4.45(a). Indeed, if a zero IF
architecture is used, the I and Q signals can be easily digitized and the derivative can
be obtained by simple subtraction between two consecutive samples. Furthermore, the
complex analog multiplier can be replaced by a XOR logic port, which behaves as one bit
multiplier.

Considering the simple analog representation given in Fig. 4.45(b), and considering for
the I and Q signals the expressions given in (4.40), then the signals at point 1 and 2 in Fig.
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Figure 4.45 Cross-differentiate-multiplier demodulator

4.45(b), with a constant signal amplitude, are




s1(t) = A2

4 cos2[2π(fd
∫ t

−∞m(τ)dτ + fofft)]
×2π(m(t)fd + foff)

s2(t) = −A2

4 sin2[2π(fd
∫ t

−∞m(τ)dτ + fofft)]
×2π(m(t)fd + foff)

(4.45)

From (4.45) it is clear that when foff = ±fd and m(t) = ∓1, the BER should approach
50%. Even though (4.45) suggests the possibility of cancelling the frequency offset via
proper encoding, it is easy to see that the presence of integrated noise (which has not been
considered in (4.45)), will make the task not easy due to the fact that the output of the IaD
stage will be a stochastic variable.

The ST −DFT demodulator is based on the Short-time DFT algorithm and has been
proposed for Low-Earth Orbit (LEO) satellite communication systems [94].

A block diagram of a ST-DFT receiver is depicted in Fig. 4.46. The algorithm assumes
differential encoding. Therefore, when the information bit ”1” is transmitted, the modu-
lation frequency is shifted with respect to the previous symbol. If the information bit ”0”
is transmitted the modulation frequency remains unchanged.

At the receiver side, supposing perfect synchronization between transmitter and receiver,
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Figure 4.46 ST-DFT demodulator

ST-DFT is applied on N samples of the incoming signal. Due to the noise, different peaks
will be present in the spectrum including the tone of the transmitted signal. Let us call
f(m−1)
dec the decided frequency for the symbol m−1. Let us suppose that t peaks are present

in the ST-DFT of the symbol m. Then, if the absolute value of the difference between the
i-th peak and f(m−1)

dec is less than 2fres, where fres is the Fast Fourier Transform (FFT)
resolution, the decision algorithm will output a logic zero. If the difference lies in the
region [2fd − 2fres, 2fd + 2fres] the decision circuit will output a logic one. If none of the
previous conditions are met, the peak is disregarded as a noise peak and the algorithm is
applied to the following peak.

It can be seen that this simple algorithm can easily track the offset. Indeed, supposing
that the decided frequency at the (m − 1) × Ts time is fdec = fd + foff, where foff is the
offset frequency and fd is the frequency deviation, then we have at the receiver side when
the information bit ”1” is transmitted:

| ∆f |=| −fd + foff − (fd + foff) |= 2fd (4.46)

where ∆f is the frequency difference between the m and the m − 1 symbol. As can be
seen from (4.46) the offset cancels out. When the information bit ”0” is transmitted, the
detected frequency difference is:

| ∆f |=| fd + foff − (fd + foff) |= 0 (4.47)

Again the frequency offset cancels out.

For all the demodulator topologies a Simulink model has been realized (see Fig. 4.47)
and the robustness against a static frequency offset has been simulated. For all the de-
modulators a data rate of 1 kbps has been chosen together with a modulation index
mindex = f(d)/D = 8, where D is the data rate. Furthermore, because of the wide-
band FSK modulation employed the effect of the HPF is negligible and will be neglected
in the following analysis.

Both the ADM and DCDM demodulators use the phase information embedded in the
signal to recover the transmitted data. Indeed, the derivative of the phase of the incoming
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signal can be approximated by using the I and Q signals from the following equation:

d
dt

(φ(t)) ∝ i(t)
d
dt

q(t)− q(t)
d
dt

i(t) (4.48)

which is exactly the same operation performed in the DCDM demodulator (see Fig.
4.45(b)). It can be proven that these demodulators exhibit a threshold effect and there-
fore, the input SNR should be high enough to allow the demodulator to work above the
threshold requiring data pre-filtering.

From Fig. 4.47(b) it can be seen that the correlation demodulator is quite weak when
a frequency offset exists between the incoming signal and the local oscillator. Due to
their similarities, the DCDM and the ADM demodulators exhibit same performances. As
can be seen from Fig. 4.47(b), the BER exceeds 5% when the offset exceeds 3 kHz. For
these demodulator topologies an AFC system is required.

On the other hand looking at the performance of the ST-DFT demodulator it is possible
to see its robustness against static frequency offset in a range that can be extended well
above the 8 kHz shown in Fig. 4.47(c). In this way, frequency offsets induced by tem-
perature variations and/or power supply variations can be easily tracked at the receiver
side, keeping the transmitter as simple as possible. This directly translates in a higher
transmitter power efficiency.

In the case of the ST-DFT demodulator, the FFT length has been chosen equal to 1024, the
filters at the transmitter side and at the receiver side has been chosen to be a raised-cosine
filter with roll-off factor equal to one. The window function is a Hanning window with a
duration of two symbols.

Finite precision of the pre-distortion algorithm

As shown in [93], the capability of the ST-DFT algorithm to reject the frequency offset
depends upon the condition that the offset is slowly varying. In other words, the frequency
offset should vary at a rate smaller than the data-rate. Therefore, the offset between two
consecutive bits can be considered the same and it will be canceled out when differential
encoding is applied. In this way also the frequency error due to temperature and power
supply variations can be tracked and actively canceled out without requiring any addi-
tional circuitry.

While differential encoding can cancel out, when applied to two consecutive bits, fre-
quency errors induced by temperature or power supply variations, it cannot cancel the
frequency error induced by the statistical properties of the DAC and of the C-V varactor
characteristic. Indeed, in the particular case of the proposed FHSS system, each bit is sent
on a different channel, which is affected by a different offset due to the INL distribution
of the DAC as well as the varactor C-V characteristic spread.
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This means that two different bits will have two different offsets and, therefore, the simple
differential encoding cannot cancel it out. Therefore, a straightforward way to cope with
such a problem is to use a dedicated look-up table for each IC. Though this approach
guarantees an easy solution to the previous problem, it will increase the cost of the final
wireless node due to an increase in testing and calibration costs.

Another solution is to send information about the offset present at that particular hop-
ping frequency when hopping begins. The principle is depicted in Fig. 4.48. In the figure
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Figure 4.48 Residual offset cancellation technique

the offset is sent as a high logic level but it can be chosen to be a low logic level as well.
Due to the fact that the offset and the data are now sent on the same frequency bin, they
are both affected by the same frequency error (due to the statistical properties of the DAC
INL and the C-V characteristic of the varactor). The differential encoding, therefore, can
provide in this case the final cancellation. The drawback of such a solution is a decrease in
the effective data rate13. Given the large modulation index employed (m>5) and the low
data-rate there will be no severe drawback at the receiver side. Therefore, this technique
was chosen for the proposed implementation.

4.4 Implementation and experimental results

In this section the implementation and the measurement results for the TX-only prototype
are discussed. The section is divided in two parts. The first part deals with the implemen-
tation of the ultra-low power TX node, while the second part deals with the realization of

13If we suppose that for 50% of the symbol period we transmit the offset information and for the remaining
50% we transmit the effective data, the effect data-rate is halved.
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the RG. The section ends with a measurement summary of the ultra-low power TX-only
node proposed in this chapter.

4.4.1 TX node implementation

The high-level block diagram of an ultra-low power TX prototype implementing the fea-
tures described in the previous sections of this chapter is depicted in Fig. 4.49. The RF

P h o t o  d i o d e s B a t t e r y

D S P A p p

= i n t e r f a c e s
R F  f r o n t - e n d

Figure 4.49 High level block diagram of the TX-only demonstrator

front-end is designed as an integrated circuit using the SOA technology. The antenna has
been designed by TNO Industries and as a DSP processor the Microchip PIC16F627A
[97] has been used.

The prototype should be able to harvest the required energy to transmit data from the
ambient. In this specific case solar cells given by Philips Research are used but other
sources of energy can be used as well. The energy harvested from the ambient in any
form, will be stored in a ultra-flat battery developed by Front-edge Technology and dis-
cussed in Chapter 1.

The Application block in Fig. 4.49 senses the environment and produces a digital sig-
nal that can be further processed by the DSP. All the interfaces between the different
prototype sub-blocks are in also shown in Fig. 4.49 . The application specific sub-block,
the harvesting element and the storage sub-block and their interfaces are not discussed
further in this section because they are outside the scope of this thesis. Therefore, the
section focuses on the three remaining sub-blocks and their interfaces:

© DSP

© RF front-end

© Interface between the DSP and the RF front-end

© Antenna
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DSP

The PIC16F627A microprocessor has a reduced set of instructions (only 35), which
makes it easy to program and it features a 4 MHz internal factory-trimmed oscillator
with 1% accuracy.

The stand-by current is lower than 100 nA at a supply voltage of 2.0V while the sup-
ply current is around 120 µA at 1MHz operating frequency. The DSP wake-up time is
lower than 4µs. These low power features made this microprocessor suitable for the TX-
only prototype.

This is one of the many on-the-shelf microprocessors, which use low-power technology in
order to reduce the power consumption of the DSP. Moving from on-the-shelf products
to a more customized DSP it is possible to consider the Coolflux DSP [98] from NXP
semiconductor. The 65 nm CMOS implementation reduces the overall power consump-
tion to about 25µW per MHz from a 0.9V power supply. This product is available only
as an Intellectual Property (IP) and therefore, the Microchip product has been used in the
prototype.

RF front-end

As mentioned before in this chapter, two different RF front-ends have been implemented.
The first prototype uses a more classical solution consisting of an oscillator working at
twice the required frequency and a divide-by-two frequency divider in order to avoid fre-
quency pulling. A block diagram of the first implemented SOA RF front-end, including
the pin location is depicted in Fig. 4.50. The oscillator is an LC based oscillator using
a differential coil to save space on chip14. The oscillator is directly modulated by the
signal coming from the DSP and processed by the interface between the DSP and the RF
front-end. This interface implements the digital frequency pre-distortion concept and it is
disclosed further in this section. Two frequency dividers are present. The output of the
first frequency divider drives the antenna using the buffer disclosed in Section 4.2.4. The
second divide-by-two frequency divider is output using the same buffer and it is further
used for the initial calibration using an FLL loop as described in Section 4.2. Both the
buffers are 50Ω matched for testability. Infact, the buffer used to output the signal used
for the initial calibration does not need to be matched to 50Ω.

The silicon implementation of the RF front-end is shown in Fig. 4.51. As can be seen
from the picture, most of the silicon area is used to implement the differential inductor
used in the LC VCO. The area occupied by this prototype is around 6mm2.

The block diagram of the second implemented SOA RF front-end, including the pin lo-

14Compared to two coils.
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Figure 4.50 Block diagram of the 1st IC prototype

cation is depicted in Fig. 4.52. As it can be seen from the picture, the RF front-end is
reduced to a single block and it has a reduced number of pins. The output does not require
any additional buffer. The VCO provides itself the driving capability for the antenna. The
coupling is obtained via an external balun, which acts also as a differential to single ended
converter. The single ended output of the balun is then connected to the antenna.

The realized RF front-end is depicted in Fig. 4.53. Differently from the first prototype it
does not use a differential inductor. Indeed, the power VCO works at half the frequency
used by the LC VCO in the 1st prototype and no differential inductor was available at that
frequency. This translates in a much larger area, which can be avoided by designing a
differential inductor optimized for the 915 MHz center frequency. The area occupied by
the prototype is 3.6mm2.
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Figure 4.51 1st IC prototype silicon implementation
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Figure 4.52 Block diagram of the 2nd IC prototype

Interface between the DSP and the RF front-end

The interface between the integrated RF front-end and the DSP core has been imple-
mented using on the shelf components. The interface is the core of the digital frequency
pre-distortion and it is mainly composed by a shift register and a DAC. The shift register
is required in order to load the 12-bit word used in the DAC.

The microprocessor stores all the 12-bit words into a ROM and outputs those words as
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Figure 4.53 2nd IC prototype silicon implementation

a serial bit stream at a frequency of 1000 words per second. The speed at which the
words are output is the hopping speed. In this prototype a 1khop/s has been chosen but
this rate can be varied within a reasonable range without affecting the overall TX power
consumption. Before the word can be loaded into the DAC, 12 parallel bits are required
and therefore, they are temporary stored into the shift register.

A schematic block diagram of the RF front-end and DSP core including the interface
between these two sub-blocks is shown in Fig. 4.54. The on-chip block depicted in the
figure refers to the first prototype, but it can be easily substituted by the more simple (a
single RF block) front end used in the second prototype. Two DACs are present. One
DAC is used for the initial coarse calibration and it is switched off after the coarse fre-
quency tuning has been achieved. The second DAC effectively implements the interface
between the digital world (the DSP) and the analog world (the RF front-end). An external
divide-by-N frequency divider is used to close the FLL loop together with the DSP and
the internal divide-by-two frequency divider. The FLL loop assures the initial coarse fre-
quency calibration and it is switched off after the coarse frequency tuning is achieved.

The fine tuning DAC needs to work at a very low frequency (few ksample/s) and there-
fore, it does not pose any problem in terms of power consumption. In this prototype
the AD7392 [99] has been chosen. It is a micropower DAC. This DAC has a current
consumption of only 100 µA maximum and a 100 nA current consumption when it is
shutdown. Moreover, it has a 2.7V power supply and it has a maximum operating fre-
quency of 17 ksample/s. For higher data rates (up to 125 ksample/s) the AD5341 [100]
can be used for a slightly higher current consumption. The AD5341 consumes 115µA
from a 3V power supply while consuming only 80 nA when it is shutdown.
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Figure 4.54 Schematic block diagram of the transmitter prototype

The DSP core and the required interface between the DSP core and the RF front-end has
been implemented on a dedicated board shown in Fig. 4.55. The µP is the microchip mi-

Figure 4.55 PCB implementation of the DSP core plus the interface between
the DSP core and the RF front-end

croprocessor, the SRs are the two 8-bit shift registers used15 and the DAC is the AD7392

15Only 12 out of 16 bits are used and after the 12 bits are loaded, a reset signal is used to reset the two registers
for the next hopping bin synthesis.
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used for this prototype.

Antenna

The main characteristic an antenna should have to be used in an indoor environment is
the omni-directionality. In the indoor environment a line of sight path is rarely present
and therefore, the communication link should generally rely on reflected paths. For this
prototype a very simple microstrip patch antenna has been used. In its most basic form, a
microstrip patch antenna consists of a radiating patch on one side of a dielectric substrate,
which has a ground plane on the other side as shown in Fig. 4.56.

p a t c h

d i e l e c t r i c  s u b s t r a t e g r o u n d  p l a n e

L

W

h

t

Figure 4.56 Structure of a microstrip patch antenna

For a rectangular patch, the length L of the patch is usually 0.3λ0 < L < 0.5λ0 ,
where λ0 is the free-space wavelength. The patch is selected to be very thin such that
t¿ λ0 (where t is the patch thickness). The height h of the dielectric substrate is usually
0.003λ0 < L < 0.05λ0 . The dielectric constant of the substrate (εr) is typically in the
range 2.2 < εr < 12.

We chose to focus on an optimal design in order to obtain a good efficiency, a large
bandwidth and an efficient radiation. This choice requires the following characteristics:

© Thick dielectric substrate

© Low dielectric constant

Unfortunately, this generally leads to a larger antenna. Though antenna integration is very
important for an autonomous wireless node, antenna design is outside the scope of this
thesis and therefore, we optimized the antenna in terms of bandwidth, efficiency and ra-
diation regardless of the final dimension.

Microstrip patch antennas can be fed by a variety of methods. These methods can be
classified into two categories: contacting and non-contacting. In the contacting method,
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the RF power is fed directly to the radiating patch using a connecting element such as a
microstrip line. In the non-contacting scheme, electromagnetic field coupling is done to
transfer power between the microstrip line and the radiating patch. The first method has
been chosen for the antenna used in this prototype.

In this type of feed technique, a conducting strip is connected directly to the edge of
the microstrip patch as shown in Fig. 4.57 . The conducting strip is smaller in width as
compared to the patch and this kind of feed arrangement has the advantage that the feed
can be etched on the same substrate to provide a planar structure. The purpose of the inset

p a t c h

d i e l e c t r i c  s u b s t r a t e g r o u n d  p l a n e

m i c r o s t r i p  f e e d

Figure 4.57 Microstrip line feed

cut (microstrip feed in Fig. 4.57) in the patch is to match the impedance of the feed line to
the patch without the need for any additional matching element (50Ω impedance match-
ing is required in this particular prototype). This is achieved by properly controlling the
inset position. Hence this is an easy feeding scheme, since it provides ease of fabrication
and simplicity in modeling as well as impedance matching. The realized microstrip patch
antenna is shown in Fig. 4.58.

Figure 4.58 Microstrip patch antenna with microstrip line feed matched to 50Ω
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IC board for PVT measurements

The PCB used to test the power-VCO based IC prototype 16 is depicted in Fig. 4.59(a). As

(a) PCB layout for the power-VCO based IC
prototype

(b) PCB including the IC and the tower for fast PVT measure-
ments

Figure 4.59 PCB used for PVT test for the power-VCO based IC prototype

stated in Section 4.2.2, an important point in the measurement consisted in evaluating the
results under process spread conditions. For this reason, it was mandatory to use only one
PCB for all the ICs measured. In this way, the spread due to the PCB itself is cancelled
and the measurement results show directly the performances variation of the prototype
due to the process spread. To obtain this, a tower has been used, which can keep the IC
prototype correctly aligned. Following this procedure, the IC pins are correctly contacted
to the PCB without requiring to be soldered and the PCB remains unchanged over the all
set of measurements.

The PCB with the described tower is shown in Fig. 4.59(b). This measurement setup
has been used to obtain all the measurement results in this section as well as for example
the results shown in Fig. 4.8.

16The PCB for the LC-divider based prototype is very similar and therefore, it has not been shown in this
thesis.
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4.4.2 RG implementation

The RG has been implemented using measurement instruments and a PC in order to apply
all the algorithms required for the correct reception of data and described throughout this
chapter. The schematic block diagram of the RG receiver is shown in Fig. 4.60.

B P F A D C

L O
P X I - 5 6 0 0

P X I - 5 6 2 0
1 2 b i t s ,  6 4 M s / s
P X I - 5 1 2 2

1 4 b i t s ,  1 0 0 M s / s

P C

Figure 4.60 RG receiver implemented using a PC and measurement instruments

The receiver antenna is the same antenna used at the transmitter side and describe in Sec-
tion 4.4.1. The downconversion part is realized via the National instrument PXI-5600. It
is composed of a local frequency reference and a downconversion mixer. After the in-
coming signal has been downconverted to baseband a high sampling rate digitizer is used
to convert the incoming data into the digital domain. The sensitivity of the receiver chain
is around -88 dBm.

The measurement results throughout this chapter has been obtained using the PXI-5620,
which is a 12 bits, 64Ms/s digitizer. After the data has been converted in the digital
domain, a Labview based interface is used to collect the data. The final conversion to
a demodulated bit stream using the ST-DFT algorithm described in Section 4.3.2 is not
performed in real time because of data limit with the computer Peripheral Component
Interconnect (PCI) interface. Therefore, the data is saved into an internal high speed
memory buffer and when the available 16 Mbytes are filled, the measurement is stopped
and the data is transferred for further analysis. The ST-DFT algorithm is then performed
using Matlab and the received data stream is compared with the transmitted data stream
to obtain the BER.

4.4.3 Measurement results

In this section the measurement results will be given. In general, both the RF front-ends
can be used in the architecture described in this chapter and based on frequency pre-
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Figure 4.61 Output power and phase noise at 450 kHz offset versus bias current
for the power-VCO based RF front-end

distortion. To avoid repetitions, the measurement results are referring to the power-VCO
based prototype. The few differences in the measurement results are summarized in Table
4.11. These differences are mainly a wider tuning range for the VCO-divider based topol-
ogy with respect to the power-VCO topology and the requirement for an output buffer,
which is not present in the power-VCO based RF front-end.

For short-range wireless communication, power ranges between -25 dBm and -5 dBm
can assure a robust communication over 10 meter distance in the indoor environment.
From Fig. 4.61 it can be seen that the required bias current for the power-VCO based
front-end ranges approximately between 1 mA and 2 mA to obtain an output power be-
tween -18 dBm and -5 dBm. Predicted, simulated and measured results show a good
agreement allowing minimization of the current consumption for a given set of output
power and phase noise specifications.

In Fig. 4.61 the phase noise varies between -102 dBc/Hz and -115 dBc/Hz when the bias
current changes between 1 and 2 mA, which is in line with the specification given in Table
4.217. At the lower current consumption (1 mA), the output power on a common 50 Ω
antenna is around -18 dBm (excluding cable losses).

Given the fact that the system has to be duty-cycled to reduce the average power con-
sumption, it is important that VCO start-up time is small compared to the data transmis-

17The phase noise specification in Table 4.2 already includes a 3 dB margin to account for implementation
losses. Therefore, it is possible to state that the -102 dBc/Hz exceeds by 2 dB the minimum phase noise
requirement (see Section 4.2.3).
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sion time. In Fig. 4.62 the measured oscillator start-up time is plotted.18. The start-up
time is around 3.5 µs. Even considering a 10 kbps data rate, this is a small fraction of the
transmission time and it contributes to minimize the TX node start-up time.

3 . 5  m s

Figure 4.62 Oscillator start-up time for the power VCO based architecture

To demonstrate all the concepts, algorithms and techniques described in this chapter, a
link between a TX node and an RG was created. The TX node used the power VCO
based architecture as RF front-end, while the RG has been described in Section 4.60. The
environment was a common office environment and the relative distance between the TX
node and the RG was around 8 meters.

In Fig. 4.63 the signals throughout the whole chain, from the look-up table in the mi-
croprocessor up to the evenly spaced FH spectrum are shown. In the measurement results
shown in Fig. 4.63, the 64 channels are addressed sequentially rather than in a pseudo-
random fashion. This choice allows to see the predistorted DAC output19. The DAC
output directly modulates the VCO and as it can be seen from Fig. 4.63, an almost linear
frequency grid has been obtained with a maximum inter-channel error smaller than 5 kHz.

The transmitted power was set to -18dBm, and when board and cable losses are included,

18The oscillator frequency in Fig. 4.62 is an alias of the synthesized frequency due to the sampling rate used
in the measurement setup. Indeed, the 25 Ms/s rate is lower than required by the Nyquist theorem.

19Indeed, because all the channels are addressed in a sequential way, the DAC output should look like a
voltage ramp. Due to the frequency pre-distortion, it is clearly visible in fig. 4.63 that the DAC output has a
curved shape instead of a ramp like shape.
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a -25dBm radiated power is obtained. Under these conditions a BER measurement has
been performed over 10000 transmitted bits at 1 kbps data rate and 1 khop/s hopping
rate. The RG was not able to hop at 1khop/s due to settling time limitations. A possible
solution was to digitize the whole bandwidth. Unfortunately, digitizing the whole band-
width caused a data rate above the handling capability of the PC PCI interface. For these
reasons, the TX hopped among 6 channels over the 64 it is possible to synthesize20. The
receiver was not hopping but it digitized all 6 channels at the same time. The resulting
BER when the TX node and the RG are in a NLOS condition was measured to be smaller
than 1.1%. As mentioned in Section 4.2.3, this BER is sufficient to obtain a reasonable
QoS when FEC (Reed-Solomon codes for example) is applied.

The spectrum as received from the RG in real time before any demodulation is applied
is shown in Fig. 4.64. The frequency axis is centered around 915 MHz ISM band center
frequency. In reality, the spectrum shown has been already downconverted to an IF fre-
quency by the RG. The frequency shown in the picture has been obtained by adding the
LO frequency used for downconversion in the RG mixer. Also this measurement has been
obtained by narrowing the possible hopping bins to 6 because of measurement instrument
limitations. It should be noticed that when calibrated to the same output power the two
described front-ends give the same output spectrum. Only the absolute position of the
frequency peaks will vary due to the process spread on the varactor C-V curves (DAC and

20In practice this is a worst case condition because the system could benefit from a much smaller than designed
frequency diversity.
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Figure 4.64 Received power spectrum (8 meters distance, NLOS condition, and
-25 dBm transmitted power)

board are kept the same).

The overall measured transmitter power consumption is 2.4 mW at -18 dBm output power
and 4.4 mW at -5 dBm output power from a 2 V power supply for the power VCO based
prototype. The LC VCO based prototype consumes 5.4 mW at -25 dBm transmitted
power mainly due to the not power optimized output buffer as clearly visible in the power
breakdown of Fig. 4.65. When the output buffer are not considered the hopping synthe-
sizer (µP+DAC+VCO+divider) consumes 870µA from a 1.8V power supply (around 1.6
mW).

The baseband and the mixed signal circuitry including the DSP dissipate 0.4 mW, which
is mostly consumed in the DACs. If the coarse calibration DAC (see Fig. 4.5) is switched
off after the first initial calibration, the power consumption reduces to about 0.2 mW for
both prototypes.
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Figure 4.65 Power consumption breakdown by block for the LC-VCO-divider
front-end (buffer not optimized for low-power)

Table 4.11 RF front-ends performance summary

Parameter FE1 FE2(1mA) FE2(2mA) Unit
Technology SOA SOA

Active chip area 2.8 3.6 mm2

Vcc 1.8 2 V
Max. Front-end current (20 samples) 2.8 1 2 mA

Max. Front-end dissipation (20 samples) 5 2 4 mW
Baseband dissipation 0.4 mW

Total active FHSS TX dissipation 5.4 2.4 4.4 mW
Min. coarse tuning range (20 samples) 94.4 50 MHz

Min. fine tuning range (20 samples) 8.9 10 MHz
Worst case phase noise (20 samples) -109 -102 -115 dBc/Hz @ 450 kHz

Output power -25 -18 -5 dBm
Raw BER (8 meter distance, Pout=-25 dBm) < 1.1E-2

4.4.4 Benchmarking

A summary of the performances for both the prototypes, including the baseband circuitry
is shown in Table 4.11. The measurement results confirmed the capability of the pro-
posed architecture to minimize the complexity of the transmitter and therefore, to reduce
the power consumption compared to the state-of-the-art FH transmitters, as shown in Ta-
ble 4.12, by a factor 4.

It can be seen that a further reduction in the overall power consumption can be ob-
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tained by employing simpler modulation schemes together with dedicated technologies
( [14], [101]) or by matching to high ohmic antennas( [102]) and using one or two chan-
nels communication link ( [14], [101], [102], [103]). In this work, the primary goal was
the robustness of the wireless link together with the low power consumption, while em-
ploying standard technological solutions. In this sense the method compares favorably
with all the state-of-the-art spread-spectrum based solutions, even in terms of efficiency21.

4.5 Conclusions

This chapter focused on an architecture suitable for one-way link communication. In this
asymmetric scenario, the TX node is severely power constrained, while the RX node has,
virtually, an unlimited power budget. Starting from this assumption, the novel architecture
proposed in this chapter exploits the benefit of direct modulation of the VCO to synthe-
size the required hopping bins.

Non-idealities coming from the non-linear relation between frequency and varactor ca-
pacitance, the DAC, and other sources of non-linearities, are compensated via digital
frequency pre-distortion. The remaining frequency error is corrected, together with any
other frequency error caused by process spread, temperature and supply variations, at the
receiver side via a set of dedicated algorithms. In this way the TX node is kept simple,
thus minimizing its power consumption. The hopping speed can be varied without in-
creasing, in a first approximation, the overall power consumption. This allows to trade
the transmitted power for hopping speed without any power consumption penalty.

Two RF front-ends are proposed. The first front-end employs a classical LC oscillator
followed by a frequency divider. The second front-end combines the upconversion with
the power amplification using a power-VCO based on a Colpitts oscillator. Both in theory
and in measurements the second front-end outperforms the first implementation, which
also requires an output buffer to drive the antenna. The RF front-end exploiting the power-
VCO concept uses only 1 mA from a 1.8V supply. The output power is only -25 dBm
including cable and antenna losses but this is sufficient to get a BER smaller than 1.1% in
a real indoor environment with antennas 8 meters apart and in a NLOS condition. It has
also been proven that this BER is sufficient for a reasonable QoS when FEC is used and
in particular Reed-Solomon codes are implemented.

21In this thesis the transmitter efficiency is defined as the ratio between the radiated power and the overall
transmitter power consumption.
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5

A Two-way Link Transceiver Design

IN Chapter 1 the space of applications for an autonomous wireless sensor network has
been divided in applications that require only to transmit data and applications that re-

quire to transmit and receive data. The first ones only require a transmitter, while an RG
is used to receive the data and eventually to distribute the information using a wireless or
a wired communication link. The second ones require a two-way link. In this category
also fall all the networks that require a multi-hop based protocol to function properly1.
This second case presents a much higher degree of complexity because both the receiver
and the transmitter must be designed to be ultra-low power.

The first consequence of this constraint is that it is not possible to implement complex
digital algorithms to compensate for system non-idealities and therefore, accurate refer-
ences are mandatory. The first system choice we adopted is, therefore, to use a crystal
based reference. Though this increases the wireless node costs, it allows to avoid com-
plex frequency recovery algorithms minimizing, in this way, the node power consumption.
Moreover, though the cost per node increases, no RG is required. This means that the cost
of the RG used in the one-way link can be spread among several nodes. Therefore, though
a two-way link network will probably cost more than a one-way link network, the cost

1For example, in a remote area it can be very difficult to deploy an RG or any other kind of infrastructure
to support a one-way link network. In this case, if the network is deployed over a wide space, a multi-hop
technique must be used in order to avoid the wireless node to transmit over a very long distance, which will
translate in an exponential increase of the transmitted power and therefore, of the overall power consumption of
the wireless node.
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186 Chapter 5 A Two-way Link Transceiver Design

difference can be reduced because no infrastructure is required for this kind of network.

This chapter focuses on the design of a two-way link transceiver. First some general
design guidelines are given. Second the transmitter architecture is described and an ultra-
low power fast hopping frequency synthesizer is proposed. Then the receiver system anal-
ysis is described and simulation and measurement results are given. Finally, conclusions
are drawn and an outlook to a possible future work is given.

5.1 Transmitter design general guidelines

A two-way link requires any node in the network to be able to transmit as well as to
receive data. A two-way link network, though it does not require any infrastructure to
operate, does present a big challenge when its power consumption is reduced to a level
that can allow autonomous operation. The reason resides on the fact that more hardware
is required (a transmitter and a receiver) and this hardware is used more often than in a
one-way link network especially if a multi-hop protocol is adopted.

In a one-way link network we have shifted most of the complexity from the transmitter to
the receiver. The reason is that the receiver is mains supplied and therefore, it could be de-
signed to handle complex digital functions able to correct for the non-idealities present in
the transmitter. This allows to reduce the transmitter complexity and, therefore, to reduce
the transmitter power consumption. Unfortunately, in a two-way link both the transmitter
and the receiver functions are power constrained. The first outcome of this different sce-
nario is that, while in the one-way link network it was possible to remove the crystal, in a
two way link this is not anymore possible. Indeed, in a one-way link network the required
frequency synchronization between the transmitter and the receiver is mainly performed
at the receiver side by the RG. While this is surely possible in a system with no power
constraints like the RG, it is very difficult to achieve in the two-way link network.

In Chapter 3 we have shown that at low transmitted power (below 0 dBm) most of the
power is used in the pre-PA part of the frequency hopping transmitter. We have also
pointed out most of this power is used in the hopping synthesizer but no evidence for this
statement has been given up to this point. For this reason, in Table 5.1 4 examples of
frequency hopping transmitters are listed. It can be seen from Table 5.1 that when the
transmitter only part is considered, 40% ore more of the power consumption is used in
the frequency hopping synthesizer. This percentage drops down to more than 20% where
both functions (RX and TX) are used. Generally, it is possible to assume that every wire-
less node in the network works in half duplex mode and therefore, almost half of the total
power consumption during active mode is used to power the frequency hopping synthe-
sizer. Therefore, the design of a truly autonomous frequency hopping transceiver needs
to reduce the synthesizer power consumption an order of magnitude below the current
state-of-the-art.
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Table 5.1 Power consumption of some commercially available FHSS products
Product Freq. band [MHz] Power consumption TX [mW] Synthesizer [mW]

CC1100 [107] 915 24.3 14.8
CC2500 [108] 2400 27 13.3

ADF7020 [109] 915 36.6 23a

SX1223 [110] 915 28 10

aDeduced from AD synthesizer products

5.2 Transmitter architecture

In order to achieve this target, it is important to minimize the range of frequencies that
the synthesizer must synthesize as well as its maximum operating frequency. For this
reason, the choice of the transmitter architecture becomes fundamental. In this thesis, we
adopted a direct SSB upconversion architecture. This architecture is shown in Fig. 5.1
This transmitter architecture has been proposed for frequency hopping systems in [35].

To
 PA   B a s e b a n d

F H  
S y n t h e s i z e r

+
-

d a t a

Figure 5.1 Transmitter architecture employing SSB direct up-conversion
scheme

The benefits of this architecture are:

© Up-conversion is performed via a quadrature modulator so no closed loop system
is used

© SSB up-conversion scheme halves the number of channels to synthesize at base-
band

The absence of a closed loop allows to achieve an almost instantaneous upconversion of
the baseband signal to the wanted band center frequency2. Halving the number of required

2In a closed loop system like a PLL the required frequency is synthesized after a certain amount of time called
lock-in time. Generally, the lock-in time depends on the accuracy required in the synthesis of the frequency. If
a part per million accuracy is required, the lock-in time can be large limiting the maximum achievable hopping
speed.
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bins to synthesize reduces the maximum operating frequency of the baseband synthesizer
and therefore, its power consumption. The data is applied on the local oscillator used to
upconvert the signal to the band center frequency. By shifting the LO frequency by an
amount equal to the frequency deviation3 it is possible to upconvert the modulated data to
the wanted frequency bin.

To avoid degradation of the BER at the receiver side especially when the SNR is poor, the
local oscillator must have a good frequency stability. Good frequency stability means that
the frequency deviation from the ideal center frequency under temperature and supply
variations must be smaller than the instantaneous data rate. This can be obtained using a
crystal reference and a PLL loop. Though feasible, this architecture can be costly in terms
of power consumption especially if a frequency deviation in the order of few hundreds of
kilohertz is considered.

Given the low data rate generated by any wireless node of the network, a simpler and

Amplifier

SAW
Resonator

FSK
Modulator

Data
input

Out

Figure 5.2 Block diagram of the Surface Acoustic Wave (SAW) stabilized LO
with embedded FSK modulation functionality

more optimal solution in terms of power is to use a SAW based oscillator. If the oscilla-
tion frequency is changed between two values close to the resonant frequency of the SAW
based resonator, an FSK modulator is obtained. Moreover, if the frequency deviation is
much smaller than the SAW resonant frequency all the stability properties of the SAW res-
onator do not change and therefore, a stable and accurate FSK modulator can be obtained.

3We suppose to use an FSK modulation



5.3 Synthesizer design 189

A simple block diagram of a SAW based oscillator able to generate two tones at a slight
different frequency around the band center frequency is depicted in Fig. 5.2 [111]. The
FSK modulation is achieved via the parallel combination of a capacitor and a MOS switch.
When the switch is turned on and off depending on the data input, different phase shifts
are introduced in the feedback loop. In this way, the oscillator outputs two different fre-
quency around the self resonant frequency of the SAW resonator. The most important
advantages of this topology (MOS switch and parallel capacitance) are the following:

© No current consumption

© Low area

© Low complexity

The switch requires a special attention in the design. Indeed if not properly designed, it
can degrade the phase noise performances considerably. Other possible alternatives to a
SAW stabilized oscillator consist in replacing the SAW resonator with an FBAR [112]
[113] resonator, which has, generally, a better form factor, or with a MEMS based oscil-
lator [14].

In Chapter 3 and in the previous part of this chapter, we have shown that the bottleneck
in the design of an autonomous frequency hopping transceiver is the frequency hopping
synthesizer. The next section describes a sub-mW baseband fast frequency hopping syn-
thesizer suitable for integration in an autonomous frequency hopping transceiver for a
two-way link scenario.

5.3 Synthesizer design

The frequency hopping synthesizer is the core of any frequency hopping system. In Chap-
ter 3 we have shown that the design of an agile sub-mW frequency hopping synthesizer
is not a trivial task and that common architectures like PLL and DDS fail to achieve both
targets at the same time. In Chapter 4 we have shown that in a one-way link scenario
the two targets can be obtained by direct modulation of a VCO and by using calibration
algorithms at the receiver side in order to recover from the non-idealities of the silicon im-
plementation. The use of those algorithms was possible because the receiver was mains
supplied and therefore a virtually unlimited power budget could be used. This hypothesis,
unfortunately, is not true for a two-way link scenario. Therefore, a new strategy has been
used in order to design a frequency hopping synthesizer that is, at the same time, agile an
low power.
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5.3.1 Baseband frequency hopping synthesizer specifications

The first step in the synthesizer design consists in defining the required specs in terms of
hopping speed, accuracy, SFDR and power consumption. These specifications, explained
in the sequel, are the following:

© Power consumption: smaller than 0.5 mW

© Fast hopping (À data-rate)

© Good SFDR: > 30dB

© Accuracy: within a fraction of the data rate

© Small channel spacing: < 1MHz

As already mentioned in the previous chapters, the power consumption of the frequency
synthesizer is part of the pre-PA power and in general, can be considered as a “wasted”
power. Minimizing the synthesizer power consumption optimizes, in terms of efficiency,
both the transmitter and the receiver. In the transmitter part, the PA power becomes dom-
inant while at the receiver side the LNA-Mixer-LPF-ADC path dominates. Given the fact
that a complete transceiver power consumption should not exceed a few milliwatts, we
set the baseband frequency hopping synthesizer power consumption to be below 0.5 mW.

As shown in Chapter 2, fast hopping is required in order to increase the system immunity
to channel non idealities like fading. Indeed, if the same bit is transmitted on several chan-
nels, the probability of a bit error, when a simple majority criteria is used to reconstruct
the transmit data, will be greatly reduced. Therefore, though the instantaneous SNR will
be decreased due to fading, this fast hopping technique allows to recover from this degra-
dation without increasing the transmitted power. It is important that while increasing the
hopping speed the power consumption of the synthesizer remains roughly independent of
the hopping speed.

SFDR is an important requirement in order to avoid jamming of many communication
channels caused by spurs of the transmitted signal. If the spur levels are too high, a chan-
nel used by another transmitter communicating at the same time4 can be unusable and
this decreases the effectiveness of the frequency hopping scheme against interferers. It
has been shown in [43] that an SFDR of 30 dB or larger is enough to avoid such a situa-
tion in wireless sensor networks. We designed the system for a 40 dB SFDR in order to
have some margin over degradations due to silicon implementation.

Frequency accuracy is an important parameter in order to avoid that complexity increases
considerably at the receiver side. Given the fact that the system employs a simple BFSK
modulation scheme, any frequency inaccuracy at the transmitter or the receiver side can

4This transmitter can be further away from the receiver with respect to the jamming node. Therefore spurs
of the jamming node can effectively overwhelm the signal received from the wanted transmitter.
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cause an increase in the BER. In Chapter 4 some demodulator topologies have been an-
alyzed focusing on their sensitivity to residual frequency offset between transmitter and
receiver. From that analysis, in order to avoid any limitation in the choice of the frequency
demodulator, an accuracy better than a fraction5 of the data rate is required.

Finally, a small channel spacing is required in order to pack as many channels as possible
within the wanted band. Indeed, the advantages given by the frequency spread spectrum
technique against channel non idealities and interferers is proportional to the number of
channels used. The larger the number of channels, the more robust is the communication
link even in the presence of strong non-idealities. A channel spacing below 1 MHz allows
to have more than 83 channels in the 2.4 GHz ISM band, which allows to have a fairly
large processing gain.

5.3.2 Baseband frequency-hopping synthesizer architecture

In a DDFS architecture accuracy and agility are guaranteed by the use of an accurate crys-
tal based reference signal and by an feedforward architecture. The proposed architecture
keeps these two characteristics of a DDFS while trading flexibility for power. Indeed,
a DDFS is able to generate a wide range of frequencies with a very fine and accurate
frequency step that in some architectures can reach a few hertz. The proposed two-way
link wireless sensor node requires to generate only a relatively small set of frequencies
with a resolution of 0.5 MHz. The proposed architecture, therefore, has a lower flexibility
compared to a DDFS architecture but its power consumption is an order of magnitude
lower, and therefore it can be integrated in an autonomous wireless node for a two-way
link network.

The proposed solution to have an agile, accurate but still ultra-low power frequency
hopping synthesizer is to synthesize the required frequency bins according to equation
(5.1) [114].

fbin = fref ×
(

1± 1
M

)
× 1

N
(5.1)

where fref is the stable and accurate reference signal, fbin is the required frequency bin
and M and N are integer numbers. It is important to notice that the reference signal is
constant for all the required values of fbin. Therefore, all the required bins must be syn-
thesized by changing the integer numbers N and M.

Looking at equation (5.1), it can be seen that the frequency synthesizer can be imple-
mented by using a SSB mixer with the capability to choose between the two sidebands

5In 4.3.2 we shown that the correlation based demodulator is the most sensitive frequency demodulator
architecture to frequency offset. With a fraction of the data-rate we intend that the frequency offset has to be
below roughly one fifth of the data-rate for an acceptable BER.
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and two programmable frequency dividers. Given the fact that all the required frequencies
are synthesized from a crystal locked reference signal, all the synthesized bins will hold
the stability and accuracy properties of the reference signal (e.g. in the order of parts per
million).

Equation (5.1) has several possible solutions. The implemented solution uses an fref=288
MHz for an inter-channel spacing of 0.5 MHz. The 288 MHz reference signal can be
generated in different ways which are discussed more in detail in Section 5.4.

Table 5.2 shows the required M and N factors to obtain all the frequency bins in the
range between 0.5 MHz and 14 MHz with a step of 0.5 MHz. Some baseband frequency
bins (4,8 and 12 MHz in Table 5.2) can be obtained by direct division of the reference in-
put by N. The total number of baseband channels is 28 and given the SSB up-conversion
scheme employed it is possible to synthesize 56 channels around the desired band center
frequency.

A simplified block diagram of the proposed architecture is depicted in Fig. 5.3. Given the
fact that the architecture is feed-forward and no feedback loop is present, its settling time
is set by the internal node time constants. This means that the proposed architecture is
suitable for a fast hopping frequency synthesizer. Moreover, if the complete architecture
is implemented using digital blocks its power consumption can be reduced below 0.5 mW.
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Figure 5.3 Simplified block diagram of the proposed baseband frequency hop-
ping synthesizer

As it can be seen from Table 5.2, all the required N and M division ratios are multiples
of two and three. Therefore, only divide-by-two and divide-by-three frequency dividers
are required. If implemented as analog dividers, they can consume a relatively large
power. Therefore, they need to be implemented digitally. Moreover, an SSB mixer re-
quires quadrature signals. This means that low-power quadrature generators are required
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Table 5.2 One possible solution for equation 5.1
Freq. bin [MHz] M N Sidebanda

0.5 4 144 L
1 4 72 L

1.5 4 48 L
2 4 36 L

2.5 12 48 L
3 4 24 L

3.5 16 36 L
4 fref

72
b

4.5 4 16 L
5 12 24 L

5.5 24 24 L
6 4 12 L

6.5 24 24 U
7 12 24 U

7.5 12 16 L
8 fref

36
b

8.5 36 16 L
9 8 12 L

9.5 36 16 U
10 12 12 L

10.5 16 12 L
11 24 12 L

11.5 48 12 L
12 fref

24
b

12.5 48 12 U
13 24 12 U

13.5 16 12 U
14 12 12 U

aL=Lower sideband and U=Upper sideband
bSSB mixer not used

(see Fig. 5.3). The baseband synthesizer must also be able to generate quadrature signals
in order to support the SSB up-conversion scheme as shown in Fig. 5.1.

The easiest way to generate quadrature signals is to use a divide-by-two frequency di-
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vider. A low-power implementation for a generic divide-by-k (where k can be any integer
number) frequency divider uses digital Flip-Flop (FF). While a fully digital implemen-
tation is optimal for the power consumption, it has several drawbacks in terms of SFDR
because of the high harmonic content of the signals involved in the SSB mixing process
(see Fig. 5.3).

The analog signals used are square-waves that contain, besides the fundamental com-
ponent, all the odd harmonics of the fundamental frequency. The third harmonic, for
example, is only 9.5 dB below the fundamental and very close to it. This means that,
after SSB upconversion to the center of the ISM band, it is very difficult to filter out this
component. A pre-filter is required but given the fact that the third harmonic is very close
to the fundamental this can be quite demanding in terms of complexity and power. A 30
dB extra rejection on the third harmonic would require a 3rd order filter which can be
power hungry.

Also the level of the harmonics before the divide-by-N frequency divider must be well
controlled. Indeed, also these harmonics are transferred to the output of the frequency
synthesizer and can potentially reduce the synthesizer SFDR. In order to alleviate the
drawbacks coming from a mostly digital implementation of this architecture, a selective
rejection of close-in harmonics is adopted [115].

Harmonic rejection based frequency synthesizer

A harmonic rejection circuit is, in general, a circuit which passes some frequencies unat-
tenuated, while it attenuates some other frequencies. Therefore, a filter can be also con-
sidered a harmonic rejection circuit. The major drawback of an analog filter is that its
complexity and therefore, its power consumption increases by increasing the filter order.

If we suppose for a moment that it is possible to implement a harmonic rejection of the
3rd and the 5th harmonics of a wanted tone, it is instructive to see if removing these har-
monics is sufficient to meet the required 40 dB SFDR.

Fig. 5.4 shows the proposed architecture without any harmonic rejection applied. The
level of harmonics at various points of the architecture are also shown. Because no har-
monic rejection is applied in point A and B we have the fundamental components (fref/2
and fref/M) but also their odd harmonics. The largest harmonic is the third harmonic,
which is only 9.5 dB below the fundamental. The impact of these harmonics on the archi-
tecture is different depending on if it is the third harmonic of the fref/2 signal or the third
harmonic of the fref/M signal. The latter is much more difficult to attenuate after SSB
mixing is performed because M can be large (see Table 5.2). A large M can produce a
tone, which after SSB mixing, is very closely spaced around the fundamental of the fref/2
signal. For example, if we suppose that the fundamental of the signal in B is 1 MHz, its
third harmonic is at 3 MHz. This harmonic mixes with the fundamental tone in A (144
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MHz) creating a tone at 141 MHz only 9.5 dB below the wanted tone (144+1 MHz=145
MHz when the upper sideband is selected). If we want to attenuate this tone by 30 dB,
the required analog filter should have several poles.

Of course, the third harmonic of the tone in A is also only 9.5 dB below the fundamental.
But this harmonic is generally placed 3 times further away from the wanted tone. Never-
theless, a certain degree of attenuation is required for the third harmonic of the tone in A
if no harmonic rejection is used for it.

To estimate the level of the harmonics at the synthesizer output, it is necessary to con-
sider the effect of a digital divider on a spectrum having a large fundamental tone (at
fref/2+fref/M) and several other tones 9.5 dB or more below the fundamental. The effect
of a frequency divider on an input signal which contains a certain number of spurs is ana-
lyzed in [116]. If a spur is present in the input signal at a frequency separation equal to f1
from the wanted signal, after an integer division by a factor N, the output spectrum con-
tains the same spur around each odd harmonic of the wanted signal at the same frequency
separation ±f1. The amplitude of those spurs will be reduced, with respect to their input
amplitude by a factor equal to 2N. This can be intuitively explained by considering the
spurs around the fundamental tone like phase noise. The factor 2 accounts for the fact that
the spurs come from a SSB mixing and therefore, going through the divider the amplitude
content is lost.

If we look at Table 5.2 we can see that the minimum value for N is 12 giving an extra
27.6 dB (24×) attenuation for the unwanted spurs. This is sufficient to attenuate the third
harmonic of the fref/2 signal (see the signal at point A in Fig. 5.4) by more than 40 dB
(and therefore, more than the required specification) using a simple LPF placed after the
SSB mixer (see Fig. 5.5).

The third and fifth harmonic of the fundamental tone in B are removed using Walsh func-
tion based harmonic rejection as proposed in [115]. The 7th and 9th harmonics of the
fundamental tone in B are 17 dB and 19 dB below the fundamental and will therefore be
more than 40 dB below the fundamental tone after the divide-by-N block (see Fig. 5.5).

After the divide-by-N block, at point D in Fig. 5.4 the third harmonic of the wanted
tone ((fref/2 + fref/M) × 1/N) is just 9.5 dB below the fundamental if no harmonic re-
jection is applied. This is a situation similar to the case of the signal in point B. Indeed,
after the SSB up-conversion to the center frequency of the ISM band, the third harmonic
is very close to the wanted tone requiring a high order filter to obtain at least a 30 dB extra
rejection. Therefore, after the divide-by-N block, another harmonic rejection block based
on the Walsh function is used to remove the 3rd and the 5th harmonics of the wanted tone.
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After removing the third and the fifth harmonics of the wanted tone in D, the two largest
remaining tones are the 7th and 9th harmonic, 17 dB and 19 dB below the fundamental
respectively. These two tones are still too close to the wanted tone after the final SSB
up-conversion and must, therefore, be removed. The task is now easier, compared to the
case in which the 3rd and the 5th harmonics are present, because, before up-conversion,
their distance from the wanted tone is relatively large. For this reason an analog filter can
be used.

This filter is a combination of a 1st order LPF and a notch filter (see Fig. 5.5). The
LPF attenuates all the harmonics which are around one decade or more away from the
wanted tone (giving in this way around 20 dB extra attenuation). The notch filter is de-
signed in order to remove the 7th and the 9th harmonics of the wanted tone. The extra
required attenuation of this filter is, for a 40 dB SFDR, around 23 dB. This is feasible
considering that the LPF also attenuates the 7th and 9th harmonics.

As mentioned in this section the SSB mixing requires quadrature signals. Quadrature
signals at point A in Fig. 5.5 are generated by simply dividing the reference frequency
signal by a factor of 2. The generation of a quadrature signal at point B is done inside the
Walsh function based harmonic rejection block. Moreover, to ease the implementation of
this block (see Section 5.3.3), and of the second Walsh shaper at the end of the chain, a
division by 4 in frequency is implemented. For this reason equation (5.1) changes into the
following equation:

fbin = fref ×
(

1
2
± 1

4M

)
× 1

4N
(5.2)

This modification does not change the values shown in Table 5.2 except for a scaling fac-
tor. Indeed, the values of M and N are chosen to be a multiple of 4. The programmable N
and M frequency dividers, therefore, divide by the values given in Table 5.2 scaled down
by a factor 4. The reference signal is chosen to be twice the required signal at point A in
Fig. 5.5 and Fig. 5.4 to enable the usage of a simple and low power digital frequency di-
vider for quadrature generation. These implementation constraints set the relatively high
required reference signal used in this architecture.

Concluding remarks

Concluding, the architecture shown in Fig. 5.5 allows to meet all the required specifi-
cations for a fast frequency hopping synthesizer for WSNs. The frequency accuracy is
guaranteed from the fact that the generated frequencies are locked to a crystal based fre-
quency.
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It has been proven that it is possible to synthesize at least 28 channels with a fine inter-
channel spacing of 0.5 MHz. The number of upconverted channels is then doubled by
using an SSB up-conversion scheme.

The system does not contain any closed loop and, therefore, its settling time is set by
the internal node time constants. This allows to achieve a high hopping speed with poten-
tially no variation in the synthesizer power consumption.

Finally, by selectively removing harmonics of the signals involved in the synthesis two
benefits are obtained. First, it is possible to use digital (and in principle low power) fre-
quency dividers. Secondly, the required analog filter specifications are greatly relaxed.

The following section describes the circuit level implementation of all the blocks com-
posing the architecture shown in Fig. 5.5.

5.3.3 Baseband frequency hopping synthesizer implementation

This section focuses on the design at transistor level of the various blocks composing
the proposed synthesizer architecture. The main blocks analyzed in this section are the
following:

© SSB mixer

© Programmable dividers

© Walsh function based harmonic rejection

© LP-notch filter

Mixer design

The schematic block diagram of the SSB mixer is depicted in Fig. 5.6. The first thing that
can be noticed from Fig. 5.6 is the use of a double balanced passive mixer. A balanced
structure is used in order to remove the fref/2 components that otherwise can be of the
same order of magnitude as the wanted sideband. The use of a passive mixer allows to
have high linearity and low power consumption because no bias current is used. The ma-
jor drawback is that it does not have any conversion gain but rather a conversion loss of
at least 3.9dB [117]. Nevertheless, this is not a limiting factor because the inputs signals
fref/4M and fref/2 are relatively large signals. This allows to have large conversion losses
without major impact on the SNR.

Given the required SFDR and given that the frequencies involved are below 200 MHz a
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Figure 5.6 SSB mixer block diagram and partial circuit level implementation

single-quadrature mixer topology has been used 6.

The mixer linearity has to be sufficiently high in order to avoid to reintroduce, due to dis-
tortion, any odd harmonic (mainly third and fifth) in the wanted signal7. For this reason,
the divide-by-4M signal needs to be attenuated before being applied to the source/drain of
the Metal Oxide Semiconductor (MOS) switches. By carefully selecting the values of the
resistances in the Walsh interpolator (see Section 5.3.3) with respect to the low-pass filter
and switch on-resistance it is possible to attenuate the divide-by-4M signal at the output
of the Walsh interpolator. This can be understood with the help of Fig. 5.7. We consider,
for simplicity, only one mixer, no differential signals and a single pole RC filter following
the mixer. When the switch is on, the divide-by-4M signal is connected via the switch
on-resistance Ron to the IF node and its 180 degrees shifted version to the IF node (see
the inset in Fig. 5.6). The resistances R1, R2 and R3 are the Walsh interpolator resis-
tances while Rfilt is the RC filter resistance. The filter is followed by a feedback amplifier
(The first stage of the following limiting amplifier, see Fig. 5.8). This amplifier sets the

6In [118] it is shown that a double quadrature mixer achieves a larger sideband suppression with respect to
the single quadrature counter part. In general with 1% accuracy in amplitude and phase 40 dB sideband rejection
can be achieved. At very high frequency this can turn out to be a problem but at the low frequencies involved in
this architecture, 40 dB image attenuation is achievable.

7The system is designed for 40 dB SFDR. The divider-by-N in Fig. 5.3 gives 27.6 dB spur attenuation (see
Section 5.3.2), which means that the third harmonic generated by the mixer has to be at least 13 dB below the
fundamental. This is not a very difficult requirement to achieve.
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node A in Fig. 5.7 to a virtual ground. Supposing now that R1=R2=
√

2R and R3=R it is
possible to prove that the voltage level at the interpolator output for R>>Ron + Rfilt is
approximately the following:

Vx ≈
(

1√
2
a +

1√
2
b + c

)
Ron + Rfilt

R
(5.3)

Therefore, the voltage at the source/drain of the mixer switches is the interpolated output
of the Walsh shaper attenuated by the ratio between the R in the interpolator and the sum
of the switch on-resistance and the RC filter resistance.

Ron Rfilt

C

Rf

Walsh
Passive

RC

Interpolator

Out

R1

R2

R3

A

a

b

c

x

Mixer
Switches

Figure 5.7 Mixer working principle, single ended signals, no SSB operation
and single pole RC LPF

The resistance of the switches in the mixer should be sufficiently lower than the input re-
sistance of the following stage. At the same time, these switches should be small enough
to allow a relatively high operating frequency of 144 MHz set by the fref/2. The following
stages are the passive RC filters, which implement the passive filter in Fig. 5.5 after the
SSB mixer. The passive filters are simple 2nd order RC LPF which attenuate harmonics
of the fref/2 as mentioned in Section 5.3.2.

The SSB selection is performed using the following equation

ISSB = Iref/2Iref/4M + Qref/2Qref/4M (5.4)

where Iref/2 and Iref/4M are shown in Fig. 5.6, while Qref/2 and Qref/4M are the quadra-
ture counterparts of Iref/2 and Iref/4M. The addition in equation (5.4) is performed by
using a simple passive interpolation. The sideband selection is obtained by swapping the
sign8 of the fref/2 signal [118]. This is obtained by a simple set or reset operation of the
frequency divider at point A in Fig. 5.5.
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Figure 5.8 Schematic of the hard limiters in Fig. 5.6: N is equal to 3 for the
path A and to 4 for the path B

Though not shown in Fig. 5.5 all the signals are differential signals. Therefore, the last
step consists of subtracting these differential signals to obtain a single ended signal that
drives the divide-by-N block in Fig. 5.5. After sideband rejection, the signal has a peak-
to-peak value in the order of 100 mV. For this reason limiters are used after sideband
rejection is performed. The limiter eliminates any amplitude variation and allows the re-
sulting waveform to be input to the next stage, which is a digital divider (divide-by-N
block in Fig. 5.5). The hard limiter schematic is shown in Fig. 5.8. The first stage of the
hard limiter is a current starved inverter with resistive feedback. The current is set to 15
µA. The resistance R is a 30 kΩ resistance. The local feedback on the inverter allows to
set the DC voltage at the input of the current starved inverter to roughly its trip point. If
the current is not limited, the power consumption of this first stage can become very big.
Given the fact that the circuit needs to handle relatively low frequencies, the current is
limited using a PMOS and an NMOS transistors acting as current sources.

At the output of the current starved inverter, the signal is sufficiently strong to drive
inverter logic gates. Because differential signals are used in this circuit, the difference

8This means switching the differential signals.
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between the positive and the 180 degrees shifted signal is obtained using 3 inverter stages
for IRF in Fig. 5.6 and 4 inverter stages for IRF in Fig. 5.6. The final summation is per-
formed by using a passive interpolation. After the passive interpolation a digital buffer is
used to reconstruct a digital signal suitable for the next divide-by-N stage (see Fig. 5.5).

Programmable dividers

The frequency dividers needed to implement the proposed architecture are digital fre-
quency dividers in order to minimize their power consumption. In Fig. 5.9 the architec-
ture of the divide-by-M frequency divider is shown. The divide-by-N frequency divider
uses the same architecture but with a larger number of bits.

The frequency dividers must be programmable and in order to optimize their power con-
sumption and area, they are custom designed. The input reference signal is directed using
the multiplexers through one or more frequency dividers depending on the division ratio
required to synthesize a given frequency bin. The multiplexers are set using the bits Bi.
When a frequency divider is not used, its input is grounded reducing its power consump-
tion to virtually zero. In this way only working dividers and multiplexers contribute to the
overall power consumption.

Only divide-by-two and divide-by-three frequency dividers are required in this architec-
ture. It is known that a divide-by-two frequency divider can give I and Q quadrature
signals with a precision that depends on the input signal duty-cycle. If the input signal
duty-cycle is 50%, the quadrature relations between the I and Q signal at the output of the
frequency divider is perfect. If the input signal does not have a perfect 50% duty-cycle,
the I and Q signals will not present a phase difference of 90 degrees, but will differ from
that proportionally to the duty-cycle error.

Quadrature signals are required in the Walsh function based harmonic rejection blocks
(see Section 5.3.3). Any error in the phases synthesized by this block causes a lower
harmonic rejection and therefore, a higher system SFDR. Therefore, all the required fre-
quency dividers must output a 50% duty-cycle waveform with less than ± 1% error.

While generally a master-slave based divide-by-two frequency divider outputs a 50% duty
cycle regardless of its input signal duty cycle, this is not generally true for a divide-by-
three frequency divider. Therefore, the divide-by-three frequency divider has been syn-
thesized as a state machine as shown in Fig.5.10. Actually, it is a counter in which only
the states 0, 1 and 6 are used, but globally it has 8 states (from 0 to 7). Therefore, it is
necessary to make sure that, if at power up or for any other reason, the counter comes into
one of the unused states, the divider will move out of this state and does not lockup. The
design shown in Fig. 5.10 makes sure that there is no unused state in which the counter
can lockup.
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Figure 5.10 Divide-by-three frequency divider

Walsh function based harmonic rejection block

The Walsh functions [119] constitute a set of orthogonal functions. Given the fact that
they can have only two values (+1 and -1) and that they are linear functions, they are very
suited for digital computation.

The Walsh function can be seen as the equivalent of the Fourier series in the digital do-
main. Therefore, as any signal can be decomposed in Fourier series, any signal can be
decomposed in Walsh series as well. While the Fourier series decompose the wanted sig-
nal in an infinite summation of sinewaves and cosinewaves, the same signal can be also
decomposed in an infinite summation of bipolar linear functions called “cal” and “sal”,
where “cal” stands for Cosine wALsh and “sal” stands for Sine wALsh.

It can be proven that to synthesize a sinewave g(θ) = cos(2πθ) an infinite number of cal
functions are required [120]. It can also be proven that if the Walsh series of g(θ) is trun-
cated to the 2n−1 cal term the resulting waveform has a spectrum given by the following
equation [120]:

ĝ(θ) =
(

sinc−2 1
2n

)
{cos(2πθ)+

+
∞∑

q=1

(−1)q

q2n + 1
cos[(q2n + 1)2πθ]}−

−
∞∑

q=1

(−1)q

q2n − 1
cos[(q2n − 1)2πθ]}

(5.5)
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Figure 5.11 Synthesized function for n=3

where q=1,2,3,..., and sinc(x)= sin(πx)
πx .

Considering for example n=3, see Fig. 5.11, it can be seen from (5.5) that neither the
third nor the fifth harmonic is present. The wanted signal is slightly attenuated and the
first and largest two harmonics in the spectrum are the seventh and the ninth with ampli-
tudes 17 dB (1/7) and 19 dB (1/9) below the fundamental.

Given n=3, two cal functions are required to synthesize the wanted signal (called cal(1,θ)
and cal(3,θ)9 in Fig. 5.11). When they are superimposed after scaling by a1 and a3 re-
spectively, the resulting waveform looks like the one depicted in Fig. 5.11 (called function
f in Fig. 5.11). Given the fact that the two cal functions can also be negative, the resulting

9θ is defined between 0 and 1 and it represents the phase of the signal modulus 2π.
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waveform is also a bipolar waveform, which is not very well suited for single-supply volt-
age IC processes. As stated before, the Walsh functions are linear and therefore, they can
be multiplied by a constant or shifted by a constant value without changing their proper-
ties. Adding 0.9 and dividing by 1.8 results in the waveform f1 in Fig. 5.11, which can be
implemented using a single supply voltage.

The implemented Walsh function harmonic rejection block is depicted in Fig. 5.12. It
is composed by two main blocks. The first block is a ±45 degrees generator. This block
generates the required phases (0, 90, +45 and -45 degrees) for the interpolator block. The
interpolator is a passive interpolator and therefore, drivers are used in between the phase
generator block and the interpolator.
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Figure 5.12 Walsh function harmonic rejection block

To obtain a waveform that does not contain the third and the fifth harmonic of the funda-
mental tone, the resistances of the interpolators should be correctly weighted. The resis-
tors driven by the signal in A and B in Fig. 5.12 (+45 and -45 degrees) are

√
2 larger than

the resistor driven by the signal in C (0 degrees). The phase generator also outputs the 90
degrees shifted waveform. If correctly combined, these phases can produce not only the
required waveform but also a 90 degrees shifted version and all the required differential
(180 degrees shifted) waveforms as well. Therefore, the phase generator output is fed
to a set of drivers and interpolators, each of them generating a third and fifth harmonic
free waveform but with a different phases (0, 90, 180 and 270 degrees). These phases
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are required to drive the SSB mixer or the upconversion mixer (after the LPF-notch filter)
as shown in Fig. 5.5. The drivers are CMOS logic buffers or inverters depending on the
required signal phase.

The phase generator block is composed by three divide-by-two frequency dividers. The
first divider outputs the I and the Q signal. These two 90 degrees phase shifted signals
drive two other frequency dividers generating the required phases. To be able to have the
correct phase alignment between the four phases required, a reset sequence is generally
used. In the proposed architecture the simple addition of a logic gate avoids the use of
any start-up sequence to correctly set the outputs of the frequency dividers. The NAND
gate senses the +45 and -45 degrees signals and resets, eventually, the frequency divider
that outputs the 0 and 90 degrees phases. If the phases are aligned correctly, the NAND
gate does not have any influence on the circuit, but if the initial phase relation among the
output signals are not correct, the NAND gate aligns those phases within 4 clock cycles. If
the initial phases do not have the correct relation the system functionality is compromised.

The Walsh based harmonic rejection block requires its input frequency to be four times
its output frequency in the current implementation. Furthermore, it is important to under-
stand how resistor matching as well as phase mismatch (between the multiphase signals),
do affect the harmonic rejection. As an example we discuss the effect of the aforemen-
tioned non idealities on the rejection of the third harmonic.

It can be proven (see Appendix A), that if a mismatch between two resistances in the
passive interpolator is present but no phase error, the residual third harmonic amplitude
level is:

A3 =
ε

3
(5.6)

where ε is the mismatch between the R resistance and the
√

2R resistances in the inter-
polator. If a phase error between the multiphase signals is present but no amplitude error,
and supposing the phase error small, the residual third harmonic amplitude is:

φ3 =
√

2ϕ (5.7)

where ϕ is the phase unbalance between the ±45◦ signals and the 0◦ signal. Considering
the levels of the fundamental tones in the same conditions, it can be proven that, in the
two cases, the rejection of the third harmonic is the following:

HR3A =
6
√

2
ε

(5.8)

HR3φ =
2
ϕ

(5.9)

To properly compare the effects of mismatches in the resistance values and the error in the
phase relation between the multiphase signals, we normalized the errors to the R value and
to one period (360◦) of the multiphase signal. The result can be expressed as a percentage
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of the two quantities and the third harmonic rejection can be plotted, as a function of this
normalized error. The plot is shown in Fig. 5.13.

Figure 5.13 Effect of the resistor mismatch or phase mismatch on the 3rd har-
monic rejection

The effect of a phase mismatch between the signals at the passive interpolator input can
be severe and it does have an impact larger than the effect on the mismatch between the
passive interpolator resistance values. For this reason, the design of the digital signal
distribution to the phase interpolators is very important.

LP-notch filter

The LP-notch filter is used to remove higher order harmonics at the output of the base-
band synthesizer before they enter the final high frequency upconversion stage. The notch
is used to remove the 7th and the 9th harmonic of the wanted tone, while the LPF attenu-
ates higher order harmonics. Both filter are first order filters and they are implemented as
passive structures to minimize the filter power consumption.
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Figure 5.14 Schematic block diagram of the LP-Notch filter and its circuit level
implementation

The schematic block diagram of the filter is shown in Fig. 5.14. The system requires four
of these filters given the quadrature differential signals needed at the output.

The tunable LPF is realized using a simple R-C structure in which the C is tuned in a
thermometer fashion while the R is kept constant. The output of the tunable LPF is cou-
pled to the notch filter using a source follower as a buffer10. The source follower must
be optimized in terms of distortion. Indeed, its odd harmonic distortion cannot be re-
moved anymore and can reduce the system SFDR. The even distortion is greatly reduced

10This avoids pole shifting due to reciprocal loading effect between the LPF and the notch filter
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by using differential signals. In the source follower, the main source of distortion comes
from the modulation of the threshold voltage via the bulk effect. For this reason a triple
well transistor has been used and the bulk has been connected to the source. The use of a
triple well transistor reduces the operating frequency of the source follower via the n-well
parasitic capacitance. Given the low frequencies involved, this was not a major obstacle.

The last block of the filter is the notch filter. The notch has to be low power, but also
it should not require a very precise tuning mechanism. The higher the Q of the filter the
more accurate the tuning mechanism has to be. On the other hand, the lower the Q of
the filter the more the losses the wanted signal experiences while notching the unwanted
harmonics. The input of the notch filter, though is not a rail to rail signal anymore, has a
still sufficiently high amplitude to sustain some losses. Avoiding fine tuning avoids extra
circuitry saving power. For this reasons, a twin-T passive notch filter has been used. This
filter has a Q equal to 0.25. This means that it is possible to achieve the required extra
harmonic suppression of the 7th and the 9th harmonics with a single notch filter. The
position of the notch is equal to:

fnotch =
1

2πRC
(5.10)

The position of the notch is changed by simply tuning the capacitance as shown on Fig.
5.14. The attenuation due to the low Q on the wanted signal can be easily calculated using
the following equation:

Att = 10log10

(
1 +

(
4fnotch

BWx

)2
)

(5.11)

where the meaning of BW is shown in Fig. 5.15. From equation (5.11) and Fig. 5.15,
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- 3 d B
- x d B

f
Figure 5.15 Bode plot of the twin-T notch filter
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it is clear that the attenuation of the wanted signal is below 3 dB and therefore, does not
constitute a problem.

5.4 Generation of a 288-MHz reference clock

As mentioned in Section 5.3 a 288 MHz reference clock is required in order to generate all
the required frequency bins. Besides some very common reference signal characteristics,
like frequency stability and good phase noise, two more requirements are necessary in
order to integrate the reference signal generation block into an ultra-low power wireless
sensor network node:

© Low power consumption

© Low cost

There are several architectures that can be used to generate a reference clock signal. We
can distinguish them in two categories [121]:

© Tuned oscillator based

© Frequency synthesizer based

Frequency generation based on tuned oscillators comprises an amplification element and
a feedback network consisting of a tuned element. The tuned element sets all the re-
quirement of the reference oscillator and therefore, it is the core of this kind of frequency
generation architecture. The amplifier (generally transistor based) is used to recover the
inevitable losses of the tuned element.

A simple LC stabilized oscillator is generally not stable enough and therefore, it is not
suitable to be used as a reference frequency. Using a transmission line in place of the
LC circuit will preserve a higher accuracy and usually exhibits less drift with temperature
but it can be cumbersome to implement especially at such low frequencies11. A ceramic
resonator, widely used as a clock source for microprocessor applications, has a frequency
tolerance of only ≈ 3000ppm and hence is not adequate for most radio applications. Co-
axial resonators (often ceramic based) can provide very high Q elements and hence have
excellent phase noise. Their temperature stability is however poor and therefore they re-
quire additional circuitry to compensate for the large temperature drift. SAW devices can
provide the accuracy needed, giving typically roughly 300ppm stability over a wide tem-
perature range for frequencies up to 1GHz or beyond. The usually have an initial tolerance
which can be tuned on manufacture (at a increased manufacturing price). Because they
provide a low cost, on-frequency source, SAW based oscillators are very popular for low
power radio solutions. Another very popular solution for the generation of a reference

11The transmission line is used to implement the reactive element in a resonator. It is generally implemented
as a λ

2
microstrip line. At low frequencies λ can be quite big increasing, therefore, the wireless node form

factor.
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signal is based on quartz crystals as feedback tuned element. For a very cheap crystal, the
temperature tolerance is about 15ppm, whereas for a Temperature Compensated Crystal
Oscillator (TCXO), about 3ppm tolerance, or better, is possible. The major drawback
of crystal based oscillators compared to SAW devices is that the oscillation frequency is
typically below 30MHz for a fundamental mode design. It can be pushed up to 100MHz
using a fifth overtone design. Unfortunately, oscillator design based on an overtone of
the fundamental resonance frequency of a crystal is more difficult and translates in higher
power and cost. Concluding, among all the tuned oscillator based topologies, the one
based on the SAW resonator is the most viable solution for the generation of a low power,
low cost reference signal.

Other viable ways to generate the wanted 288 MHz reference signal are based on ar-
chitectures which do not directly use a tuned oscillator. As an example, if we make a
signal passing through a non linear function, several harmonics are generated. Therefore,
it is possible to generate the reference signal using one of those harmonics. A tuned cir-
cuit can be used to extract the wanted harmonic while rejecting all the other unwanted
harmonics. Though feasible, this is cumbersome for two reasons. First the level of the
harmonics decreases with the harmonic order and second a tuned circuit is required to
extract the wanted harmonic. This means that generally non-linear blocks are cascaded
and every time the second or the third harmonic is extracted. This translates in higher
power consumption, and higher costs.

An alternative to using a non-linearity to generate harmonics is the use of linear mix-
ing to create multiples of the fundamental frequency. A fully balanced multiplier acts
as a frequency doubler and can, therefore, generate the 288 MHz reference signal from
a lower frequency signal. Unfortunately, this technique is not very flexible and can be
power hungry if low phase noise is required.

Injection locking is a common technique for providing stable microwave oscillators. The
injection locking is based on the principle that injecting a tone close in frequency to the
free running frequency of the oscillator forces the oscillator to oscillate at the frequency
of the injected tone. This technique, however, finds little use in lower frequency applica-
tions due to its extreme design/layout sensitivity.

The most common architecture to multiply a stable reference frequency is to use a PLL.
The PLL generates at the output a frequency equal to N times the reference signal where
N is the division ratio of the feedback divider. In this way, the reference signal can be
a quartz based oscillator using the fundamental resonance frequency of the quartz, while
the frequency multiplication is achieved via the PLL loop. Good stability and accuracy
is achieved in this way. Moreover, the required 288 MHz reference signal is a fairly low
frequency signal for the latest CMOS technology. This means that an integer PLL can be
designed and because of the low frequencies involved, a fairly low power consumption
can be expected. The penalty compared to a SAW based oscillator is the extra circuitry
required for the PLL, which increases the die area and therefore, the cost. On the other
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hand, crystals are generally cheaper and have a better aspect ratio than SAW resonator
giving a cost advantage for a PLL based reference frequency generator.

Lastly, another way to generate a reference signal is to us a DDS. Unfortunately, gen-
erating a 288 MHz signal with a DDS require a reference clock running at least at twice
the frequency. This generally translates in a very high power consumption.

Concluding the most suitable architecture for the generation of the 288 MHz reference
signal used in the baseband frequency hopping synthesizer is either a SAW based oscilla-
tor or an integer PLL using a quartz reference signal.

5.5 Receiver design at system level

In Section 2.4 the different receiver architectures have been described. It has been shown
that, though the zero-IF receiver topology requires a quadrature downconversion, it re-
mains simple to implement and offers a higher degree of integration. Reducing the exter-
nal components translates in a reduction in the power consumption because the outputs
of the various blocks can be matched to a much higher than 50Ω impedance, reducing, in
this way, the biasing current.

Unfortunately, homodyne receivers suffer from I/Q mismatch, even-order distortion, DC
offset and flicker noise. Flicker noise and DC offset can be overcome for low data-rate ap-
plication by employing a wideband FSK modulation followed by a high-pass filter which
can be sometimes a simple AC coupling capacitance. This techniques solves also par-
tially the even-distortion problem in the case the received signal contains some amplitude
modulation. Indeed, if the information is carried by the frequency, the received signal
can be hard-limited cancelling any unwanted amplitude modulation. I/Q mismatch can be
reduced by proper layout and matching techniques. Given the aforementioned considera-
tion, the proposed architecture is a zero-IF topology and is depicted in Fig.5.16.
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Figure 5.16 Proposed zero-IF receiver architecture
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The BPF after the antenna is used to remove out of band interferers that can saturate the
LNA causing clipping and therefore, heavy distortion and system gain desensitization.
After the filter the LNA needs to amplify the signal to a level that can be further processed
by the following blocks. Quadrature downconversion is performed in order to translate
the information signal to baseband. After the quadrature downconversion an in-phase (I)
and a quadrature-phase (Q) path are present. Therefore, all the following blocks are dou-
bled in terms of hardware implementation. The AA-filter attenuates all the portions of the
spectrum, which do not contain useful information. In this way, any destructive folding
coming from the subsequent analog-to-digital conversion is avoided. Finally, the DSP can
demodulate and reconstruct the transmitted data.

5.5.1 Receiver link budget analysis

Any channel and demodulator imposes some boundary conditions on the RF front-end.
These conditions can be specified in terms of SNR and can be translated to circuit concepts
like NF, gain and distortion. Next, it is necessary to translate these boundary conditions in
to boundary conditions of the front-end sub-blocks. The following analysis refers to the
2.4 GHz ISM band but can be easily translated to any band of interest (like the 902-928
MHz band).

Propagation link budget analysis

The first step consists in calculating the minimum received signal known as receiver sen-
sitivity. In Section 1.4.3 it has been proven that for a 10 meters communication distance
the required receiver sensitivity in the 2.4 GHz ISM band is -76.5 dBm. The required
SNR at the demodulator input largely depends on fading conditions. In Section 4.2.3 the
relation between SNR and BER when fading condition is present has been derived (see
equation 4.5). From equation 4.5 it follows that for a 1% BER the required SNR is 20
dB if fading is considered. Furthermore, this already large SNR has to be met also when
interferences are present. Because these interferences are random in nature, the demod-
ulator cannot differentiate them from the channel noise and will process them during the
demodulation operation. In such a situation, the SNR is reduced even more.

Link budget analysis of discrete parts

The first step is to filter out the noise and the interferences which are out of the band of
interest. This is accomplished by the BPF in Fig. 5.16. The quality factor of this filter is
generally quite high. For the band of interest the required Q has to be 2400/83.5≈29. It is
generally realized as an external LC network, but this approach increases the form factor
and the cost of the wireless node. Therefore, the integration of the BPF is highly desirable.
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Several ways can be used in the design of an integrated BPF. One possibility consists
in using integrated passive components to realize the common LC ladder of a BPF. Un-
fortunately, on-chip inductors have very poor Q limiting de facto the Q of the entire filter.
The Q is related to the losses in the inductive element of the filters and therefore, can be
made very large if the losses are reduced. One way to accomplish this result is to use
on-chip transformers [122]. The unloaded filter Q is given by

Qunloaded ≈ Qinductor
1 + K
1 + βK

(5.12)

where K is the coupling factor and β takes into account losses in the transformer. Equa-
tion 5.12 shows that small increase of K leads to a significant increase of the filter un-
loaded quality factor. Starting from a Qinductor of about 2 a filter Q of about 10 has been
achieved.

To increase the unloaded Q of the filter an active topology is needed [123]. Unfortu-
nately, though a Q of about 3000 is achieved, the required active components (CMOS
transistors) consume around 10 mW while achieving 3.1 dB gain. Consequently, this
topology cannot be used for ultra-low power applications.

The last possibility relays on using FBAR resonators. Their size is between 5 and 8
times smaller then SAW based filters. A 1.9 GHz FBAR BPF has been realized in [124].
The total required volume is 1.0 mm × 1.0 mm × 0.7 mm. An insertion loss of 3.3 dB
has been measured with 35 dB rejection in the upper stop-band and 25 dB in the lower
stop-band.

Concluding, the two most promising ways to achieve integration of the BPF are the one
based on on-chip transformers and the one based on FBAR resonators. Nevertheless, the
Q of the first topology is still below the receiver specifications while the second one can-
not be still considered fully integrated. Therefore, there is a large margin of improvement
in this field for researchers. In this thesis, passive structures will be used for the BPF, the
balun and the TX-RX switch. The only required specification is the attenuation, which is
then taken from available components off the shelf.

Link budget analysis for integrated parts

The receiver chain has to assure a certain SNR at the demodulator input. This SNR
has been previously evaluated around 20 dB when worst case fading is considered for a
1% BER. For noise calculation the noise bandwidth needs to be calculated. The noise
bandwidth is the smallest bandwidth in the receiver chain and it strongly depends on the
channel bandwidth.

Considering a 2kbps data-rate and a modulation index equal to 5, from the Carson’s rule



5.5 Receiver design at system level 217

a 24 kHz signal bandwidth is required. Increasing the data rate will increase the band-
width and, therefore will reduce the available receiver NF. If the bandwidth has to remain
the same in order to relax the receiver requirements, then the modulation index has to be
reduced. This will make the effect of flicker noise and DC offset more severe. Therefore
the data-rate can be increased by a proper combination of a smaller modulation index and
larger signal bandwidth.

It is important to notice that any signal with a frequency higher than the Nyquist fre-
quency, will fold to the Nyquist band after sampling. Therefore, an AA-filter is required
before the signal is converted in the digital domain. If the signal is sampled at the mini-
mum required sampling frequency (two times the maximum signal bandwidth), the spec-
ification on the AA-filter will become prohibitive. This means that generally a certain
over-sampling ratio is needed at the ADC side in order to relax the AA-filter specifica-
tions. In this case an over-sampling ratio of four has been considered. Concluding, for
a 24 kHz signal bandwidth a 192 kHz sampling frequency can be used. In Fig. 5.17 the
specifications for each block of the receiver have been derived (only one path between the
I path and the Q path has been considered).
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Figure 5.17 Receiver front-end blocks specifications

While it appears that no LNA is present, in reality it is merged with the mixer. To meet the
low power target, the simple cascaded LNA-mixer topology is not efficient. Therefore, a
good strategy to minimize the power consumption is to reuse the bias current of the LNA
to bias also the mixer. More details about this LNA-mixer topology is given in Section
5.5.2. The insertion losses of the passive components (BPF, Balun and TX-RX switch)
are derived from commercially available product datasheets.

Any radio system has to be designed to achieve two targets:

© Discerning the signal from the noise

© Discerning the signal from other signals



218 Chapter 5 A Two-way Link Transceiver Design

To discern the wanted signal from the noise, a certain SNR is required. The worst case
condition is when the signal is at its sensitivity level. In this case we have to assure that the
SNR at the demodulator input (in practice at the input of the DSP core) has to be at least
20 dB. Now the system design starts with an initial NF for each block and refining then till
the SNR at the demodulator input hits the wanted target and the block NF is considered
feasible. The signal and noise levels at the input of each block in the receiver chain are
depicted in Fig. 5.18. From Fig. 5.19 it is possible to see that, given the NF specifications
shown in Fig. 5.17, the SNR at the demodulator input hits the 20 dB specification. The
decimation is performed inside the DSP block and it is in reality not a block. The effect
of the decimation is to reduce the noise bandwidth from 96 kHz (used in the ADC to relax
the AA-filter specifications) to 24 kHz, which is the signal bandwidth. This improves the
SNR from 16.2 dB to 20 dB12.
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Figure 5.18 Signal and noise levels along the receiver chain referred to the input
of each block

The most stringent requirement in term of noise is set to the first gain block in the chain,
which is the LNA-mixer. Indeed all the subsequent blocks have a larger input signal and
therefore, their noise contribution has a lower impact on the SNR. All the NF are calcu-
lated with respect to the driving impedance13.

12The factor between the oversampled bandwidth and the signal bandwidth should cause a 6 dB improvement
in the SNR if the ADC were noiseless. In reality the ADC contributes itself to the overall SNR and therefore the
SNR improvement after the decimation is reduced to around 4 dB.

13In this thesis we adopted a different approach in the calculation of the NF of the RX blocks. A very
common and widely used approach is to refer the NF to a common impedance (in general 50Ω or 75Ω). In this
way the NF is conceptually disconnected from the real implementation. Referring the noise figure to the driving
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Figure 5.19 SNR along the receiver chain referred to the input of each block

An ADC is in general specified with its SNR or its Effective Number Of Bits (ENOB).
Therefore, it is useful to derive, starting from the calculated NF the required ADC SNR
and ENOB. The ADC NF is close to 61 dB with respect to the output impedance of the
AA-filter (10Ω). Now remembering that after decimation the noise bandwidth is reduced
by a factor 4, the ADC noise power can be expressed by the following equation:

V2
rms,ADC = 10

NF
10 ×KTRs

fsample

8
(5.13)

where NF is the ADC noise factor expressed in dB, k is the Boltzmann constant, T is the
temperature expressed in degrees Kelvin, Rs is the source resistance of the driving stage
and fsample is the ADC sampling frequency bandwidth (192 kHz in this case). With these
values, the noise contribution of the ADC is about 35.5µV. Now supposing that the ADC
Full-Scale Range (FSR) is about 0.4 V, the required ADC SNR in dB can be derived from
the following equation:

SNRADC = 20log10


 FSR

2
√

2V2
rms,ADC


 (5.14)

where V2
rms,ADC is the ADC noise contribution. From equation (5.14) the required ADC

SNR is 72 dB. This corresponds to an ENOB, which can be calculated using the following
equation:

6.02× ENOB = SNRADC − 1.76− 20log10

(
fsample

Bsignal

)
(5.15)

where Bsignal is the signal bandwidth (24 kHz in this example). Concluding, for the sys-
tem under analysis, this corresponds to an ENOB equal to 10.7.

impedance creates a connection between the real implementation and the noise contribution of the block to the
overall system noise.
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From equations (5.14) and (5.15) it can be seen that the SNR due to quantization can
be improved by over-sampling the incoming signal. Taking over-sampling to the extreme,
it is possible to achieve any desired SNR with one bit sampling at a sufficient high rate.
Unfortunately, this technique is limited by two constraints:

© Higher ADC sampling rate and higher DSP working frequency

© Trade-off between AA-filter selectivity and ADC dynamic range

In the first case, the over-sampling places a bigger burden on the DSP because it increases
the bit rate. It can be easily proven that if the SNR is kept constant, and bits of resolution
are traded for a higher sampling rate, the overall bit rate increases. This can pose a severe
overhead in the DSP stage in terms of power consumption.

In the second case, it should be noticed that any radio system has to work in an en-
vironment full of other radios using the same propagation medium (the air) potentially
interfering each other. Therefore, every radio must have a certain dynamic selectivity to
cope with this scenario. Considering a simple 2nd order Butterworth filter as an AA-
filter, the signal and blockers level throughout the chain are depicted in Fig. 5.20. As
can be seen, only around 10 dB Carrier-to-Interferer (C/I) ratio is achieved in the adjacent
channel while for the alternate and third and beyond channel the situation is even more
dramatic because the interferer can have a higher power compared to the wanted signal.
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Figure 5.20 Signal and blockers levels along the receiver chain
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Therefore, either the ADC has to have enough dynamic range14 (which means enough
bits) and linearity to convert in the digital domain the interferer as well or the selectivity
of the analog filter has to improve by increasing the order of the AA-filter. In this way
using a digital post-filtering it is possible to achieve the required selectivity.

Due to the fact that in the newer technologies the cost in terms of both power and area of
a digital function is foreseen to decrease with time, it looks more promising from a power
and cost point of view to use a weak (for example a second order) analog filtering fol-
lowed by a strong digital post-filtering compared to a pure analog approach (higher order
AA-filter). A simple and straightforward way to implement such an architecture, espe-
cially when a high Signal to Noise and Distortion Ratio (SNDR) is required, is a Σ −∆
loop.

Another drawback of the environment in which a wireless radio needs to work is the
fact that it needs to cope with tiny signals (as small as the sensitivity level) as well as
large signals. As previously stated, the capability of a radio to handle small as well as
large signal is measured in terms of its dynamic range. In order to be able to handle
signals, which can be several dBs different in amplitude, radio systems generally use an
Automatic Gain Control (AGC) system. The AGC lowers the gain in the presence of a
strong signal while it increases it if the signal is relatively small.

Though, the AGC is helpful in optimizing the gain depending on the input signal, it
requires extra hardware and therefore, extra power consumption. If no AGC is used, a
trade-off exists between the required ADC SNR and the maximum gain achievable in the
receiver chain. Indeed, the receiver gain strongly depends on the maximum signal the sys-
tem needs to handle. When the transmitter is at its minimum distance from the receiver,
the signal at the ADC input is not allowed to exceed the FSR. The maximum achievable
gain from the input of the mixer-LNA block to the ADC input (see Fig. 5.17) is given by
the following equation:

G2
rec =

FSR2

2V2
mix−in,rms

(5.16)

where the factor 2 converts the FSR from peak value to rms value, and Vmix−in,rms is the
rms voltage at the mixer input which is equal to:

Vmix−in,rms = Vin,max − LBPF − LTX−RX − LBalun (5.17)

where Vin,max is the maximum signal at the receiver antenna and LBPF, LTX−RX and
LBalun are the attenuations due to the BPF, the TX-RX switch and the balun and all the
values are expressed in dBs. Using the attenuation values shown in Fig. 5.17, the max-
imum possible receiver voltage gain is limited to 34 dB. The gain distribution along the
receiver chain is shown in Fig. 5.21.

14The dynamic range is defined has the ratio between the maximum signal that can be detected without
causing a large distortion and the minimum detectable signal.
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Figure 5.21 Gain distribution through the receiver chain

If a receiver gain larger than 34 dB is required (fro correct demodulation of the wanted
signal), either the ADC should be designed for a larger FSR (with an increase in the re-
quired ENOB at a given SNR) or an AGC system has to be implemented15. Given the
previous specifications for the ADC and supposing no AGC system is used, a minimum
distance of 40 cm between TX and RX nodes can be achieved without saturating the ADC.

To evaluate the feasibility of an ultra-low power converter from a system point of view,
in terms of power dissipation, we need a figure of merit that links the estimated power
consumption to the sampling rate and the ENOB. The following Figure Of Merit (FOM)
can be used to estimate the required ADC power consumption based on the sampling rate
and the ENOB calculated previously in this section16:

FOM′ =
P

fsample
(5.18)

15It is important to notice that, if the AGC decreases the gain because a strong interferer is present, the end
result is a decrease in the receiver sensitivity. This is different from the case in which the gain is reduced
because the wanted signal has a higher amplitude. In this case there is no loss of sensitivity. On the other
hand, if no AGC is used, a strong interferer can saturate the first gain stage jamming, in this way, the awhole
receiver. Therefore, an AGC system besides improving the system dynamic range avoids a strong interferer
from jamming the receiver chain improving in this way the reliability of the communication link.

16This FOM is not often found in literature. The most common FOM in literature considers the ADC ENOB
and has an extra term at the denominator of equation (5.18) equal to 2ENOB. In this case we adopted the FOM
of equation (5.18) because in [125] a comprehensive survey of ADC performance is made using the FOM of
equation (5.18). The widely used FOM can be easily related to the FOM used in this section via the SNDR,
which is the x-axis in Fig. 5.22.
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where P is the power consumption and fsample is the sampling frequency. Supposing a
target power consumption of 250 µW, 10.7 effective bits and 192 kS/s we obtain a FOM
equal to about 1.6 nJ/conversion. The SNDR is equal to 6.02 × ENOB + 1.76 = 66dB
and therefore, from Fig. 5.22 it is possible to see that the proposed power consumption is
within the state-of-the-art ADCs.
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Figure 5.22 ADC performance survey 1997-2009 [125]

Intermodulation distortion and receiver linearity

In a real environment, there is a finite probability that in-band interferers can produce,
due to the receiver non-linearities, inter-modulation products that can fall in the band of
interest. If the interferers are very strong, it is possible that the resulting inter-modulation
products overwhelm the wanted signal. Interferers can come from other nodes commu-
nicating on different channels or other wireless sources using the same bandwidth. The
2.4 GHz band is also used for standards like Bluetooth, Zigbee and WiFi, which can act
as sources of interferers for the network. In the following analysis only interferers com-
ing from nodes of the same network will be considered. Indeed, if coexistence between
different standards has to be taken into account, the required selectivity of the ultra-low
power node will increase considerably. This increment in the receiver selectivity is not
consistent with the ultra-low power target above a certain limit and therefore, an ultra-low
power network will be supposed to work properly mainly in a scenario in which other
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standards or wireless networks do not constitute the main sources of interference.

For the inter-modulation distortion the first passive blocks in the chain will not be consid-
ered. Therefore, the three blocks to be considered are the LNA-Mixer block, the AA-filter
block and the ADC. For the third order inter-modulation distortion calculation, the two
interferers to be considered are placed in the adjacent and in the alternate channels. When
they mix due to the non linearities in the receiver chain, they generate a third order inter-
modulation product (IM3) which falls in the wanted channel causing degradation in the
SNR.
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Figure 5.23 Adjacent and alternate channel interferer levels through the receiver
chain

The power levels of these two interferers (interf1 is the adjacent channel interferer and in-
terf2 is the alternate channel interferer) along the receiver chain are depicted in Fig. 5.23.
The two interferers are first attenuated along the chain by the passive blocks (BPF, TX-
RX switch and balun) and then they are amplified by the active mixer stage. Therefore, at
the mixer output, the two signals are boosted consistently. This means that the AA-filter
will be the most constrained block in terms of linearity.

The linearity performance of each receiver block can be described by its input third or-
der input intercept point (IIP3). Then, given the IIP3, the third order inter-modulation
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product at the output of each block can be derived using the following equation

IIP3 =
Pout − PIM3

2
+ PIN (5.19)

where Pout is the alternate channel interferer output power, PIM3 is the power of the third
order inter-modulation product and PIN is the adjacent channel interferer input power.

Table 5.3 Per block generated IM3 and required IIP3

IM3 [dBm] IIP3 [dBm]
Mixer -100.4 -3

AA-filter -88.7 20

ADC -109.9 4

The required per block IIP3 and the generated IM3 lever are summarized in Table 5.3.
As previously mentioned the most stringent requirement is placed on the AA-filter. The
ADC, instead, has a lower requirement because at its input the interferer levels have been
partially filtered out by the AA-filter. With Table 5.3 it is possible to highlight which
blocks constitute the system bottleneck when a power constrained design needs to be
adopted.

For example, given the required gain, NF and IIP3, the use of a merged mixer LNA-
mixer topology requires improvements either in the linearity performance or in the power
consumption. Regarding the AA-filter, three configurations can be explored:

© gm-C

© Switched capacitor

© Active RC

Active filters based on OPAMPs are more linear than the ones using open loop active
transconductors (gm-C). The linearity will be constrained by the linearity of the passive
components in the opamp external feedback loop. A switched capacitor topology is not
suitable, because the filter must be able to handle signal frequencies well above the chan-
nel frequency. Therefore, either the sampling rate becomes unacceptable or the order of
the AA-filter has to increase. Both choices lead to an increase in the filter power con-
sumption. Concluding, the best solution in terms of linearity and power consumption is
the active-RC filter in which the OPAMP can be designed with transistors biased in weak
inversion to reduce the power consumption. In a zero-IF architecture, special care has
to be taken to avoid that flicker noise degrades the filter performance. Finally, a calibra-
tion is needed to correct for the spread in the position of poles and zeros of the filter due
to process spread in resistances and capacitances. Nevertheless, this architecture assures
very good linearity at reasonable cost in terms of power consumption.
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In the evaluation of the SNDR, to avoid severe constraints on the linearity of the receiver,
the SNR degradation due to the third order inter-modulation product has been fixed to
less than 3 dB. This means that to keep the same SNR (20 dB) the signal cannot be at its
minimum but 3 dB above. Generally in low power standards like Bluetooth the signal is
allowed to be 6 dB above the sensitivity level when inter-modulation distortion is consid-
ered. This gives a way to relax further the linearity requirement of the receiver chain in
case the low power target becomes difficult to achieve.

The SNR and the SNDR along the receiver chain are depicted in Fig. 5.24 when the
signal is at its sensitivity level. As can be seen from Fig. 5.24, the presence of the third
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Figure 5.24 SNDR and SNR along the receiver chain with the input signal at
the sensitivity level

order inter-modulation product decreases the SNR after decimation by roughly 2.5 dB. If
the signal is allowed to be 6 dB above the sensitivity level, like in the Bluetooth standard,
the IP3 requirements for the LNA-mixer block and the AA-filter can be relaxed to -7 dBm
and 17 dBm respectively, which will allow to reduce eventually the power consumption
of those blocks.

5.5.2 Receiver building blocks state-of-the-art

This section gives an overview of the state-of-the-art of some of the fundamental blocks
in the receiver chain. The section focuses mainly on the following three blocks:

© Active mixer17

© AA-filter

17It is practically a merged LNA-mixer in which bias current is reused
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© ADC

The aim of the section to determine a circuit topology, which can achieve the block spec-
ifications mentioned in Fig. 5.17 at the minimum power level. When state-of-the-art
topologies do not yet achieve the specifications at a reasonable power level, we will try to
highlight a possible way to meet the specs without degrading the power consumption too
much.

Active mixer

The receiver needs to handle low level signals. For this reason, a certain degree of sig-
nal amplification is required before downconverting it to a lower frequency. The most
common way to achieve the target is to cascade an LNA and a mixer. Indeed, the LNA
amplifies the signal while reducing by a few dBs18 the SNR. The mixer is generally a
noisy block. Amplifying the signal before any downconversion is performed, reduces the
input referred noise of the mixer by approximately the LNA gain. This allows the receiver
to have a fairly low NF but it comes at the expense of a high power consumption.

To meet the low power target, the simple cascaded LNA-mixer topology is, therefore,
not efficient. Looking at fig. 5.17 we can see that the mixer NF can be as large as 10.3
dB. This gives us some margin to explore different topologies that can optimize the use of
bias currents to obtain at the same time the required signal amplification and the required
NF.

A common way to optimize the use of current is known as current reuse. Following
this approach in [126] a current reused LNA-mixer front-end with 31.5 dB voltage gain
and 8.5 dB NF at 500 µA current consumption (1.0 V power supply) in 0.18-m technol-
ogy has been recently proven. The schematic block diagram is depicted in Fig. 5.25. The
LNA and the gm stage of the mixer use the same current (Ibias−gm). The capacitance
Cby creates a good AC ground. In this way a single current source provides both the
amplification via the LNA and the V-I conversion required in the mixer. To save power
the design operates under a 1V power supply. This means that it is not possible to stack
too many transistors within a 1V supply. For this reason, the mixer switches are folded
and a bias current Ibias−sw is used to bias them. This current can be made much smaller
than (Ibias−gm), thus negligibly contributing to the overall power consumption. Finally,
I-V conversion is performed using the resistors R.

Concluding, the LNA-mixer topology proposed in [126] achieves a larger gain than re-
quired and also a better noise figure. Therefore, though consuming only 500 µA from
a 1V supply there is still some margin to further reduce the power consumption while
meeting the specifications given in 5.17.

18In a well designed state-of-the-art LNA
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Figure 5.25 Current-reused folded-cascode LNA-mixer (from [126])

Anti-aliasing baseband filter

As already mentioned previously in this section, though gm-C filters require generally a
lower power, they can become power hungry when high linearity is required. Given the
required 20 dBm IIP3 (see Fig. 5.17) we think it is more efficient to choose for an R-C
active filter, where the linearity is governed by the passive elements used to implement
feedback around the OPAMPs.

Noise can be a major concern especially in zero-IF receiver topologies. Different so-
lutions can be used in order to limit the degradation due to especially flicker noise at low
frequencies:

© No signal energy around DC (wideband FSK)

© OPAMPS with PMOS input stage

© Large input transistors in the OPAMPs

The use of a wideband FSK modulation avoids that signal energy lies too close to DC.
This partially alleviates the effect of flicker noise as well as DC offset. Unfortunately, for
low data rate the frequency at which the signal is located lies not too far from DC (in the
order of few tens of kilohertz) and therefore, it is still subjected to the detrimental effect
of flicker noise especially in sub-100nm technologies.

Using PMOS input stages helps reducing the noise contribution of the OPAMPs because
PMOS transistors present a lower noise than NMOS transistors. Moreover, the flicker
noise is proportional to the transistor area (W×L). For a given W

L the W and the L are
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scaled accordingly to achieve the required transistor area that minimizes the flicker noise
contribution from the OPAMPs.

Increasing the transistor length reduces the ft of the transistor. However, this is not of
much concern in baseband filters as long as the ft remains at least ten times larger than
the maximum frequency the filter needs to handle.

Though the required linearity is large, it can be achieved with less than 375 µA per pole
of the filter transfer function [127]. This value can probably be reduced because the filter
designed in this work has a higher gain (18 dB compared to 6 dB required) and a higher
IIP3. Also the reported noise is better than required in the proposed receiver architecture.
This definitely allows a reduction in the power consumption by properly scaling the val-
ues of the resistors around the OPAMP.

We have considered, as an example in this chapter, a signal bandwidth of around 24
kHz. To have some flexibility in the data-rate a channel filter with a 50 kHz pass-band is
a good choice. In this chapter we have also shown that splitting the filter in a low-order
analog filter followed by a sharp digital filtering can be considered an optimal solution
from a power point of view. We set the order of the analog filter to a second order. Now
given the noise and the linearity specifications shown in Fig. 5.17 and considering the
work described in [127], we can conclude that a reasonable power target for the filter is
0.5 mW or less.

Analog-to-digital converters

In contrast to the high speed ADCs required by high demanding applications like for
example digital TV streaming, sensor applications require ADCs with medium resolutions
(up to roughly 12 bits) and sample rates up to a few megahertz. As already constantly
mentioned throughout the whole thesis, the most stringent specification for any integrated
circuit that has to be used for WSN applications is the power consumption. Also the
die area must be minimized to reduce the wireless node cost and this implies that each
transceiver building block must be designed for the minimum area as well. Finally, a
certain degree of flexibility is required for the ADC in order to reduce its sampling rate
or accuracy to be able to save power when the maximum sampling rate or accuracy is not
required. Summarizing, any ADC that aims to be used in a transceiver for WSNs must be
designed according to the following characteristics:

© Low power consumption

© Small silicon area

© Low sampling frequency and medium resolution

© Programmable resolution and sampling frequency
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Low power means commonly, simple hardware and current reuse when possible. Small
silicon area can be achieved by reusing the same hardware. This means that, for exam-
ple, flash ADCs are ruled out because they will occupy a large area especially if an 8
to 12 bit ADC is designed. Low sampling frequency means that we potentially do not
need a fast architecture that make an extensive use of hardware (pipelined ADC). These
complex architectures are very suitable if high sampling frequencies are required but they
become a bottleneck from both silicon area and power consumption point of view if low
to middle sampling frequencies are required. Finally, the architecture need to be easily
reconfigurable to achieve a good flexibility. A diagram showing the most important ADC
architectures and their area of applications respect to the number of bits, the sampling
range and the application area is shown in Fig. 5.26.
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Figure 5.26 ADC architectures, application, resolution and sampling rates(from
[128])

The dashed line represents the approximate state-of-the-art in 2005. From this figure we
can see that pipeline ADC are mostly used for high speed applications and medium to low
resolution, while the Σ −∆ converters are mainly used in applications requiring high to
very high resolution but low sampling rates. Given the required sampling rates and the
required resolution the Successive Approximation Register (SAR) ADC looks the archi-
tecture best fitting all the requirements.

The basic SAR ADC architecture is shown in Fig. 5.27. The SH block allows to keep
the signal constant during the conversion time. In this way the architecture can process
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Figure 5.27 SAR ADC architecture(from [128])

rapidly varying signals, which otherwise would change the analog value to process dur-
ing the conversion. This architecture uses an algorithmic process to convert the analog
signal into a digital signal. To perform this operation the analog signal is compared to
a reference value set by the DAC. If the analog signal is smaller than the DAC output a
digital 0 is set for the bit otherwise a digital 1 is set. Generally, the conversion starts with
the DAC set to the midscale value and the first output of the comparator sets the Most
Significant Bit (MSB) value. After the value of the MSB is assessed, the DAC is set to
1/4 or 3/4 scale depending on the value of the MSB. In this way, the second bit can be
assessed looking at the comparator output. All the bits are stored in the SAR register and
the process continues till all the bits are determined. At the end of the process an End Of
Conversion (EOC) signal is assessed.

The accuracy and the linearity of the SAR ADC mainly depend on the internal DAC.
For this reason, the most common way to implement it is by using a charge redistri-
bution DAC because the capacitance matching mainly depends on the photolithography
accuracy, which is pretty high in CMOS technology. Moreover, the SAR ADC requires
a number of iterations equal to the number of bits. Therefore for a given sampling fre-
quency, the reference clock driving the architecture has to be the number of bits faster. On
the other hand, this architecture fully exploits hardware reuse achieving at the same time
low power and small silicon area. Finally, programmability can be easily achieved by
reducing the reference clock and therefore, reducing the sampling rate. It is also possible
to reduce the the ADC number of bits, trading in this way conversion speed for accuracy
for a given clock frequency.
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Different successful low power implementations of the SAR ADC have been reported
in literature. In [129] a SAR ADC has been proposed that achieves 100 kS/s sampling
frequency and consumes only 25 µW. The designed ADC has a 12 bits resolution and
achieves 10.5 bits ENOB. Flexibility is achieved by the possibility to change either the
sampling frequency or the resolution. The resolution can be set to be 8 or 12 bits, while
the sampling frequency can be varied between 0 and 100 kS/s. This work achieves most
of the specifications required for the ADC as listed in 5.17. The sampling rate needs to
be increased accordingly. An increase in the sampling frequency will linearly scale up
the power consumption. Therefore, if a 200 kS/s SAR ADC is required, we can expect
the power consumption to double with respect to the value given in [129]. This will lead
to a 50 µW power consumption for ADC. Given the fact that a zero-IF architecture is
used, two ADC are required to correctly digitize the signal. Concluding, the mixed-signal
interface between the analog RF receiver and the digital DSP will consume around 100
µW, which is in line with the power budget of the receiver.

5.6 Simulation and experimental results

The frequency hopping synthesizer is implemented in a 90 nm CMOS process. The die
photograph is shown in Fig. 5.28. An Serial Programmable Interface (SPI) is used to
change between different hopping bins. The SPI is also implemented on-chip. The base-
band synthesizer excluding the tunable LPF-notch filters is 500µm×300µm, while the
tunable LPF-notch filters occupies a die area equal to 400µm×700µm.

We have implemented on-chip two versions of the synthesizer. The first version com-
prises the baseband synthesizer without the LPF-Notch filter. The second version is the
combination of the baseband synthesizer plus the LPF-Notch filter. Moreover, we have
implemented a test structure for the filter to be able to test its transfer characteristics as a
stand alone block. Therefore, this paragraph will first describe the measurement results
of the baseband stand alone block. Then, the filter measurement results will be discussed
and finally measurement results for the whole system will be given.

5.6.1 Baseband synthesizer without the LP-notch filter

In Fig. 5.29 the time waveform of a 0.5 MHz frequency,generated by the synthesizer, is
shown. It analog levels with their time duration are very close to the ideal waveform de-
scribed in Section 5.3.3. In Fig. 5.30 the spectrum of the 0.5 MHz synthesized frequency
is shown. The 3rd and the 5th harmonics are rejected by more than 50 dBs while the 7th

and the 9th are 17 dB and 19 dB below the fundamental, as expected.
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Figure 5.28 Microphotograph of the FHSS synthesizer in 90nm CMOS. The
not highlighted parts contain a test structure for the baseband syn-
thesizer without the LPF-notch, a single LPF-notch test structure
and test-structures of a different system.

The quadrature unbalance for the I and Q signals has also been measured for all the chan-
nel frequencies averaging over around 1000 acquisitions. The quadrature error was on
the average below ±0.3 degrees (worst case) over all frequencies. This value allows to
achieve an image rejection after upconversion to the center frequency of the ISM band
larger than 40 dB.

The measurement reported in Fig. 5.29 has been repeated for all the 28 synthesized chan-
nels. The level of the 3rd, 5th, 7th and 9th harmonic versus the channel frequency is
reported in Fig. 5.31.

The harmonic rejection tends to lower at higher frequencies. The reason is mainly due
to phase unbalance in the Walsh function based harmonic rejection block, which tends
to be more visible at higher frequencies. Nevertheless, even at the highest synthesized
frequency the 3rd and the 5th harmonics are rejected by more than 39 dBs. A slight fil-
tering effect is visible for the 7th and 9th harmonics. Their amplitude is larger at lower
frequencies and smaller by around 6 dB at the maximum operating frequency. This is due
to the buffer cut-off frequency between the baseband synthesizer and the output pad.
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Figure 5.29 Time waveform of the 0.5 MHz synthesized frequency

The power consumption is constant with the synthesized channel and it is below 250 µW
from a 0.75V supply for the baseband synthesizer excluding the LPF-notch filter. This is
shown in Fig. 5.32. For three channels the power consumption decreases by around 50
µW. In these channels, as shown also in Table 5.2, the mixer is not used and the desired
frequency is synthesized dividing the reference signal by an integer number.

5.6.2 Stand alone tunable LP-notch filter

The measured filter characteristics of the tunable LP-notch filter are shown in Fig. 5.33.
At high frequencies, signal coupling directly from the input to the output can be seen. This
phenomenon is connected to signal coupling on the PCB when a high frequency signal is
coupled from the network analyzer via the PCB to the input of the filter. This supposition
is confirmed from the measurements on full system (baseband synthesizer plus LP-notch
filter) as shown in Section 5.6.3. Moreover, a high pass effect is visible in the measured
transfer characteristics of the filter. This is due to our measurement setup. Indeed, to op-
erate properly, the filter requires a DC bias. On the other hand the network analyzer used
to measure the filter transfer characteristics requires no DC voltage at its input. Therefore,
a DC blocker needs to be used. The cut-off frequency of such a DC blocker starts at few
3 MHz and therefore, measurement at frequency below 3 MHz presents such a high pass
behavior.
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Figure 5.30 Spectrum of the 0.5 MHz synthesized waveform

This high-pass effect has been corrected in the measured filter attenuation shown in Fig.
5.34. A first order roll-off has been supposed in the correction formula used to derive
Fig. 5.34. It can be seen that the worst case extra attenuation is larger than 20 dB (Fig.
5.33 and Fig. 5.34). This attenuation is calculated within the ISM bandwidth that is 83.5
MHz for the 2.4 GHz ISM band. Therefore, the maximum synthesized frequency that has
the 7th harmonic falling inband is 12 MHz, while the maximum synthesized frequency
having the 9th harmonic falling inband is the 9.5 MHz. These two frequencies set the
borders where the SFDR spec must be met. Finally, the extra attenuation values in Fig.
5.34 have been obtained tuning the filter with the pre-defined settings for each channel
frequency. If the channel settings of the filter are optimized for the maximum possible
attenuation of the unwanted harmonics, around 6 dB extra attenuation can be obtained as
shown in Table 5.4.

Finally, as explained in Section 5.3.3 it is important to assess the harmonic distortion
introduced by the buffer used to decouple the LPF from the notch filter. The 3rd order
harmonic distortion of the LP-notch filter versus the synthesized frequency is plotted in
Fig. 5.35.
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Figure 5.31 3rd, 5th, 7th and 9th harmonic levels below the fundamental versus
synthesized frequency (prior to LP-notch filter)

As it can be seen from Fig. 5.35 the 3rd order distortion is below 45 dBc and therefore,
does not affect the system. The filter power consumption comes from the decoupling
buffer placed between the LPF and the notch filter (see Fig. 5.14). This buffer consumes
25µA from a 0.75V supply. The number of required buffers is 4 because of the differen-
tial quadrature signals used and therefore, the tunable LPF-notch filter consumes 75 µW.

5.6.3 Complete frequency hopping baseband synthesizer

The transient waveforms for a 2 MHz synthesized frequency at the output of the complete
frequency hopping synthesizer are shown in Fig. 5.36. As it can be seen from Fig. 5.36
the even order harmonic is greatly reduced and an SFDR larger than 44 dB is obtained.
Moreover, the effect of the LPF is visible also at higher frequencies, confirming that for
the filter stand-alone measurements shown in Fig. 5.33 we were limited by PCB coupling
at high frequencies.

The quadrature signals for the combination of synthesizer and LP-notch filter are shown



5.6 Simulation and experimental results 237

Figure 5.32 Measured power consumption versus the synthesized frequency

in Fig. 5.37 for a synthesized frequency of 2 MHz. The quadrature error is negligible at
low frequencies and it goes up to a maximum of ±0.3 degrees for a 14 MHz synthesized
frequency.

The hopping speed of the synthesizer is limited by the internal time constants of the
silicon implementation. Simulations show that a hopping speed larger than 500 khop/s
is achievable without, in first approximation, any increase in the power consumption19.
Measurement results confirmed the very high speed of the synthesizer as shown in Fig.
5.38. The time required to change from a 1MHz initial frequency to a 2 MHz final fre-
quency is around 700 ns, which allows for an hopping speed larger than 1Mhop/s.

5.6.4 Benchmarking

The system performance is summarized in Table 5.4. The baseband frequency hopping
synthesizer meets all the requirements listed in Section 5.3.1. This allows to integrate the

19The slightly increment in the power consumption is due to the SPI working at higher frequency.
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Figure 5.33 LP-notch filter transfer characteristics

baseband synthesizer into a frequency hopping wireless node improving the transmitter
efficiency and reducing also the receiver power consumption.

Table 5.4 Proposed frequency hopping synthesizer performance summary
Hopping range ≈ 5 Octaves

Number of channels 56 -
Channel separation 0.5 MHz

3rd harmonic <-42 dBc
5th harmonic <-54 dBc
7th harmonic <-44 dBc
9th harmonic <-45 dBc

Power consumption 325 µW
Supply voltage 0.75 V

SFDR >42 dBc

In Table 5.5 the performance of the proposed baseband frequency hopping synthesizer
is compared with state-of-the-art baseband synthesizers. These synthesizers are based
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Figure 5.34 Measurement results of the stand alone LP-notch filter

on a DDFS architecture and do require an upconversion stage similarly to the proposed
baseband synthesizer architecture. All the referred synthesizers do not include the upcon-
version stage and therefore, only the power consumption of the baseband part is consid-
ered. The proposed solution compares very well against all the state-of the art solutions
shown in Table 5.5 in terms of power consumption per megahertz. The estimated power
consumption in Table 5.5 is calculated as follows. For every design listed in Table 5.5,
the power consumption per megahertz is calculated. Then, we suppose that to synthesize
a maximum frequency fmax, the DDFS clock frequency should be at least three times
fmax. Therefore the estimated power consumption is the power consumption per mega-
hertz times 3×fmax. We compared our work with the state-of-the-art works listed in Table
5.5 both in terms of power per megahertz and predicted power to synthesize frequencies
up to 14 MHz.

The best design from literature in terms of power per megahertz is the one disclosed
in [57]. Even though its power consumption per megahertz is already an order of magni-
tude higher than the one achieve by our proposed solution, its power consumption refers
only to the digital core. When the power consumption of the DAC and of the image fil-
ter are considered, this power consumption will increase further. Moreover, the solution
in [57] cannot provide a quadrature output. It achieves a 60 dB SFDR, but the frequency
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Figure 5.35 3rd order LP-notch filter harmonic distortion

Figure 5.36 Spectrum of the differential signal output for a synthesized fre-
quency of 2 MHz
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Figure 5.37 Quadrature unbalance for a 2 MHz output signal

Figure 5.38 Measured system hopping speed. Frequency is changed from 1
MHz to 2 MHz
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at which the SFDR is measured is not mentioned. The SFDR can change a lot versus fre-
quency as it can be seen in [133]. The proposed baseband frequency hopping synthesizer
achieves better than 42 dBc of SFDR over the whole frequency range up to a 14 MHz
synthesized frequency.

When looking at the estimated power consumption, the proposed solution again performs
better than the state-of-the-art solutions listed in Table 5.5. Again the work that achieves
the lowest power consumption is the work proposed in [57]. However, this is a poor com-
parison because that design does not have a quadrature output, and it does not include
the required DAC and image filter. Nevertheless, the proposed solution has a power con-
sumption that is half the one of the work in [57] while giving an analog quadrature output.
The work disclosed in [133], which contains a DAC has an estimated power consumption
an order of magnitude higher than the one in the proposed baseband frequency hopping
synthesizer. Moreover, above 100 kHz its SFDR drops dramatically and it does not have
a quadrature output. The work disclosed in [130], on the other hand, has a good SFDR up
to higher frequencies, but its estimated power consumption is around 7 times higher than
the proposed solution and it does not include the image filter power consumption. All the
other works listed in Table 5.5 have an estimated power consumption one or more orders
of magnitude larger than the solution proposed in this thesis. We can, therefore, conclude
that the proposed baseband frequency hopping synthesizer allows to reduce the power
consumption, both in terms of power per megahertz and estimated power consumption20,
by an order of magnitude. This target is achieved while still keeping an SFDR better than
42 dBc over the whole frequency range.

5.7 Conclusions

In this chapter we have seen that the constraints of a two-way link wireless node are differ-
ent with respect to the constraints for a one-way link wireless nodes described in Chapter
4. Those new constraints required a novel hopping synthesizer design with respect to
the one described in Chapter 4. Given the frequency accuracy requirements for a suc-
cessful demodulation of BFSK modulated signals an accurate reference signal has been
considered. This increases cost and form factor but these drawbacks are compensated by
the absence of a network infrastructure, like was used for the one-way link described in
Chapter 4.

The major obstacle to the use of frequency hopping spread spectrum in power constrained
systems is the hopping synthesizer. In this Chapter we described a novel frequency hop-
ping synthesizer that can meet at the same time the required agility and frequency ac-
curacy of a DDFS but at much lower power consumption. We compared the proposed
solution with state-of-the-art DDFS based synthesizers. The result of this comparison

20For synthesized frequencies up to 14 MHz
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shows that the proposed baseband frequency hopping synthesizer reduces the power con-
sumption per megahertz, as well as the overall power consumption, by an order of magni-
tude compared to state-of-the-art solutions. Moreover, the hopping synthesizer achieves
an SFDR better than 42 dBc over the whole synthesized frequency range (0.5 MHz to
14 MHz), and outputs a quadrature signal. The last feature is not very common among
DDFS based synthesizers because it generally further increases the power consumption
of the synthesizer.

Concluding, with a measured power consumption of 325 µW and a settling time bet-
ter than 700 ns the proposed frequency hopping baseband synthesizer can be used as a
core for a fast hopping autonomous transceiver for wireless sensor networks.
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Conclusions

WIRELESS sensor networks present unique challenges for the radio design. We
demonstrated that to achieve autonomous operation, given the state-of-the-art en-

ergy harvesters, the node peak power consumption must not exceed a few milliwatt.

We have shown that a robust wireless link can be achieved by employing a fast frequency
hopping spread spectrum technique. This allows to reduce the susceptibility of the wire-
less link to very common channel non-idealities like fading and interferences.

In this thesis we proposed a novel approach to the design of ultra-low power radios for
WSNs. We started from a proven robust frequency hopping spread spectrum system like
Bluetooth and we removed all the features, which are not required for the wireless sensor
network scenario trying to meet the required ultra-low power operation.

Modulation formats, system choices as well as circuit topologies and synthesizer archi-
tectures are traded off with each other resulting in the most simple, low power yet robust
fast frequency hopping spread spectrum transceiver architecture.

We demonstrated that the most suitable way to reduce the power consumption of the
wireless node is to split the application area into two sub-groups for which two different
radio architectures have been developed:

245
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© One-way link

© Two-way link

These two scenarios, while covering a large application space, allows to optimize the ra-
dio design by exploiting all the benefit of that particular scenario.

We proved that for the one-way link scenario, the radio achieves an ultra-low power oper-
ation without relying on an accurate reference signal. This target was achieved by using
a power constrained transmitter and a mains supplied receiver. This reduces also cost
and form factor of the wireless node. A crystal-less, direct modulated VCO transmitter
with digital frequency predistortion has been designed in a bipolar SOA technology. A
communication link within 8 meters distance in an indoor scenario has been proven. The
measured raw BER was around 1%. The use of high-Q passive components reduced the
transmitter power consumption below 2.5 mW from a 2V supply at a -18 dBm transmitted
power.

For the two way link scenario we demonstrated that, by using a combination of a dif-
ferent radio architecture and a new technology (CMOS 90 nm), it is possible to still em-
ploy a fast frequency hopping spread spectrum technique without considerably increasing
the overall power consumption. The radio architecture is based on a novel baseband fre-
quency hopping synthesizer architecture that allows to reduce the hopping synthesizer
power consumption by an order of magnitude with respect to the state-of-the-art fast hop-
ping synthesizers while meeting the requirements for WSN applications. The measured
synthesizer power consumption was 325 µW from a 0.75V supply and it achieved a hop-
ping speed larger than 500 khop/s.

Finally, we have proven throughout the whole thesis, that careful optimization at sys-
tem and circuit level allows to minimize the radio complexity while meeting, besides the
robustness and low power constraints, the low cost target. These achievements allow to
have a radio which meets at the same time all the requirements for a WSN radio: robust-
ness, low power, low cost.
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Acronyms

WPAN Wireless Personal Area Networks

WSN Wireless Sensor Networks

WLAN Wireless Local Area Networks

PCB Printed Circuit Board

RG Residential Gateway

RFID Radio Frequency IDentification

SS Signal Spreading

LOS Line of Sight

NLOS Non Line of Sight

FET Field Effect Transistor

BJT Bipolar Junction Transistor

CMOS Complementary Metal Oxide Semiconductor

SOA Silicon on Anything

Q Quality factor

ISM Industrial Scientific and Medical

247
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FHSS Frequency Hopping Spread Spectrum

MEMS Micro Electro Mechanical System

FBAR thin-Film Bulk Acoustic Resonator

PLL Phase-Locked Loop

MAC Media Access Control

FSK Frequency-Shift Keying

LP Low Power

LBR Low Bit Rate

SOI Silicon on Insulator

DDS Direct Digital Synthesizer

UWB Ultra Wide-Band

FCC Federal Communication Commission

SNR Signal to Noise Ratio

ADC Analog to Digital Converter

LNA Low Noise Amplifier

OOK On-Off Keying

BPF Band-Pass Filter

VCO Voltage Controlled Oscillator

BER Bit Error Rate

BAW Bulk Acoustic Wave

PNC Pseudo-random Noise Code

DSSS Direct Sequence Spread Spectrum

THSS Time Hopping Spread Spectrum

PG Processing Gain

BPSK Binary Phase Shift Keying

AWGN Additive White Gaussian Noise

CP-FSK Coherent-Phase Frequency Shift Keying

DPSK Differential Phase Shift Keying

DQPSK Differential Quadrature Phase Shift Keying
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CW Continuous Wave

PA Power Amplifier

NF Noise Figure

VGA Voltage Gain Amplifier

PFD Phase Frequency Detector

HPF High Pass Filter

LO Local Oscillator

DSP Digital Signal Processor

BFSK Binary Frequency Shift Keying

FH Frequency Hopping

IC Integrated Circuit

DAC Digital to Analog Converter

SSB Single Side-Band

SFDR Spurious Free Dynamic Range

ROM Read Only Memory

FCW Frequency Control Word

INL Integral Non-Linearity

AA Anti-Aliasing

SH Sample and Hold

LSB Least Significant Bit

DR Dynamic Range

OPAMP OPerational AMPlifier

DDFS Direct Digital Frequency Synthesizer

LPF Low-Pass Filter

EEPROM Electrically-Erasable Programmable Read-Only Memory

FLL Frequency-Locked Loop

FD Frequency Detector

FE Front-End

RAM Random Access Memory
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PVT Process and Temperature Variation

FEC Forward Error Correction

QoS Quality of Service

PER Packet Error Rate

PSD Power Spectral Density

TWD Traveling-Wave Divider

D-FF D Flip-Flop

AFC Automatic Frequency Control

ADM Arctan-Differentiated deModulator

DCDM Digital Cross-Differentiate Multiply

ST-DFT Short-Time Discrete Fourier Transform

FM Frequency Modulation

IaD Integration and Dump

CDM Cross-Differentiate Multiply

LEO Low-Earth Orbit

FFT Fast Fourier Transform

IP Intellectual Property

PCI Peripheral Component Interconnect

SAW Surface Acoustic Wave

TCXO Temperature Compensated Crystal Oscillator

ENOB Effective Number Of Bits

FSR Full-Scale Range

AGC Automatic Gain Control

FOM Figure Of Merit

SNDR Signal to Noise and Distortion Ratio

SAR Successive Approximation Register

SH Sample And Hold

MSB Most Significant Bit

EOC End Of Conversion
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FF Flip-Flop

MOS Metal Oxide Semiconductor

SPI Serial Programmable Interface
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A

Walsh based harmonic rejection sensitivity analysis

TH e silicon implementation of both the passive interpolator as well as of the clock
tree driving the interpolator is never ideal. The two most important unbalances are

the mismatch in the interpolator resistances and the incorrect phase relation between the
interpolator input signals. These unbalances can adversely affect the cancellation of the
third and fifth harmonic in the Walsh shaper. In the appendix we focuses on the effect
of the aforementioned non-idealities on the cancellation of the third harmonic. The same
procedure can be repeated for the fifth harmonic. In this way it is possible to evaluate
the sensitivity of the 3rd and 5th harmonic rejection to the imperfection of a real silicon
implementation. This information can be further used to optimize the design and reduce
the effect of the unavoidable non-idealities in the silicon implementation.

In the following analysis we use the simplified model shown in Fig. A.1. In the model,
φ represents the phase unbalance while ε is the resistor mismatch with respect to its ideal
value. The fundamental tone can be expressed by the following equation

Sfund =
√

2cos (ω0t) + cos (ω0t + φ0) + cos (ω0t− φ0) (A.1)

where φ0 is the phase difference between the signals applied to the passive interpolator.
Applying simple trigonometric relation, the previous equation can be simplified into the
following equation:

Sfund =
√

2cos (ω0t) + 2cos (ω0t) cos (φ0) (A.2)
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+ 4 5 + f

- 4 5 - f

0
1

2 + e O u t

1

Figure A.1 Simplified model to evaluate the harmonic rejection sensitivity to
resistor mismatches and signal phase unbalances

Now we can suppose that the interpolator resistances are mismatched by an amount equal
to ε and therefore, the

√
2 weighted resistance has a weight equal to

√
2 + ε and we

suppose that no phase error is present. This means that φ0=π
4 . Equation (A.2) becomes:

Sfund =
(
2
√

2 + ε
)

cos (ω0t) (A.3)

The same procedure can be applied to the third harmonic of the signals applied to the
passive interpolator. The third harmonic can be written after the summation in Fig. A.1
as:

S3rd =
1
3

(√
2cos (3ω0t) + cos (3ω0t + 3φ0) + cos (3ω0t− 3φ0)

)
(A.4)

and after some trigonometric manipulation

S3rd =
1
3

(√
2cos (3ω0t) + 2cos (3ω0t) cos (3φ0)

)
(A.5)

Supposing a mismatch in the interpolator resistances

S3rd =
ε

3
cos (3ω0t) (A.6)
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At this point it is possible to calculate the 3rd order harmonic rejection:

HR3A =
2
√

2 + ε

ε/3
≈ 6

√
2

ε
(A.7)

Th same procedure can be applied when a phase error is present. No resistor mismatch is
considered but φ0 = π

4 + ϕ. In this case equation (A.2) can be written as follows:

Sfund =
√

2cos (ω0t) (1 + cosϕ− sinϕ) (A.8)

while equation (A.5) becomes:

S3rd =
√

2
3

cos3ω0t (1− cos3ϕ− sin3ϕ) (A.9)

Finally, the 3rd order harmonic rejection, in the presence phase error between the signals
applied to the interpolator, can be written as follows:

HR3φ = 3
(1 + cosϕ− sinϕ)

(1− cos3ϕ− sin3ϕ)
(A.10)

Supposing that the phase error is small we can expand in Taylor series the cosine and the
sine functions as:

cosx u 1− x2

2
(A.11)

sinx u x− x3

6
(A.12)

Therefore, equation (A.10) becomes

HR3φ =
2
ϕ

(A.13)
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Summary

Transceiver Architectures and Sub-mW
Fast Frequency-Hopping Synthesizers for

Ultra-low Power WSNs

WIRELESS sensor networks have the potential to become the third wireless revolu-
tion after wireless voice networks in the 80s and wireless data networks in the late

90s. This revolution will finally connect together the physical world of the human and
the virtual world of the electronic devices. Though in the recent years large progress in
power consumption reduction has been made in the wireless arena in order to increase
the battery life, this is still not enough to achieve a wide adoption of this technology. In-
deed, while nowadays consumers are used to charge batteries in laptops, mobile phones
and other high-tech products, this operation becomes infeasible when scaled up to large
industrial, enterprise or home networks composed of thousands of wireless nodes.

Wireless sensor networks come as a new way to connect electronic equipments reducing,
in this way, the costs associated with the installation and maintenance of large wired net-
works. A network of 2000 nodes, where each node requires replacing the battery every 10
years, would require the replacement of a battery every two days. Therefore, to open the
door of the third wireless revolution it is necessary to overcome the maintenance problem.

To accomplish this task, it is necessary to reduce the energy consumption of the wireless
node to a point where energy harvesting becomes feasible and the node energy autonomy
exceeds the life time of the wireless node itself. Besides this requirement, costs represent
another important requirement for wireless sensor networks. Installing a wireless sen-
sor network must be cheaper than installing an ad-hoc wired network. Therefore, small
form factor and short bill of materials are important requirements as well. Finally, main-
tenance costs must be zero and this requires the use of unlicensed ISM frequency bands
for data transmission. This requirement brings us to the last requirement for a wireless
sensor network: the robustness of the link which can be very challenging in an interfer-
ence overcrowded scenario like the one present in the ISM bands. Therefore, in this thesis
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we tried to put the basis toward the design of a wireless sensor node that can fulfill the
aforementioned requirements:

© Robustness

© Autonomous operation

© Low cost

We have analyzed a broad range of applications that can benefit from the adoption of a
wireless sensor network. Given the very broad range of applications we have divided
them into two big sub-classes

© One-way link networks

© Two-way link networks

These two classes present unique challenges and do require careful optimization at system
and circuit level. We have showed that similarities do exist at system level between the
two scenarios and we demonstrated that a viable, low-cost way to have a robust link passes
through the use of spread spectrum techniques. Among different spread spectrum tech-
niques we have chosen a frequency hopping spread spectrum system because it showed
globally a higher potential of power down-scaling when carefully optimized. Frequency
modulation formats and instantaneous data rates have been also studied in order to assess
the best system level choices for an overall system power optimization. A BFSK modu-
lation format together with a low (1 to 10 kbps) data rate are the most suitable choices in
a power constrained scenario. We have demonstrated that the PN code synchronization
overhead connected with any spread spectrum system can be minimized designing a fast-
hopping system.

State of the art frequency hopping systems are still power hungry and therefore, can-
not be readily used in an autonomous wireless system. Our study showed that the power
consumption bottleneck in a frequency hopping based transceiver resides in the frequency
hopping synthesizer. The combination of frequency agility, accuracy and reasonably low
spur levels require severe trade-offs which undermine the low power operation. A power
analysis of currently available solutions for frequency hopping synthesizers has been car-
ried out. The scope of this study was to evaluate if any of the current architectural solu-
tions could achieve the required combination of frequency agility and accuracy at a power
level low enough to embed the synthesizer in an autonomous wireless node. Power mod-
els of PLL based synthesizers and DDFS based synthesizers showed that the power targets
cannot be achieved using current technologies even if the synthesizer specifications are
scaled down to fit the requirements of a wireless sensor network.

This study suggested that a different approach to the frequency synthesis is required in or-
der to design a frequency hopping spread spectrum system for wireless sensor networks.
The two different wireless scenarios required at this point a different approach, exploiting
the differences between them in order to minimize the system power consumption and the



Summary 273

cost of the wireless network.

The one way link is an asymmetric scenario in which the transmitter node is power con-
strained while the receiver node is mains supplied and, therefore, has a virtually unlimited
power budget. To squeeze the power consumption in the transmitter, its architecture has
been kept simple, not very accurate and with very simple necessary calibration steps to be
performed prior to any transmission. This translated in a crystal-less transmitter, that em-
ploys a direct modulation of a high-frequency VCO using frequency pre-distortion. The
frequency pre-distortion allows having a linear frequency grid of transmitting channels
for an optimal occupation of the available frequency spectrum. The low accuracy of the
reference signal (1%) is good enough to fulfill the FCC rules during transmission. All
the other required synchronization steps (TX-RX frequency alignment, PN code synchro-
nization, etc.) are performed at the receiver side. With this architecture, a wireless link
using the 915 MHZ ISM band with a raw BER of less than 1%, has been demonstrated
in an indoor environment and NLOS condition. The use of a bipolar technology com-
bined with the availability of high-Q passives allowed to reduce the current consumption
of the transmitter below 2.5 mW from a 2V power supply and to keep the transmitter node
cost very low. Though many applications will benefit from this scenario, not all possible
applications can be covered by a one-way link. In many cases, the deploying of an infras-
tructure (the RGs) can be cumbersome, if not impossible.

A two way-link scenario is meant to cover all those applications in which an infrastruc-
ture cannot be deployed. In this scenario both the transmitter and the receiver are power
constrained and therefore, a novel approach is required in order to optimize the power con-
sumption and the cost of the wireless sensor network. The first difference is the presence
of a crystal-based reference signal which constitutes the pulsing heart of the transceiver.
This increases the wireless node cost but this extra cost can be compensated by the fact
that no infrastructure is required to support the network. Though all the transceiver blocks
require careful optimization given the small available power budget, the bottleneck of this
system in terms of power consumption is, again, the hopping synthesizer. This time the
synthesis of the frequency bins is not performed directly at high frequency like in the one-
way link scenario. Differently, in the two-way link scenario the channels are synthesized
at baseband and then upconverted to high frequencies. This technique allows decoupling
the high frequency operation required for wireless transmission from the required fre-
quency agility. The baseband synthesizer employs a novel architecture that considerably
reduces the power consumption with respect to state-of-the-art frequency hopping base-
band synthesizers. With a power consumption of 325W from a 0.75V supply, a settling
time smaller than 700 ns and an SFDR up to 14 MHz larger than 42 dBc the proposed
synthesizer, designed in a standard CMOS 90 nm process, tops state-of-the-art baseband
synthesizers by more than a order of magnitude in terms of power consumption. Reducing
the synthesizer power consumption allows to improve the transmitter efficiency as well
as the receiver efficiency. The realized prototype shows for the first time the feasibility of
designing a fast frequency hopping spread spectrum system for wireless sensor networks.
Though for this scenario, more challenges need to be solved in order to demonstrate a low
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power, robust and low cost transceiver, one of the biggest obstacles to the implementa-
tion of a fast hopping spread spectrum technique into a wireless sensor network has been
solved. This opens a new scenario for wireless sensor networks in which it is not required
anymore to trade-off between link robustness and power consumption.

Concluding, in this thesis, we have demonstrated that there is no unique architecture that
is able to cover the wide range of applications foreseen for wireless sensor networks.
By exploiting the unique characteristics of a particular scenario for wireless sensor net-
works and by a careful optimization of different parameters at system and circuit level we
demonstrated that link robustness and low power are not necessarily exclusive. For both
scenarios we have demonstrated that a fast frequency hopping system can be designed
with a reasonable power consumption. This open a new path in the design of radio sys-
tems for wireless sensor networks in which robustness is guaranteed by techniques that
were previously exclusively used in radio systems for middle or high end applications like
Bluetooth and military communications.
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