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Summary

Model-based control for automotive applications

The number of distributed control systems in modern vehicles has increased exponen-
tially over the past decades. Today’s performance improvements and innovations in the
automotive industry are often resolved using embedded control systems. As a result, a
modern vehicle can be regarded as a complex mechatronic system. However, control de-
sign for such systems, in practice, often comes down to time-consuming online tuning
and calibration techniques, rather than a more systematic, model-based control design
approach.

The main goal of this thesis is to contribute to a corresponding paradigm shift, targeting
the use of systematic, model-based control design approaches in practice. This implies
the use of control-oriented modeling and the specification of corresponding performance
requirements as a basis for the actual controller synthesis. Adopting a systematic, model-
based control design approach, as opposed to pragmatic, online tuning and calibration
techniques, is a prerequisite for the application of state-of-the-art controller synthesis me-
thods. These methods enable to achieve guarantees regarding robustness, performance,
stability, and optimality of the synthesized controller. Furthermore, from a practical point-
of-view, it forms a basis for the reduction of tuning and calibration effort via automated
controller synthesis, and fulfilling increasingly stringent performance demands.

To demonstrate these opportunities, case studies are defined and executed. In all cases,
actual implementation is pursued using test vehicles and a hardware-in-the-loop setup.

• Case I: Judder-induced oscillations in the driveline are resolved using a robustly
stable drive-off controller. The controller prevents the need for re-tuning if the dy-
namics of the system change due to wear. A hardware-in-the-loop setup, including
actual sensor and actuator dynamics, is used for experimental validation.

• Case II: A solution for variations in the closed-loop behavior of cruise control func-
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vi SUMMARY

tionality is proposed, explicitly taking into account large variations in both the gear
ratio and the vehicle loading of heavy duty vehicles. Experimental validation is done
on a heavy duty vehicle, a DAF XF105 with and without a fully loaded trailer.

• Case III: A systematic approach for the design of an adaptive cruise control is pro-
posed. The resulting parameterized design enables intuitive tuning directly related
to comfort and safety of the driving behavior and significantly reduces tuning effort.
The design is validated on an Audi S8, performing on-the-road experiments.

• Case IV: The design of a cooperative adaptive cruise control is presented, focusing
on the feasibility of implementation. Correspondingly, a necessary and sufficient
condition for string stability is derived. The design is experimentally tested using
two Citroën C4’s, improving traffic throughput with respect to standard adaptive
cruise control functionality, while guaranteeing string stability of the traffic flow.

The case studies consider representative automotive control problems, in the sense that
typical challenges are addressed, being variable operating conditions and global perfor-
mance qualifiers. Based on the case studies, a generic classification of automotive con-
trol problems is derived, distinguishing problems at i) a full-vehicle level, ii) an in-vehicle
level, and iii) a component level. The classification facilitates a characterization of auto-
motive control problems on the basis of the required modeling and the specification of
corresponding performance requirements.

Full-vehicle level functionality focuses on the specification of desired vehicle behavior for
the vehicle as a whole. Typically, the required modeling is limited, whereas the translation
of global performance qualifiers into control-oriented performance requirements can be
difficult. In-vehicle level functionality focuses on actual control of the (complex) vehicle
dynamics. The modeling and the specification of performance requirements are typically
influenced by a wide variety of operating conditions.

Furthermore, the case studies represent practical application examples that are specifi-
cally suitable to apply a specific set of state-of-the-art controller synthesis methods, being
robust control, model predictive control, and gain scheduling or linear parameter varying
control. The case studies show the applicability of these methods in practice. Neverthe-
less, the theoretical complexity of the methods typically translates into a high computa-
tional burden, while insight in the resulting controller decreases, complicating, for ex-
ample, (online) fine-tuning of the controller. Accordingly, more efficient algorithms and
dedicated tools are required to improve practical implementation of controller synthesis
methods.
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CHAPTER 1

Introduction

Abstract - In this chapter, an introduction to the development of embedded automotive control
functionality is given. The challenges in today’s automotive control design process are discussed,
motivating the research objectives and the case studies that are considered in this thesis. Based
on the objectives, a research approach is presented and an outline of the thesis is given.

1.1 Embedded control functionality in the automotive
industry

1.1.1 History and current research directions

The application of electronics and (control) software in the automotive industry has been
increasing exponentially over the past decades. Traditionally, the automotive industry
focused on mechanical, hydraulic, and, in the case of heavy-duty vehicles (HDVs), also
pneumatic solutions. Driven by the development and opportunities of electronics and
(control) software, today’s market demands for new functionality in both passenger cars
and HDVs are often resolved with embedded systems. Embedded systems are processors
incorporating dedicated software functionality, which are embedded as part of a larger
hardware system. The hardware incorporates electronics and mechanical parts, including
actuators and sensors. In the automotive industry, these processors are called electronic
control units (ECUs) (Larses, 2005).

Initially induced by environmental issues and thereafter strongly driven by safety and
comfort demands, application of embedded systems in the automotive industry has ex-
panded enormously since the late 1970s. Legislation required a decrease of emissions
and fuel consumption, which resulted in the development of catalytic converters and so-
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2 1 INTRODUCTION

called electronic diesel control to control the ignition of diesel engines more accurately.
The application of electronic diesel control in commercially available vehicles initiated a
paradigm shift in the automotive industry. The time line in Figure 1.1 illustrates this shift
from the use of mechanical and hydraulic solutions to the use of embedded electronics
and control software in the development of new functionality.

Embedded systems often offer less weight, allow more compact and flexible packaging,
and, most importantly, software allows adding functionality to existing hardware, en-
abling more functionality than mechanical systems. As a result, new functionality can
be implemented more quickly and easily. Hence, embedded control functionality enables
OEMs to differentiate between their vehicle models in a cost effective manner (Pretschner
et al., 2007; Ward and Fields, 2000; Heinecke et al., 2004). The number of systems and
functionalities in a vehicle that rely on embedded control software has increased expo-
nentially in the past decades. Modern vehicles may contain over 70 separate ECUs to
handle all embedded electronics and software functionality, moreover, it is estimated that
currently more than 80 percent of all automotive innovation stems from electronics and
software functionality (Mössinger, 2010; Leen and Heffernan, 2002). This trend is ex-
pected to continue for several more decades, whereas before 1978 a vehicle contained
only mechanical and hydraulic parts (Broy, 2006).
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Figure 1.1: Time line with some of the key developments in commercially available func-
tionality in the automotive industry (Leen and Heffernan, 2002; Larses, 2005; Rijkswa-
terstaat, 2007; Broy, 2006; WABCO, 2010).
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In Figure 1.2, some examples of standard systems and functionalities that are present in
today’s commercially available passenger cars and heavy-duty vehicles are shown. The
systems and functionalities are classified into six generic domains, namely the power-
train, the driveline, the chassis, the body, infotainment systems, and so-called advanced
driver assistance systems (ADASs) (Navet et al., 2005). The main developments in the au-
tomotive industry can be related to these domains. They are driven by increasingly strin-
gent performance demands in the fields of safety, environment, mobility, driver comfort,
and costs (Mössinger, 2010; Guzzella, 2009).

Innovations in infotainment and body control systems are primarily driven by driver com-
fort and have resulted in an exponential growth in in-vehicle electronics (Bosch, 2007;
Mössinger, 2010). Examples are the ‘electrification’ of door locks, windows, mirrors, and
seat adjustment, as well as climate control, automatic wipers, and automatic headlight
control. A major trend is the integration of consumer electronics and entertainment
systems into vehicles (Cassius and Kun, 2007). So-called telematic and infotainment
systems combine audio, video, wireless connectivity, navigation, global positioning, and
up-to-date route information.

In the chassis domain, especially the development of active safety systems has received
much attention in the past decades (see, e.g., the time line in Figure 1.1). Various ac-
tive safety functions in the chassis domain are standard in today’s commercially available
vehicles, such as the anti-lock braking system, electronic stability control, and, in the
body domain, airbags (OICA, 2006). Still, the number of fatalities and injuries world-

chassis
- anti-lock braking system
- active suspension system
- active roll stabilisation
- electronic parking brake
- electronic stability program
- active steering system

powertrain
- engine torque control
- fuel injection control
- ignition system (petrol)
- engine cooling system
- diagnostic management
- idle governor
- exhaust after treatment

driveline
- transmission ratio control
- clutch control
- gear position

- cruise control
- drive-off control
- downhill speed control

body
- electric doorlock
- remote keyless entry
- wipers
- electric mirrors, windows,
sunroof, seat control
- frontlight control
- airconditioning
- airbags

advanced driver assistance
- automatic emergency braking
- adaptive cruise control
- lane departure warning
- intelligent parking assistance

infotainment
- GPS and navigation
- travel route information
- phone module (handsfree)
- voice recognition
- audio, video module

Figure 1.2: Examples of electronics and software functionality that are standard in a
modern passenger car or heavy-duty vehicle (Mössinger, 2010; Guzzella, 2009; Bosch,
2007).
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wide is too large, and the corresponding costs are enormous, driving an ongoing devel-
opment of active safety systems (World Health Organization, 2009). Current research
focuses on the integration and combination of chassis control systems, such as the anti-
lock braking system, electronic stability control, traction control, roll-stability control, and
yaw moment control, using active front and rear wheel driving and steering, active final-
drive control, and (semi-)active suspension systems (Yu et al., 2008; Chang and Gordon,
2008).

A new generation of active safety systems is based on advanced driver assistance systems
(ADASs) (Lu et al., 2005). Current driver assistance systems are primarily intended as
comfort systems, relieving a driver’s work load. Examples are present in different do-
mains of a modern vehicle, such as cruise control, electronic power steering, automated
transmissions, and route planning and navigation. The use of situational awareness
in ADAS functionality facilitates an increased focus on active safety instead of comfort
(Guzzella, 2009; Nagai, 2007). This is illustrated by the introduction of and research into
new active safety functionalities, such as automatic emergency braking or collision mit-
igation systems, active seatbelt control, and collision avoidance systems (Lu et al., 2005;
Laan, 2009). Other examples of advanced driver assistance systems are adaptive cruise
control, lane departure warning, lane keeping, and intelligent parking assist systems.

Ongoing innovations in the powertrain and driveline domain are driven by energy ef-
ficiency, performance optimization and reducing emissions (Guzzella, 2009; Cook et
al., 2006; Sun et al., 2005). International directives on NOx, HC, soot, and CO2 are
increasingly stringent (Buckland and Cook, 2005). Furthermore, societal demands on
efficiency, fuel economy, and performance are continuously increasing. Examples of ex-
tensive research areas are turbo charging, after treatment systems, exhaust gas recircula-
tion, valve timing control, throttle control, fuel pressure control, and optimization of the
transmission, for example, the continuously variable transmission (Meulen et al., 2009).
Furthermore, a ceaseless search for ‘clean’ alternative energy sources, such as electricity,
hydrogen, bio fuels, alcohol-based fuels, and fuel cells, is ongoing (Guzzella, 2009; Chan,
2007). In particular the hybridization and electrification of the powertrain, combining a
traditional internal combustion engine and an electric motor-generator, is an active field
of research (see, e.g., Hofman et al., 2007; Keulen et al., 2009a). Research activities fo-
cus on optimal energy management or powersplit control, regenerative braking, auxiliary
control, engine downsizing, start-stop control, and route-based optimization combining
geographic information system, global positioning system and route planning.

Innovations in active safety systems, driver assistance systems, and advanced driver as-
sistance systems are enabled by by-wire technology and innovative sensor technology
(Larses, 2005). By-wire technology extends or replaces part of originally mechanical func-
tionality by embedded systems, facilitating control of a single system by multiple func-
tionalities. Examples are brake-by-wire, shift-by-wire, and steer-by-wire functionality. In
so-called full by-wire systems, the total system is controlled electronically, including the
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power transfer using electro-mechanical or electro-hydraulic actuators. These actuators
replace originally direct mechanical or hydraulic links. The application of by-wire systems
has become standard in modern vehicles, although application of full by-wire systems is,
until now, often restricted by legislation.

Simultaneous to the increase in by-wire technology, the number of in-vehicle sensors has
increased exponentially (Ahmed et al., 2007; Broy, 2006). Both innovative sensor tech-
nology and developments in the field of estimators and observers enable increased situa-
tional awareness, extensive vehicle state estimates, and driver monitoring (Kolmanovsky
and Winstead, 2006). Especially wireless communication is regarded as a future major
step to improve safety and, in particular, mobility. The demand for individual mobility
will only increase, while traffic jams are a major burden already. It is estimated that
the traffic problem in the Netherlands currently costs 3 billion euro per year (Nether-
lands Institute for Transport Policy Analysis - KIM, 2008). For example, research into co-
operative adaptive cruise control and platooning indicates the possibilities for increased
traffic throughput and improved traffic flows when vehicle-to-vehicle and infrastructure-
to-vehicle communication is employed (Arem et al., 2006).

1.1.2 Control architecture

As indicated in the previous section, the number of embedded control functions in the
automotive industry has increased exponentially in the past decades. In a modern vehicle,
over 250 distinct software functions are present. Today, this functionality is distributed
over multiple ECUs throughout the vehicle, whereas formerly, the ECUs represented
stand-alone functional units. To increase performance, decrease vehicle weight and in-
crease reliability, data bus systems have replaced direct wiring (Pretschner et al., 2007;
Richter and Ernst, 2006). The data bus systems form in-vehicle networks, interconnect-
ing all ECUs, actuators and sensors. Still, the wiring harness of a modern passenger car
may have up to 4.000 parts, weigh as much as 40 kg and contain more than 1900 wires
for up to 4 km of wiring (Navet, 2009). As a result, complexity of both the design and the
integration of the functionality has increased significantly.

To master the complexity of today’s in-vehicle networks, up to 5 different bus systems are
present in a modern vehicle. Each bus system is specialized for a specific domain of the
vehicle, such as the powertrain, the chassis, the body, and the driveline (Nolte et al., 2005;
Stroop and Stolpe, 2006; Navet et al., 2005). Developed in the 1980s, the controller area
network (CAN) is the most widespread in-vehicle network (Kiencke et al., 1986; Leen
and Heffernan, 2002). CAN, and other standardized in-vehicle networks accommodate
event-triggered communication. Driven by the increasing demand for more complex,
dependable and safety-critical functionality, research currently focuses on the develop-
ment of time-triggered communication protocols, such as FlexRay and the time-triggered
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(a)

tier 2 suppliers

tier 1 or first tier
suppliers (FTSs)

raw material
suppliers

DAF Trucks, VDL
Group, NedCar

Inalfa, Polynorm,
Bosch VDT

DSM, Corus, GE
Plastics, Akzo Nobel

Powerpacker,
Philips, NXP

(b)

vehicles

modules

components

materials

original equipment
manufacturers (OEMs)

Figure 1.3: (a) Schematic representation of the automotive supply chain. (b) The auto-
motive supply chain in the Netherlands (Wismans, 2007).

CAN protocol (Kandasamy et al., 2005; Flexray, 2002). The large number of systems
and functionalities in combination with both the distributed character and the complex-
ity of today’s systems and functionalities, make a modern vehicle a complex mechatronic
systems (Mössinger, 2010; Leen and Heffernan, 2002).

To handle this complexity, development of innovative functionality and new systems is
done by specialized suppliers, so-called first tier suppliers (FTSs). The vehicle producers,
i.e., the original equipment manufacturers (OEMs), typically focus on specific core com-
petencies, being the specification and integration of all systems and functionalities, the
development of the engine, the styling of the vehicle, and the marketing of the vehicle
(Pretschner et al., 2007; Fröberg et al., 2007).

Formerly, OEMs were responsible for the development of the main systems in a vehicle
and relatively little development was solely done by suppliers. Starting in the 1980s,
tier 1, or FTSs became responsible for larger systems, designed in co-development with
the OEMs. The make-and-deliver-to-order trend of the 1990s, in combination with the
increasing complexity of the systems made the OEMs focus on core competencies even
more. As a result, today, the development of the main systems and functionalities is
done by specialized FTSs, while the OEMs are challenged with the specification and the
integration of all functionalities and systems (Ward and Fields, 2000; Richter and Ernst,
2006). This has resulted in a highly vertical supply chain, which is shown schematically
in Figure 1.3(a). As an example, the automotive supply chain in the Netherlands is shown
in Figure 1.3(b) (Wismans, 2007).

As a result of the vertical supply chain, the amount of proprietary technology in a vehicle
is large. This holds in particular for embedded (control) software functionality. FTSs often
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supply more or less black-box systems to the OEMs. Hence, it is difficult if not impossible
for the OEMs to localize errors or modify parts of a system, while it is difficult for the
FTSs to design optimal systems. This effect is illustrated by the V-cycle development
process (Das V-Modell, 2006). The V-cycle is commonly used in the automotive industry
to represent development processes, (see, e.g., Huisman and Veldpaus, 2005; Gietelink,
2007).

In Figure 1.4, a V-cycle for the design of an automotive control system is shown. The
name of the V-cycle development process is related to the steps in the design flow, which
can be ordered to form the shape of the letter V. As a result, different levels of abstraction
can be distinguished, coupling a specification or design step (steps 1 to 3 in Figure 1.4)
and a corresponding validation or verification step (steps 5 to 7 in Figure 1.4). Per level,
different validation and verification tools are available, such as test drives and hardware-
in-the-loop (HIL) tests (see Figure 1.4). HIL tests involve verification of the embedded
implementation of a system using a model of the rest of the vehicle and its environment
(Kluge et al., 2009; Schuette and Waeltermann, 2005). Only at the level of the functional
validation, the functionality is built-in into a vehicle and test drives are performed.

The effect of the vertical supply chain can be recognized in the transition between the de-
velopment steps for which the OEMs are responsible and the steps for which the FTSs are
responsible (see Figure 1.4). Specialized FTSs are responsible for the actual design of a
system (steps 3 to 5 in Figure 1.4), while the OEMs focus on specification and integration
of systems and functionality (steps 1 to 2, and 6 to 7 in Figure 1.4). Due to intellec-
tual property (IP) issues, FTSs supply more-or-less black-box systems to the OEMs. For
the integration of these systems, insight in the stability, optimality of performance, and

4. code
generation

3a. RCP

3b. RCP

FTS

OEM

1. functional
requirements

6. system im-
plementation

validation
7. functional

test
d

rives
H

IL
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2. system
specification

3. system
design

5. design

verification
FTS: first tier supplier
HIL: hardware-in-the-loop
OEM: original equipment
manufacturer
RCP: rapid control
prototyping

Figure 1.4: V-cycle development process for the design of a control system in the auto-
motive industry (Das V-Modell, 2006; Huisman and Veldpaus, 2005).
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robustness of the resulting system are often difficult to assess. As a result, the OEMs
employ time-consuming tuning and calibration procedures for the integration of all sys-
tems and functionalities. To reduce the integration time, insight in the system designs is
crucial.

Testing of a control system design in an early stage, i.e., before the final embedded code
is generated, using an HIL setup or performing actual test drives, is called rapid control
prototyping (RCP). RCP facilitates improved insight in the design, the achievable perfor-
mance, and the functionality of a design in an early stage of the development process.
Using RCP, the results of HIL tests and test drives can be used directly as feedback in the
steps 1, 2 and 3 of the development process. Hence, RCP embodies an optional step in
the V-cycle development process, as indicated in Figure 1.4. It enables FTSs to test their
systems in an early stage and OEMs to be more involved in the development process,
gaining more insight in the systems. RCP was introduced on the automotive market in
the mid-1990’s. Nowadays, RCP is widely adopted as a solution to handle the increas-
ingly complex control design process in the automotive industry (see, e.g., Schuette and
Waeltermann, 2005; Lee et al., 2004).

1.1.3 Control design

Theory vs practice

In theory, control design approaches are well defined. Consider for example a general
control configuration as is depicted in Figure 1.5, where P is a generalized plant model,
wp(t) and zp(t) are exogenous inputs and outputs, respectively, K is a controller, u(t)

represents the control signals, and y(t) represents the controller input signals (Skoges-
tad and Postlethwaite, 2005). The generalized plant model P combines a model of the
system and the performance requirements, including nonlinearities, time variations, un-
certainties, and a model of the disturbances. The exogenous inputswp(t) represent user-
defined reference signals or commands, disturbances and noise. The exogenous outputs
zp(t) represent the error signals to be minimized, i.e., the performance variables. Hence,
the transfer from wp(t) to zp(t) is a measure for the performance of the controlled sys-
tem, indicating to what extent the system behavior matches the desired performance
requirements, for example, tracking of a user-defined velocity, or damping of vibrations
in the driveline of a vehicle.

Based on this general control configuration, Skogestad and Postlethwaite (2005) propose
a general control design approach, listing the essential steps in the development of a con-
trol system, see Table 1.1. Following steps 1 to 8, a generalized plant model P including a
performance channel wp(t) 7→ zp(t) is derived. Following steps 9 to 12, the controller K
is synthesized and the resulting closed-loop system is evaluated. Actual implementation
and testing of the controller is done in steps 13 and 14. In practice, however, steps 2 to 3,
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zp(t)

u(t)

wp(t)

y(t)P

K

Figure 1.5: General control configuration, where P is a generalized plant model, wp(t)

and zp(t) are exogenous inputs and outputs, respectively, K is a feedback controller,
u(t) represent the control signals, and y(t) the controller input signals (Skogestad and
Postlethwaite, 2005).

8, and 10 to 12 are often omitted (the shaded steps in Table 1.1) (Skogestad and Postleth-
waite, 2005). The remaining steps lack, in essence, the use of a model of the system and
the specification of performance requirements that can be used in a systematic model-
based control design approach. Following these steps results in an approach that is often
referred to as online tuning.

The automotive industry is a typical example where online tuning methods are often
adopted (Heinecke et al., 2004; Coelingh et al., 2002; Naus, 2007a,b). Appropriate

Table 1.1: General control design approach (Skogestad and Postlethwaite, 2005).
step action

1. Study the system (process, plant) to be controlled and obtain initial informa-
tion about the control objectives.

2. Model the system and simplify the model, if necessary.
3. Scale the variables and analyze the resulting model; determine its properties.
4. Decide which variables are to be controlled (controlled outputs).
5. Decide on the measurements and manipulated variables: what sensors and

actuators will be used and where will they be placed?
6. Select the control configuration.
7. Decide on the type of controller to be used.
8. Decide on performance requirements, based on the overall control objectives.
9. Design a controller.
10. Analyze the resulting controlled system to see if the requirements are satisfied;

and if they are not satisfied modify the requirements or the type of controller.
11. Simulate the resulting controlled system, on either a computer or a pilot plant.
12. Repeat from step 2, if necessary.
13. Choose hardware and software and implement the controller.
14. Test and validate the control system, and tune the controller on-line, if neces-

sary.
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Table 1.2: Typical challenges in automotive control problems (Kolmanovsky, 2008; Naus,
2007a,b).

challenge
1. variable operating conditions
2. global performance qualifiers
3. IP issues resulting from a vertical supply chain

control-oriented models and well-defined performance requirements that would enable
a more systematic control design approach are often lacking. As a result, online tuning
techniques are adopted to fill (feedforward) lookup tables, and tune (gain-scheduled) PID
feedback controllers. Furthermore, logic rules and heuristic control methods are adopted
to take into account changing operating conditions (Kolmanovsky, 2008). As a result,
OEMs typically employ time-consuming tuning and calibration procedures to integrate
all systems and functionality. This tuning and these procedures have to be repeated for
every change in the dynamics or in the performance requirements.

From a control point of view, typical disadvantages of online tuning techniques are a
lack of guarantees regarding robustness, performance, stability, and optimality. These
disadvantages can be overcome by adopting a systematic, model-based control design
approach using available controller synthesis methods.

Typical challenges in automotive control problems

The use of pragmatic, online tuning techniques instead of a more systematic control
design approach can, at least partly, be related to the complexity that is induced by the
vertical supply chain and corresponding IP issues, which are discussed in the previous
section. Besides that, typical challenges in automotive control problems complicating the
modeling and the specification of performance requirements are induced by variable op-
erating conditions and global performance qualifiers (see Table 1.2) (Kolmanovsky, 2008;
Naus, 2007a,b).

The abundance and the variety of operating conditions of a vehicle and the in-vehicle
systems are large. As a result, variations in operating conditions form a major challenge
in designing automotive control systems. Define the state vector ξ(t) and a vector of
real and integer parameters χ(t), characterizing the system dynamics of P . Assume that
stable operating conditions of a system are defined by constant system inputs u(t) = u,
a constant system state ξ(t) = ξ, constant system dynamics χ(t) = χ, and a constant
system output y(t) = y. The dynamics χ of in-vehicle systems may change, e.g., as
a function of temperature variations, loading conditions, wear, the vehicle velocity, the
gear ratio, or the engine rotational velocity. Furthermore, a vehicle is a mass-produced
product. Small inter-vehicle differences in the systems are inevitable, which results in
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different dynamics per vehicle. Control systems have to account for these variations.

Variations in the external inputs u influence in particular the desired driving behavior.
Examples are variable traffic situations, such as normal driving and emergency situa-
tions, variable road conditions, such as mountainous regions and flat roads, and changing
driver behavior, such as sportive and comfortable driving. If variations in the operating
conditions can be measured, they can be taken into account explicitly in the controller
design. Otherwise, the variations have to be regarded as uncertainties or unknown dis-
turbances.

Global performance qualifiers can be thought of as general, non-control-oriented perfor-
mance requirements that are not bound to a specific control problem. Typically, global
performance qualifiers are not naturally translated into control-oriented performance re-
quirements that can be used to quantify closed-loop performance. Furthermore, prior-
ity or weighting of the qualifiers is typically driver dependent. Examples are safe and
comfortable driving, high traffic throughput, fuel economic driving with zero emissions,
high vehicle acceleration and deceleration capabilities, and low costs. For specific control
problems, global performance qualifiers have to be translated into control-oriented per-
formance requirements and setpoints, where driver-dependent tuning is an important
aspect.

The resulting requirements are often conflicting and restricted by legislation or physi-
cal limitations. For example, small inter-vehicle distances are favorable for a high traffic
throughput, whereas safety requires large inter-vehicle distances. The inter-vehicle dis-
tance can be considered as a setpoint, which is restricted by legislation and by the ma-
ximum vehicle acceleration and deceleration capabilities. Other examples of limitations
follow from legislation on emissions and safety, such as international directives on NOx,
HC, soot, and CO2, a minimal inter-vehicle distance, a maximum allowable automatic
deceleration, and a maximum velocity for heavy-duty vehicles. Physical limitations are,
for example, limited acceleration and deceleration capabilities due to engine and brake
system limitations, a minimum engine rotational velocity to prevent engine stalling, lim-
ited friction forces defining the tire-road contact characteristics, and a minimum fuel
consumption and emissions.

As a result of global performance qualifiers, the performance channelwp(t) 7→ zp(t) and,
correspondingly the generalized plant model P , are not defined unambiguously for spe-
cific control problems. Furthermore, variable operating conditions result in operating-
point dependency and time variations in both the dynamics of the generalized plant
model P and the performance channel wp(t) 7→ zp(t). Hence, modeling and specifi-
cation of performance requirements from a control point of view are complicated by the
presence of global performance qualifiers and variable operating conditions.
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Application examples

In literature, application examples and case studies solving specific automotive control
problems are readily available. These examples provide a systematic, model-based con-
trol design approach for specific applications, indicating the possibilities for performance
improvements. Furthermore, these examples demonstrate that controller synthesis me-
thods are available that are particularly suitable to handle the typical challenges in the
design of automotive control systems, such as variable operating conditions, constraints,
or conflicting performance requirements. Finally, in various cases, the application exam-
ples show that practical applicability of the methods is feasible.

Focus of state-of-the-art controller synthesis methods often is on the theoretical problem
formulation, rather than practical implementation. Practical implementation issues, pos-
sibly limiting the practical applicability of a method, are, for example, real-time compu-
tational limitations an complexity of the actual controller synthesis. Typically, nonlinear
and robust controller synthesis methods are adopted in the application examples and case
studies (Johansson and Rantzer, 2003; Kiencke and Nielsen, 2005). Examples are model
predictive control (MPC), gain scheduling (GS) or linear parameter varying control (LPV),
and robust control.

To handle nonlinear or operating-point dependent dynamics, gain scheduling (GS) or
linear parameter varying (LPV) techniques are often adopted (Rugh and Shamma, 2000;
Leith and Leithead, 2000). Classical GS is commonly adopted in practice, in combina-
tion with online tuning techniques (Kolmanovsky, 2008; Naus, 2007a,b). Based on expe-
rience and insight, scheduling parameters are chosen to schedule the controller parame-
ters for specific operating conditions. Closed-loop performance and stability guarantees
are evaluated by trial-and-error via extensive testing. More recent LPV techniques enable
a-priori guarantees, however, often at the cost of a more involved controller synthesis.
Some recent application examples of LPV controller synthesis methods in literature are
air-to-fuel ratio control (Alfieri et al., 2009), lane guidance (Hingwe et al., 2002), power
steering (McCann and Le, 2008), and air charge control (Kwiatkowski et al., 2009).

Model predictive control (MPC) is particularly suitable to handle constraints. Besides that,
different, possibly conflicting, control objectives can be taken into account in a systematic
manner. Standard MPC, requiring much online computing power and large computation
effort, is especially widespread in process control, where high sampling times are often
not required (Maciejowski, 2002). Recent developments on explicit MPC methods en-
able offline computation of the controller, and, as a result, higher online sampling rates,
making MPC suitable for solving automotive control problems (Bemporad et al., 2002b).
Examples in literature are idle velocity regulation (Di Cairano et al., 2008), active steering
and braking for autonomous vehicles (Borelli et al., 2005), powertrain control (Saerens
et al., 2008), air path management (Iwadare et al., 2007), and variable valve actuation
(Bengtsson et al., 2006).
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Robust control is in particular suitable to account for unmeasured uncertainties or varia-
tions in the operating conditions (Zhou et al., 1996). For example, as a vehicle is a mass-
produced product with a long life span, uncertain variabilities in the dynamics are present
due to mechanical differences and wear. These variabilities can be handled appropriately
in a robust control framework, see, for example, Baumann et al. (2005), designing an
anti-jerk controller to prevent oscillations in the driveline. Other examples are the design
of vehicle stability control (Yin et al., 2007; Güvenç et al., 2009), and active suspension
control (Gaspar et al., 2003). Furthermore, robust control methods are often adopted as a
basis for LPV controller synthesis. Examples are the design of an hybrid power manage-
ment strategy (Inagaki et al., 2007), an active suspension system (Leite and Peres, 2005),
and an anti-lock braking system (Baslamisli et al., 2007).

1.2 Problem formulation

1.2.1 Research objectives

The main goal of this thesis is to contribute to a paradigm shift from the application
of pragmatic, online tuning techniques to the application of a systematic, model-based
control design approach in the automotive industry. A systematic, model-based control
design approach implies the use of control-oriented modeling and the specification of
corresponding performance requirements as a basis for the actual controller synthesis.
In practice, online tuning and calibration techniques are often adopted instead.

The use of a systematic, model-based control design approach is a prerequisite for the
application of state-of-the-art controller synthesis methods. These methods enable to
achieve guarantees regarding robustness, performance, stability, and optimality of the
synthesized controller. Accordingly, from a practical point-of-view, a systematic, model-
based control design approach forms a basis for, e.g., fulfilling increasingly stringent per-
formance demands, and automated controller synthesis, reducing tuning and calibration
effort.

To achieve this goal, the following research objectives are defined.

• Demonstrate the possibilities of and opportunities for application of a systematic,
model-based control design approach for automotive control problems, validating
the availability of state-of-the-art controller synthesis methods that are specifically
suitable to cope with the typical challenges in automotive control problems accord-
ing to Table 1.2.

• Evaluate in what sense the typical challenges in automotive control problems ac-
cording to Table 1.2 limit or complicate the application of a systematic, model-based
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control design approach and derive guidelines to cope with these challenges, specif-
ically focusing on the development of control-oriented models and the specification
of corresponding performance requirements.

• Assess the practical applicability of state-of-the-art controller synthesis methods for
control problems in the automotive industry, and identify typical limitations of the
methods, focusing on practical implementation.

1.2.2 Research approach

The adopted research approach targets to acquire insight in the properties of control prob-
lems in the automotive industry via several case studies. In literature, application exam-
ples and case studies solving specific automotive control problems are readily available.
Analogously, several case studies are considered in this thesis. An overview of the case
studies is given in Table 1.3.

First, the case studies represent practical application examples that are specifically suit-
able to apply a specific set of state-of-the-art controller synthesis methods, being robust
control, model predictive control (MPC), and gain scheduling (GS) or linear parameter
varying (LPV) control. Literature indicates these synthesis methods to be specifically suit-
able to handle the typical challenges according to Table 1.2. Moreover, actual control
problems, rather than theoretical application examples, are considered, which enables to
demonstrate the possibilities and opportunities for application of a model-based control
design approach for actual automotive control problems. Each of the four cases has a
specific focus, comprising driver assistance and advanced driver assistance systems, po-
wertrain control, the use of vehicle state estimators, and inter-vehicle communication.
Accordingly, the case studies target contributing to active fields of research, addressing
the first research objective.

Second, the case studies are chosen to be representative examples of automotive control
problems, in the sense that the typical challenges according to Table 1.2 are considered.

Table 1.3: Overview of the case studies.
case title
I. Robust control of a clutch system to prevent judder-induced driveline

oscillations.
II. Gain scheduling and linear parameter varying control design for

heavy-duty vehicle cruise control (CC).
II. Design and implementation of parameterized adaptive cruise con-

trol (ACC): an explicit model predictive control approach.
IV. String-stable cooperative adaptive cruise control (CACC) design and

experimental validation, a frequency-domain approach.
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Focus of this research is in particular on variable operating conditions and global perfor-
mance qualifiers.

• Variable operating conditions are considered in the cases I and II. In case I, the
effect of wear is considered, which introduces time-varying dynamics. As this effect
cannot be measured, a robust controller synthesis is proposed as a solution. In case
II, the operating conditions vary as a result of variable loading and gear shifting.
These variations can be measured and are incorporated explicitly in the control
design using GS and LPV controller synthesis methods.

• In the cases III and IV, global performance qualifiers are considered. In case III,
conflicting requirements are translated into operating-point dependent constraints.
Depending on the inputs and the state of the system, different constraints are active.
Adopting an MPC controller synthesis method, the constraints are explicitly taken
into account in the controller synthesis. In case IV, traffic throughput is considered
as a global performance qualifier, which is translated into a sufficient condition that
is valid for each individual vehicle. This sufficient condition imposes a constraint
on the dynamics of each vehicle, whereas the global performance qualifier imposes
a constraint on the total traffic dynamics. Hence, this sufficient condition can be
used as a basis for a decentralized controller design.

The case studies are used to acquire insight in the properties of control problems in the
automotive industry. Focus is in particular on the required control-oriented modeling
and the specification of corresponding performance requirements. Based on this insight,
the definition of a more generic classification of automotive control problems is pursued,
thus addressing the second research objective.

Third, in all cases, focus is on implementation in practice, thus addressing the third re-
search objective. The case studies are defined and executed in close cooperation with
DAF Trucks N.V.1 and TNO Automotive2. DAF is a Dutch OEM, producing heavy duty
vehicles (HDVs). TNO Automotive is a Dutch institute for applied research, targeting
the development of innovative automotive functionality. DAF and TNO facilitate actual
implementation of the results in practice. Using rapid control prototyping, in all cases,
practical implementation issues are evaluated via application of the resulting controller
on a real vehicle and on hardware-in-the-loop setups, addressing the third research objec-
tive.

In the remainder of this section, the case studies are detailed. For each case, the problem
formulation and the proposed approach are indicated.

1DAF Trucks N.V., P.O. box 90065, 5600 PT, Eindhoven, the Netherlands

2TNO Science and Industry, Business Unit Automotive, P.O. box 756, Helmond, the Netherlands
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Case I: Robust control of a clutch system to prevent judder-induced driveline oscillations

An automated manual transmission (AMT) consists of an automated gearbox in combi-
nation with an automated dry plate or lock-up clutch system. Especially in HDVs, an AMT
is a standard system nowadays, which is often applied. A typical problem in AMTs is the
effect of clutch judder, which is a friction-induced vibration between masses in sliding
contact. Clutch judder results in undesirable vibrations and oscillations in the driveline.
Clutch judder may occur when the clutch is closed, which is done automatically when
driving off. The causes for clutch judder are variation in the friction characteristics of the
clutch-facings material as well as mechanical tolerances and misalignment in the drive-
line. The conditions of the clutch-facings material and of the tolerances in the driveline
may change as a function of, for example, temperature, wear, and moist. Consequently,
clutch judder is a commonly encountered phenomenon in clutches. To cope with the
clutch judder phenomenon, a robustly stable feedback controller is designed using a ro-
bust controller synthesis method. The controller is based on a model of the driveline of
an HDV. The model incorporates an uncertainty model for unmodeled friction dynamics
which induce clutch judder.

Case II: Gain scheduling and linear parameter varying control design for heavy-duty ve-
hicle cruise control

Cruise control (CC) is a widespread, commercially available functionality, which, nowa-
days, can be regarded as a standard automotive control system. Focusing in particular on
heavy-duty vehicles (HDVs), a large operating range has to be taken into account when
designing a CC system. For example, the mass of a typical HDV varies in between 7000

and 40000 kg. Commonly, this operating range is not explicitly taken into account in
the controller design. As a result, the design of standard CC systems is conservative
and closed-loop behavior varies over the operating range. Recent research advances on
active parameter and state estimators as well as the increase in advanced electronics that
become standard in vehicles, enable accurate estimates of the vehicle mass. Gain schedul-
ing (GS) and linear parameter varying (LPV) controller synthesis approaches are adopted
to incorporate the time-varying mass explicitly in the design of a CC system. Four differ-
ent controller synthesis methods are compared, varying from classical GS to more recent
LPV techniques. The controller design is based on a mass-dependent LPV model of an
HDV, which is derived via physical modeling. Focus is on the comparison of the theoret-
ical comprehensiveness and the practical applicability of the methods.
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Case III: Design and implementation of parameterized adaptive cruise control: An ex-
plicit model predictive control approach

Adaptive cruise control (ACC) is an extension of the classic cruise control, targeting au-
tomatic vehicle following. Considering the corresponding driving behavior, ACC sys-
tems are generally designed to have specific key characteristics, such as safety, comfort,
fuel economy and traffic-flow efficiency. These characteristics typically impose conflict-
ing control objectives and introduce constraints, thus complicating the controller design.
Furthermore, driver acceptance of the system requires ACC behavior to mimic human
driving behavior to some extent, which is driver specific, time varying, and also situation
dependent. A systematic procedure is presented to incorporate the desired key charac-
teristics and the situation-dependency in the design of the ACC. The resulting ACC is
parameterized by the key characteristics safety and comfort, with at most one tuning vari-
able for each characteristic. An MPC controller synthesis is adopted to cope with the
conflicting controller requirements, the constraints, and the situation dependency of the
performance requirements.

Case IV: String-stable cooperative adaptive cruise control design and experimental vali-
dation, a frequency-domain approach

Decreasing inter-vehicle distances promises significant benefits such as an increased traf-
fic throughput and a reduced aerodynamic drag force, thus decreasing fuel consumption.
If either drivers are encouraged to decrease the inter-vehicle distance, or commercially
available adaptive cruise control (ACC) functionality is employed, undesired oscillations
in the traffic flow, so-called string unstable driving behavior may occur. When stan-
dard ACC functionality is extended with wireless inter-vehicle communication, driving
at small inter-vehicle distances is possible, while maintaining string stability. The result
is called cooperative adaptive cruise control (CACC). Although practical implementation
of CACC is challenging, it is technically possible. However, it is difficult to specify the
benefit for individual vehicles. A frequency-domain based definition of string stability is
derived, targeting performance specification for individual vehicles within everyday traf-
fic. A CACC system is designed, focusing on the feasibility of implementation within the
current infrastructure. The inter-vehicle spacing is used as a performance specification,
considering guaranteed string stability as a constraint. Considering the minimal inter-
vehicle spacing, the performance of the CACC system is compared to the performance of
a standard ACC system.
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1.2.3 Contributions and outline

The main goal of this thesis is to contribute to a paradigm shift from the application
of pragmatic, online tuning techniques to the application of a systematic, model-based
control design approach in the automotive industry. The first contribution of this thesis
involves a classification of automotive control problems. The classification facilitates a
characterization on the basis of the required modeling and the specification of perfor-
mance requirements. Automotive control problems at a full-vehicle level, at an in-vehicle
level, and at a component level are distinguished. The classification is based on insight
that is acquired via both the results of relevant case studies (see Chapters 2 to 5), and
experience at DAF Trucks N.V. and TNO Automotive (Naus, 2007a,b).

Second, following the classification, a discussion on the limitations, points-of-attention
and guidelines for control-oriented modeling and the specification of corresponding per-
formance requirements is presented. Focus is on managing the typical challenges in
automotive control problems according to Table 1.2. In this research, variable operating
conditions and global performance qualifiers are considered. The classification and the
corresponding discussion are presented in Chapter 6.

A third contribution of this thesis involves the practical application of the proposed con-
trol concepts. A hardware-in-the-loop setup, a DAF XF105, an Audi S8 and two Citroën
C4’s are used. Both the possibilities and the limitations for practical applicability of the
adopted controller synthesis methods are identified (see Chapter 6).

Finally, as the case studies involve actual control problems in the automotive industry,
specific contributions to active fields of research are obtained in each case. In Chapter 2,
the effect of clutch judder, in particular for heavy duty vehicles (HDVs), is considered. The
contribution involves the design of a robustly stable feedback controller to actively damp
judder-induced driveline oscillations during drive-off maneuvers. Furthermore, experi-
mental validation on a hardware-in-the-loop setup of a heavy-duty vehicle is presented.
The chapter is based on Naus et al. (2010c). Related results are reported in Beenakkers
(2007) and Naus et al. (2008c).

A solution for variations in the closed-loop behavior of cruise control functionality for
heavy duty vehicles is proposed in Chapter 3. The contribution of this chapter is a com-
parison of relevant GS and LPV controller synthesis methods for the design of a cruise
control for HDVs, targeting to expose the limitations of the classical gain scheduling me-
thods that are often applied in practice and to assess the practical applicability of more
recent linear parameter varying methods. Accordingly, a DAF XF105 is used for experi-
mental validation. Related results are reported in Diepen (2009).

A systematic procedure for the design and tuning of the vehicle-independent part of an
adaptive cruise control (ACC) is presented in Chapter 4. The contribution is the design
of an ACC which is parameterized by the key characteristics, with at most one tuning
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variable for each characteristic. Hence, after the parameterization, the specific setting of
the ACC can easily be changed, possibly even by the driver. Next to presenting this sys-
tematic design approach, the implementation of the ACC on an Audi S8 and the results
of on-the-road experiments are discussed. The chapter is based on Naus et al. (2010b).
In Naus et al. (2010e) and Keulen et al. (2009b,c), it is demonstrated that the framework
is generic in the sense that different global performance qualifiers are considered. Re-
lated results are reported in Naus et al. (2008a), Naus et al. (2008b), Bleek (2007) and
Reichardt (2007).

Finally, in Chapter 5, the design of a cooperative adaptive cruise control (CACC) is pre-
sented. The contribution of this research involves, first, the design of a CACC system
focusing on the feasibility of implementation and the definition of a corresponding suf-
ficient, frequency-domain condition for string stability of heterogeneous traffic. Second,
implementation on two Citroën C4’s and corresponding experimental validation of the
proposed CACC system are discussed. The chapter is based on (Naus et al., 2010d). Pre-
liminary and related results are reported in Vugts (2010), Naus et al. (2010a), and Naus
et al. (2009a).

The thesis is closed with a summary of the main conclusions and recommendations on
model-based control for automotive applications in Chapter 7.



20



CHAPTER 2

Robust control of a clutch system to
prevent judder-induced driveline

oscillations1

Abstract - Oscillations in the driveline of a vehicle, specifically originating from the clutch sys-
tem, are referred to as clutch judder. Typically, judder is a result of wear-induced variations in the
friction characteristics of the clutch facings material. In this chapter, the design of a robust con-
troller to prevent judder-induced oscillations is presented. A DK iteration procedure, combining
H∞ controller synthesis and µ-analysis, is adopted for the robust controller design. The model
for the clutch judder is based on and validated with measurements on a heavy-duty vehicle. Both
simulations and hardware-in-the-loop (HIL) experiments are performed to evaluate the feasibility
of the control concept.

2.1 Introduction

Focus of this research lies on heavy duty vehicles (HDVs) incorporating an automated
manual transmission (AMT). An AMT typically consists of a dry plate or lock-up clutch
system in combination with a gearbox. The clutch transfers torque from the engine to
the driveline, which is schematically depicted in Figure 2.1.

Oscillations in the driveline specifically originating from the clutch are referred to as
clutch (engagement) judder (Centea et al., 1999). In general, judder is a friction-induced

1This chapter is based on G. J. L. Naus, M. A. Beenakkers, R. G. M. Huisman, M. J. G. van de Molengraft
and M. Steinbuch (2010). Robust control of a clutch system to prevent judder-induced driveline oscillations.
Veh. Syst. Dyn. (accepted for publication).
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engine
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gearbox differential

drive shafts
wheel
and tireAMT

Figure 2.1: Schematic representation of a typical HDV driveline.

vibration between masses in sliding contact and can be regarded as an unstable mode
of the system dynamics (see, e.g., Heckmann, 2006). In this case, the clutch plates are
in sliding contact, while the engine inertia on the one side and the gearbox inertia on
the other side represent the masses, see Figure 2.1 (Crowther et al., 2004; Winkel et al.,
2004). Judder is a well-known phenomenon in clutches, occurring in particular during
drive-off maneuvers. The resulting oscillations in the driveline inherit the first resonance
frequency of the driveline, introducing undesired dynamic loads, increasing slip and wear
effects in the clutch, and reducing driver comfort (Bostwick and Szadkowski, 1998).

Generally speaking, two main causes of clutch judder can be distinguished. First, varia-
tion in the friction characteristics of the clutch-facings material, and, second, mechanical
tolerances and misalignments in the driveline (Winkel et al., 2004). The effect of judder
may be solved by i) changing the vehicle driveline properties by means of mechanical
adjustments, e.g., increasing damping and stiffness of the shafts or improving the char-
acteristics of the clutch-facings material, or ii) application of feedback control to actively
damp the oscillations in the driveline and stabilize the system. This research focuses on
the latter solution.

Much research regarding active damping of driveline oscillations focuses on control of
the engine output, as the engine can be regarded as an easy-to-use actuator (e.g., Bruce
et al., 2005). Judder however, occurs in the slipping clutch phase, when the engine is
partially decoupled from the driveline. Hence, this research focuses on the design of a
controller utilizing the clutch actuator rather than the engine, where the clutch actuator
provides the clamping force to close the clutch. Moreover, focus of this research is on
achieving stable system dynamics to prevent driveline oscillations, rather than damping
of the oscillations afterwards.

Comparable research focuses on the design of feedforward filters instead of a feedback
controller (Winkel et al., 2004; Weik et al., 2004). As soon as the judder phenomenon



2.2 PROBLEM FORMULATION 23

crank shaft

Te Tcl Tcl Td

µ clutch shaft

pressure plates

Fn
ωe ωd

friction plates

Figure 2.2: Schematic representation of a dry-clutch system, where Te(t) is the torque
delivered by the engine, ωe(t) and ωd(t) are the corresponding rotational velocities, Td(t)
is the torque delivered by the driveline, Fn(t) is the clamping force, µ is the friction
coefficient of the clutch-facings material, and Tcl(t) is the torque transferred by the clutch.
For clarity, the time-dependency of the signals is omitted in the figure.

is detected, a learning feedforward filter is initialized and the oscillations are opposed by
the resulting feedforward signal. Although some successful results are reported, exper-
imental validation showed that such a feedforward controller is unable to stabilize the
driveline in all working conditions.

The contribution of this chapter comprises the design of a robustly stable feedback con-
troller to actively damp judder-induced driveline oscillations during drive-off maneuvers
(Beenakkers, 2007). The judder model used is validated using measurements on a real
HDV. Both simulations and hardware-in-the-loop (HIL) experiments are performed to
validate the feasibility of the control concept.

The problem formulation is presented in Section 2.2. The modeling and the controller
synthesis are discussed in Sections 2.3 and 2.4, respectively. In Section 2.5, the results of
simulations and experiments are discussed, and the chapter is closed with conclusions
and recommendations.

2.2 Problem formulation

2.2.1 Modeling of the clutch system

In Figure 2.2, a schematic representation of a dry-clutch system is shown. In reality, both
the pressure and the clutch plates consist of several plates, which are clamped together.
The pressure plates are mounted to the crank shaft, which is connected to the engine
delivering a torque Te(t). The friction plates are mounted to the clutch shaft, which is
connected to the driveline delivering a torque Td(t). The plates rotate with a velocity ωe(t)
and ωd(t), corresponding to the engine and the driveline rotational velocity, respectively.
To close the clutch, a clamping force Fn(t) is provided by the clutch actuator, resulting in
a torque Tcl(t) that is transferred by the clutch system.
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The plate facings are covered with a material with a high friction coefficient µ. Friction-
induced judder models typically comprise a combination of static and kinetic friction, µst
and µkin, respectively, yielding (Crowther et al., 2004; Centea et al., 1999)

µ = sign(ωsl(t))µst + µkin ωsl(t) (2.1)

where ωsl(t) = ωe(t) − ωd(t) the difference in rotational velocity between the pressure
plates and the friction plates of the clutch, and

sign(ωsl(t)) =


1, for ωsl(t) > 0

0, for ωsl(t) = 0

−1, for ωsl(t) < 0

(2.2)

Focus of this research is restricted to drive-off maneuvers. More specifically, focus is on
driving-off on a flat road, starting from standstill. This implies ωe(t) ≤ ωd(t) and hence

µ = µst + µkin ωsl(t) (2.3)

Assuming uniform pressure across the surface of the clutch plates, the torque that is
transferred by the clutch, Tcl(t), is given by

Tcl(t) = Fn(t)rmnclµ (2.4)

where the constants rm and ncl are the mean clutch radius and the number of clutch
plates, respectively, µ is as defined in (2.3), and Fn(t) ≥ 0 is the clamping force.

2.2.2 Clutch judder

Oscillations in the driveline specifically originating from the clutch are called clutch jud-
der. Clutch judder is a result of unstable dynamics that are induced by variations in the
friction characteristics of the clutch-facings material, for example due to wear. Define

µ∗st = rmnclµst (2.5)

µ∗kin = rmnclµkin (2.6)

Combining (2.3) through (2.6) yields the torque that is transferred by the clutch

Tcl(t) = Fn(t)µ∗st + Fn(t)µ∗kinωsl(t) (2.7)

This result shows that Fn(t)µ∗kin can be regarded as a damping term. In this damping
term, the value of the kinetic friction coefficient µkin, which is included in µ∗kin (2.6), may
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vary as a function of temperature, wear, moist, etc. (Winkel et al., 2004). Typical values
for µkin are (Bostwick and Szadkowski, 1998)

µkin ∈Mkin,O = [−0.001, 0.001] (2.8)

Hence, focusing on drive-off maneuvers on a flat road, where ωsl(t) ≥ 0 and Tcl(t) ≥ 0,
and with rmncl a positive constant and Fn(t) ≥ 0, instabilities are induced for µkin < 0.

Oscillations in the driveline that are a result of this instability are called clutch judder.
This research targets the design of a robustly stable feedback controller to actively stabi-
lize the system dynamics, thus preventing judder-induced driveline oscillations, and, if
necessary, damp the resulting oscillations. Robustness is required for variations in the
kinetic friction coefficient µkin. As the actual value of µkin is not measured and neither is
easy to estimate, it is regarded as an uncertain variability.

2.3 Modeling

2.3.1 Modeling of the driveline

In Figure 2.3, a mass-spring-damper model of the HDV driveline is shown. The engine
torque Te(t) and the clamping force Fn(t) are the available control inputs of the model.
Taking into account the gearbox and the final-drive ratios, all inertias are lumped into an
engine, a driveline and a vehicle inertia, which are represented by Je, Jd and Jv, respec-
tively. The vehicle inertia Jv includes all external loads. The corresponding rotational
velocities are represented by ωe(t), ωd(t) and ωv(t), respectively. Finally, the damping
and stiffness of the drive shafts are represented by ds and ks, respectively, and the engine
damping is represented by de.

Standard, a tachograph at the output of the gearbox is used to measure the vehicle ve-
locity. In the mass-spring-damper model in Figure 2.3, this corresponds to the rotational
velocity ωd(t) of the driveline inertia Jd. Furthermore, the engine rotational velocity ωe(t)
is measured. Hence, when the clutch is opened and the engine is decoupled from the
driveline, rotational velocities are measured on both sides of the clutch system.

Based on the mass-spring-damper model of the HDV driveline, define the state x(t) =

(ωe(t), ωd(t), ωv(t), θ(t))
T , where θ(t) represents the winding of the drive shafts, the input

vector u(t) = (Te(t), Fn(t))T , and the output vector y(t) = (ωe(t), ωd(t))
T . Correspond-

ingly, a nonlinear, multi-input, multi-output (MIMO) model descriptionMnl is derived,
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Figure 2.3: Schematic representation of a mass-spring-damper model of an HDV driv-
eline, where Te(t) is the engine torque, Fn(t) is the clamping force, Je, Jd and Jv are
the engine, the driveline and the vehicle inertias, respectively, ωe(t), ωd(t) and ωv(t) are
the corresponding rotational velocities, respectively, ds and ks are the damping and the
stiffness of the drive shafts, respectively, and de is the engine damping.

which is given by

Mnl :


Jeω̇e(t) = Te(t)− deωe(t)− Tcl(t)
Jdω̇d(t) = Tcl(t) + ksθ(t) + dsθ̇(t)

Jvω̇v(t) = −ksθ(t)− dsθ̇(t)
θ̇(t) = ωv(t)− ωd(t)

(2.9)

where Tcl(t) = Tcl(t, Fn(t)ωsl(t)) is according to (2.7), rendering the model Mnl (2.9)
nonlinear.

Accordingly, define the operating point (Fn(t), ωsl(t)), with

Fn(t) ∈ Fn,O = [Fn,min, Fn,max] = [0, 8000] N (2.10)

ωsl(t) ∈ Ωsl,O = [ωsl,min, ωsl,max] = [0, 84] rad/s , [0, 800] rpm (2.11)

The nonlinear model (2.9) is linearized around the nominal operating point (F n, ωsl),
with

F n =
1

2
(Fn,min + Fn,max) (2.12)

ωsl =
1

2
(ωsl,min + ωsl,max) (2.13)

and the corresponding nominal working conditions x(t) = x, u(t) = u and y(t) =

y. Focusing on (small) perturbations around these nominal working conditions x̃(t) =

δx(t), ũ(t) = δu(t) and ỹ(t) = δy(t) yields a linearized model description

Ml :

{
˙̃x(t) = A(F nµ

∗
kin)x̃(t) + B(ωslµ

∗
kin)ũ(t)

ỹ(t) = Cx̃(t) + Dũ(t)
(2.14a)
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where

A(F nµ
∗
kin) =


−de−Fnµ∗kin

Je

Fnµ∗kin
Je

0 0
Fnµ∗kin
Jd

−ds−Fnµ∗kin
Jd

ds
Jd

ks
Jd

0 ds
Jv

−ds
Jv

−ks
Jv

0 −1 1 0



B(ωslµ
∗
kin) =


1
Je

−ωslµ∗kin−µ∗st
Je

0
ωslµ

∗
kin+µ∗st
Jd

0 0

0 0

 (2.14b)

C =
(
I2×2,02×2

)
, D =

(
02×2

)
2.3.2 Sensor, actuator and communication dynamics

Compared to practice, the theoretical modelsMnl (2.9) andMl (2.14) lack actuator and
sensor dynamics. Furthermore, a significant communication delay is present due to the
use of CAN-bus communication. Measurement results indicate that the actuator and
sensor dynamics are relatively fast compared to the dynamics of the driveline. Hence,
following Chen (1997), only a limited bandwidth of both the actuators and the sensors
that are used, is modeled via low-pass filters. The communication delay due to CAN-bus
communication is modeled using a Padé approximation.

For the sake of clarity, the additional sensor, actuator and communication dynamics are
not taken into account in the models and the derivations presented in this chapter. Focus
is on the discussion of the control design approach, which does not change when these
additional dynamics are taken into account. The results, however, do change. Hence,
the results that are shown in the figures do incorporate these additional dynamics. For
example, in Figure 2.4, an additional time-delay is clearly visible in the phase plot.

2.3.3 Model validation

For a driveline with closed clutch, ωe(t) = ωd(t) holds. Considering the nonlinear model
description Mnl (2.9), the order of the model reduces and a linear SISO model Mp :

Te(t) 7→ ωe(t) results:

Mp :


(Je + Jd)ω̇e(t) = Te(t)− deωe(t) + ksθ(t) + dsθ̇(t)

Jvω̇v(t) = −ksθ(t)− dsθ̇(t)
θ̇(t) = ωv(t)− ωe(t)

(2.15)

The model described by (2.15) is compared to experimental measurement results ob-
tained with a real HDV, utilizing frequency response measurement techniques (Zalm
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Figure 2.4: Bode plot of the linear modelMp : Te(t) 7→ ωe(t) (2.15), including actuator,
sensor, and communication dynamics (dashed grey), compared to measurement results
of a real truck (solid black).

et al., 2008). On the basis of these measurements, the actual parameter values of Mp

are estimated by fitting the model onto the measurement results, which is shown in Fig-
ure 2.4. These values are then used in the modelsMnl andMl, describing the system
with a slipping clutch. Comparison of the measured frequency response and the fitted
model shows, first, that the model describes the main characteristics of the dynamics
appropriately, and second, that the fitted model resembles the measurement results well.

In Figure 2.5, the response of ωd(t) to a step in the clamping force Fn(t) for constant
Te(t) = Te is shown. A simulation of the model Mnl (2.14) is compared to measure-
ments obtained with a real HDV. The results confirm that both the eigenfrequency of
the driveline and the corresponding damping are modeled appropriately. Moreover, the
eigenfrequency coincides with the resonance peak of the frequency response function
shown in Figure 2.4.

2.3.4 Model characteristics

Regarding the linear modelMl (2.14), the terms in the upper left 3×3 block of A(F nµ
∗
kin)

can be regarded as damping terms. Assume for the moment de = ds = 0. The sign and
size of these damping terms then depend on the sign and the size of F n and µ∗kin =

rmnclµkin (2.6). As mentioned before, µkin (2.8) may vary as a result of wear, moist or
temperature. With rm > 0 and ncl > 0, this may result in a negatively valued µ∗kin. As
F n ≥ 0 holds, this induces negatively valued damping terms. In Figure 2.6, the frequency
response function Fn(t) 7→ ωd(t) of the modelMl (2.14) is shown for two different values
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Figure 2.5: Step response of the model Mnl : Fn(t) 7→ ωd(t) for constant Te(t) = Te
(dashed grey), compared to measurement results (solid black). The step input follows
from suddenly opening the clutch while driving-off.
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Figure 2.6: Bode plot of the linearized model Fn(t) 7→ ωd(t) for µkin > 0 (black) and
µkin < 0 (grey).

of µkin, and constant Te(t) = Te. For µkin > 0, the model is stable, whereas for µkin < 0

three unstable poles are present. As a result, the standard Bode phase-gain relationship
does not hold for the unstable model (Skogestad and Postlethwaite, 2005). Indeed, both
at low frequencies and at about 25 rad/s, opposite behavior can be observed. The phase of
the unstable model increases rather than decreases where the unstable poles are located
(see Figure 2.6). Hence, µkin < 0 indeed leads to instability, which explains the term ‘neg-
atively damped’ or ‘self-induced’ judder (Centea et al., 1999; Bostwick and Szadkowski,
1998; Yamada and Ando, 1995).

The goal of this research is to robustly stabilize the system dynamics. As discussed in
the introduction, the clamping force Fn(t), rather than the engine torque Te(t) will be
used as the control variable. This approach is based on a Hankel singular value (HSV)
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analysis of the model Ml (2.14). The HSV ratio, i.e. the ratio of the largest and the
smallest HSV of a linear system, enables to assess the observability and controllability of
this system. For a large ratio, the system incorporates modes that are less controllable
or observable (Skogestad and Postlethwaite, 2005). The smallest HSV corresponds to
the eigenfrequency of the driveline, which is excited by the effect of clutch judder. The
HSV analysis indicates that the engine, using the engine torque Te(t) will not be able
to attenuate driveline oscillations appropriately, whereas the clutch actuator, using the
clamping force Fn(t) is. This is a logical result, as the engine is (partly) decoupled from
the rest of the driveline when the clutch is slipping, and the torque that is transferred by
the clutch is directly controlled by the clutch actuator.

Consequently, the clamping force Fn(t) is used as a control signal to stabilize the system
and attenuate possible driveline oscillations. Furthermore, the engine torque Te(t) is
used to enable control of the engine rotational velocity when the clutch is opened, i.e.,
when the driveline is decoupled from the engine.

Furthermore, a relative gain array (RGA) analysis shows that the dynamics of the MIMO
modelMl (2.14) can be regarded as decoupled in the relevant frequency range, facilitat-
ing the design of two single-input, single-output (SISO) controllers. An RGA analysis
provides a measure for the interaction in a model (Bristol, 1966). In case the RGA is
close to identity, crosswise interactions are relatively small. In Figure 2.7, the magnitudes
of the diagonal and the off-diagonal RGA terms ofMl (2.14) are shown (note that both
the two diagonal and the two off-diagonal elements of the RGA matrix of this two-input,
two-output model are equal). As is discussed further on, the desired closed-loop band-
width of the system is in the order of 101 rad/s. At this frequency, the RGA is close to
identity. Hence, the MIMO modelMl (2.14) can be regarded as decoupled in the relevant
frequency range.

2.4 Controller synthesis

2.4.1 Sequential loop closing

The RGA analysis shows that the off-diagonal interaction of the MIMO modelMl (2.14)
is small in the relevant frequency range (see Section 2.3.4). Consequently, the model
Ml can be regarded as a combination of two SISO models, and a diagonal controller
K(s) = diag (Ke(s), Kd(s)) instead of a full MIMO controller is designed. As we are
dealing with two linear SISO models with some small interaction, sequential loop closing
(SQL) techniques are adopted for the design of the controller (Hovda and Skogestad,
1994). In this way, the (small) off-diagonal interaction terms are accounted for, whereas
this is not the case when two separate SISO controllers would be designed.



2.4 CONTROLLER SYNTHESIS 31

−40

−20

0
R

G
A

 in
 d

B

10
0

10
1

10
2

−40

−20

0

R
G

A
 in

 d
B

frequency [rad/s]

Figure 2.7: Result of the RGA analysis of Ml (2.14). In the upper plot, the magnitude
of the diagonal elements is shown. In the lower plot, the magnitude of the off-diagonal
elements is shown. Note that both the diagonal and the off-diagonal elements of the RGA
matrix of this two-input, two-output model are equal.

Transforming the state-space representationMl (2.14) to a transfer function H(s) yields,
with slight abuse of notation(

ωe
ωd

)
=

(
He(s) Hed(s)

Hde(s) Hd(s)

)
︸ ︷︷ ︸

H(s)

(
Te
Fn

)
(2.16)

where H(s) is partitioned into four transfer functions. In Figure 2.8, a schematic repre-
sentation of H(s) in combination with the diagonal controller K(s) is shown. The ref-
erences for the engine and driveline rotational velocities are denoted ωe,d(t) and ωd,d(t),
respectively.

Using SQL techniques, all loops in the model are closed sequentially by designing cor-
responding SISO controllers. From the HSV analysis it is concluded that the clamping
force Fn(t) is used to stabilize the system and attenuate possible driveline oscillations (see
Section 2.3.4). Hence, Kd(s) is designed first to stabilize the model. Next, performance
of the system is optimized by the design of Ke(s). When designing Ke(s), the already
designed Kd(s) has to be accounted for, which yields an equivalent model H∗e (s). The
model H∗e (s) follows directly from the scheme in Figure 2.8, yielding

H∗e (s) = He(s)−
Hed(s)Kd(s)Hde(s)

1 +Hd(s)Kd(s)
(2.17)

The design of Ke(s) is relatively easy compared to the design of Kd(s), as H∗e (s) repre-
sents a stable system. Furthermore, stabilization of the driveline is the main topic of this
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Figure 2.8: Schematic representation of the MIMO model H(s) and a corresponding
diagonal controller K(s) = diag(Ke(s),Kd(s)), where, for clarity, both the frequency-
domain dependency of the models and the time-dependency of the signals are omitted.

research. Therefore, the remainder of this chapter focuses on the design of Kd(s), and
the design of Ke(s) will not be discussed further.

In designing Kd(s), only Hd(s) has to be taken into account, as Ke(s) = 0 holds in this
step of the controller design. The corresponding state-space modelMd, with state vector
xd(t) = x̃(t), input ud(t) = F̃n(t) and output yd(t) = ω̃d(t) (see (2.14)), is defined by:

Md :

{
ẋd(t) = Ad(F nµ

∗
kin)xd(t) + Bd(ωslµ

∗
kin)ud(t)

yd(t) = Cdxd(t) + Ddud(t)
(2.18a)

where

Ad(F nµ
∗
kin) = A(F nµ

∗
kin)

Bd(ωslµ
∗
kin) =

(
−ωslµ∗kin−µ∗st

Je
,
ωslµ

∗
kin+µ∗st
Jd

, 0, 0
)T

Cd = (0, 1, 0, 0) , Dd = 0

(2.18b)

2.4.2 Uncertainty modeling

Focusing on the design of a controller Kd(s) for the model Md (2.18), robust stability
with respect to the uncertain, variable parameter µkin (2.8) is required. Furthermore, this
should hold for the entire operating range (Fn(t), ωsl(t)) ∈ Fn,O×Ωsl,O (see Section 2.3.1).
However, in this specific case, the operating point (Fn(t), ωsl(t)) only influences the size
and the sign of the uncertainty, whereas the rest of the dynamics are independent of the
operating point. The operating point at which the model is linearized, (F n, ωsl), can be
regarded as a gain for the uncertain parameter µkin, via the terms F nµ

∗
kin and ωslµ∗kin.

Consequently, to achieve robust stability for the entire operating range, the operating
range Fn,O × Ωsl,O is included in the uncertainty. As is discussed further on, a constant,
operating-point independent performance requirement is used, validating this approach.
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However, the resulting ranges of variation for the uncertainties in the model are relatively
large. Hence, to reduce conservatism of the controller design, the fact that only a specific
(drive-off) maneuver is considered, is exploited.

During a drive-off maneuver on a flat road, the clamping force Fn(t) will typically in-
crease from Fn,min to Fn,max (2.10), while the rotational slip velocity ωsl(t) will typically
decrease from ωsl,max to ωsl,min (2.11). Consequently, a coupling between Fn(t) and ωsl(t)
is present. To decrease conservatism, this coupling is taken into account using a linear
relation between the variables of the operating point at which the model is linearized,
yielding

ωsl = ωsl,max −
ωsl,max
Fn,max

F n (2.19)

For simplicity, a linear relationship is used. Other relationships can be adopted analo-
gously.

Accordingly, define the uncertainties

ξ1 = µkin ∈Mkin,O (2.20)

ξ2 = F n ∈ Fn,O (2.21)

where Mkin,O is as in (2.8) and Fn,O is as in (2.10). Substituting (2.19) through (2.21) in
the modelMd (2.18), yields

Md :

{
ẋd(t) = Ad(ξ1ξ2)xd(t) + Bd(ξ1, ξ1ξ2)ud(t)

yd(t) = Cdxd(t) + Ddud(t)
(2.22)

Next, define the upper and lower bounds ξ−i ≤ ξi ≤ ξ+
i , the nominal values ξi,n =

1
2
(ξ−i + ξ+

i ), and the scaling factors si = 1
2
(ξ+
i − ξ−i ), i ∈ {1, 2}. Using normalized real-

valued perturbations δi ∈ [−1, 1], i ∈ {1, 2}, the parametric uncertainties are decomposed
into a nominal part and an uncertain part

ξ1 = ξ1,n + δ1s1

ξ2 = ξ2,n + δ2s2
(2.23)

Substituting this in the state-space model Md (2.22), yields the perturbed state-space
modelMd,p

Md,p :

{
ẋd(t) = (An + Aδ)xd(t) + (Bn + Bδ)ud(t)

yd(t) = Cnxd(t) + Dnud(t)
(2.24)

where An = Ad(ξ1,nξ2,n), Aδ = Ad(ξ1ξ2)−An, and, analogously, Bn = Bd(ξ1,n, ξ1,nξ2,n),
Bδ = Bd(ξ1, ξ1ξ2)−Bn. Furthermore, Cn = Cd and Dn = Dd.



34 2 ROBUST CONTROL OF A CLUTCH SYSTEM TO PREVENT JUDDER-INDUCED DRIVELINE OSCILLATIONS

−50

0
m

ag
ni

tu
de

[r
ad

/s
 / 

N
 in

 d
B

]

10
0

10
1

10
2

−400

−200

0

ph
as

e 
[d

eg
]

frequency [rad/s]

Figure 2.9: Bode plot of the perturbed model Md,p (2.24), for ξ1 ∈ Mkin,O (2.8) and
ξ2 ∈ Fn,O (2.10), including actuator and sensor dynamics as well as communication
delay. The corresponding nominal model is plotted in black.

In Figure 2.9, Bode plots ofMd,p are shown for variable δ1 and δ2, including the stable,
nominal model Md,p,n = Md,p(δ1 = δ2 = 0). The plots indicate that at most only one
unstable pole is present in the model: at low frequencies, the standard Bode phase-gain
relationship does not hold for the unstable model. Comparing this to the results in Figure
2.6 shows that the maximum number of unstable poles is decreased. This is a result of
reducing the variations of the uncertainties, which indicates that taking into account the
coupling (2.19) indeed reduces conservatism.

2.4.3 Linear fractional transformation

For the purpose of robust control design, a linear fractional transformation (LFT) of the
modelMd,p (2.24) is made (Doyle, 1984). Define the uncertainty matrix ∆ = diag(δ1, δ2)

and the corresponding input and output vectors y∆(t) = (yδ1(t), yδ2(t))
T and u∆(t) =

(uδ1(t), uδ2(t))
T = ∆y∆(t), respectively. Following Steinbuch et al. (1992), the corres-

ponding augmented modelMd,a, with input and output vectors ua(t) = (u∆(t), ud(t))
T

and ya(t) = (y∆(t), yd(t))
T , respectively, is defined as

Md,a :


(
ẋd(t)

yd(t)

)
=

(
An Bn

Cn Dn

)(
xd(t)

ud(t)

)
+ B∆u∆(t)

y∆(t) = C∆

(
xd(t)

ud(t)

)
+ D∆u∆(t)

(2.25)
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Figure 2.10: LFT representation of the perturbed modelMd,p, with ud(t) = Fn(t) and
yd(t) = ωd(t).

The matrices B∆, C∆ and D∆ follow from substituting u∆(t) = ∆y∆(t) in (2.25), and
combining the result with the original perturbed model (2.24). This yields

Md,a :

{
ẋd(t) = Anxd(t) + Baua(t)

ya(t) = Caxd(t) + Daua(t)
(2.26a)

where

Ba =


− s1
Je
− ξ1,n

Je
s1
Jd

ξ1,n
Jd

0 0

0 0

Bn

 , Ca =

 ξ2,n −ξ2,n 0 0

s2 −s2 0 0

Cn



Da =

 0 1 −ωsl,max
Fn,max

ξ2,n + ωsl,max

0 0 −ωsl,max
Fn,max

s2

0 0 Dn


(2.26b)

Notice the element Da,(1,2), which is required to generate the product of the two uncertain
parameters in the original matrices (2.24). In Figure 2.10, the LFT representation of
the perturbed modelMd,p consisting of the augmented modelMd,a and the uncertainty
matrix ∆ is shown schematically.

2.4.4 Performance demands

The desired performance of the closed-loop system depends on the corresopnding refer-
ence signal ωd,d(t). The closed-loop sensitivity S(s) is an indicator for this performance
as it represents the transfer from r(t) = ωd,d(t) to the error signal yK(t) = r(t)− yd(t) =

ωd,d(t)−ωd(t). Using theH∞ loop shaping concept, the desired closed-loop performance
of the controlled system is prescribed by the design of an output-weighting performance
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Figure 2.11: Bode magnitude plot of Wp(jω)−1.

filter Wp(s), yielding the performance requirement

|S(jω)| < 1

|Wp(jω)| , ∀ω (2.27)

where Wp(s) is a second-order low-pass filter to ensure low-frequent tracking of ωd,d(t)
and high-frequent noise suppression

Wp(s) =
s2 + 0.7fbws+ f 2

bw

(s+ 0.05fbw)2
(2.28)

where fbw the desired closed-loop bandwidth frequency. In Figure 2.11, the magnitude
plot of Wp(s)

−1 is shown.

IncorporatingWp(s) in the augmented modelMd,a, yields the modelM∗
d,a with the input

vector u(t) = (u∆(t), r(t), uK(t))T and the output vector y(t) = (y∆(t), zp(t), yK(t))T ,
where uK(t) = ud(t) and, with slight abuse of notation, zp(t) = Wp(s)yK(t). Combin-
ing this result with the controller Kd(s) yields the closed-loop problem setup, which is
schematically shown in Figure 2.12. The goal is to design a controller Kd(s), which en-
sures robust stability as well as robust performance for the closed-loop system, while
minimizing the transfer from r(t) to zp(t).

2.4.5 Robust performance and stability analysis

The matrix ∆ represents a structured uncertainty incorporating real perturbations only.
Define the set of block-diagonal matricesD whose structure is compatible to the structure
of ∆. Utilizing scalings D(s) ∈ D, a µ-analysis provides the least conservative robust
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u∆(t) y∆(t)

Kd

yd(t)
Md,a

r(t) zp(t)

yK(t)uK(t)

−

M∗
d,a

Figure 2.12: Schematic representation of the control problem setup for the controller
Kd = Kd(s) with input yK(t) = r(t)− yd(t) and output uK(t) = Fn(t). The augmented
plant model M∗d,a combines the model Md,a and the performance filter Wp = Wp(s),
with input r = ωd,d(t) and output zp(t) = Wp(s)yK(t).

performance and stability conditions (Skogestad and Postlethwaite, 2005). The scalings
reduce the conservativeness of the conditions by exploiting the fact that ∆ incorporates
real perturbations only.

Transforming the state-space representationMd,a to a transfer function Hd,a(s), yields

Hd,a(s) = Ca (sI−An)−1 Ba + Da (2.29)

=

(
Hd,a,11(s) Hd,a,12(s)

Hd,a,21(s) Hd,a,22(s)

)

the augmented model H∗d,a(s) incorporating the performance filter Wp(s) then becomes

H∗d,a(s) =

 Hd,a,11(s) 0 Hd,a,12(s)

−Wp(s)Hd,a,21(s) Wp(s) −Wp(s)Hd,a,22(s)

−Hd,a,21(s) 1 −Hd,a,22(s)

 (2.30)

Given a robust controller Kd(s), define the lower LFT of H∗d,a(s) and Kd(s) by

N(s) = F(H∗d,a(s), Kd(s)) (2.31a)

= H∗d,a,11(s) +H∗d,a,12(s)Kd(s)
(
1−H∗d,a,22(s)Kd(s)

)−1
H∗d,a,21(s) (2.31b)

Subsequently, if nominal stability of the model N(s,Kd(s)) is guaranteed, robust perfor-
mance is achieved for

µp(N(jω,Kd(jω))) < 1, ∀ω (2.32)

where

µp(N(jω,Kd(jω))) ≤ min
Dp(jω)∈D

σ
(
Dp(jω)N(jω,Kd(jω))Dp(jω)−1

)
, ∀ω (2.33)
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defines the performance of the system via the upper bound on the scaled singular value
of N(s,Kd(s)).

Robust stability is achieved if nominal stability is guaranteed, and

µs(M(jω)) < 1, ∀ω (2.34)

where M(jω) = N(1,1)(jω) is the transfer function from the output to the input of the
perturbation matrix ∆, and µs is defined by

µs(M(jω)) ≤ inf
Ds(jω)∈D

σ
(
Ds(jω)M(jω)Ds(jω)−1

)
, ∀ω (2.35)

which forms a generalization of the upper bound on the scaled structured uncertainty ∆,
with scalings Ds(s) ∈ D.

2.4.6 DK-iteration

A robust controller is designed using a DK-iteration procedure, combiningH∞-synthesis
and µ-analysis (Skogestad and Postlethwaite, 2005). The DK-iteration procedure involves
a sequence of minimizations, alternating between the controller Kd(s), for fixed scalings
Dp(s) associated with the scaled upper bound µp (2.33), and the scalingsDp(s), for a fixed
controller Kd(s).

1. For a given (initial) controllerKd(jω), compute the scalingDp(jω) ∈ Dminimizing
µp(N(jω), Kd(jω)), for all ω.

2. Fit the magnitude of each element of Dp(jω) to a stable, minimum-phase transfer
function D∗p(jω).

3. For fixed D∗p(jω), synthesize aH∞-controller Kd(jω) for the scaled problem

min
Kd(jω)

(
||D∗p(jω)N(jω,Kd(jω))D∗p(jω)−1||∞

)
, ∀ω (2.36)

Iterating continues until either satisfactory performance µp is achieved or the H∞-norm
no longer decreases. As the iteration procedure may converge to a local minimum, the
choice for the initial conditions on the controller Kd(s) is important. In this case, an
initial, stable design forKd(s) is based on insight in the system and standard loop shaping
techniques.
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2.5 Results

2.5.1 Controller evaluation

The results of the controller synthesis are discussed in this section. As discussed in
Section 2.3.2, the additional actuator and sensor dynamics as well as the communication
delay are taken into account in the results that are shown. In Figure 2.13, the values
of |µp(jω)| and |µs(jω)| are shown. Given the fact that nominal stability of N(jω) is
guaranteed, ∀ω, robust stability of the closed-loop system is achieved, as |µs(jω)| < 0 dB
holds (see Section 2.4.5).

The desired performance, however, may not be met as |µp(jω)| > 0 dB. This is confirmed
by the magnitude of the sensitivity function S(s) for variable ξ1 and ξ2, which is shown in
Figure 2.14. In general, the characteristics of the closed-loop sensitivity follow the desired
characteristics of the performance weighting relatively well. However, the performance
demand (2.27) is not met, which indicates that the desired performance is not achieved.

2.5.2 Simulation results

In Figure 2.15, simulation results of the new control concept and the original implemen-
tation are shown. A drive-off maneuver of a 40000 kg truck on a flat road is simulated. In
the original implementation, an open-loop feedforward controller, steering the clamping
force Fn(t) is used. In practice, this is a built-in controller of the AMT. During a drive-off
maneuver, the clamping force Fn(t) is increased via a predefined trajectory. For the new
control concept, a reference trajectory ωd,d(t) is used. In the simulation with the original
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Figure 2.13: Bode magnitude plots of µp(jω) (upper plot) and µs(jω) (lower plot).
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Figure 2.14: Bode magnitude plots of the performance weighting Wp(jω)−1 (black) and
the sensitivity S(jω) for variable ξ1 and ξ2 (grey).

implementation, a feedforward control signal is used that ensures closing of the clutch
in a time that corresponds to the time this reference trajectory takes.

In the simulations both Fn(t) and ωd(t) follow the corresponding reference trajectories
almost exactly. Therefore, the reference trajectories are not included in Figure 2.15. Track-
ing becomes worse for faster drive-off situations. Figure 2.14 already indicates that the
desired closed-loop bandwidth is not achieved for all situations. For faster drive-off sit-
uations, the required closed-loop bandwidth becomes higher. Eventually, this leads to
tracking problems, in the sense that the reference trajectory ωd,d(t) cannot be followed
exactly, or that overshoot is present. Furthermore, in both cases a relatively simple feed-
back controller Ke(s) is used to control the engine rotational velocity, using a constant
reference trajectory of 550 rpm.

The results indicate the presence of judder in the original implementation, whereas oscil-
lations are successfully prevented by the new concept. The feedforward controller in the
original implementation does not prevent initiation of the judder-induced oscillations,
which amplify until clutch lockup is reached, i.e., when ωd(t) = ωe(t) holds. By stabi-
lizing the system, the feedback controller of the new control concept actually prevents
initiation of the oscillations. Hence, as no other disturbances are modeled and a smooth
reference trajectory is used, judder-induced oscillations are effectively prohibited. As a re-
sult, the frequency content of the control signal Fn(t) is small around the eigenfrequency
of the driveline. The step change in the clamping force Fn(t) at about 16 s in the simula-
tion results with the new control concept is a result of switching both the model and the
controller that are used in the simulation at the moment of clutch lockup.
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Figure 2.15: Simulation results of the new control concept (lower figure) in compari-
son with the original implementation (upper figure), with ωd(t) in solid black, Fn(t) in
dashed black and ωe(t) in solid grey.

2.5.3 HIL experiments

A hardware-in-the-loop (HIL) setup combines the electronic and software components of
a real truck, such as the engine CPU, the clutch actuator, and a simulation model of the
truck hardware, such as the driveline, the chassis and the truck body (see Figure 2.16). In
this way, an HIL setup allows to test new actuators, sensors or control concepts, without
the need to perform tests in a real truck (Huisman and Veldpaus, 2005). Hence, HIL
experiments provide useful insight before a new system is implemented in a real truck.
Using a dSpace MicroAutoBox, the new control concept is implemented and tested on
the DAF HIL setup. The models of the clutch system and the driveline are included in
the corresponding simulation model. Focus is on the working of the concept when actual
actuators, sensors and CAN bus communication are used.

In Figure 2.17, the results of HIL experiments with the new control concept and the
original implementation are shown. Again, a drive-off maneuver of a 40000 kg truck on
a flat road is simulated. In this case, the reference trajectories ωe,d(t) and ωd,d(t) for the
engine rotational velocity and the driveline rotational velocity, respectively, are included
(see the lower part of Figure 2.17). The reference trajectories for Fn(t) and ωe(t) in the
original implementation follow from the AMT and are unknown. This also holds also for
Fn(t) in both the original implementation and the for the new concept from the moment
clutch lockup is reached. At that moment, the engine takes over control of ωe(t) = ωd(t),
and the (original) AMT controller prescribes a clamping force Fn(t).

In the new control concept, ωe(t) shows a step change when the drive-off maneuver is
started. This is a result of a mismatch between the desired engine idle velocity during
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Figure 2.16: Illustration of the DAF HIL setup.
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Figure 2.17: HIL measurement results of the new control concept (lower figure) in com-
parison with the original implementation (upper figure), with ωd in solid black, Fn in
dashed black, ωe in solid grey, and both ωe,d(t) and ωd,d(t) in dashed grey.

driving-off, which equals 800 rpm, and the initial condition used in the simulation model
that is implemented in the HIL setup, which equals 550 rpm. The feedback controller
Ke(s) is not able to handle this step change appropriately, resulting in a peak in ωe(t).

Furthermore, in comparison to the simulation results (see Figure 2.15), the time in which
clutch-lockup is reached, is almost twice as small. Moreover, the final setpoint for the
rotational velocity ωd(t) is increased to 800 rpm. As a result, in the resulting tracking per-
formance, small deviations from the reference trajectory ωd,d(t) can be observed, which
are not present in the simulations. However, corresponding to the simulation results, the
HIL experiments show that judder-induced oscillations are present in the original im-
plementation, whereas oscillations are successfully prevented by the new concept. This
validates the design of the new concept.



2.6 CONCLUSIONS AND RECOMMENDATIONS 43

2.6 Conclusions and recommendations

A model of an HDV driveline is designed and validated using measurements obtained
with a real HDV driveline. The model incorporates an uncertainty model for unmodeled
friction dynamics, which induce instabilities. These instabilities are the cause of unde-
sired driveline oscillations, which are referred to as clutch judder. Accordingly, a robustly
stable feedback controller is designed, stabilizing the dynamics for the entire operating
range. Simulations and HIL experiments show that the controller is indeed successful
in suppressing judder-induced driveline oscillations, validating the feasibility of the new
control concept. Accordingly, the implementation on a real vehicle is an issue for future
work.

The desired performance is not achieved for the complete envelope of working condi-
tions, which can be related to the limited closed-loop actuator bandwidth and the com-
munication delay in the system. Given the parameter uncertainties, it will be difficult to
improve the closed-loop performance such that it meets the current performance require-
ment. One of the solutions is to focus on the definition of a more feasible requirement.
For example, a working-condition dependent requirement might enable improvement
of the closed-loop performance for specific working conditions using a linear parame-
ter varying (LPV) controller design approach. Another solution is to investigate whether
either the closed-loop dynamics of the actuator can be improved or the communication
delay can be reduced.
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CHAPTER 3

Gain scheduling and linear parameter
varying control design for heavy-duty

vehicle cruise control

Abstract - This chapter presents the comparison of classical gain scheduling (GS) and more re-
cent linear parameter varying (LPV) controller synthesis methods for the design of a heavy-duty
vehicle cruise control. Focus is on exposing limitations of the classical GS methods that are often
applied in practice, and assessing the practical applicability of more recent LPV methods. Clas-
sical GS methods include various non-automated design steps, whereas with more recent LPV
methods a controller can be generated automatically. For heavy duty vehicles, the loading of a
vehicle typically varies in a large range, influencing the vehicle dynamics. The loading is constant
during operation, but can vary in a continuous range in between operations. As the loading is
measured online, these variations can explicitly be taken into account in the design of the cruise
control via a GS or LPV controller synthesis. Using the cruise control design as an application
example, four GS and LPV controller synthesis methods are compared. A DAF XF105 truck is
used for experimental validation. The results indicate that application of classical GS techniques
is complicated by the lack of an explicit performance measure for the non-automated design steps
in the methods. For more recent LPV methods, the increasing theoretical complexity can limit
practical implementation, as, first, the computational burden increases, and, second, insight in
the resulting controller decreases.

3.1 Introduction

Control design and tuning techniques applied in industry often differ from state-of-the-
art techniques coming from the academic world. In practice, well-known and proven
classical techniques are often preferred over more recent techniques, which are often
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theoretically more complex. The automotive industry is a typical example where, tradi-
tionally, focus is on mechanical, hydraulic and in the case of heavy duty vehicles also
pneumatic solutions. However, it is estimated that today more than 80 percent of all
automotive innovations stem from electronics and software (Leen and Heffernan, 2002;
Grimm, 2003). In practice, online tuning techniques are often employed, which are
time-consuming and lack both stability and performance guarantees. To reduce tuning
effort and to enable a-priori guarantees, the need for application of more recent control
solutions becomes increasingly important.

Gain scheduling (GS) and linear parameter varying (LPV) controller synthesis methods
provide powerful approaches to handle a wide class of nonlinear systems and systems
with measurable environmental or parameter time variations. In comparison with ro-
bust controller synthesis, in which possible variations in the dynamics are regarded as
unknown uncertainties, the result is, in general, less conservative, enabling increased
performance. As a result, GS and LPV controller synthesis methods have received much
attention in the last two decades and a wide range of approaches has been presented in
literature (Rugh and Shamma, 2000; Leith and Leithead, 2000).

In practice, classical gain-scheduling techniques are often applied, including various
non-automated design steps and lacking closed-loop stability or performance guarantees.
More recent LPV controller synthesis methods are often theoretically more complex, but
the controller can be generated automatically. Furthermore, a-priori closed-loop stabil-
ity guarantees and a-priori specification of the desired performance are possible. In this
research, different GS and LPV controller synthesis methods are compared for a prac-
tical application. Focus is on exposing the limitations of the classical GS methods that
are often applied in practice and assessing the practical applicability of more recent LPV
methods.

Cruise control is a widespread, commercially available functionality, which, nowadays,
can be regarded as a standard automotive control functionality (Kiencke and Nielsen,
2005). Specifically focusing on heavy duty vehicles (HDVs), the loading of the vehicle
typically varies in a large range, influencing the vehicle dynamics. The vehicle loading
is constant during operation, but can vary in a continuous range in between operations.
For example, the loading of a typical HDV can vary in between 0 and 40000 kg. Recent
research advances on active parameter and state estimators enable accurate estimates of
the vehicle loading (Kolmanovsky and Winstead, 2006; McIntyre et al., 2009). More-
over, commercially available vehicle control systems such as the electronic braking sys-
tem (EBS) already provide an estimate of the vehicle mass including the vehicle loading
(WABCO, 2010). Hence, in this research, it is assumed that the loading can be estimated
or measured online. As a result, the design of cruise control for HDVs is a particularly
suitable example to compare the application of different GS and LPV controller synthesis
methods for a practical application.
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The contribution of this chapter is a comparison of relevant GS and LPV controller syn-
thesis methods for the design of a cruise control for HDVs, targeting to expose the lim-
itations of the classical GS methods that are often applied in practice and to assess the
practical applicability of more recent LPV methods.

The controller design is based on identification and validation experiments that are per-
formed with a DAF XF105. For reasons of confidentiality, exact vehicle parameter values
are not reported.

In Section 3.2, a concise overview of different GS and LPV controller synthesis methods
is given. The cruise control problem and the modeling are presented in Section 3.3. Ap-
plication of different GS and LPV controller synthesis methods and experimental results
with an HDV are discussed in Section 3.4 and 3.5, respectively. The chapter is closed with
conclusions in Section 3.6.

3.2 Gain scheduling and linear parameter varying controller
synthesis methods

In this section, an overview of different gain scheduling (GS) and linear parameter vary-
ing (LPV) controller synthesis methods is given. Focus is on control problems with a
single measured scheduling parameter, which is constant during operation, but which
can vary in a continuous range in between operations. Accordingly, the scheduling pa-
rameter is defined as:

δ(t) = δ ∈ ∆ (3.1)

where ∆ ∈ R the continuous operating range for δ. Hence, a time-invariant system is
considered, although the relevant dynamics are influenced by δ ∈ ∆. As δ is measured
online, GS or LPV controller synthesis methods are applicable to take this influence into
account.

GS and LPV controller synthesis methods can be classified into three main approaches:
classical GS, more recent LPV techniques, and fuzzy scheduling. Fuzzy scheduling is
often regarded as an extension of classical GS, specifically targeting robustness for fast
parameter variations (Guerra and Vermeiren, 2001). As focus is on a constant schedul-
ing parameter, fuzzy scheduling methods will not be discussed further in this research.
Based on an overview of classical GS and more recent LPV techniques (Sections 3.2.1 and
3.2.2), different methods are selected for comparison (Section 3.2.3).
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3.2.1 Classical gain scheduling

Classical gain scheduling approaches are based on a set of discretely-parameterized con-
trollers Ko(δ), δ ∈ ∆O, corresponding to a finite grid of operating points ∆O ⊂ ∆. Via
interpolation, the controllers are embedded into a continuously parameterized family of
controllers K(δ), δ ∈ ∆ (Rugh and Shamma, 2000; Leith and Leithead, 2000).

Well-established, linear control design techniques can be adopted to synthesizeKo(δ), δ ∈
∆O, and parameter-dependent modeling may even be omitted, adopting scheduling on
the basis of insight and experience. As a result, classical GS is easily and often applied in
practice. In this research, classical GS using both manual loop shaping andH∞ controller
synthesis techniques are considered.

For the interpolation, the set of controllers Ko(δ), δ ∈ ∆O, should be of a fixed structure
and preferably of a limited order and complexity. Various non-automated interpolation
approaches based on insight and experience, as well as more theoretically justified me-
thods are reported in literature, e.g., (Paijmans et al., 2006; Nichols et al., 1993; Wijnhei-
jmer et al., 2006) and (Stilwell and Rugh, 2000; Chang and Rasmussen, 2008; Claveau
et al., 2007), respectively. However, a generally valid, systematic approach for the inter-
polation lacks and many pitfalls are present (Tóth et al., 2007; Leith and Leithead, 2000;
Rugh and Shamma, 2000). To emphasize the differences between classical GS and more
recent LPV methods, a non-automated interpolation methods is adopted in this research,
which is based on insight.

A disadvantage of classical GS is the lack of a-priori closed-loop stability and performance
guarantees. Possibilities to analyze stability afterwards are, for example, provided by Lya-
punov stability analysis or robust µ analysis. The latter approach provides a suitable
framework to guarantee stability in the case of constant scheduling parameters (Khalil,
2002; Skogestad and Postlethwaite, 2005). In this research, both methods are addressed.
Closed-loop performance is, in general, validated by means of extensive simulations and
tests (Rugh and Shamma, 2000).

3.2.2 LPV controller synthesis

Linear parameter varying (LPV) controller synthesis methods target a systematic design
approach to obtain LPV controllers with a-priori closed-loop stability guarantees and the
possibility to specify a-priori desired closed-loop performance. The basis of the controller
synthesis is a robust performance specification, combining an asymptotical stability spe-
cification and a performance specification. For stable linear time-invariant systems, the
H∞ norm of the system model transfer function is often adopted as a performance mea-
sure, yielding an extendedH∞ problem specification (Rugh and Shamma, 2000; Scherer
et al., 1997).
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The basis for the robust performance specification is an LPV model of the generalized
plant P(δ), δ ∈ ∆, combining a model of the plant at hand and performance require-
ments, where P(δ) is defined as: ξ̇(t)

zp(t)

y(t)

 =

 A(δ) Bw(δ) Bu(δ)

Cz(δ) Dzw(δ) Dzu(δ)

Cy(δ) Dyw(δ) Dyu(δ)

 ξ(t)

wp(t)

u(t)

 (3.2)

with the state ξ(t) ∈ Rnξ , the control input u(t) ∈ Rnu , the model output y(t) ∈ Rny ,
the performance channel wp(t) 7→ zp(t), nξ, nu and ny the size of the state vector, the
input and the output, respectively, and A, Bj , Ci, and Dij , j ∈ {w, u}, i ∈ {z, y}, are
the corresponding state-space matrices (Skogestad and Postlethwaite, 2005). A schematic
representation of the closed-loop system with P(δ) (3.2) and a corresponding LPV con-
troller K(δ), δ ∈ ∆, is shown in Figure 3.1(a). The design of SISO as well as MIMO LPV
models has received much attention, and is still an open field of research (De Caigny et
al., 2009; Paijmans et al., 2008; Marcos and Balas, 2004).

The robust performance specification leads to a set of matrix inequality constraints. The
controller synthesis comes down to finding a (parameter-dependent) Lyapunov function
X(δ) ∈ Rnξ×nξ and a parameter-dependent controller K(δ) ∈ R(nξ+ny)×(nξ+nu), δ ∈ ∆,
solving these constraints. Three problems are encountered. First, the constraints are
nonlinear in the decision variables K(δ) and X(δ). To arrive at a set of linear matrix in-
equalities (LMIs) forming a convex optimization problem, a nonlinear change of variables
is required (Scherer et al., 1997; Masubuchi et al., 1995),

(X(δ),K(δ)) 7→ (X′(δ),K′(δ)) (3.3)

introducing the new decision variables X′(δ) and K′(δ). Second, a continuous param-
eter range δ ∈ ∆ is considered, which gives infinitely many constraints. Third, the
δ-parameterization of the decision variables is unknown, yielding infinitely many solu-
tions.

To handle the latter two problems, two frameworks have been developed. If only a single
or a few scheduling parameters are present, the LPV framework is appropriate. Either
the operating range is gridded and a solution is computed for a grid ∆O ⊂ ∆ (Becker
and Packard, 1994; Apkarian and Gahinet, 1995; Wu et al., 1996), or affine or poly-
topic parameter dependencies are assumed for the plant, the controller, and the Lyapunov
function, computing a solution at the corner points of a corresponding convex polytope
∆c ⊇ ∆ (Apkarian et al., 1995; Yu and Sideris, 1995; De Caigny et al., 2010). If many
scheduling parameters are present, both gridding and assuming affine parameter depen-
dencies are less suitable, as the corresponding operating spaces are of high order, and,
in general, ∆c is an overestimate of ∆. In this research, the gridding approach is consid-
ered, which can be regarded as the most generic, widely adopted LPV controller synthesis
method.
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Figure 3.1: (a) Closed-loop LPV system, and (b) LFT representation of a closed-loop LPV
system, with the performance channel wp(t) 7→ zp(t), the control input u(t), the model
output y(t), and P(δ) and K(δ), δ ∈ ∆ a parameter-dependent plant model and con-
troller, respectively. PLFT and KLFT are the corresponding LFT representations, where
∆P(δ) and ∆K(δ) are structured uncertainty matrices, representing the parameter de-
pendencies.

The linear fractional transformation (LFT) framework, using a small-gain analysis (see
Figure 3.1(b)), is appropriate for many (as well as for only a single or a few) scheduling
parameters. However, rational (and affine) parameter-dependencies are assumed and a
constant, parameter-independent Lyapunov function is used, guaranteeing robustness
for infinitely fast parameter variations (Scherer, 2001).

Research on combinations of the LFT framework and parameter-dependent Lyapunov
functions targets the use of the well-established small-gain problem definition for prob-
lems with bounded parameter variation rates. Examples are the use of LFT Lyapunov
functions (Wu and Dong, 2006; Helmersson, 1996), and the use of an extension of the
Kalman-Yakubovich-Popov (KYP) lemma (Dinh et al., 2005; Iwasaki and Hara, 2005).
The latter specifically focuses on constant scheduling parameters and provides a-priori
stability and performance guarantees. Consequently, this approach is considered as the
final approach for evaluation in this research.

Characterizing LPV problems based on i) the type of parameter-dependency, ii) the num-
ber of scheduling parameters, and iii) the parameter variation rate, either the LPV or the
LFT framework, or research on combinations of both frameworks is applicable. The main
disadvantages of the LPV and LFT frameworks are the often rapidly increasing computa-
tional burden for more complex models, a non-intuitive synthesis which leaves only little
room for manual fine-tuning afterwards, and the introduction of conservatism in the con-
troller synthesis. As a result, the number of applications that is reported in literature is
limited (e.g., Hingwe et al., 2002; Dettori and Scherer, 2002; Groot Wassink et al., 2004).
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3.2.3 Problem formulation

In this research, various GS and LPV controller synthesis methods are compared. Based
on the overview of the previous sections, methods varying from methods that are merely
based on non-automated design steps to fully automated methods are compared:

A non-automated: classical gain scheduling using manual loop shaping (KLS(δ)),

B semi-automated: classical gain scheduling usingH∞ controller synthesis (KH∞(δ)),

C automated, limited guarantees: LPV controller synthesis using an extended H∞
problem definition and gridding (KLPV(δ)),

D automated, full guarantees: LPV controller synthesis using an extended H∞ prob-
lem definition and an extension of the KYP-lemma (KKYP(δ)).

Method A is often applied in practice. In Method B, the use of H∞ techniques facilitates
automatic synthesis of a set of operating-point dependent controllers. Accordingly, Me-
thod B forms the step from classical GS to more recent LPV methods using the extended
H∞ problem definition. Method C is the most generic, widely adopted LPV controller
synthesis method. Method D is a dedicated method for LPV problems with a single
variable but constant scheduling parameter, targeting to minimize conservatism in the
controller synthesis.

3.3 Problem setup and modeling

3.3.1 System overview

A standard cruise control system for a typical heavy duty vehicle (HDV) with an auto-
mated manual transmission (AMT) is considered. The engine is the actuator, enabling
automatic propulsion, with as input a fuel request fe,d(t) in mg/stroke. A tachograph at
the output of the gearbox measures the vehicle velocity v(t) in m/s. Furthermore, resis-
tance forces Fr(t) are acting on the vehicle. In Figure 3.2, a schematic representation of
a typical HDV with the relevant elements for cruise control is shown.

Variations in both the vehicle loading and the actual gear ratio influence the relevant dy-
namics for cruise control. To account for variations in the loading, a gain scheduling (GS)
or linear parameter varying (LPV) control design approach is pursued using the measured
vehicle mass as a scheduling parameter. To account for variations in the gear ratio, a con-
troller is designed per gear ratio. The number of gears is limited, and switching between
gears is accompanied by opening of the driveline via the clutch, which, in effect, means
that the cruise control functionality is switched on and off. Hence, focus is on deriving a
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Figure 3.2: Schematic representation of the relevant elements for cruise control in a
typical HDV with an automated manual transmission (AMT), where fe,d(t) is the fuel
request, v(t) is the measured vehicle velocity, and Fr(t) are the resistance forces.

set of gear-ratio dependent LPV models PHDV(δ) : fe,d(t) 7→ v(t), with the vehicle mass
as a scheduling parameter δ.

3.3.2 Performance requirements

Focus of this research is on the design of GS and LPV feedback controllers. To assess
the performance of these controller designs, their disturbance rejection capabilities are
evaluated. For a cruise control system, the main disturbances are changes in the cruise
control set velocity and environmental disturbance forces, such as road inclination and
the aerodynamic drag force. From practice, only performance requirements related to
changes in the cruise control set velocity are available. The absence of performance re-
quirements related to environmental disturbance forces may be related to the fact that
these disturbances are difficult to measure, prohibiting quantitative performance evalu-
ation of the controllers. For example, estimators for the road inclination are nowadays
available, however, it is no standard functionality in commercially available HDVs (McIn-
tyre et al., 2009). Focus of this research is on comparison of GS and LPV controller
synthesis methods using the cruise control problem as a practical application example.
Hence, in this research, changes in the cruise control set velocity are considered. For
clarity, step changes are considered, although a filtered, more smooth reference signal is
probably preferable for implementation in a final application.

The performance requirements that are assumed in this research are listed in Table 3.1.
The requirements in Table 3.1 are closely related to practice and can be regarded as generic
requirements for a cruise control design for an HDV. The desired closed-loop bandwidth
ωbw is defined as the frequency at which the magnitude of the open-loop frequency re-
sponse function crosses 0 dB in the downwards sense. The settling time is the time it
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Table 3.1: Performance requirements.
specification variable value unit
closed-loop bandwidth ωbw 0.5 rad/s
settling time ts 7.0 s
robustness, modulus margin kMM 6.0 dB
measurement noise ωn > 1.0 rad/s
maximum steady-state error∗ ess 0.15 m/s
maximum overshoot∗ omax 0.5 m/s
maximum fuel request fe,max 100.0 mg/stroke
∗For a maximum step disturbance of 10.0 m/s.

PHDV(δ)

K(δ)

wp(t)

u(t)

− e(t)

zp(t)
We

Wu

Wy

}

Figure 3.3: Schematic representation of the mixed-sensitivity framework for the cruise
control problem specification (Skogestad and Postlethwaite, 2005).

takes for the system transients to decay to a small value, which is within the steady-state
error band ess. A modulus margin kMM is adopted for robustness. The measurement
noise frequency ωn indicates the frequency beyond which the controller should exhibit
roll-off to avoid amplification of sensor noise and to ensure a certain level of robustness
against high-frequent model uncertainties. Furthermore, the performance requirements
are based on a maximum step disturbance of 10.0 m/s, which corresponds to the maxi-
mum velocity range that is covered by one gear.

Consider the controller synthesis methods that are compared in this research (see Section
3.2.3). Methods B to D are based on a standard or an extendedH∞ problem specification.
To translate the performance requirements into a suitable measure of performance for
these methods, a mixed-sensitivity framework is used and weighting filters We(s), Wu(s)

and Wy(s) are defined. In Figure 3.3, a schematic representation of the mixed-sensitivity
framework is shown (Skogestad and Postlethwaite, 2005), where wp(t) = r(t) is the de-
sired cruise control velocity, e(t) = r(t) − v(t) is the tracking error, zp(t) contains the
outputs to be minimized, and u(t) = fe,d(t) is the fuel request.
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Figure 3.4: Bode magnitude plots of We(jω)−1 (solid black), Wu(jω)−1 (dashed black),
and Wy(jω)−1 (solid grey) (3.4).

The designs of the weighting filters are based on the performance requirements in Table
3.1, using standard filter designs (see, e.g., Skogestad and Postlethwaite, 2005; Hu et al.,
1996):

We(s) =
s/10kMM/20 + ωbw

s+ ωbw/ess

Wu(s) = f−1
e,max (3.4)

Wy(s) =
ω2
h

ω2
n

s2 + 2d0ωns+ ω2
n

s2 + 2ωhs+ ω2
h

where ωh = 10ωn is introduced to obtain a proper filter Wy(s), and d0 = 0.7 is a damping
term to tune the maximum singular value of the complementary sensitivity. Assuming
a second-order response, the maximum singular value of the complementary sensitivity
function determines the maximum overshoot. In Figure 3.4, Bode magnitude plots of
the weighting filters (3.4) are shown.

3.3.3 Modeling of actuator, sensor, and communication network

A schematic overview of the relevant elements for cruise control are shown in Figure 3.5,
with Te(t) the gross engine torque, and ωeq(t) the gearbox output shaft rotational velocity.
Communication of the measured velocity signal v′(t) is done via the built-in controller
area network (CAN) of the vehicle, yielding a delayed velocity measurement v′(t) that is
available for feedback control.
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Figure 3.5: Schematic representation of the relevant elements for cruise control in a typ-
ical HDV, where Te(t) is the engine torque, ωeq(t) is the gearbox output shaft rotational
velocity, v′(t) is the tachograph output, and v(t) is the velocity measurement that is avail-
able for feedback control.

Based on measurement results with a real HDV, it is concluded that the engine as actuator
and the tachograph as sensor have a (closed-loop) bandwidth of about 100 rad/s (Zalm et
al., 2008). As this is relatively high with respect to the desired closed-loop bandwidth (see
Table 3.1), both the engine and the tachograph are modeled using a first-order low-pass
filter with time constant τ = 0.01 s/rad. Furthermore, the engine model includes a gain
ke in Nm/(mg/stroke), transforming the fuel request fe,d(t) into a torque. The result is a
first-order model Pe : fe,d(t) 7→ Te(t)

Pe :

{
ẋe(t) = − 1

τ
xe(t) + 1

τ
fe,d(t)

Te(t) = kexe(t)
(3.5)

where xe(t) is the state of the model.

Analogously, the tachograph model includes a gain rw/if in m/rad, converting the mea-
sured rotational velocity of the gearbox output shaft ωeq(t) into a longitudinal vehicle ve-
locity v′(t), where rw is the wheel radius and if is the ratio of the final drive. Furthermore,
a model for the communication delay τCAN = 0.06 s representing the CAN-bus communi-
cation is included in the tachograph model (see Figure 3.5). Targeting a closed-loop band-
width of 0.5 rad/s (see Table 3.1), a first-order Padé-approximation is sufficient to model
the delay. Hence, the resulting model for the tachograph is given by Pt : ωeq(t) 7→ v(t)

Pt :


ẋt(t) =

(
− 1
τ

0
rm
if
− 2
τCAN

)
xt(t) +

(
1
τ

0

)
ωeq(t)

v(t) =
(
− rm

if
, 4
τCAN

)
xt(t)

(3.6)

where xt(t) is the state of the model, and v(t) = v
′
(t + τCAN) is the delayed velocity

measurement.

3.3.4 Modeling of driveline and vehicle body

The dynamics of the elements in the driveline can be modeled using linear elements if
gear shifting and saturations are not taken into account, see, e.g., (Zalm et al., 2008;
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Figure 3.6: Schematic representation of the dynamical elements in the driveline and the
vehicle body. For the sake of clarity, time dependencies are omitted.

Bruce, 2004; Lu and Hedrick, 2005). Assuming that the clutch is closed when cruise
control functionality is enabled, all inertia, stiffness and damping in the driveline are
lumped into equivalent variables Jeq = Jeq(ig(t)), keq and deq, respectively, where ig(t) is
the gear ratio. A schematic representation of the result is shown in Figure 3.6, where the
resistance forces and the tire-road contact are also included. The corresponding rotational
velocity ωeq(t) equals the output of the gearbox, which is the input for the tachograph (see
Figure 3.2). The corresponding lumped engine torque T ∗e (t) equals

T ∗e (t) = ηgig(t)Te(t) (3.7)

where ηg is the gearbox efficiency. The torque in the propulsion shaft is given by:

Tps(t) =
1

i2fηf
(keqδφ(t) + deq (ωeq(t)− ifωw(t))) (3.8)

where if is the ratio of the final drive and ηf is the corresponding efficiency, δφ(t) is the
torsion in the drive shafts, and ωw(t) is the rotational velocity of the wheels.

The resistance forces Fr(t) acting on the vehicle, include the aerodynamic drag force
Fa(t), the road inclination Fα(t), and the rolling resistance Frl(t)

Fa(t) = 0.5CwρAfvv(t)
2 (3.9)

Fα(t) = m(t)g sinα(t) (3.10)

Frl(t) = m(t)gcrl cosα(t) (3.11)

where Cw is the aerodynamic drag coefficient, ρ is the air density, Af is the frontal area
of the truck, vv(t) is the actual vehicle velocity, g is the gravitational constant, α(t) is the
road inclination, crl is the rolling resistance constant, m(t) is the vehicle mass, and with
Frs(t) = Fa(t) + Fα(t) (see Figure 3.6).

Finally, the tire-road contact is modeled using a nonlinear damper model dw(m(t), vv(t)).
Assuming only small values of pure longitudinal slip, the driving force Fx(t), which the
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driven wheels exercise on the road, equals (Pacejka, 2002)

Fx(t) = CFκ(t)κ(t) (3.12)

where CFκ(t) is the longitudinal slip stiffness, and κ(t) is the longitudinal slip

κ(t) = −vv(t)− ωw(t)rw
vv(t)

(3.13)

This stiffness can be approximated by (Pacejka, 2002; Miège and Popov, 2005)

CFκ(t) = CFκ,0Fn(t) (3.14)

where CFκ,0 is the longitudinal slip stiffness coefficient, and Fn(t) is the normal force

Fn(t) = ηmm(t)g (3.15)

where ηm is the mass fraction working on the driven wheels, m(t) is the vehicle mass,
and g is the gravitational constant. Combining (3.12) through (3.15) yields

Fx(t) = dw(t)(ωw(t)rw − vv(t)) (3.16)

where

dw(t) =
cFκ,0ηmm(t)g

vv(t)
= dw(m(t), vv(t)) (3.17)

which can be regarded as a mass- and velocity-dependent damper.

Defining the state xd(t) = (δφ(t), ωeq(t), ωw(t), vv(t))
T and the input u(t) = Te(t) yields

the model Pd,nl for the driveline and the vehicle body:

Pd,nl :


ẋd(t) =


ωeq(t)− ifωw(t)

J−1
eq (ig) (ηgig(t)u(t)− Tps(t)− deωeq)
J−1
w (ifηfTps(t)− rwFx(t)− rwFrl(t))
m−1(t) (Fx(t)− Frs(t))


y(t) = ωeq(t)

(3.18)

The model Pd,nl is nonlinear and variable in time due to the dependency on the mass
m(t), the gear ratio ig(t), the actual vehicle velocity vv(t), and the road inclination α(t).

3.3.5 LPV modeling

Consider the model Pd,nl (3.18), describing the dynamics of the driveline and the vehicle
body. The road inclination α(t) is, in this case, regarded as a constant disturbance α(t) =

α ∈ AO, where AO is the corresponding operating range. For the mass m(t), or, more
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specifically, the loading of an HDV, a large operating range has to be taken into account.
For a typical HDV, the operating range of the vehicle mass including the loading is given
by MO = [mmin, mmax], where mmin = 7000 kg and mmax = 40000 kg. While driving,
the loading will not change or only slowly in specific cases, e.g., for a garbage or gritting
truck. Hence, it is assumed that the mass is constant, yielding m(t) = m ∈MO.

Furthermore, cruise control is only enabled when the clutch is closed, in which case
the gear ratio ig(t) is constant. Moreover, the gear ratio comprises a limited number of
fixed values, which are defined by the discrete gear numbers G ∈ GO = {1, 2, . . . , 12}.
In practice, G = 8 is the lowest gear in which cruise control is enabled. Hence, the
number of gears is limited, and switching between gears is accompanied by opening of
the driveline via the clutch, which means that the cruise control functionality is switched
on and off. Especially variations in the mass and the gear ratio have large influence on
the dynamics, due to the large operating ranges.

The range of variation in the vehicle velocity vv(t) is coupled to the gear. Per gear, a lim-
ited range vv(t) ∈ VO(G) has to be taken into account. Typically, this is a range of about
3.0 to 10.0 m/s. First, the velocity influences the aerodynamic drag force (3.9), which
is, for simplicity, regarded as an low-frequent disturbance. Second, the velocity influ-
ences the nonlinear damper dw(m(t), vv(t)) (3.17), representing the tire-road contact. For
the corresponding operating ranges, the effect of variations in vv(t) is, in general, small
compared to variations in m(t). Hence, for simplicity, the influence of variations in the
vehicle velocity is not explicitly taken into account in the modeling and the corresponding
controller synthesis.

Consequently, per gear G, a separate controller is synthesized, explicitly taking into ac-
count variations in the measured vehicle mass m(t) via a GS or LPV controller synthesis.
Variations in the vehicle velocity and the road inclination are considered as disturbances.
Correspondingly, the operating pointRo is defined:

Ro = (α,G, v) ∈ AO ×GO × VO(G) (3.19)

Per gear G, a mass-dependent LPV model is derived, where it is assumed that the mass
is constant during operation. Hence, the resistance forces (3.9) through (3.11) can be
regarded as constant disturbance forces. For the nominal controller design, they are
assumed to be zero. Hence, special attention has to be paid to the steady-state error of
closed-loop validation experiments, when the disturbance forces are not equal to zero.

Linearizing the model Pd,nl (3.18) at the operating point Ro (3.19), i.e., at a constant road
inclination, a constant velocity, and for a specific gear, yields a 4th-order mass-dependent
LPV model Pd(m) : Te(t) 7→ ωeq(t) for the driveline and the vehicle body

Pd(m) :

{
ẋd(t) = Ad(m)xd(t) + Bdu(t)

ωeq(t) = Cdxd(t)
(3.20)

where u(t) = Te(t), and Ad(m) is linearly dependent on m−1.
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Figure 3.7: Bode magnitude plot of the open-loop system PHDV(δ) for δ ∈ ∆ (3.21), and
Ro = (0.0, 8, 10.0). The dashed line indicates the desired closed-loop bandwidth (see
Table 3.1).

Define the (constant) scheduling parameter δ and the operating range ∆:

δ =
m−mmin

mmax −mmin

∈ ∆ = [0.0, 1.0] (3.21)

and, correspondingly

m = (1− δ)mmin + δmmax (3.22)

Substituting m = m(δ) in (3.20), and combining the resulting model Pd(δ), the engine
model Pe (3.5), and the tachograph model Pt (3.6) yields a linear, 7th-order parameter-
dependent model PHDV(δ) : fe,d(t) 7→ v(t) that can be used for subsequent controller
synthesis

PHDV(δ) :

{
ẋ(t) = AHDV(δ)x(t) + BHDVfe,d(t)

v(t) = CHDVx(t)
(3.23)

with x(t) = (xe(t),xd(t),xt(t))
T the state vector, where xe(t), xd(t), and xt(t) are the

state vectors of the engine model, the driveline model, and the tachograph model includ-
ing the communication delay, respectively (see Section 3.3.3).

In Figure 3.7, a Bode magnitude plot of the model PHDV(δ) is shown for a vehicle driv-
ing on a flat road in the lowest gear in which cruise control functionality is enabled, i.e.,
Ro = (0.0, 8, 10.0). The model is validated using measurement results with a real HDV,
following the approach presented in Zalm et al. (2008). Targeting a closed-loop band-
width of 0.5 rad/s (see Table 3.1, pg. 53), this figure shows the relevance of explicitly
taking into account the mass dependency of the model in the controller synthesis, possi-
bly reducing conservatism with respect to a corresponding robust design approach. For
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high frequencies, i.e., above the eigenfrequency of the driveline, the loading is virtually
decoupled from the engine. For the lowest frequencies, the dynamics are dominated by
the engine drag, which is represented by the damper de. Consequently, only for a specific
frequency-band, the dynamics are actually influenced by variations in the loading, which
is shown in Figure 3.7.

3.3.6 Generalized plant model

The mixed-sensitivity control problem formulation that is adopted in the controller syn-
thesis Methods B to D (see Section 3.2.3) requires the definition of a generalized plant
model P(δ) (3.2). The generalized plant model combines the 7th-order model of the HDV
system (3.23) and the 1th-order, the 2nd-order, and the 0th-order weighting filters We(s),
Wy(s), and Wu(s) (3.4), respectively. The model matrices of the resulting 10th-order gen-
eralized plant model P(δ) (3.2) (see Figure 3.3) are defined by:

A =


AHDV(δ) 0 0 0

−BWeCHDV AWe 0 0

0 0 AWu 0

BWyCHDV 0 0 AWy

 , Bw =


0

BWe

0

0



Cz =

 −DWeCHDV CWe 0 0

0 0 CWu 0

DWyCHDV 0 0 CWy

 , Bu =


BHDV

0

BWu

0



Cy =


−CHDV

0

0

0


T

, Dzw =

 DWe

0

0

 , Dzu =

 0

DWu

0


Dyw = 1, Dyu = 0

(3.24)

where AWi
, BWi

, CWi
and DWi

, i = {e, u, y} are the matrices corresponding to a state-
space representation of the corresponding weighting filters Wi(s) (3.4).

3.4 Controller synthesis

Consider the cruise control problem defined in Section 3.3. Given a specific operating
pointRo (3.19), and assuming that the mass is variable but constant during operation, the
controller synthesis problem comes down to synthesizing a mass-dependent controller
K(δ) for the modelPHDV(δ) (3.23) with operating range δ ∈ ∆ (3.21), and the performance
requirements listed in Table 3.1 (pg. 53). In this section, application of the different
controller synthesis methods that are listed in Section 3.2.3 is discussed. The results are
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summarized in Table 3.2 (pg. 75). The operating point Ro = {0.0, 8, 10.0} is used for
the simulations presented in this section. Experimental results on a real vehicle and for
different operating points are presented in the next section.

3.4.1 Method A: classical gain scheduling using manual loop shaping

Using manual loop-shaping techniques, a set of discretely-parameterized continuous-
time controllers KLS,o(δ) is synthesized for a grid δ ∈ ∆O ⊂ ∆, a subset of the operating
range ∆ (3.21):

∆O = {k/(NO − 1) | k = 0, 1, . . . , (NO − 1)} ⊂ ∆ = [0.0, 1.0], NO > 1 (3.25)

Given a physical model of the system, both the number of grid points NO and the distri-
bution of these points over the operating range ∆ can be related to the influence of the
scheduling parameter on of the relevant dynamics (see (3.18) and (3.20)) (Diepen, 2009).
However, general guidelines for the definition of a grid are lacking. Moreover, in practice,
a physical model is often lacking and controller design is based on measurement data and
black-box modeling. Hence, in practice, a grid is often defined based on insight and ex-
perience. The main limitation in this design step is the lack of an explicit performance
measure that indicates a-priori the influence of the chosen grid on the final closed-loop
performance. To demonstrate the advantages and disadvantages of this non-automated
design step, in this case, a linear grid ∆O (3.25) with NO = 6 operating points is used.

Accordingly, 4th-order controllers KLS,o(δ) are designed, including low-frequent integral
action to achieve the demand on the steady-state error, a band-stop filter to achieve the de-
sired bandwidth while preserving both the required modulus margin and enough phase
margin to fulfill the demand on the maximum overshoot, and a low-pass filter to attain
the desired high-frequency roll-off (see Table 3.1, pg. 53). Bode magnitude plots of the
resulting set of controllers are shown in Figure 3.8.

Targeting online implementation, the set of controllers KLS,o(δ), δ ∈ ∆O is discretized
using a standard bilinear (Tustin) approximation scheme. To obtain a continuously pa-
rameterized family of controllers KLS(δ), δ ∈ ∆, the set of controllers KLS,o(δ) has to be
interpolated. This is, again, a non-automated design step for which general guidelines
are missing. In this case, state-space interpolation is adopted, which is discussed in more
detail in the next section.

As a result of the non-automated design steps, closed-loop stability and performance can
be assessed only afterwards. In this case, piecewise affine Lyapunov stability analysis
is adopted to analyze closed-loop stability over the entire operating range, taking into
account the fact that the scheduling parameter is constant during operation. Closed-
loop performance is assessed via simulations. For example, in Figure 3.9, step response
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Figure 3.8: Bode magnitude plot of KLS,o, for δ ∈ ∆O, NO = 6 (3.25), where the plots are
decreasing in darkness for increasing δ.
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Figure 3.9: Step response results for the closed-loop system with KLS(δ), for δ ∈ ∆O,
NO = 6 (3.25), where the plots are decreasing in darkness for increasing δ, and the
desired set velocity is indicated in dashed black. The grey patches indicate the desired
settling time, the maximum overshoot, and the maximum steady-state error (see Table
3.1, pg. 53).



3.4 CONTROLLER SYNTHESIS 63

simulations with the resulting closed-loop system are shown for δ ∈ ∆O, indicating that
the performance requirements are achieved.

Implementation of the controller KLS(δ), δ ∈ ∆ is straightforward. The use of the man-
ual loop-shaping controller synthesis provides insight in the controller structure, which,
in practice, is desirable. For example, some online fine-tuning or the addition of an
anti-windup scheme are often applied only afterwards, requiring insight in the controller
structure. However, the manual loop-shaping controller synthesis also implies that fine-
tuning or re-tuning of the controller is relatively time-consuming. Per gear, a set of con-
trollers KLS,o(δ), δ ∈ ∆O has to be synthesized, which took, in this case, about 1 h.

3.4.2 Method B: classical gain scheduling usingH∞ controller synthesis

Consider again the linear grid ∆O (3.25) with NO = 6 operating points δ ∈ ∆O. Substitut-
ing δ in (3.2) and (3.24) yields a set of plant modelsPo(δ), δ ∈ ∆O. Based on these models,
a set of discretely parameterized H∞ controllers KH∞,o(δ), δ ∈ ∆O is synthesized with
γ ∈ [1.2023, 1.2030] using the Robust control toolbox of MATLAB (The MathWorksTM,
2010). Given the mixed-sensitivity performance weights We(s), Wy(s), and Wu(s) (see
Section 3.3.2), the controllers are an automatic result of the synthesis, as opposed to the
manual loop-shaping approach that is adopted in Method A (see Section 3.4.1). More-
over, γ is an indicator for the performance of the designs, indicating, in this case, that
the desired performance is reasonably well met. In Figure 3.10, the resulting closed-loop
transfer functions are compared to the desired performance requirements, confirming
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Figure 3.10: Sensitivity and complementary sensitivity plots for the closed-loop system
with KH∞,o(δ), for δ ∈ ∆O, NO = 6 (3.25) (solid grey), compared to the weights We(s)

−1

and Wy(s)
−1 (solid black), and γWe(s)

−1, γWy(s)
−1 (dashed black), with γ = 1.2030 the

corresponding worst-case γ-value.
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Figure 3.11: Bode magnitude plot of KH∞,o(δ) (solid), and KH∞,r,o(δ) (dashed), for δ ∈
∆O, NO = 6 (3.25), where the plots are decreasing in darkness for increasing δ.

this result.

The next step is interpolation of the set of controllers KH∞,o(δ), δ ∈ ∆O, which, in this
case, is based on insight and experience. To increase insight in the controller structure,
order reduction is applied. The controller poles and zeros influencing the controller char-
acteristics only above the desired closed-loop bandwidth of 0.5 rad/s are removed. This
is a non-automated design step, based on insight in the system dynamics. The result
is a set of 4th-order controllers KH∞,r,o(δ), δ ∈ ∆O, which are compared to the original
10th-order controllers in Figure 3.11. The result in Figure 3.11 indicates that the effect of
this controller reduction is small in the relevant frequency range, which is confirmed by
analysis of the closed-loop stability and performance characteristics.

Targeting online implementation, the set of controllers KH∞,r,o(δ), δ ∈ ∆O is discretized
using a standard bilinear (Tustin) approximation scheme. The resulting set of controllers
is written in an observable canonical state-space form. In Figure 3.12, the black dots
indicate the values of the corresponding state-space matrices for δ ∈ ∆O. The observable
canonical state-space form ensures for this specific example that most of the elements of
the state-space matrices are constant over the operating range ∆, being either 0 or 1 (see
Figure 3.12). Hence, assuming individual interpolation of all elements of the state-space
matrices, complexity of the interpolation is reduced.

A physical model of the system dynamics can provide a guideline for the interpolation
of the other elements (see (3.18) and (3.20)). In practice, however, black-box models and
least-squares interpolation techniques are often applied. Especially in the latter case, the
main problem is a lack of an explicit a-priori performance definition for the interpolation.
Evaluation of the resulting continuously parameterized family of controllers KH∞,r(δ),
δ ∈ ∆ is only possible afterwards. The closed-loop performance at the grid points enables
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Figure 3.12: Interpolation result of the state-space matrices A(δ), B(δ), C(δ), and D(δ)

of KH∞,r,o(δ), δ ∈ ∆O, NO = 6 (3.25), with a (maximum) interpolation order NI = 2.

to evaluate the approximation accuracy of the interpolation. Evaluation of the closed-loop
performance at inter-grid points provides insight in both the interpolation and the cor-
responding grid. If the closed-loop performance at inter-grid points deviates more from
the closed-loop performance than is expected on the basis of the set of operating-point
dependent controllers KH∞,r,o(δ), δ ∈ ∆O, either the interpolation or the corresponding
grid has to be changed.

A tradeoff is made between the complexity of the interpolation NI and the approximation
accuracy of the interpolation. For a set of NO = 6 controllers, in general, only a 5th-order
interpolation ensures exact intersection with the original controllers. Often, however, the
number of grid points NO that is used, is larger than the required order of the interpo-
lation, facilitating the use of least-squares-like interpolation techniques. Moreover, com-
plexity of the resulting controller is directly related to the complexity of the interpolation.
Hence, in practice, a low-order interpolation is desirable.

To demonstrate this, a state-space interpolation is adopted, using a 2nd-order rational
δ-parameterization, which is illustrated in Figure 3.12. In Figure 3.13, closed-loop step
response simulation results with the controller KH∞,r(δ) are shown for δ ∈ ∆O, with
NO = 11. As the closed-loop performance requirements are achieved, these results indi-
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Figure 3.13: Step response results for the closed-loop system withKH∞,r(δ), for δ ∈ ∆O,
NO = 11 (3.25), where the plots are decreasing in darkness for increasing δ, and the
desired set velocity is indicated in dashed black. The grey patches indicate the desired
settling time, the maximum overshoot, and the maximum steady-state error (see Table
3.1, pg. 53).

cate that the interpolation approximation is accurate enough and that the 2nd-order inter-
polation accurately describes the influence of the scheduling parameter on the dynamics
for the specified operating range δ ∈ ∆.

Analogously, closed-loop stability can be assessed only afterwards. Based on an LFT rep-
resentation of the closed-loop system (see Figure 3.1(b)), and re-scaling of δ ∈ [0.0, 1.0]⇔
δ′ ∈ [−1.0, 1.0], standard µ robust stability analysis is adopted to analyze stability (Skoges-
tad and Postlethwaite, 2005). The result indicates that the closed-loop system is robustly
stable for δ ∈ [−0.21, 1.21] ⊃ ∆. Hence, closed-loop stability is guaranteed. However,
note that this holds for the model dynamics rather than the actual system dynamics.

Implementation of the controllerKH∞,r(δ) is comparable to the implementation ofKLS(δ)

in Method A (see Section 3.4.1). In this case, the order reduction provides insight in the
resulting controller structure. However, due to the automated H∞ controller synthesis
method, re-synthesizing of the controller is less time-consuming than in Method A, tak-
ing about 0.1 h, depending on the operating system (OS) and the available memory (see
Table 3.2).
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3.4.3 Method C: LPV controller synthesis using an extended H∞ prob-
lem definition and gridding

Consider an LPV controller synthesis method using an extended H∞ problem defini-
tion and gridding. Based on the results of Method B (see Section 3.4.2), a rational δ-
parameterization is used to define a common quadratic Lyapunov function X(δ) and a
controller KLPV(δ):

X(δ) = X0 + δX1 + . . .+ δNIXNI (3.26)

KLPV(δ) = K0 + δK1 + . . .+ δNIKNI (3.27)

where δ ∈ ∆, Xi = XT
i ∈ Rnξ×nξ , Ki ∈ R(nξ+ny)×(nξ+nu) for i = 0, 1, . . . , NI , and NI

is the interpolation order. For NI = 2, the parameterization equals the interpolation of
the set of H∞ controllers KH∞,r,o(δ) of Method B. A general drawback of LPV controller
synthesis methods is the conservatism that is introduced by this finite dimensional pa-
rameterization. The amount of conservatism is, in general, difficult to measure. In this
case, however, this can be related to the performance of theH∞ point designs of Method
B, which can be regarded as optimal.

Based on the plant model (3.2), (3.24), the Lyapunov function (3.26) and the controller
(3.27), the controller synthesis problem can be defined as an extended H∞ problem,
yielding a continuously parameterized family of infinitely many, nonlinear constraints
(Scherer et al., 1997). To arrive at a family of linear matrix inequalities (LMIs), the non-
linear change of variables (X(δ),KLPV(δ)) 7→ (X′(δ),K′LPV(δ)) (3.3) is applied. Adopting
the grid δ ∈ ∆O, NO = 6 (3.25), the upper-bound γ = 1.2030 and the interpolation order
NI = 2 that are used in Method B, the problem is reduced to a discretely parameterized
family of finitely many feasibility constraints, which can be solved with standard algo-
rithms. As the problem is feasible for the worst-case γ-value corresponding to the H∞
point designs, it can be assumed that the amount of conservatism is negligible in this
case. Hence, given the δ-parameterization (3.26) and (3.27), the interpolation is automat-
ically included in the controller synthesis, yielding an LPV controller KLPV(δ), δ ∈ ∆.

Closed-loop stability and performance are guaranteed for the operating points δ ∈ ∆O.
However, the guarantees are also limited to these operating points. To assess stability
and performance for the intermediate points δ ∈ ∆ \ ∆O, commonly, the feasibility
problem constraints are evaluated for a denser validation grid δ ∈ ∆v with grid points
Nv � NO, using the previously computed Lyapunov function and LPV controller (Wu
et al., 1995; Gianelli and Primbs, 2000). If the problem is feasible for this denser grid,
it is assumed that the problem is feasible for the total operating range δ ∈ ∆. In this
case, a validation grid ∆v with Nv = 100 is used, guaranteeing closed-loop stability and a
closed-loop performance with γ = 1.2030 for the total operating range δ ∈ ∆. In Figure
3.14, step response results for the closed-loop system with KLPV(δ), δ ∈ ∆O are shown,
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Figure 3.14: Step response results for the closed-loop system with KLPV(δ), for δ ∈ ∆O,
NO = 6 (3.25) (solid grey), and the desired set velocity is indicated in dashed black.
The grey patches indicate the desired settling time, the maximum overshoot, and the
maximum steady-state error (see Table 3.1, pg. 53).

indicating that the performance requirements are indeed achieved (see Section 3.3.2).

Implementation of the controller is difficult in comparison with the Methods A and B.
First, a singular value decomposition (SVD) is required to invert the nonlinear change
of variables (3.3) and to obtain the actual controller KLPV(δ). Second, the relatively high,
10th-order of the controller may yield implementation problems if (large) modeling errors
are present. Third, solving the feasibility problem takes relatively much time, depending
on the complexity of the problem. This complexity depends directly on both the number
of operating points NO and on the interpolation order NI . For NO = 6 and NI = 2,
the resulting set of LMIs contain 693 decision variables. Solving the problem with the
LMI control toolbox of MATLAB 7.9, takes in the order of 10 h, depending on the oper-
ating system (OS) and the available memory (see Table 3.2) (The MathWorksTM, 2010).
Hence, online fine-tuning of the controller or the weighting filters is limited by this time
consuming controller synthesis.

3.4.4 Method D: LPV controller synthesis using an extended H∞ prob-
lem definition and an extension of the KYP-lemma

To arrive at a controller synthesis with a-priori full stability and performance guaran-
tees, an extension of the classical Kalman-Yakubovich-Popov (KYP) lemma is used. The
KYP-lemma states that continuously-parameterized frequency-domain inequalities can
be reformulated as parameter-independent conditions, see, e.g., (Rantzer, 1996). An
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extension of the KYP-lemma to constraints with rational parameter-dependencies δ is
presented in Dinh et al. (2005) (see also Rossignol et al., 2003), rewriting parameter-
dependent constraints into equivalent parameter-independent constraints, where δ is
real-valued, time-invariant, and bounded by δ ∈ [0.0, 1.0].

Lemma 3.4.1 (Dinh et al., 2005) Let Φ(δ) be a rational matrix function of the time-invariant
scalar parameter δ, well-posed on [0.0, 1.0], and defined by its LFT realization

Φ(δ) = F
(
δI,

(
AΦ BΦ

CΦ DΦ

))
(3.28)

with F the lower fractional transformation, and AΦ, BΦ, CΦ, DΦ system matrices. Let M be
a matrix of appropriate size, then the infinite-dimensional condition

Φ(δ)TMΦ(δ) < 0, ∀δ ∈ [0.0, 1.0] (3.29)

holds if and only if there exists a symmetric positive definite matrix S = ST ≥ 0 and a skew-
symmetric matrix G = −GT of compatible sizes, such that(

CT
Φ

DT
Φ

)
M
(

CΦ DΦ

)
+

(
AT

Φ(S−G) + (S + G)AΦ − 2S (S + G)BΦ

BT
Φ(S−G) 0

)
< 0

(3.30)

which is a parameter-independent, finite dimensional inequality.

Lemma 3.4.1 can be regarded as a specific version of the full-block S-procedure (Scherer,
1999), using the multiplier

P =

( −2S S + G

(S + G)T 0

)
(3.31)

Hence, Lemma 3.4.1 states that for parameter-dependent systems with rational, time-
invariant and real-valued parameter dependency δ ∈ [0.0, 1.0], the full-block S-procedure
is exact, i.e., no conservatism is introduced, if the multiplier P is used (Rossignol et al.,
2003). This approach is applied in Dinh et al. (2005) to equivalently recast the infinite-
dimensional extended H∞ problem with rational parameter-dependency δ ∈ ∆ that is
considered in Method C, as a finite-dimensional problem.

Define a Lyapunov function X(δ) and a controller KKYP(δ) (Dinh et al., 2005)

X(δ) =

∑NI
i=0 δ

iXi

1 +
∑NI

i=1 δ
iki
, KKYP(δ) =

∑NI
i=0 δ

iKi

1 +
∑NI

i=1 δ
iki

(3.32)

where δ ∈ ∆, Xi = XT
i ∈ Rnξ×nξ , Ki ∈ R(nξ+ny)×(nξ+nu), ki ∈ R for i = 0, 1, . . . , NI ,

and NI is the interpolation order. The possible conservatism introduced by this finite
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Figure 3.15: Sensitivity and complementary sensitivity plots for the closed-loop system
with KKYP(δ), for δ ∈ ∆O, NO = 6 (3.25) (solid grey), compared to the weights We(s)

−1

and Wy(s)
−1 (solid black), and γWe(s)

−1, γWy(s)
−1 (dashed black), with γ = 1.2030.

parameterization is reduced by increasing the interpolation order NI , at the cost of a
controller of higher complexity (Dinh et al., 2005).

Based on the generalized plant model (3.2), (3.24), the Lyapunov function X(δ) and the
controller KKYP(δ) (3.32), the synthesis problem is defined as an extended H∞ prob-
lem, which yields a continuously parameterized family of infinitely many, nonlinear con-
straints (Scherer et al., 1997). Analogous to Method C, the nonlinear change of variables
(3.3) is applied to arrive at a family of LMIs. Next, instead of defining a grid ∆O (3.25), the
extended KYP lemma is applied to arrive at a finite-dimensional family of LMIs.

Given an upper-bound for γ = 1.2030 (see Section 3.4.2), the (finite) family of LMIs be-
comes a feasibility problem, which can be solved using standard algorithms. Although
the extended KYP-lemma increases the theoretical complexity of the problem signifi-
cantly, the main advantage is that the resulting controller automatically inherits full sta-
bility and performance guarantees for δ ∈ ∆. The resulting closed-loop sensitivity and
complementary sensitivity frequency response functions are shown in Figure 3.15, con-
firming that the performance requirements are met reasonably well.

The problem size depends directly on the order of the interpolation NI . For NI = 2, the
LMIs contain 4599 decision variables. Solving the problem with the LMI control toolbox
of MATLAB 7.9 (The MathWorksTM, 2010) using YALMIP 3 (Löfberg, 2004), takes in the
order of 100 h, depending on the OS and the available memory (see Table 3.2). As the
largest matrix size exceeds 1500 MB, a 64-bit OS in combination with a 64-bit version of
MATLAB has been used. Implementation of KKYP(δ) is comparable to implementation of
KLPV(δ) (see Section 3.4.3).
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3.5 Experimental results

In the previous sections, simulation results for a specific gear G = 8 are presented (see
Figure 3.9, 3.13, and 3.14). In this section, experimental measurement results are pre-
sented using different gears with corresponding velocities.

To validate the closed-loop behavior in practice, the controllers are implemented on a
heavy duty vehicle (HDV), namely a DAF XF105. In Figure 3.16, a schematic representa-
tion of the experimental setup and a picture of the HDV are shown. A dSpace MicroAu-
toBox (MABX) rapid control prototyping platform is used to implement the controllers.
Experiments with and without a fully loaded semi-trailer are performed, resulting in a
vehicle mass of 39400 and 7400 kg, respectively. Via the controller area network (CAN)
of the vehicle, an online estimate of the mass is obtained from the on-board electronic
braking system (EBS) (WABCO, 2010).

The results are obtained with the controllers KLPV(δ) (Method C) and KH∞,r(δ) (Method
B). The closed-loop characteristics using the controllers KLPV(δ) and KKYP(δ) are practi-
cally the same. Furthermore, implementation of KLS(δ) and KH∞,r(δ) is comparable, but
differs from implementation of the other two controllers.

In Figure 3.17, step response results are shown for the HDV without the semi-trailer,
driving in gear G ∈ {8, 10, 12}. The results show that the use of different gears and,
correspondingly, different velocities does not influence the closed-loop performance. For
all experiments, the closed-loop behavior satisfy the desired performance requirements
(see Table 3.1, pg. 53). Furthermore, the experimental results resemble the simulation
results presented in the previous section.

The results show that differences between KLPV(δ) and KH∞,r(δ) are negligible. This is
confirmed by comparing the power spectral density (PSD) estimates of the measured ve-
locity signals. For example, in Figure 3.18 the PSD estimates of the measurements at
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Figure 3.16: Schematic representation of the experimental setup and a picture of the
DAF XF105 with which the experiments are performed. For the sake of clarity, time
dependencies of the signals are omitted.
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60 km/h are shown (corresponding to the middle plots in Figure 3.17). The controllers
have been implemented at 100 Hz. However, the CAN-bus communication actually sam-
ples the measurements at 20 Hz, resulting in an effective Nyquist frequency of 10 Hz.
Correspondingly, peaks can be observed at 20 and 40 Hz, which are present in every
measurement, having constant power density. Accordingly, they can be related to the
sampling by the CAN bus.

The peak at 15 Hz exactly matches the rotation frequency of the gearbox output shaft,
while the peak at 12.5 Hz exactly matches half the rotation frequency of the engine drive
shaft when the vehicle is driving at 60 km/h. Moreover, for measurements with other
velocities, the peaks shift accordingly. Hence, these peaks most likely originate from this
rotation. Furthermore, as a result of aliasing, the peaks are mirrored around the Nyquist
frequency of 10 Hz, yielding corresponding peaks at 5 and 7.5 Hz. The same effect can
be observed around 30 and 50 Hz, explaining the peaks at 25, 35 and 45 Hz, as well as at
27.5, 32.5 and 47.5 Hz.
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Figure 3.17: Step response results for the HDV with KH∞,r(δ) (black), and KLPV(δ)

(grey), for m = 7400 kg ⇔ δ = 0.01, driving on a flat road in gear 8, 10, and 12 in
the bottom, middle, and upper plots, respectively. The desired set velocities are indi-
cated in dashed black. The grey patches indicate the desired settling time, the maximum
overshoot, and the maximum steady-state error (see Table 3.1, pg. 53).
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Figure 3.18: Power spectral density (PSD) estimate of the measured velocity signal for
m = 7400 kg, driving on a flat road in gear 10 (corresponding to the middle plot in
Figure 3.17), for KH∞,r(δ) (black), and KLPV(δ) (grey). The Nyquist frequency at 10 Hz
(and 30 Hz) is indicated in dashed black.

In Figure 3.19, step response results are shown for the HDV with the fully-loaded semi-
trailer, driving in gear G = 10. In this case, the desired engine torque is not achieved,
which is illustrated in the bottom figure. The actual engine torque is limited by the
engine hardware and software. As a result, the desired performance requirements are
not achieved, which is shown in the upper figure. Experiments with other gears and
velocities show the same closed-loop behavior. In this specific application, the effect of
the integrator is relatively small. As a result, the overshoot is not noticeably increased by
the saturation, although no anti-windup scheme is implemented.

Based on the experimental results, it is concluded that the controllers work appropriately
in practice. If the engine torque is not saturated, the performance requirements are
achieved, irrespective of the vehicle mass, the gear and the vehicle velocity.

3.6 Conclusions and recommendations

In this chapter, a comparison of different gain scheduling (GS) and linear parameter
varying (LPV) controller synthesis methods for the design of a cruise control for heavy
duty vehicles (HDVs) is made. Focus is on exposing the limitations of the classical GS
methods that are often applied in practice and assessing the practical applicability of more
recent LPV methods.

Adopting a GS or LPV controller synthesis method enables to account for the variable
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Figure 3.19: Upper figure: step response results for the HDV with KH∞,r(δ) (black), and
KLPV(δ) (grey), form = 39400 kg⇔ δ = 0.98, driving on a flat road in gear 10, the desired
set velocity is indicated in dashed black. The grey patches indicate the desired settling
time, the maximum overshoot, and the maximum steady-state error (see Table 3.1, pg.
53). Bottom figure: desired engine torque (solid) and actual engine torque (dashed),
corresponding to the step response measurements of the upper figure.

loading of the vehicle in the cruise control functionality. The loading is constant dur-
ing operation, but can vary in a, typically for HDVs, large range in between operations,
influencing the relevant vehicle dynamics. The results in this chapter demonstrate that
application of GS and LPV techniques enables to account for these variations in the cruise
control design. Experimental results with a DAF XF105 demonstrate that this approach
is beneficial for HDVs, facilitating constant performance over the operating range (see
Section 3.5).

In Table 3.2, an overview of the different controller synthesis methods that are considered
in this research is given (see also Section 3.2.3). First, going from Method A to D, the
number of required non-automated design steps in the synthesis methods decreases.
In Method A all design steps are non-automated: starting with gridding of the operating
range, followed by synthesizing a set of discretely parameterized controllers, interpolation
of this set of controllers, and evaluation of closed-loop stability and performance only
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Table 3.2: Comparison of different GS and LPV controller synthesis methods.
A: non- B: semi- C: automated, D: automated,

characteristics automated automated limited guarantees full guarantees
synthesis method manual H∞ extendedH∞ extendedH∞

loop shaping

stability guarantees none none δ ∈ ∆O δ ∈ ∆

performance simulations simulations simulations, γ for δ ∈ ∆

analysis γ for δ ∈ ∆O

performance bandwidth, mixed sensi- mixed sensi- mixed sensi-
requirements gain and phase tivity weights tivity weights tivity weights

margin
gridding yes yes yes N/A
interpolation manual manual automated∗ N/A∗

comp. time [h]∗∗ ∼ 1.0 ∼ 0.1 ∼ 10 > 100
∗A δ-parameterization is determined a-priori.
∗∗Computations are performed on an Intelr Core Duo 3.00 GHz processor with 4.0 GB
RAM, using 64-bit versions of WINDOWS and MATLAB (The MathWorksTM, 2010).

afterwards. In Method D all steps are automated: after defining the controller synthesis
problem, which is based on a robust performance specification, the LPV controller is
an automatic result, inheriting full stability and performance guarantees. The number of
non-automated design steps decreases gradually in the Methods B and C. Simultaneously,
the number of guarantees that can be given increases.

However, it has to be remarked that these guarantees consider the model that is used,
rather than the actual vehicle dynamics. Robustness models could be used to take into
account differences between the model and the actual dynamics, however, differences
will always be present. Consequently, absolute stability and performance guarantees for
the actual vehicle dynamics cannot be given.

The main problem of the classical gain-scheduling techniques that are often adopted in
practice is the lack of a measure of performance for the required non-automated design
steps. It is not clear how the number of grid points, the interpolation method, or the
interpolation order influences stability and performance of the resulting controller. Com-
monly, these non-automated design steps are based on insight and experience (see, e.g.,
Section 3.4.1 and 3.4.2). Furthermore, a-priori stability and performance guarantees lack,
requiring analysis, simulations, and tests afterwards.

Second, going from Method A to D, the theoretical complexity of the controller synthe-
ses, which is proportional to the computation time that is required to compute the con-
trollers, increases significantly, with Method A being an exception. In Method A, manual
loop-shaping techniques are adopted, requiring relatively much time, although theoreti-
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cal complexity is low. Especially the time that is required to re-synthesize the controller
when performance requirements change, is relatively large in comparison to Method B,
adoptingH∞ techniques.

Considering implementation, the increasing theoretical complexity of the controller syn-
thesis methods can form a problem. In practice, some online fine-tuning of the con-
troller or the model that is adopted in the controller design is often desirable, which
requires re-synthesizing the controller. However, insight in the resulting controller struc-
ture often decreases for increasing theoretical complexity, whereas the time required to
re-synthesize a controller generally increases. Compare, for example, the computation
effort that is required in the Methods A and D (see Table 3.2). In this research, the results
of Method B are used in both the Methods C and D. Hence, the required on-line fine-
tuning is based on the results of Method B, rather than using the more time-consuming
Methods C and D, which are only used after the fine-tuning.

The differences between the classical GS controller synthesis methods that are often ap-
plied in practice and the available more recent LPV methods are large. The results in
this chapter indicate that, in practice, a shift to the use of more automated methods can
be made, reducing the amount of non-automated design steps and increasing a-priori
stability and performance guarantees. Nevertheless, the value of these guarantees when
the controller is implemented in practice has to be related to the effort it takes to achieve
them. Furthermore, to facilitate practical application of the available LPV controller syn-
thesis methods, research to more efficient and faster algorithms is desirable. Finally,
implementation on an actual vehicle electronic control unit is not considered in this re-
search. Instead, a rapid control prototyping platform is used to implement the controllers.
Hence, future research could focus on the feasibility of implementation, considering, for
example, the required online computing power and the required amount of memory.



CHAPTER 4

Design and implementation of
parameterized adaptive cruise control:

An explicit model predictive control
approach1

Abstract - The combination of different characteristics and situation-dependent behavior cause
the design of adaptive cruise control (ACC) systems to be time consuming. This chapter presents
a systematic approach for the design of a parameterized ACC, based on explicit model predictive
control. A unique feature of the synthesized ACC is its parameterization in terms of key char-
acteristics, which, after the parameterization, makes it easy and intuitive to tune, even for the
driver. The effectiveness of the design approach is demonstrated using simulations for relevant
traffic scenarios, including stop-&-go. On-the-road experiments show the proper functioning of
the synthesized ACC.

4.1 Introduction

Adaptive cruise control (ACC) is an extension of classic cruise control (CC), which is
a widespread functionality in modern vehicles. Starting in the late 1990s with luxury
passenger cars, ACC functionality is now available in numerous commercially available
passenger cars as well as trucks. The objective of classic CC is to control the longitudinal
vehicle velocity by tracking a desired velocity determined by the driver. Only the throttle

1This chapter is based on G. J. L. Naus, J. Ploeg, M. J. G. van de Molengraft, W. P. M. H. Heemels and
M. Steinbuch (2010). Design and implementation of parameterized adaptive cruise control: An explicit
model predictive control approach. Control Eng. Pract., 18(8), p. 882-892.
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Figure 4.1: Example of the ACC working principle. The host vehicle, driving with ve-
locity vh(t) and acceleration ah(t), is equipped with an ACC, which ensures automatic
following of the preceding target vehicle, driving with velocity vt(t). A radar measures
the distance xr(t) and the relative velocity vr(t) = vt(t)− vh(t) between the vehicles.

is used as an actuator. ACC extents classic CC functionality, by automatically adapting the
velocity if there is a preceding vehicle, using the throttle as well as the brake system. Com-
monly, a radar, using radio waves, or a lidar, using laser light, is used to detect preceding
vehicles, measuring the distance xr(t) and the relative velocity vr(t) between the vehicles.
Hence, besides classic CC functionality, ACC enables also automatic following of a pre-
decessor. In Figure 4.1, a schematic representation of the working principle of ACC is
shown, where vh(t) and ah(t) are the velocity and the acceleration of the ACC-equipped
host vehicle, respectively, and vt(t) is the velocity of the preceding target vehicle.

ACC systems typically consist of two parts: a vehicle-independent part and a vehicle-
dependent part (Prestl et al., 2000; Moon et al., 2009). The vehicle-independent part
determines a desired acceleration/deceleration profile for the vehicle. Subsequently, the
vehicle-dependent part ensures tracking of this profile via actuation of the throttle and
brake system. Hence, the latter part can be regarded as a controller for the longitudinal
vehicle acceleration. The vehicle-independent part and the vehicle-dependent part form
an outer and an inner control loop, respectively. In Figure 4.2, a schematic representation
of these control loops is shown, where vCC(t) is the desired cruise control velocity, ah,d(t)
is the desired acceleration, and uth(t) and ubr(t) are the throttle and the brake system
control signals, respectively. This chapter addresses the design of the vehicle-independent
part of an ACC.

Focusing on the outer control loop, i.e., the vehicle-independent part, the primary control
objective is to ensure following of a preceding vehicle. Considering the corresponding
desired driving behavior, ACC systems are generally designed to have specific key charac-
teristics, such as safety, comfort, fuel economy and traffic-flow efficiency (Vahidi and Es-
kandarian, 2003). In general, however, these characteristics typically impose conflicting
objectives and introduce constraints, complicating the controller design. For instance,
to ensure safe following, the system should be agile, requiring high acceleration and
deceleration levels, which is not desirable concerning comfort or fuel economy (Moon
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Figure 4.2: Schematic representation of the ACC control loop. For clarity, the time de-
pendency of the signals is omitted. The ACC is divided into a vehicle-independent, outer
control loop determining a desired acceleration ah,d(t) and a vehicle-dependent, inner
control loop determining the throttle and brake system control signals uth(t) and ubr(t),
respectively. The distance xr(t) and relative velocity vr(t) with respect to the preceding
vehicle are measured using a radar. The driver switches the ACC on and off, regulates
characteristic system settings and determines a desired cruise control velocity vCC(t).

and Yi, 2008). To account for different characteristics, such as safety and comfort, a
weighted optimization can be employed. For example, a model predictive control (MPC)
approach may be adopted, which also facilitates taking into account constraints (Corona
and De Schutter, 2008).

Besides specific key characteristics, driver acceptance of the system requires ACC behav-
ior to mimic human driving behavior to some extent (Driel et al., 2007). Apart from the
fact that human driving behavior is driver specific and variable in time, it is also situation
dependent. Generally, situation-dependent behavior is incorporated in the ACC in an ad-
hoc manner, by switching between different modes according to different situations. This
switching is either based on logic rules, using a specific tuning for each mode (Moon et
al. 2009, Widmann et al. 2000, Persson et al. 1999), or nonlinear filters are employed
to combine all modes (e.g., Zhang and Ioannou, 2004; Yanakiev et al., 1998). Another,
more crude method is to ignore specific traffic situations or consider them separately.
For example, slow driving or standing still is only incorporated if so-called stop-&-go (SG)
functionality is included (Venhovens et al., 2000).

The key characteristics and the desired situation dependency of the ACC design give rise
to many tuning variables. This makes the design and tuning time consuming and error
prone. In this chapter, a systematic procedure for the design and tuning of the vehicle-
independent part of an ACC is presented. The contribution is the design of an ACC
which is parameterized by the key characteristics, with at most one tuning variable for
each characteristic. Hence, after the parameterization, the specific setting of the ACC can
easily be changed, possibly even by the driver. Next to presenting this systematic design
approach, the implementation of the ACC and the results of on-the-road experiments are
discussed.
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An explicit model predictive control (MPC) synthesis is adopted to design the ACC, fol-
lowing Corona and De Schutter (2008) and Möbus et al. (2003). One reason to use the
MPC synthesis is that it enables to take into account conflicting controller requirements
as well as possible constraints imposed by the key characteristics of the system. A second
reason is that, when implemented in a receding horizon fashion, an optimization prob-
lem is solved in every time step. This enables the controller to adapt to actual working
conditions, i.e. traffic situations, and, as such, the controller is situation dependent. For
the implementation, it is desirable to solve the optimization problem offline in an explicit
manner via a multi-parametric program, instead of direct online implementation of the
controller. This yields an explicit, piecewise affine (PWA) control law (Bemporad et al.,
2002b,a).

The organization of the chapter is as follows. The problem formulation is presented in
Section 4.2. In Sections 4.3 and 4.4, the controller design and the corresponding tuning,
including the parameterization of the controller are discussed. The implementation, ex-
perimental results and the working of the parameterization are presented in Section 4.5.
Finally, conclusions are given and related work is introduced.

4.2 Problem formulation

4.2.1 Quantification measures

In this case, safety and comfort are chosen as the key characteristics of the desired be-
havior of an ACC. Considering safety, however, it has to be remarked that the ACC is not
a safety system such as an emergency braking system or a collision avoidance system.
ACC is primarily a comfort system that incorporates safety in the sense that appropriate
driving actions within surrounding traffic are guaranteed. To enable quantification of the
key characteristics, desirable properties of these characteristics, so-called quantification
measures, have to be defined.

The safety of the driving behavior is typically related to the inter-vehicle distance and
the relative velocity of the vehicles (Naus et al., 2008b). Typically, the safety of a traffic
situation increases for an increasing inter-vehicle distance and a decreasing relative ve-
locity. Furthermore, higher deceleration levels are beneficial, as a wider range of traffic
situations can be handled in a safe manner. A high deceleration level, however, is clearly
no quantification measure related to safety. It only enables to drive in a safe manner.
Hence, regarding safety, the inter-vehicle distance and the relative velocity will be used as
quantifications measures.

The comfort of a driving action is often related to the number, size and frequency of
vibrations or oscillations in the longitudinal acceleration of the vehicle due to, for ex-
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ample, external disturbances, engine torque peaks, driveline characteristics, etc. (Dorey
et al., 2001; International Organization for Standardization, 1997; Mo et al., 1996). Be-
sides that, in practice, maximum deceleration values are often related to the comfort of
ACC systems (Motor Presse Stuttgart GmbH & Co. KG, 2006). Furthermore, the (peak)
jerk levels are often considered as a measure to reflect human’s comfort (Martinez and
Canudas-de-Wit, 2007). In designing trains and elevators for example, the jerk is typi-
cally limited to 2.0 m/s3. Hence, regarding comfort, the (peak) acceleration and (peak)
jerk levels will be used as quantification measures (Naus et al., 2008b).

4.2.2 Parameterization

This chapter presents the design of a parameterized ACC, with, at the end, only a few
design parameters, i.e. tuning knobs, that are directly related to the key characteristics of
the behavior of the ACC. The limited number of intuitive tuning variables enables quick
and easy adaptation of the ACC to specific desirable driving behavior. Importantly, these
variables can also be used by non-experts in (MPC) control, like the driver, to change the
behavior of the ACC system. Enabling the driver to set these variables, really makes the
ACC driver dependent.

An explicit MPC approach is used to design the parameterized ACC. The MPC synthesis
accommodates constraints, an optimal situation-specific controller results when imple-
mented in a receding horizon fashing, and the minimization of a cost criterion enables
making trade-offs between conflicting characteristics. However, a disadvantage of the
MPC synthesis is the large number of tuning parameters, which follow from the defini-
tion of the control objective, the constraints and the choice of the cost criterion.

To obtain an ACC with only a few, intuitive design parameters, the design parameters Ps
and Pc are defined, indicating to what extent the driving behavior of an ACC-controlled
vehicle is either safe or comfortable, with Ps ∈ [0, 1] and Pc ∈ [0, 1], where larger values
for Ps and Pc indicate an increase in safety and comfort, respectively. The many tuning
parameters of the MPC setup are used to map the quantification measures to these de-
sign parameters, which are directly related to the key characteristics of the ACC, in this
case safety and comfort. Incorporating Ps and Pc in the controller design yields a param-
eterized ACC, i.e. ACC(Ps, Pc), with Ps and Pc as tuning variables directly related to the
desired behavior of the ACC.

Hence, depending on the driver, the design parameters Ps and Pc can be chosen to ac-
commodate a driver’s desirable setting. For comparison, in most commercially available
ACC systems, the desired distance is the only parameter a driver is able to vary, adjusting
the behavior of the ACC. The parameterized ACC enables the driver to actually change
the total behavior of the system with respect to the key characteristics. The systematic
approach presented here, makes it possible to redesign the system relatively easily, for ex-
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ample for different key characteristics, and reduces the amount of time-consuming and
error-prone trial-and-error techniques in the design. The approach is general and can be
adopted for any characteristics, although focus lies on safety and comfort in this case.

4.3 MPC controller design

4.3.1 Modeling

The MPC synthesis requires a model of the relevant dynamics to use as a prediction
model. Consider the control structure as presented in Figure 4.2. Focusing on the de-
sign of the vehicle-independent control part, the model should cover the longitudinal host
vehicle dynamics, the vehicle-dependent control part and the longitudinal relative dynam-
ics, which are measured by the radar. Assuming that the vehicle-dependent control part
ensures perfect tracking of the desired acceleration ah,d(t), the internal vehicle dynamics
and the vehicle-dependent control part together can be modeled by a single integrator,
relating the host vehicle velocity vh(t) to the desired acceleration ah,d(t). This yields the
following set of linear equations

xr(t) = xr(0) +
∫ t
t0
vr(t)dt

vr(t) = vr(0) +
∫ t
t0
ar(t)dt

vh(t) = vh(0) +
∫ t
t0
ah(t)dt

(4.1)

where xr(t) the relative position, vr(t) = vt(t) − vh(t) the relative velocity, ar(t) =

at(t) − ah(t) the relative acceleration, vh(t) the host vehicle velocity, and ah(t) the host
vehicle acceleration at time t ∈ R+. The values of xr(t) and vr(t) are measured by the
radar and measurements of vh(t) and ah(t) are standard available. The acceleration of
the target vehicle at(t) is not measured, nor is it predicted. The signal to noise ratio of
the radar measurement is too small to use for derivation of the target-vehicle accelera-
tion. Furthermore, wireless inter-vehicle communication or the use of, e.g., the global
positioning system (GPS) in combination with a geographical information system (GIS)
and map-matching algorithms to enable prediction of at(t), are not considered in this
research. Hence, at(t) is, as a nominal case, assumed to be zero for the MPC prediction
model, yielding ar(t) = −ah(t). As a result, at(t) will act as a disturbance on the system.

The MPC algorithm is commonly designed and implemented in the discrete-time do-
main. Hence, the linear, continuous-time equations (4.1) are converted into a discrete-
time model using a zero-order hold assumption on ah(t) and an exact discretization me-
thod with sample time Ts. The signals are considered at the sampling times t = k Ts
where k ∈ N represents the discrete time steps:

x(k + 1) = Ax(k) + Bah(k), k ∈ N (4.2)



4.3 MPC CONTROLLER DESIGN 83

where x(k) = (xr(k), vr(k), vh(k))T , and

A =

 1 Ts 0

0 1 0

0 0 1

 , B =

 −1
2
T 2
s

−Ts
Ts

 (4.3)

Considering the control structure as presented in Figure 4.2, and assuming perfect track-
ing of the desired acceleration ah,d(k), the host vehicle acceleration ah(k) = ah,d(k) can
be regarded as the control input u(k). Furthermore, as all states of x(k) are measured,
the output equation becomes y(k) = x(k), k ∈ N. The total model then becomes

M :

{
x(k + 1) = Ax(k) + Bu(k)

y(k) = x(k)
, k ∈ N (4.4)

where u(k) = ah(k) and A and B as defined in (4.3).

4.3.2 Control objectives and constraints

The primary control objective of an ACC is to ensure automatic following of preceding
traffic. Typically, this primary control objective amounts to following a target vehicle at a
desired distance xr,d(k). Often, a so-called desired headway time hd is used to define this
desired distance, yielding

xr,d(k) = xr,0 + vh(k)hd (4.5)

with xr,0 a constant representing the desired distance at standstill, and the desired head-
way time hd a measure for the time it takes to reach the current position of the preced-
ing vehicle if the host vehicle continues to drive with its current velocity, i.e. for con-
stant vh(k). Correspondingly, the tracking error at discrete time k ∈ N is defined as
e(k) = xr,d(k)−xr(k). Hence, the primary control objectiveO1 comes down to minimiz-
ing the absolute tracking error |e(k)|, k ∈ N.

Besides the primary control objective O1, several secondary objectives, related to the key
characteristics, in this case safety and comfort, have to be included. These secondary
objectives are based on the quantification measures discussed in Section 4.2.1. Regarding
safety, the primary control objective O1 deals with the relative position. Besides control
of the relative position, the relative velocity |vr(k)| should be made small. Regarding the
comfort of a driving action, the peak values of the host vehicle acceleration |ah(k)| and
jerk |jh(k)| should be kept small. Hence, next toO1, |vr(k)|, |ah(k)| and |jh(k)| should all
be small. Using the MPC setup, the objectives are incorporated in a weighted form in an
optimization criterion, such that a tradeoff can be made between them.

Besides the control objectives, the key characteristics introduce several constraints, which
have to be included in the MPC setup. For safety, the inter-vehicle distance should always
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be positive to avoid collisions. For comfort, the absolute value of the acceleration of the
host vehicle |ah(k)| and the absolute value of the jerk |jh(k)| are constrained. The con-
straints on the jerk are given by |jh(k)| ≤ jh,max, where jh,max is an appropriately chosen
positive constant. The constraints on the acceleration are more involved. For comfort
reasons, high accelerations at high velocities should be prohibited. At the same time,
however, quickly driving off from standstill should be possible. Hence, the constraint
on the maximum acceleration ah,max is chosen to depend affinely on the velocity of the
host vehicle, i.e. ah,max(vh(k)) = ah,0−α0vh(k), where both ah,0 and α0 are appropriately
chosen positive constants, such that ah,max decreases for increasing vh(k). To guarantee
safe operation with respect to erroneously detected objects, the host vehicle minimum
acceleration ah,min is, by legislation, confined to ah,min = −3.0 m/s2 (International Orga-
nization for Standardization, 2002).

To accommodate the constraint on |jh(k)|, as well as to enforce integral action preventing
steady-state errors in, for example, the following distance, the original input-output model
M (4.4) is converted into an incremental input-output (IIO) model Me (Maciejowski,
2002)

Me :

{
xe(k + 1) = Aexe(k) + Beδu(k)

ye(k) = xe(k)
, k ∈ N (4.6a)

where xe(k) = (xT (k), u(k − 1))T the new state vector, δu(k) = u(k)− u(k − 1) the new
control input, and

Ae =


1 Ts 0 −1

2
T 2
s

0 1 0 −Ts
0 0 1 Ts
0 0 0 1

 , Be =


0

0

0

1

 (4.6b)

the new model matrices. The variation in the control output δu(k) is now used as a
measure for the jerk jh(k). Correspondingly, the constraint on the jerk is transformed
into |δu(k)| ≤ jh,max. Summarizing, the constraints are given by:

C :


xr,min < xr(k)

ah,min ≤ u(k) ≤ ah,max(vh(k))

|δu(k)| ≤ jh,max

, k ∈ N (4.7)

where u(k) = ah,d(k) = ah(k), and xr,min ≤ 0 the minimal inter-vehicle distance. The
modelMe (4.6) is used as the MPC prediction model in the remainder of this chapter.

4.3.3 Control problem / cost criterion formulation

As MPC is used, a cost criterion J , which is minimized over a prediction horizon Ny, has
to be defined. The future system states are predicted using the modelMe (4.6) and the
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current state xe(k|k) := xe(k) at discrete time step k as initial condition. This yields the
predicted states xe(k + n|k) and the predicted tracking error e(k + n|k), n = 0, 1, . . . , Ny

for a selected input sequence δU (k|k) = (δu(k|k), . . . , δu(k +Ny − 1|k))T , starting at
discrete time step k. Based on the prediction of the future system states, the minimization
problem yields an optimal control sequence, subject to constraints (4.7) on the inputs and
the outputs.

The cost criterion is typically formulated as a linear or as a quadratic criterion. To solve
the resulting problem, the criterion is casted into a linear program (LP) or a quadratic
program (QP). Finding the solution of an LP is less computationally demanding than the
corresponding solution of a QP. However, the optimal solution of an LP is, generally, at
the intersection of constraints, i.e., at a boundary of the feasible region. Hence, the solu-
tion is sensitive for changes in the constraints rather than tuning of the relative weights
in the cost function. The optimal solution of a QP, on the other hand, can be moved intu-
itively within the feasible region, as this solution is sensitive for the tuning of the relative
weights. The practical drawbacks in the tuning of linear formulations explains why MPC
is often formulated using a quadratic criterion (Maciejowski, 2002; Rao and Rawlings,
2000). Consequently, a quadratic criterion is used, which is defined by

J(δU (k|k),xe(k)) =
∑Ny

n=1

(
ξT (k + n|k) Q ξ(k + n|k)

)
+ . . .

. . .
∑Nu−1

n=0

(
δuT (k + n)Rδu(k + n)

)
(4.8)

with ξ(k+n|k) , (e(k+n|k), vr(k+n|k), ah(k+n|k))T a column vector incorporating the
control objectives, with ah(k + n|k) = u(k + n|k), and Q = diag(Qe, Qvr , Qah) and R =

Qjh the weights on the tracking error and the secondary control objectives. Furthermore,
Ny and Nu denote the output and the control horizon, respectively, where Nu ≤ Ny.
Moreover, for Nu ≤ n < Ny the control signal is kept constant, i.e. δu(k + n|k) = 0 for
Nu ≤ n < Ny. Finally, u(k + n) = u(k + n− 1|k) + δu(k + n|k), for n ≥ 0.

Given a full measurement of the state xe(k) of the modelMe (4.6) at the current time k,
the MPC optimization problem at time k is formulated as

minimize
δU(k|k)

J(δU (k|k),xe(k)) (4.9)

subject to the dynamicsMe (4.6)

the constraints C (4.7)

The controller will be implemented in a receding horizon manner meaning that at every
time step k, an optimal future input sequence δU ∗(k|k) = (δu∗(k|k), . . . , δu∗(k + Ny −
1|k))T is computed in the sense of the minimization problem (4.9). The first component
of this vector, δu∗(k|k), is used to compute the new optimal control output u∗(k) = u(k−
1) + δu∗(k|k). This u∗(k) is applied to the system, after which the optimization (4.9) is
performed again for the updated measured state xe(k + 1) = (xT (k + 1), u(k))T .



86 4 DESIGN AND IMPLEMENTATION OF PARAMETERIZED ADAPTIVE CRUISE CONTROL

4.3.4 Explicit MPC

For the implementation, it is desirable to have an explicit MPC control law δu∗(k) =

K(xe(k)), instead of an implicit one obtained through online solving of the optimization
problem (4.9) at each time step. Solving (4.9) as a multi-parametric quadratic program
(mpQP) with parameter vector xe enables an explicit form of the solution by offline op-
timization. As a result, the online computation time can be reduced, and it is easier
to define an upper bound on the required computation time. Furthermore, the explicit
controller is of low complexity, yielding easily verifiable code, which justifies the imple-
mentation in embedded, safety-critical systems. The resulting explicit controller inherits
all stability and performance properties of the original implicit controller and has the
form of a piecewise affine (PWA) state feedback law (Bemporad et al., 2002a,b). A disad-
vantage of the offline optimization is that it prohibits online tuning of the controller. The
controller has to be tuned offline after which a new explicit solution has to be computed,
which can be implemented online.

Solving the mpQP provides a set Xf ⊆ Rnx , with nx the dimension of xe, of states for
which the constrained optimization problem (4.9) is feasible. Since the control law is
given by a PWA state feedback law, the feasible set Xf is partitioned into nR polyhedral
regionsRi, i = 1, . . . , nR, such that

Xf =

nR⋃
i=1

Ri (4.10)

where intRi ∩ intRj = ∅, for i = 1, . . . , nR, j = 1, . . . , nR and i 6= j. At time step k, the
optimal input δu∗(k|k) is then given by

δu∗(k|k) = F0,ixe(k) + f0,i, for xe(k) ∈ Ri, i = 1, . . . , nR (4.11)

where F0,i a matrix, and f0,i a constant. Hence, to compute the control input at discrete
time step k ∈ N, (4.11) has to be evaluated, in which the most time-consuming part is
the determination of the region Ri that contains xe(k). Implementation of the implicit
controller requires solving an optimization in every time step, which is computationally
often more demanding.

The state space, which is explored when solving the mpQP, is limited by imposing a
polytopic constraint Ci on the initial state xe(k|k). This polytope is defined by

Ci :


0 < xr(k|k) ≤ xrr

0 ≤ vh(k|k) ≤ vh,max
0 ≤ vt(k|k) ≤ vt,max

umin ≤ u(k − 1|k) ≤ umax(vh(k − 1|k))

(4.12)

where xrr the radar range, vh,max the maximum host vehicle velocity and vt,max the maxi-
mum target vehicle velocity. As the relative velocity is defined as vr(k) = vt(k) − vh(k),



4.4 CONTROLLER PARAMETERIZATION 87

vr = 0 xr

vh

vr

xr = xr,d

vr = −vh

xr,0

xr = xr,d ∧ vr = 0

vt,max xrr

0

vh,max

Figure 4.3: Visualization of a 3D crosscut of the state space xe for constant xe,4 = u,
including the constraint Ci on the initial state (4.12).

combination of the constraints on vh(k|k) and vt(k|k) yields a constraint on the initial
state of the relative velocity −vh(k|k) ≤ vr(k|k) ≤ vt,max. In Figure 4.3, a crosscut at
constant xe,4 = u of the state space including the constraint Ci on the initial state (4.12),
is shown.

4.4 Controller parameterization

4.4.1 Approach

The MPC controller design incorporates a significant number of MPC tuning parameters.
These tuning parameters are given by the desired headway time hd, the constraints on
the acceleration and the jerk, ah,min, ah,max and jh,max, respectively, the weights Q =

diag(Qe, Qvr , Qah) and R = Qjh , and the control and prediction horizons Nu and Ny.
Correspondingly, define the tuple TMPC, containing the MPC tuning parameters

TMPC = (hd, ah,min, ah,max, jh,max,Q, R,Nu, Ny) (4.13)

The goal is to relate these tuning parameters explicitly to the essential design parameters
Ps and Pc, which is based on a mapping of the corresponding quantification measures,
yielding TMPC(Ps, Pc).

The design parameters Ps and Pc are directly related to the characteristics of the driving
behavior, indicating to what extent the driving behavior is either safe or comfortable (see
Section 4.2.2). Furthermore, a combination of the operating ranges of the quantification
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measures can be regarded as a representation of the total operating range of the ACC sys-
tem. Consequently, using the MPC tuning parameters, i.e., the elements of TMPC to map
the operating ranges of the quantification measures to those of the design parameters,
being just Ps ∈ [0, 1], Pc ∈ [0, 1], enables intuitive tuning of the ACC system, directly
related to the desired key characteristics. The design of these relations is, however, not
trivial.

First, the operating ranges of the quantification measures are not clearly defined in all
cases. For safety, a maximum deceleration of −3.0 m/s2 is defined by legislation and a
minimal inter-vehicle distance xr > xr,min is included in the constraints C (4.7). However,
for comfortable driving behavior, the operating ranges of the corresponding quantifica-
tion measures are less clearly defined. For example, the maximum allowable acceleration
or jerk for comfortable driving behavior in different situations are not specified unam-
biguously.

Although it is not the focus of this research, in this case benchmark measurements
are used to determine reasonable operating ranges. The benchmark measurements in-
volve on-the-road testing of various traffic scenarios by a preferably large panel of test
drivers. In this case, experiments with a commercially available ACC SG system are
conducted. Nevertheless, the experiments are conducted with only a limited number of
drivers. Hence, the resulting tuning will probably not be representative of general human
driver behavior. The exact tuning values will therefore not be discussed in detail.

Second, the mapping between the quantification measures and the design parameters Ps
and Pc is not straightforwardly related to the MPC tuning parameters that are contained
in TMPC. For example, the setting of one tuning parameter may influence the mapping of
several quantification measures, and the mapping of a single quantification measure is,
in general, influenced by the settings of several tuning parameters.

Hence, the design of the relationships between the MPC tuning parameters, i.e., the ele-
ments of TMPC on the one hand, and the design parameters Ps and Pc on the other hand,
mapping the operating ranges of the quantification measures to those of the correspon-
ding design parameters, can be regarded as a tuning step. This step requires engineering
work, and has to be done manually. Hence, this step can be regarded as a non-systematic
step in the design of the parameterized adaptive cruise control. However, the design has
to be done only once, fixing the MPC tuning parameters that are contained in TMPC as a
function of the essential design parameters Ps and Pc.

The design of the relations between the MPC tuning parameters and the design pa-
rameters is discussed in detail next. For simplicity, in this case affine relationships
are used between the elements of TMPC on the one hand, and Ps and Pc on the other
hand. Furthermore, the control and prediction horizons are taken constant and equal,
i.e., Ny = Nu = c.
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4.4.2 Application

Safety

The quantification measures related to safety are the distance and the relative velocity (see
Section 4.2.1). The desired distance is translated into a desired headway time hd, which
is typically varied between 1.0 and about 2.0 s (see, e.g., Prestl et al., 2000). Human
driving behavior shows a somewhat wider range, in between 0.5 and about 2.5 s (Moon
and Yi, 2008). The larger the headway time, the more time the controller has to react to
a certain traffic situation. Besides that, if the controller cannot handle a specific situation
appropriately, the driver has more time to intervene. Hence, the larger the headway time,
the safer the driving will be. A corresponding relationship between hd and Ps is hd =

0.5 + 2Ps, yielding hd ∈ [0.5, 2.5], which is a sufficiently large range.

Furthermore, the weight Qe, which is the weight on the error e(k) between the desired
and the actual distance, has to be considered. The larger Qe, the smaller the time to
reach a steady-state situation, i.e., e(k) = 0, which is desirable regarding safety. A cor-
responding relation between Qe and Ps is Qe = qe,0 Ps with qe,0 > 0 a positive constant.
Although the focus is on safety, it has to be remarked that for increasing Qe, the accelera-
tion and deceleration peaks will increase as well, which indicates less comfortable driving
behavior.

Finally, the relative velocity vr(k) should be minimized as fast as possible, which is in-
fluenced by the weight Qvr . In Figure 4.4, simulation results are shown for variable Qvr ,
corresponding to of approach of a vehicle driving at constant velocity. At 22.3 s, a pre-
ceding vehicle, which is driving slower than the ACC-equipped host vehicle, enters the
radar range and is detected. As the results show, the time at which the controller starts
decreasing vh(k) and, accordingly, vr(k), decreases for increasing Qvr . This is desirable
regarding safety. Counter-intuitively, however, the time it takes to reach a steady-state
situation, in which vr(k) = 0, decreases simultaneously, which is not desirable regarding
safety. This is a result of the fact that the error between the desired distance and the actual
distance is also minimized, which is only possible for vr(k) 6= 0. Hence, whether increas-
ing or decreasing Qvr increases or decreases the safety of the driving behavior, depends
on the situation. Consequently, a constant value Qvr = qvr,0 > 0 is adopted, ensuring on
average desirable behavior.

Comfort

The quantification measures related to comfort are the peak acceleration and jerk lev-
els (see Section 4.2.1). The sizes of the weights Qah and Qjh are naturally related to the
sizes of the resulting acceleration and jerk peak values and, hence, to the amount of com-
fort. The higher Qah and Qjh , the lower the corresponding acceleration and jerk peak
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Figure 4.4: The distance xr and the host vehicle velocity vh, corresponding to the approach
of a vehicle driving with constant velocity. The solid black, the dash-dotted black and the
solid grey lines represent the results for increasing Qvr , respectively. The narrow black
line in the lower figure represents the measured target vehicle velocity vt.

values are and, consequently, the more comfortable the driving behavior is. This yields
Qah = qah,0Pc and Qjh = qjh,0Pc, with qah,0 > 0 and qjh,0 > 0 positive constants. Also,
the sizes of the constraint parameters ah,max(v(k)), ah,min and jh,max are related to the
amount of comfort. The smaller ah,max(v(k)), |ah,min| and jh,max, the smaller the maxi-
mum acceleration, deceleration and jerk values will be, and, hence, the more comfortable
the driving behavior will be.

Following legislation, the maximum deceleration is limited to ah,min = −3.0 m/s2 (Inter-
national Organization for Standardization, 2002; Driel et al., 2007). Analogously, in this
research, the maximum acceleration is limited to ah,max = (3.0 − Pc)(1 − vh(k)/vh,max),
with vh,max the maximum vehicle velocity. This implies approximately full acceleration
possibilities at low velocity, i.e. ah,max ∈ [2.0, 3.0] m/s2, whereas this decreases linearly to
ah,max = 0.0 m/s2 for vh(k) = vh,max. As the benchmark measurements did not provide
distinctive limits for jh,max, a constant jh,max = 3.0 m/s3 is adopted. Although the focus
lies on comfort, it has to be remarked that tighter constraints on the maximum accelera-
tion, deceleration and especially the jerk values implies that the reaction of the controller
will be more sluggish, which will result in decreased safety.

4.4.3 Parameterization

Using affine relations, the MPC tuning parameters that are contained in TMPC (4.13) are
explicitly related to the key characteristics safety and comfort via the corresponding de-
sign parameters Ps and Pc (see Section 4.4.2). Consequently, the resulting tuning of the
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ACC depends only on these two design parameters, as desired. Moreover, in this specific
case, considering comfort and safety as key characteristics, it can be assumed that the key
characteristics are complementary: the design of the relations shows that for increasing
safety, comfort of the driving decreases, and vice versa. For example, small acceleration
and jerk peak values, indicating a high level of comfort, induce a long time to steady state,
which is not desirable regarding safety. Consequently, in this case of two key characteris-
tics, a single parameter P results:

P = Pc, Pc + Ps = 1, P ∈ [0, 1] (4.14)

If different or more than two characteristics would be considered in the design, typically
more design parameters would remain in the end.

Parameterization of the ACC with safety and comfort amounts to incorporating the rela-
tions discussed in Section 4.4.2, accounting for (4.14), in the original optimization prob-
lem (4.9), which yields

minimize
δU(k|k)

J(P, δU (k|k),xe(k)) (4.15)

subject to the dynamicsMe (4.6)

the constraints C(P ) (4.7)

Changing the behavior of the ACC system comes down to adjusting P . Allowing the
driver to change P ∈ [0, 1], enables individual drivers to influence the behavior of the
controller, focusing on either comfortable or safe driving.

4.4.4 Explicit solution

The controller design is implemented via the multi parametric toolbox (MPT) (Kvasnica
et al., 2006). As an explicit solution is desirable, an explicit controller is calculated offline
by casting the problem as a multi-parametric program as discussed in Section 4.3.4. The
result is a feedback control law as in (4.11), which is dependent on the state vector xe(k) ∈
Rnx and the parameter P (4.14). To set the ACC to desirable behavior according to the
driver’s wishes using an implicit solution, setting of P can be done online. Using an
explicit solution, however, the controller has to be recomputed offline. In this case, one
might store various explicit controllers for a finite number of values P = n/NP for n =

{0, 1, 2, . . . , NP}. Adopting this approach, the number of regions in the explicit ACC laws
for the multi-parametric program as discussed in Section 4.3.4 ranges from 110 to 121.
Computation of the piecewise affine maps with an Intel Pentium 2.13 GHz processor
takes several seconds.

The amount of memory that is used for storing the explicit solution depends on the size
of the look-up table and the number of points NP that is used to discretize the continu-
ous operating range of P . The size of the look-up table depends on the complexity of the
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Figure 4.5: Three 2D crosscuts of the solution space at constant xr = 10.0 m, for variable
xe,(4) = ah ∈ {−2.0, 0.0, 1.0}m/s2 and P = 0.1.

problem, for which both the number of regions in the explicit ACC laws and the dimen-
sion of the solution space are indicators. For NP = 10, a 4D solution space, and 110 to
121 regions per explicit ACC law, the amount of memory that is required for storing the
explicit solutions comes down to approximately 6500 floats. The size and complexity of
the piecewise affine maps are sufficiently small for fast online evaluation.

For illustration, three 2D crosscuts of the intersection Ci ∩ Xf are shown in Figure 4.5,
where xe,(1) = xr is constant, xe,(4) = u = ah is variable, and P = 0.1. The grey areas rep-
resent different regions Ri with the same affine control law. The right plot in Figure 4.5
shows that the solution space Xf decreases as a result of ah,max = ah,max(P, vh(k), vh,max)

(see Section 4.4.2).

4.5 Implementation and results

To enable actual implementation and corresponding evaluation of the ACC, additional
functionality is required, being i) CC functionality, ii) the transition between CC func-
tionality and ACC functionality, and iii) warning of the driver in a potentially dangerous
situation. The design of this additional functionality is discussed first, after which the
setup and results of simulations and on-the-road experiments are presented.

4.5.1 CC functionality

The overall ACC system combines both ACC and classic CC functionality. For classic CC
functionality, tracking of a desired CC velocity vCC is desired. Furthermore, driving in CC
mode, the ACC system should switch automatically to ACC mode in case of a preceding
vehicle driving slower than this desired CC velocity.

In this research, focus lies on the controller design for the ACC mode. To get CC func-
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Figure 4.6: Implementation of the CC-ACC transition. A virtual vehicle, driving virtually
at a velocity vCC , mimics radar data. The corresponding control output ah,vt is compared
to the control output corresponding to the real radar data, ah,rt. Based on the minimum
of both control outputs, the system switches between the virtual vehicle, which represents
classic CC functionality, or the real radar data, i.e., ACC functionality.

tionality from this ACC design, a ‘virtual target vehicle’ is created, which virtually drives
with a velocity equal to the desired CC velocity vCC at the corresponding desired distance
xr(k) = xr,d(k, vh(k))|vh(k)=vCC with respect to the host vehicle. Using the virtual radar
output corresponding to the position and velocity of this ‘virtual target vehicle’, instead
of the actual radar output corresponding to a real target vehicle, the same explicit MPC
solution can be used for both ACC and classic CC functionality. As a result, in CC mode,
the same driving behavior is achieved as in ACC mode.

4.5.2 CC-ACC transition

For switching from ACC to classic CC functionality and vice versa, the common approach
proposed in literature employs logic rules. Either the functionality yielding the lowest ac-
celeration, i.e. the control input u(k), is employed (Persson et al., 1999), or ACC functio-
nality is employed if braking is required and classic CC otherwise (Zhang and Ioannou,
2004). To prohibit chattering, often, a boundary layer comprising hysteresis or a delay is
assigned to the switching rules (Widmann et al., 2000).

The solution proposed here uses switching based on the lowest acceleration. As the ac-
celeration is the control input, this ensures smooth transitions. The desired acceleration
following from the preceding real target vehicle, which is used for ACC functionality, and
the desired acceleration following from the virtual target vehicle, which is used for classic
CC functionality, are compared. The lowest acceleration is used as the input, which is
schematically shown in Figure 4.6.



94 4 DESIGN AND IMPLEMENTATION OF PARAMETERIZED ADAPTIVE CRUISE CONTROL

Table 4.1: Envelope of traffic scenarios.
nr. description
1. Steady following of a target vehicle with a varying velocity.
2. Approach of a vehicle at standstill or a vehicle driving with a constant velocity,

yielding a CC to ACC switch.
3. A cut in, which involves a sudden step in xr such that xr < xr,d. For vr < 0

and vr > 0, this is called a negative and a positive cut in, respectively.
4. A cut out, which involves a sudden step in xr, yielding an ACC to CC switch.
5. Following of a decelerating vehicle to standstill.
6. Following of an accelerating vehicle, driving off at a traffic light, yielding an

ACC to CC switch.
7. Accelerating and decelerating in the CC mode due to changes in the CC veloc-

ity vCC .

4.5.3 Positively invariant subset

Consider the intersection of the space defined by the constraints Ci on the initial state
and the feasible state space Xf (4.10), i.e. Ci ∩ Xf . All states xe(k) ∈ Ci ∩ Xf are feasible,
meaning that all constraints C (4.7) are fulfilled. However, only for a positively invariant
subsetF inside Ci∩Xf , where a setF is called positively invariant for a system x(k+1) =

g(x(k)) if for all x(0) ∈ F it holds that the corresponding solution to x(k+ 1) = g(x(k))

satisfies x(k) ∈ F for k ∈ N, it can be guaranteed that the constraints C (4.7) are fulfilled
for all times, in case the solution stays inside Ci and the target vehicle acceleration equals
at(k) = 0 for k ∈ N.

This is an important aspect when implementing an ACC. For example, consider a cut-in
scenario in which a vehicle, driving with a lower velocity than the host vehicle, cuts in at
a small distance in front of the host vehicle. This is a feasible state. To prevent violation
of the constraint on the relative position, i.e. to prevent a collision, significant braking is
required. As this might be prohibited by the constraint on the maximum deceleration,
one of the constraints might be violated as a result.

Consequently, take F∞, the largest positively invariant subset inside the intersection Ci ∩
Xf (Raković et al., 2004; Kolmanovsky and Gilbert, 1997). For states xe(k) ∈ F∞, it
is guaranteed that all constraints will be fulfilled for all times in case the target vehicle
acceleration equals at(k) = 0 for k ∈ N. This means that the ACC system can handle
the present traffic scenario in an appropriate manner. However, for states xe(k) 6∈ F∞,
this cannot be guaranteed. At this point, the ACC system can warn the driver to take over
control of the ACC system. Warning the driver in case of such a potentially dangerous
situation, indicating to take over control, follows naturally from the theoretical MPC set
up. The advantage of this setup is that it can be predicted if future constraint violation
might occur, by detection of xe(k) 6∈ F∞, and, accordingly, warn the driver in time.
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(a) (b)

Figure 4.7: (a) Screen shot of a PreScan simulation environment. Three ACC SG-
equipped host vehicles and three target vehicles causing corresponding cut-in situations
are shown. The ACC SG systems of the host vehicles are tuned distinctively for compar-
ison. (b) The Audi S8 in which the ACC SG is implemented. The functionality of the
controller was first tested in the TNO VEHIL test facility (TNO Automotive, 2009) before
the tests in actual traffic have been performed.
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ubr

xr, vr
vh
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UDP
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dSpace
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lidar
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Figure 4.8: Schematic overview of the instrumentation of the vehicle. The main com-
munication channels and corresponding signals are indicated, where uth and ubr are the
throttle and brake system control signals, respectively, vh is the host vehicle velocity, and
xr and vr are the relative position and velocity, respectively. For clarity, time dependency
of the signals is omitted.

4.5.4 Simulations and on-the-road experiments

A set of seven distinct scenarios, encompassing the total envelope of working conditions,
is determined to evaluate the functionality of the controller, see Table 4.1. Based on this
set of scenarios, a test program is set up. Simulations are performed using the numerical
tool PreScan, see Figure 4.7(a) for an impression (TNO Automotive, 2009). To validate
the simulation results and to enable performance evaluation, the controller has been im-
plemented on an Audi S8 (see Figure 4.7(b)).

A schematic overview of the instrumentation of the Audi S8 is shown in Figure 4.8. The
velocity of the vehicle vh(t) is available on the CAN-bus via the built-in anti-lock braking
system (ABS). The acceleration ah(t) is derived from this velocity signal. The vehicle
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Figure 4.9: Experimental results corresponding to driving in city traffic. The dashed black
lines represent xr, vh and ah. The solid grey lines represent xr,d, a combination of vt and
the desired CC velocity vCC , and the controller output ah,d. The thin solid black line in
the middle plot indicates vCC .

is equipped with an electro-hydraulic braking (EHB) system, facilitating brake-by-wire
control. An OMRON laser radar, i.e. a lidar, with 150 m range is built-in. Using rapid
control prototyping, the ACC system is implemented on a dSpace AutoBox, with a sample
rate of 100 Hz. The ACC system includes a controller for the longitudinal dynamics of the
vehicle, i.e. the inner control loop in Figure 4.2. A laptop is used to monitor all signals
and log the data.

If not specified otherwise, a setting P = 0.5 is used for both the simulations and the
experiments. In Figure 4.9, the results of on-the-road experiments with the Audi S8 are
shown. The results correspond to driving in city traffic, showing, subsequently, steady
following of a preceding target vehicle (scenario 1 of Table 4.1), with at about 37 s a mo-
mentarily loss of the fix of the radar on the target vehicle (the default radar output is
xr = 0 m), which has negligible influence on the driving behavior in this case; in be-
tween 55 and 100 s, the approach and following of a vehicle decelerating to standstill for
a traffic light (scenario 5 of Table 4.1), which, subsequently, drives off (scenario 6 of Table
4.1); at 107 s, and several seconds later again, a cut out of the preceding vehicle, inducing
a switch from ACC mode to CC mode (scenario 4 of Table 4.1); immediately following the
cut-out situations, vehicles cut in, both times driving with a lower velocity than the host
vehicle (scenario 3 of Table 4.1); and, finally, at 112 s, the results show again the approach
and following of a vehicle decelerating to standstill (scenario 5 of Table 4.1).



4.5 IMPLEMENTATION AND RESULTS 97

0

20

40
di

st
an

ce
 [m

]

30

40

50

60

70

ve
lo

ci
ty

 [k
m

/h
]

30 32 34 36 38 40 42 44

−3
−2
−1

0
1

ac
c.

 [m
/s

2 ]

time [s]

Figure 4.10: The distance xr, host vehicle velocity vh and acceleration ah, corresponding
to a negative cut in (scenario 3 of Table 4.1). The solid black and grey lines represent the
results of on-the-road experiments and simulation results, respectively.

The sensitivity of the ACC for model uncertainties and measurement noise is not specif-
ically investigated in this research. Nevertheless, the measurement results show that the
ACC is, at least to some extent, in practice, robust for model uncertainties, and that the
sensitivity for measurement noise is small.

Simulations vs experiments

In Figure 4.10, results of an on-the-road experiment and simulation results are compared.
Values of the jerk jh(t) are not shown as these are difficult to obtain in practice. For
the simulations, ah(k) = ah,d(k) holds, as, for simplicity, vehicle models are not taken
into account. Although good tracking properties are normally guaranteed by the vehicle-
dependent control part, exact tracking is, of course, not the case in practice. This is the
main cause of the differences between the simulation and experimental results. Taking
into account appropriate vehicle models in the MPC synthesis as well as the simulations
would increase the resemblance between the two responses significantly.

Nevertheless, the same characteristics can be seen in both the simulation and the exper-
imental results. The time constants and peak values correspond fairly well. This means
that the simulations can be used for the purpose of evaluation of the ACC characteristics.
As the reproducibility of simulated traffic situations is better than that of real traffic situ-
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Figure 4.11: Experimental results corresponding to the approach of a standstill vehicle (sce-
nario 2 of Table 4.1). The solid black lines represent xr, vh and ah. The solid grey lines
represent xr,d, vt and the controller output ah,d. The thin black line in the middle plot
represents vCC .

ations, simulations are very useful for the comparison of the results of various settings.
From this point of view, the resemblance between experimental and simulation results is
satisfactory.

Additional functionality

The experimental results shown in Figure 4.11 show the working of the classic CC functio-
nality and the switching between CC and ACC functionality, see Section 4.5.1 and 4.5.2,
respectively. Experimental results corresponding to the approach of a standstill vehicle
(scenario 2 of Table 4.1) are shown. Initially, the vehicle drives at the desired CC velocity
of 60 km/h. With decreasing distance xr, a desirable switch from CC to ACC functiona-
lity takes place at 22 s. The system switches from classic CC functionality to automatic
following, i.e., ACC functionality, as the target vehicle is driving at a velocity which is
lower than the desired CC velocity.
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Figure 4.12: The distance xr, the host vehicle velocity vh, the acceleration ah and the jerk
jh, corresponding to following of a decelerating vehicle (scenario 5 of Table 4.1). The solid
black, dash-dotted and solid grey lines show the results for increasing P ∈ {0.2, 0.5, 0.8}.

Variable ACC behavior

To illustrate the influence of variable P ∈ [0, 1], several scenarios of Table 4.1 are simu-
lated for different settings P ∈ {0.2, 0.5, 0.8}. For the sake of reproducibility, simulation
results instead of experimental results are shown. The results are presented in the Fig-
ures 4.12 to 4.15. For increasing P ∈ {0.2, 0.5, 0.8}, the results are indicated in solid
black, dash-dotted black and solid grey, respectively.

Figure 4.12 and 4.13 show the results corresponding to following of a decelerating vehicle
(scenario 5 of Table 4.1) and the approach of a standstill vehicle (scenario 2 of Table 4.1),
respectively. The results in both Figures 4.12 and 4.13 clearly indicate more comfortable
behavior for increasing P . The larger P , the smaller the resulting absolute acceleration
and jerk peak values are.

In Figure 4.14, the results of a negative-cut-in scenario are shown (scenario 3 of Table
4.1). From a safety point of view, direct reaction and substantial braking are required
in this case, disregarding the setting of P . At 20 s, a target vehicle shows up 20 m in
front of the host vehicle with a velocity of 65 km/h, while the host vehicle is driving in
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CC mode at 80 km/h. As a result, the host vehicle starts to brake immediately, indeed
disregarding comfort-related measures such as the peak acceleration level. This indicates
that safe behavior is achieved for any P . Furthermore, the results in Figure 4.14 show
that for decreasing P the desired distance increases, which is desirable regarding safety.

Finally, the results for a so-called cut out (scenario 4 of Table 4.1) are shown in Figure
4.15. A preceding target vehicle changes lane, which yields an ACC to CC switch and
subsequently acceleration to the desired CC velocity vCC . As no other preceding traffic
is present, the radar output becomes maximal, in this case 180 m. The constraint on the
maximum acceleration is dependent on P ∈ {0.2, 0.5, 0.8} as well as on the host vehicle
velocity vh(k), which is clearly visible.

The results presented in Figures 4.12 to 4.15 show the proper working of the parameter-
ization. By changing the setting of the design parameter P ∈ [0, 1], the behavior of the
ACC system changes, with respect to the comfort and the safety of the resulting driving
action. The behavior of the system is thus translated into one essential parameter P ,
which is directly related to the desired characteristics of the driving behavior.
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Figure 4.13: The distance xr, the host vehicle velocity vh, the acceleration ah and the
jerk jh, corresponding to approach of a standstill vehicle (scenario 2 of Table 4.1). The solid
black, dash-dotted and solid grey lines show the results for increasing P ∈ {0.2, 0.5, 0.8}.
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Figure 4.14: The distance xr, the host vehicle velocity vh, the acceleration ah and the
jerk jh, corresponding to a negative cut in (scenario 3 of Table 4.1). The solid black, dash-
dotted black and solid grey lines represent the results for increasing P ∈ {0.2, 0.5, 0.8},
respectively. The narrow black line in the middle figure represents the target vehicle
velocity vt.

4.6 Conclusions and recommendations

This chapter presents a systematic procedure to design an ACC, which is directly param-
eterized by the key characteristics of the ACC behavior. The goal of the parameterization
of the ACC is to reduce the time it takes to tune the system and to enable the tuning for
the driver. The latter requires that the tuning should be simple and intuitive with only a
few design parameters, i.e. tuning knobs, that are directly related to the key characteris-
tics of the ACC, such as safety, comfort, fuel economy and traffic flow efficiency. In this
case, focus lies on safety and comfort, defining the design parameters Ps and Pc, respec-
tively. To indicate the desired properties of the ACC system, quantification measures are
defined corresponding to the key characteristics. The parameterized ACC is obtained by
mapping the operating ranges of the quantification measures to the operating ranges of
the design parameters Ps and Pc, being just Ps ∈ [0, 1] and Pc ∈ [0, 1].

The approach is based on (explicit) MPC. MPC can handle constraints and can easily in-
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Figure 4.15: The distance xr, the host vehicle velocity vh, the acceleration ah and the
jerk jh, corresponding to a cut out, yielding an ACC to CC switch (scenario 4 of Table 4.1).
The solid black, dash-dotted black and solid grey lines represent the results for increasing
P ∈ {0.2, 0.5, 0.8}, respectively.

clude tradeoffs between different key characteristics by appropriately selecting the cost
function. In addition, MPC is suitable because its receding horizon implementation ren-
ders the ACC situation specific. This enables mimicking of human driving behavior,
which is necessary for driver acceptance of the system. The many tuning parameters of
the MPC setup are used to perform the mapping of the operating ranges of the quantifi-
cation measures to the design parameters Ps and Pc. This requires engineering work.
However, the tuning has to be done only once, fixing the MPC tuning parameters as a
function of the essential design parameters Ps and Pc. Furthermore, a systematic proce-
dure forms the basis for the mapping. In this specific case, the design parameters Ps and
Pc could be united in one design parameter P . Consequently, after this parameterization,
the ACC is easy and intuitive to tune by means of a single parameter P , which is directly
related to the key characteristics safety and comfort.

Simulations as well as on-the-road experiments have shown the proper functioning of the
parameterized ACC for a complete envelope of working conditions: i) the simulation re-
sults resemble the experimental results satisfactorily, ii) additional functionality includes
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CC functionality, provides switching between CC and ACC functionality, and facilitates
in time warning of the driver in case of a potentially dangerous situation, and iii) chan-
ging the behavior of the system by changing the setting of the design parameter P , has
proven to work in a desired manner. Nevertheless, stability of the switching between CC
and ACC functionality is still to be proven.

Due to the generality of the approach, other characteristics can be incorporated in the
design using the same systematic design procedure. This is, for example, demonstrated
in Naus et al. (2010e), considering, besides safety and comfort, also fuel economy as
a key characteristic. In the next chapter, the two-vehicle model is extended to multiple
vehicles, taking into account vehicle-to-vehicle communication. This allows for the design
of so-called cooperative ACC systems. The wireless communication provides additional
information concerning the surrounding traffic. As a result, it could be possible, for
example, to consider traffic throughput as a key characteristic.
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CHAPTER 5

String-stable CACC design and
experimental validation,

a frequency-domain approach1

Abstract - The design of a cooperative adaptive cruise control (CACC) system and its practical
validation are presented. Focusing on the feasibility of implementation, a decentralized controller
design with a limited communication structure is proposed, in this case a wireless communication
link with the nearest preceding vehicle only. Accordingly, a necessary and sufficient frequency-
domain condition for string-stability is derived, taking into account heterogeneous traffic, i.e.,
vehicles with possibly different characteristics. For a velocity-dependent inter-vehicle spacing
policy, it is shown that the wireless communication link enables driving at small inter-vehicle
distances, while string stability is guaranteed. For a constant, velocity-independent inter-vehicle
spacing, string stability cannot be guaranteed. To validate the theoretical results, experiments are
performed with two CACC-equipped vehicles. Implementation of the CACC system, the string-
stability characteristics of the practical setup, and experimental results are discussed, indicating
the advantages of the design over standard adaptive cruise control (ACC) functionality.

5.1 Introduction

Cooperative adaptive cruise control (CACC) is an extension of adaptive cruise control
(ACC) functionality. Nowadays, ACC functionality is widespread and available in numer-
ous commercially available vehicles. ACC automatically adapts the cruise control velocity

1This chapter is based on G. J. L. Naus, R. P. A. Vugts, J. Ploeg, M. J. G. van de Molengraft and M.
Steinbuch (2010). String-stable CACC design and experimental validation, a frequency-domain approach.
IEEE Trans. Veh. Technol. (accepted for publication).
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of a vehicle if there is preceding traffic driving too close and at a lower velocity. Com-
monly, a radar is adopted to detect preceding traffic (see Chapter 4). As ACC is primarily
intended as a comfort system, and, to a smaller degree, as a safety system, relatively large
inter-vehicle distances are adopted in commercially available systems (International Or-
ganization for Standardization, 2002; Ioannou and Chien, 1993; Vahidi and Eskandarian,
2003). Decreasing the inter-vehicle distance to a small value of only a few meters is ex-
pected to yield an increase in traffic throughput. Moreover, specifically focusing on heavy
duty vehicles, a significant reduction of the aerodynamic drag force is possible, thus de-
creasing fuel consumption (Arem et al., 2006; Shladover, 2005). Consequently, it is
desirable to enable this for larger strings of vehicles, so-called platoons.

When commercially available ACC functionality is employed to achieve such small inter-
vehicle distances, string-unstable driving behavior may result. The string stability of a
platoon indicates whether oscillations are amplified upstream the traffic flow (Peppard,
1974). The longitudinal dynamics of the platoon are called string stable if sudden changes
in the velocity of a vehicle at the front of a platoon are attenuated by the vehicles upstream
the platoon. If changes in the velocity of a vehicle at the front of a platoon are amplified
by the vehicles upstream the platoon, the longitudinal dynamics of the platoon are called
string unstable. An example of string-unstable behavior is the forming of traffic jams
that occur for no apparent reason. No accident or bottleneck needs to be present, just too
much traffic or erratic driving behavior may cause a shockwave of continuously increased
braking upstream a string of vehicles, until vehicles come to a halt and a traffic jam results
(Sugiyama et al., 2008). Consequently, considering traffic throughput and fuel economy,
as well as comfort and safety, string-unstable driving behavior is highly undesirable.

Extending standard ACC functionality with a wireless inter-vehicle communication link
enables driving at small inter-vehicle distances while maintaining string stability (Raja-
mani and Zhu, 2002). The resulting functionality is called cooperative adaptive cruise
control (CACC). The design of CACC functionality has been discussed extensively in lit-
erature, see, e.g., (Ioannou and Chien, 1993; Lu et al., 2004; Rajamani and Zhu, 2002;
Sheikholeslam and Desoer, 1992; Shladover, 2005; Swaroop et al., 2001). However, a
generic approach for the design of a CACC system does not (yet) exist. In most cases, a
specific system setup and corresponding working conditions are considered, rather than
true generalizations. Furthermore, focus is often on theoretical analysis of the system,
rather than the possibilities for practical implementation. In this research, a CACC de-
sign specifically focusing on the feasibility of implementation is proposed.

The contribution of this research involves, first, the design of a CACC system focus-
ing on the feasibility of implementation and the definition of a corresponding sufficient,
frequency-domain condition for string stability of heterogeneous traffic. Second, a theo-
retical analysis and, in particular, experimental validation of the proposed CACC system
are presented.
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Figure 5.1: Schematic representation of a platoon of vehicles equipped with CACC func-
tionality, where xr,i(t), ẋr,i(t), ẍi(t), and li represent the relative position, the relative
velocity, the acceleration, and the length of vehicle i, respectively.

In Sections 5.2 and 5.3, the problem formulation and the design of the CACC system
are presented, respectively. The definition of string stability and both the benefit of the
available wireless information and the choice for the inter-vehicle spacing policy are dis-
cussed in Sections 5.4 and 5.5, respectively. Finally, experimental validation of the pro-
posed framework is presented using two Citroën C4’s (Section 5.6). The chapter is closed
with conclusions and recommendations.

5.2 Problem formulation

5.2.1 CACC system setup

In Fig. 5.1, a schematic representation of a platoon of vehicles equipped with CACC
functionality is shown, where xr,i(t), ẋr,i(t), ẍi(t), and li are the relative position, the
relative velocity, the acceleration, and the length of vehicle i, respectively.

Focusing on the feasibility of implementation, a decentralized controller design is pur-
sued, as opposed to a centralized design (Levine and Athans, 1966). Communication with
the nearest preceding vehicle is adopted, as is schematically depicted in Fig. 5.1. Examples
of other communication structures are a centralized controller design and communica-
tion between all vehicles in a platoon (Levine and Athans, 1966), bi-directional communi-
cation with the nearest vehicles (Peppard, 1974; Yanakiev et al., 1998), or communication
with both the nearest vehicles and a designated platoon leader (Sheikholeslam and Des-
oer, 1993; Rajamani and Zhu, 2002). Communication with the directly preceding vehicle
only is often called semi-autonomous ACC and facilitates easy implementation.

Similar to the communication structure, the variety in spacing-policies that are proposed
in literature, i.e., the desired distance between the vehicles in a platoon, is large (San-
thanakrishnan and Rajamani, 2003; Swaroop et al., 1994). For example, a constant spac-



108 5 STRING-STABLE CACC DESIGN AND EXPERIMENTAL VALIDATION

ing policy (Rajamani and Zhu, 2002), a velocity-dependent spacing policy (Barooah and
Hespanha, 2005), or more complex, nonlinear spacing policies (Yanakiev et al., 1998) are
considered. Focusing on the feasibility of implementation rather than the definition of a
new spacing policy, the most common policy is adopted, including a constant part and,
optionally, a velocity-dependent part (Rajamani and Zhu, 2002; Barooah and Hespanha,
2005).

The CACC design is based on a standard ACC system. Moreover, the additional data that
is available through the wireless communication link is used in a feedforward setting.
Hence, ACC functionality is still available if no communication is present (Rajamani and
Zhu, 2002; Swaroop and Hedrick, 1999). Furthermore, heterogeneous traffic is consid-
ered, i.e., a platoon of vehicles with possibly different characteristics, as is the case in
actual traffic. In literature, however, homogeneous traffic is often considered instead, i.e.,
vehicles with identical characteristics (e.g., Shaw and Hedrick, 2007a; Khatir and Davi-
son, 2004). Finally, delay in the communication signal is taken into account. The effect
of delay in the communicated data is often neglected (see, e.g, Rajamani and Zhu, 2002;
Barooah and Hespanha, 2005), with some notable exceptions being Lu et al. (2004); Liu
and Mahal (2001); Sheikholeslam and Desoer (1992).

5.2.2 String stability

Considering the definition of the string stability of a platoon of vehicles, much ambiguity
is present in literature. The common part in the definitions is that they all consider
amplification of oscillations upstream a string of vehicles, i.e., from vehicle i = 1 to
vehicle i > 1 (see Fig. 5.1) (Peppard, 1974). However, oscillations in different signals are
considered.

Focusing on preventing collisions, the errors ei(t) between the desired and the actual
inter-vehicle distances are often considered. Correspondingly, the driving behavior of a
platoon is denoted string stable if these errors do not amplify upstream a platoon (Swa-
roop et al., 1994; Seiler et al., 2004; Shladover et al., 1991; Sheikholeslam and Desoer,
1993; Warnick and Rodriguez, 1994; Yanakiev and Kanellakopoulos, 1998; Rajamani et
al., 2000). A modification on this definition is presented by (Liang and Peng, 1999),
considering amplification of oscillations in the inter-vehicle distances xr,i(t) instead.

For the case of heterogeneous traffic, amplification of oscillations in the absolute vehi-
cle positions xi(t) or in the vehicle velocities ẋi(t) is considered by (Huppe et al., 2003;
Khatir and Davison, 2004; Shaw and Hedrick, 2007b; Peppard, 1974). In these papers,
focus is on oscillations as discussed in the introduction, which, for example result in
traffic jams. Finally, in some cases the error signals are considered for analysis, while
the absolute vehicle positions and velocities are considered when evaluating the results
(Santhanakrishnan and Rajamani, 2003; Rajamani and Zhu, 2002; Ioannou and Chien,
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1993; Swaroop et al., 2001).

Furthermore, both time-domain and frequency-domain conditions are presented, e.g.,
(Lu et al., 2004; Shaw and Hedrick, 2007b). In this paper, a frequency-domain approach
is adopted. The definition of string-stability is revised, focusing on the feasibility of im-
plementation, i.e., for a decentralized controller design, communication with the directly
preceding vehicle only and heterogeneous traffic. This yields a necessary and sufficient
definition for string stability. Adopting a linear, frequency-domain approach enables easy
and intuitive analysis, focusing on amplification of oscillations. The resulting condition
for string stability is used to compare the characteristics of standard ACC functionality
and the proposed CACC system, indicating the benefits of the wireless communication
link.

5.3 Control structure

The CACC design is based on a standard ACC system and the spacing policy that is
most commonly used. In this section, the ACC design, the spacing policy and the CACC
structure are discussed.

5.3.1 ACC control structure

Consider a string of heterogeneous vehicles, as depicted in Figure 5.1, where xr,i(t),
ẋr,i(t), ẍi(t), and li are the relative position, the relative velocity, the acceleration, and
the length of vehicle i, respectively. The primary control objective for each vehicle is to
follow the corresponding preceding vehicle at a desired distance, i.e., a desired relative
position xr,d,i(t). Using a radar, the relative position xr,i(t) and the relative velocity ẋr,i(t)
are measured. The relative position is defined as

xr,i(t) = xi−1(t)− xi(t) (5.1)

where the vehicle length li is not taken into account (see Figure 5.1).

In a standard ACC system, the radar output data are used in a feedback setting. A feed-
back controller controls the spacing error between the desired distance and the actual
distance, which is defined as

ei(t) = xr,i(t)− xr,d,i(t) (5.2)

Defining ei(t) in this manner implies that positive control action, i.e., acceleration, is
required when the inter-vehicle distance xr,i(t) is too large with respect to the desired
distance xr,d,i(t). This makes the control action ui(t) intuitive. The resulting control setup
is depicted schematically in Figure 5.2. For the purpose of analysis, the radar output data
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Figure 5.2: ACC control structure, where Gi = Gi(s) represent the dynamics of the ith

vehicle, and Ki = Ki(s) is the corresponding ACC feedback controller, for i ≥ 1. For
clarity, the time dependency of the signals is omitted.

are reconstructed, based on the positions of the vehicles i and i − 1. The models Gi(s)

and Ki(s) represent linear transfer function models, where s the Laplace operator. For
clarity, this dependency is omitted in the figures.

It is assumed that the model Gi(s) includes a (low level) control loop for the longitudinal
vehicle dynamics. Consequently, the input ui(t) of Gi(s) can be regarded as a desired
acceleration ẍd,i(t). The low level control loop ensures tracking of this desired accelera-
tion via actuation of the throttle and the brake system. It is assumed that the low level
closed-loop longitudinal vehicle dynamics of vehicle i can be represented by

Gi(s) =
kG,i

s2(τis+ 1)
e−φis, for i ≥ 1 (5.3)

where τ−1
i = ωbw,l,i is the low level closed-loop bandwidth, kG,i is the model gain, and φi

represents the actuator and internal communication delay time.

Consider the closed-loop complementary sensitivity transfer function of the ACC control
structure

T ′i (s) =
Gi(s)Ki(s)

1 +Gi(s)Ki(s)
, for i ≥ 1 (5.4)

Define the bandwidth ω′bw,i of T ′i (s) as the frequency at which the magnitude of the open-
loop frequency response function L′i(jω) = Gi(jω)Ki(jω) crosses 0 dB in the downwards
sense. Given the vehicle dynamics Gi(s) (5.3) with reasonably small φi, a standard PD
controller provides the freedom to choose a desired bandwidth ω′bw,i = ω′bw,d,i, with a
desired phase margin α′PM,i = α′PM,d,i. Correspondingly, the ACC feedback controller
Ki(s) that is considered in this research, is given by

Ki(s) = kP,i + kD,is, for i ≥ 1 (5.5)

The values for kP,i and kD,i can be computed straightforwardly, using |L′i(jω′bw,d,i)| = 1

and ∠L′i(jω
′
bw,d,i) = α′PM,d,i. In this research, we take, for simplicity, kP,i = k2

D,i = ω2
K,i,

which yields

Ki(s) = ωK,i (ωK,i + s) , for i ≥ 1 (5.6)
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The desired bandwidth ω′bw,i(ωK,i), which can be regarded as a performance measure for
the tracking behavior of the CACC system, i.e., the tracking of xr,d,i(t) (5.8), can still be
chosen freely. The phase margin, on the other hand, now is a result of the choice for the
desired bandwidth, i.e., α′PM,i = ∠L′i(jω

′
bw,d,i).

5.3.2 Spacing policy

The desired relative position or distance xr,d,i(t), is determined by the so-called spac-
ing policy. The most common policy includes a constant part, e.g., (Rajamani and Zhu,
2002), and, optionally, a velocity-dependent part, e.g., (Barooah and Hespanha, 2005),
which is given by

xr,d,i(t) = xr,0,i + hd,iẋi(t), for i ≥ 1 (5.7)

where xr,0,i is the constant part, or the desired distance at standstill, hd,i is the so-called
desired headway time, and ẋi(t) is the velocity of vehicle i, for i ≥ 1. Hence, the headway
time hd,i represents the time it takes for vehicle i to bridge the distance in between the
vehicles i and i− 1 when continuing to drive with a constant velocity.

The desired distance at standstill, xr,0,i, can be regarded as an extension of the vehicle
length li, i.e., l′i = li + xr,0,i. This is depicted schematically in Figure 5.3. Accordingly, the
desired distance at standstill is not considered in the rest of this research, yielding

xr,d,i(t) = hd,iẋi(t), for i ≥ 1 (5.8)

Correspondingly, the relative position of the vehicles is redefined, with slight abuse of
notation, via

xr,i(t) , xr,i(t)− xr,0,i (5.9)

For hd,i = 0.0 s, a constant spacing policy results. For hd,i > 0.0 s, the spacing policy
(5.8) is called a constant headway time policy, targeting a constant inter-vehicle time gap

xr,i(t)− xr,0,i
li

xr,0,i

l′i
vehicle i− 1vehicle i

Figure 5.3: Schematic representation of two vehicles driving in a platoon, where li is the
actual vehicle length of vehicle i, xr,0,i is the desired distance at standstill, xr,i(t) is the
relative position, and l′i = li + xr,0,i is the vehicle length considered for analysis.
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Figure 5.4: ACC control structure, where Gi = Gi(s) represent the dynamics of the
ith vehicle, Ki = Ki(s) is the corresponding ACC feedback controller, s is the Laplace
operator, and hd,i is the headway time. For clarity, the time dependency of the signals is
omitted.

of hd,i seconds. In the system analysis further on, both the constant spacing policy and
the constant headway time policy are considered.

As a result of the velocity-dependent spacing policy, the control structure becomes cas-
caded. This is depicted schematically in Figure 5.4. The design of the outer loop of the
cascaded controller comes down to the choice for the headway time hd,i. The correspon-
ding closed-loop transfer Ti(s) equals

Ti(s) =
Gi(s)Ki(s)

1 +Hi(s)Gi(s)Ki(s)
, for i ≥ 1 (5.10)

where

Hi(s) = 1 + hd,is, for i ≥ 1 (5.11)

includes the spacing policy dynamics (5.8). Consider the corresponding open-loop trans-
fer function Li(s) = Hi(s)Gi(s)Ki(s) = Hi(s)L

′
i(s) and assume that Ki(s) is designed

such that the inner control loop T ′i (s) (5.4) is stable. Comparing Li(s) = Hi(s)L
′
i(s) to

L′i(s), it follows directly that Hi(s) (5.11) has positive influence on the phase margin for
hd,i ≥ 0.0 s. The larger the headway time hd,i, the larger the phase lead of the open-loop
Li(jω) = Hi(jω)L′i(jω) with respect to L′i(jω). Consequently, stability of the closed-loop
system Ti(s) is positively influenced for hd,i ≥ 0.0 s. Furthermore, assuming that the
bandwidth ωbw,i of Ti(s) is of the same order or smaller than ω′bw,i, the performance of
the system is not affected significantly.

5.3.3 CACC control structure

As discussed in Section 5.2, wireless communication with the nearest preceding vehicle
is considered for the CACC system. Via this communication channel, the acceleration of
the preceding vehicle ẍi−1(t) is available, see Figure 5.1. The wirelessly communicated
data are used in a feedforward setting, extending the standard ACC feedback controller to
CACC functionality. As a result, the system can degrade to a standard ACC system when
no communication is present or if communication fails.
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Figure 5.5: CACC control structure, where Gi = Gi(s) represent the dynamics of the
ith vehicle, Ki = Ki(s) is the corresponding ACC feedback controller, Fi = Fi(s) is the
feedforward filter, Di = Di(s) is the communication delay, s is the Laplace operator, and
hd,i the headway time. For clarity the time dependency of the signals is omitted.

The acceleration of the preceding vehicle is used as a feedforward control signal via a
feedforward filter Fi(s). The acceleration is obtained through wireless communication,
which includes a communication delay Di(s). The resulting control structure is depicted
schematically in Figure 5.5.

The delay is represented by a constant delay time θi, yielding

L (ẍi−1(t− θi)) = Di(s)s
2Xi−1(s) (5.12)

where

Di(s) = e−θis, for i > 1 (5.13)

andL(·) denotes the Laplace transformation. The design of the feedforward filter is based
on a zero-error condition, where the Laplace transform of the error (5.2) is defined as

L(ei(t)) = L(xr,i(t))− L(xr,d,i(t)), for i > 1 (5.14)

= L(xi−1(t))−Hi(s)L(xi(t))

=
1−Hi(s)Gi(s)Fi(s)Di(s)s

2

1 +Hi(s)Gi(s)Ki(s)
L(xi−1(t))

Considering L(ei(t)) (5.14), the communication delay Di(s) can only be compensated
for using an estimator for the communicated acceleration signal. In this research, it is
assumed that such an estimator is not available. However, in the subsequent system anal-
ysis, both a system with and a system without communication delay are considered. The
latter is representative of the case that an appropriately designed estimator is available.
Hence, demanding L(ei(t)) = 0 and taking into account a communication delay Di(s)

(5.13) that is not compensated for by the feedforward filter, yields

Fi(s) = (Hi(s)Gi(s)s
2)−1, for i > 1 (5.15)
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Figure 5.6: Control structure of a platoon of vehicles, where Gi = Gi(s) represent the
dynamics of the ith vehicle, Ki = Ki(s) is the corresponding ACC feedback controller,
Fi = Fi(s) is the feedforward controller, Di = Di(s) is the communication delay and
Hi = Hi(s) represent the spacing policy dynamics, for i ∈ {1, 2, 3}. For clarity, the time
dependency of the signals is omitted.

5.4 String stability, a frequency-domain approach

In this section, the definition of string stability is revised, following a frequency-domain
approach (see Section 5.2). Focus is on the feasibility of application in practice. Hence,
heterogeneous traffic is considered, a decentralized controller design is pursued, and
communication with the directly preceding vehicle only is considered. It is shown that in
that case, the frequency-domain system state Xi(s) has to be considered to define string-
stability of a platoon of vehicles, which is directly related to the absolute vehicle positions
xi(t) or the vehicle velocities ẋi(t).

Consider the CACC control structure shown in Figure 5.5. Coupling several of these
control structures yields the control structure for a platoon of vehicles. This is shown
in Figure 5.6, where the inner and the outer control loop (see Figure 5.5) are merged
using the definition of Hi(s) (5.11). The first vehicle in the platoon, i = 1, is assumed
to follow a given time-varying reference position x0(t) using radar measurements. The
other vehicles, i > 1, use both the radar and the wireless communication.

The transfer functions from the input L(x0(t)) = X0(s) to the Laplace transforms of
ui(t), xi(t), and ei(t), i.e., L(ui(t)) = Ui(s), L(xi(t)) = Xi(s), and L(ei(t)) = Ei(s), are
given by

Ui(s)

X0(s)
=


S1(s)K1(s), for i = 1

U1(s)

X0(s)

i∏
k=2

Sk(s)
(
Fk(s)Dk(s)s

2 +Kk(s)
)
Gk−1(s), for i > 1

(5.16a)

Xi(s)

X0(s)
= Gi(s)

Ui(s)

X0(s)
, for i > 1 (5.16b)

Ei(s)

X0(s)
=

 S1(s), for i = 1
Xi−1(s)

X0(s)
Si(s)(1−Hi(s)Gi(s)Fi(s)Di(s)s

2), for i > 1
(5.16c)
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where

Si(s) = (1 +Hi(s)Gi(s)Ki(s))
−1 (5.17)

is the closed-loop sensitivity transfer function of vehicle i. These relations follow directly
from the control structure in Figure 5.6. Next, define the so-called string-stability transfer
functions G ′Λ,i′(s), Λ ∈ {U,X,E}

G ′Λ,i′(s) =
Λi′(s)

Λ1(s)
=

Λi′(s)

X0(s)

(
Λ1(s)

X0(s)

)−1

, for i′ > 1 (5.18)

where i′ denotes the last vehicle in a platoon of vehicles. The magnitude of the string-
stability transfer functions G ′Λ,i′(s) is a measure for the amplification of oscillations up-
stream a platoon. Hence, as string-stability is defined as damping of the magnitude of
oscillations upstream a platoon, a necessary condition for string stability is (see, e.g.,
Sheikholeslam and Desoer, 1993; Liang and Peng, 2000)∥∥G ′Λ,i′(jω)

∥∥
∞ ≤ 1, for i′ > 1 (5.19)

in which ‖ · ‖∞ denotes the maximum amplitude for all ω. In the case that∥∥G ′Λ,i′(jω)
∥∥
∞ = 1, for i′ > 1, ω > 0 (5.20)

holds, this is called marginal string stability.

Targeting a decentralized controller design, the dynamics of all vehicles k ∈ {1, . . . , i′−1}
have to be known to fulfill condition (5.19). For heterogeneous traffic, i.e., vehicles with
possibly different characteristics and dynamics, this requires an extensive communica-
tion structure. As communication with the nearest preceding vehicle only is considered,
more conservative string-stability transfer functions GΛ,i(s), Λ ∈ {U,X,E} are defined,

GΛ,i(s) =
Λi(s)

Λi−1(s)
=

Λi(s)

X0(s)

(
Λi−1(s)

X0(s)

)−1

, for i > 1 (5.21)

yielding a more conservative, sufficient condition for string stability:

‖GΛ,i(jω)‖∞ ≤ 1, for i > 1 (5.22)

Analogously, a sufficient condition for marginal string stability is

‖GΛ,i(jω)‖∞ = 1, for i > 1, ω > 0 (5.23)

As it holds that

G ′Λ,i(s) =
i∏

k=2

SSΛ,k(s), for i > 1 (5.24)
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condition (5.19) is automatically satisfied if (5.22) is satisfied. In literature, condition
(5.19) is referred to as weak string stability, whereas (5.22) is called strong string stability
(Swaroop and Hedrick, 1999). The weak string-stability condition (5.19) considers the
platoon as a whole: if compensated for somewhere else, local string-unstable behavior can
be allowed in the platoon. The strong string-stability condition (5.22), on the other hand,
imposes string-stable behavior at every position in the platoon. As the latter condition
imposes more stringent conditions on the CACC design, this condition is referred to as
strong string stability.

Focusing on the feasibility of implementation, i.e., for a platoon of heterogeneous ve-
hicles with a limited communication structure and a decentralized control architecture,
condition (5.22) is a useful condition to use in the controller design. Hence, in the rest
of this research, the sufficient condition (5.22) is considered as a necessary condition for
string stability.

The string-stability transfer functions GU,i(s), GX,i(s), and GE,i(s) (5.21) follow directly
from (5.16a,b,c), yielding

GU,i(s) =
Ui(s)

Ui−1(s)
= Si(s)(Fi(s)Di(s)s

2 +Ki(s))Gi−1(s), for i > 1 (5.25a)

GX,i(s) =
Xi(s)

Xi−1(s)
= Si(s)(Fi(s)Di(s)s

2 +Ki(s))Gi(s), for i > 1 (5.25b)

GE,i(s) =
Ei(s)

Ei−1(s)
=

 S2(s)(1− Ξ2(s))G1(s)K1(s), for i = 2
Si(s)(1− Ξi(s))

Si−1(s)(1− Ξi−1(s))

Xi−1(s)

Xi−2(s)
, for i > 2

(5.25c)

with

Ξi(s) = Hi(s)Gi(s)Fi(s)Di(s)s
2, for i > 1 (5.26)

The transfer functions (5.25a,b,c) are referred to as the input, the output and the er-
ror string stability transfer functions, respectively. Strikingly, for homogeneous traffic,
where Gi(s) = G(s), Ki(s) = K(s), etc. for i > 1, the string-stability transfer func-
tions (5.25a,b,c) are equal, i.e., GU,i(s) = GX,i(s) = GE,i|i>2(s). In literature, often, ho-
mogeneous traffic is considered, while the different string-stability transfer functions
(5.25a,b,c) are mixed up, see, e.g., (Rajamani and Zhu, 2002; Swaroop and Hedrick,
1999). Focusing on heterogeneous traffic, where Gi(s) 6= Gj(s), Ki(s) 6= Kj(s), etc.
for i, j > 1, i 6= j, the string-stability transfer functions (5.25a,b,c) are clearly different.

Consider a platoon of heterogeneous vehicles for which the system parameter values are
given in Table 5.1. Apart from the headway time, the parameters are chosen different for
each vehicle. Substituting Gi(s) (5.3), Ki(s) (5.6), Hi(s) (5.11), Di(s) (5.13) and Fi(s) (5.15)
in the string-stability transfer function (5.25) and using the system specifications of Table
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Table 5.1: System parameters for a platoon of heterogeneous vehicles.
i kG,i τi φi ωK,i θi εi hd,i

vehicle [-] [s/rad] [s] [rad/s] [s] [-] [s]
1 0.7 0.1 0.0 3.0 0.1 1.0 1.0
2 1.0 0.5 0.1 0.3 0.3 0.8 1.0
3 1.3 0.4 0.3 1.0 0.0 0.5 1.0
4 0.9 1.0 0.1 0.3 0.2 0.9 1.0

5.1 yields the Bode magnitude plots shown in Figure 5.7. As these plots show, the low-
frequent asymptotic values of |GU,i(jω)| and |GE,i(jω)| differ per vehicle, whereas this is
not the case for |GX,i(jω)|. Computing these values gives

lim
ω→0
|GU,i(jω)| =

kGi−1

kGi
, for i > 1 (5.27a)

lim
ω→0
|GX,i(jω)| = 1, for i > 1 (5.27b)

lim
ω→0
|GE,i(jω)| =


ε2kG1ωK2

1

kG2ω
2
K2

, for i = 2

εikGi−1
ωK2

i−1

εi−1kGiωK2
i

, for i > 2

(5.27c)

where

εi = lim
ω→0
|1− Ξi(jω)| = 1− kGi

k̂Gi
, for i > 1 (5.28)

with k̂Gi an estimate for kG,i, which is used in the feedforward filter Fi(s). In practice,
k̂Gi 6= kGi holds, yielding εi 6= 0, for i > 1.

As (5.27a) and (5.27c) show, the conditions for input as well as for error string-stable be-
havior of vehicle i, for i > 1, depend on the characteristics of the dynamics of vehicle
i − 1. Without knowledge of these characteristics, no theoretical guarantees regarding
input or error string stability can be given. As these characteristics are not known a pri-
ori, the design of a string-stable CACC system is complicated, and, probably conservative
performance requirements have to be adopted. Moreover, depending on the characteris-
tics of the dynamics of vehicle i − 1 with respect to the dynamics of vehicle i, it may be
infeasible to guarantee input or error string-stable behavior for vehicle i. For the output
string-stability transfer function GX,i(s), string stability for vehicle i, i > 1, can be guaran-
teed regardless of the dynamics of vehicle i− 1. Based on this result, it is concluded that
for the CACC setup as presented in Section 5.3 and heterogeneous traffic, output string
stability has to be considered.
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Figure 5.7: Bode magnitude plots of the string-stability transfer functions (5.25a,b,c),
corresponding to three heterogeneous CACC-equipped vehicles i ∈ {2, 3, 4} (solid black,
dashed black, and solid grey, respectively), driving in a platoon. The system parameters
for each vehicle are listed in Table 5.1.

Correspondingly, the sufficient condition for string stability (5.22), with Λ = X , is adopted
as a necessary condition for string stability (see, e.g., Huppe et al., 2003), yielding

‖GX,i(jω)‖∞ =

∥∥∥∥ Xi(jω)

Xi−1(jω)

∥∥∥∥
∞
≤ 1, for i > 1 (5.29)

where GX,i(s) as defined in (5.25b), and ‖GX,i(jω)‖∞ = 1, for i > 1, ω > 0, is denoted as
marginal string stability.

It has to be remarked that this frequency-domain condition for string stability considers
amplification of signals, i.e., condition (5.29) does not guarantee the absence of over-
shoot, considering the desired inter-vehicle distance, in the time domain. A correspon-
ding time-domain condition for string stability, however, does guarantee that overshoot
is avoided (Lu et al., 2004)

‖xi(t)‖∞
‖xi−1(t)‖∞

≤ 1, for i > 1 (5.30)

where ‖ · ‖∞ denotes the maximum amplitude for all time, i.e.,

‖xi(t)‖∞ = sup
t
|xi(t)| (5.31)
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Following Lu et al. (2004), a necessary and sufficient condition to guarantee this time-
domain condition (5.30) is given by

‖gx,i(t)‖1 ≤ 1, for i > 1 (5.32)

where gx,i(t) = L−1(GX,i(s)) denotes the impulse response of GX,i(s), and ‖ · ‖1 denotes
the 1-norm over all t. Linear system theory yields (Lu et al., 2004; Khatir and Davison,
2004)

‖GX,i(s)‖∞ ≤ ‖gx,i(t)‖1 , for i > 1 (5.33)

Hence, condition (5.32) is a stronger condition, in the sense that condition (5.29) is a
necessary, but not sufficient condition to guarantee the time-domain condition (5.30).
However, condition (5.29) provides a suitable basis for controller design, while overshoot
is limited. Hence, further analysis of the time-domain condition (5.30) is out of the scope
of this research and condition (5.29) is considered as a necessary and sufficient condition
for string-stability.

5.5 System analysis focusing on string stability

Consider the CACC system setup as presented in Section 5.3, with the feedback con-
troller Ki(s) (5.6), the feedforward filter Fi(s) (5.15), and the spacing policy dynamics
Hi(s) (5.11). Furthermore, assume that the low level longitudinal vehicle dynamics (5.3)
are ideal, yielding Gi(s) = s−2. Hence, the design variables are the feedback controller
breakpoint frequency ωK,i, the feedforward filter Fi(s), and the headway time hd,i.

In this section, the influence of these design variables on string stability of the proposed
CACC systems setup is analyzed for these idealized vehicle dynamics. Experimental vali-
dation with real, non-ideal vehicle dynamics is discussed in the next section. Note that the
string-stability transfer function (5.25b), and, hence, the string-stability condition (5.29)
are independent of the dynamics of other vehicles in the platoon. Consequently, although
idealized vehicle dynamics are considered, the analysis holds for homogeneous as well as
heterogeneous traffic.

5.5.1 Constant, velocity-independent, inter-vehicle spacing

Lemma 5.5.1 Consider the control setup as presented in Section 5.3, ideal vehicle dynamics
Gi(s) = s−2 and assume that a controller Ki(s) with ωK,i > 0 is designed that renders
the corresponding closed-loop T ′i (s) (5.4) stable, where the corresponding open-loop L′i(s) =

Ki(s)Gi(s) is a proper transfer function. Given the string-stability condition (5.29), only
marginal string stability can be guaranteed for a constant, velocity-independent inter-vehicle
spacing, i.e., hd,i = 0.0 s.
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Proof To start with, consider the case of no feedforward, i.e., Fi(s) = 0. Without feedfor-
ward, an ACC system instead of a CACC system results. A constant, velocity-independent,
inter-vehicle spacing implies hd,i = 0.0 s, yieldingHi(s) = 1. Correspondingly, the output
string-stability transfer function (5.25b) reduces to

GX,i(s) =
Gi(s)Ki(s)

1 +Gi(s)Ki(s)
= T ′i (s), for i > 1 (5.34)

where T ′i (s) is the complementary sensitivity of the inner control loop (see Section 5.3.1).
For T ′i (s) a stable system, with the corresponding open-loop L′i(s) = Ki(s)Gi(s) a proper
transfer function, it holds that, if the magnitude of T ′i (s) is smaller than 1 over some
frequency range, it will always be larger than 1 in another frequency range, which is due
to the well-known Bode-sensitivity-integral constraint (Seron et al., 1997; Bode, 1945).
Hence, only marginal string stability can be guaranteed ‖T ′i (jω)‖∞ = |T ′i (jω)| = 1, for
i > 1, ω > 0.

Next, consider the case with the feedforward filter Fi(s) as defined in (5.15). If the commu-
nication delay equals θi = 0.0 s, yielding Di(s) = 1, the string-stability transfer function
(5.25b) becomes

GX,i(s) =
1 +Gi(s)Ki(s)

1 +Gi(s)Ki(s)
= 1, for i > 1 (5.35)

Hence, in that case, only marginal string stability ‖GX,i(jω)‖∞ = 1, for i > 1, ω > 0,
can be guaranteed. If a communication delay θi > 0.0 s is present, the string stability
condition (5.29) becomes∣∣∣∣Di(jω) +Gi(jω)Ki(jω)

1 +Gi(jω)Ki(jω)

∣∣∣∣ ≤ 1, for i > 1, ∀ω (5.36)

SubstitutingDi(jω) (5.13) and, without loss of generality,Gi(jω)Ki(jω) = fi(ω)+j gi(ω),
gives ∣∣e−θijω + fi(ω) + j gi(ω)

∣∣ ≤ |1 + fi(ω) + j gi(ω)| , for i > 1, ∀ω (5.37)

which yields
gi(ω)

fi(ω)
sin (−θiω) ≤ 1− cos (−θiω), for i > 1, ∀ω, fi(ω) > 0

2gi(ω) sin (−θiω) ≤ 0, for i > 1, ∀ω, fi(ω) = 0
gi(ω)

fi(ω)
sin (−θiω) ≥ 1− cos (−θiω), for i > 1, ∀ω, fi(ω) < 0

(5.38)

Standard goniometry shows that (5.38) is only true for fi(ω) ≥ 0 and gi(ω) = 0. Moreover,
in that case, only marginal string stability can be guaranteed. In all other cases, string-
stability cannot be guaranteed.
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5.5.2 Velocity-dependent inter-vehicle spacing, ACC case

Lemma 5.5.2 Consider the ACC control setup as presented in Section 5.3.2, and ideal vehi-
cle dynamics Gi(s) = s−2. Given the string-stability condition (5.29), string stability can be
guaranteed for hd,i ≥ hd,i,min(ωK,i).

Proof In the case of an ACC system, no feedforward is present, i.e., Fi(s) = 0. For
hd,i > 0.0 s, the output string-stability transfer function (5.25b) equals

GX,i(s) =
Gi(s)Ki(s)

1 +Hi(s)Gi(s)Ki(s)
, for i > 1 (5.39)

Substituting Gi(s) = s−2, Ki(s) (5.6), and Hi(s) (5.11), in (5.39), the string-stability con-
dition (5.29) yields

ω2
K,i(2− ω2

K,ih
2
d,i)

(1 + ωK,ihd,i)2
≤ ω2, for i > 1, ∀ω (5.40)

As ω ∈ R+ holds, this implies min{ω2} = 0, leading to

ω2
K,i(2− ω2

K,ih
2
d,i)

(1 + ωK,ihd,i)2
≤ 0, for i > 1 (5.41)

From (5.41) it follows directly that string stability can be guaranteed for

hd,i ≥ hd,i,min =
√

2ω−1
K,i, for i > 1 (5.42)

The result (5.42) clearly depends on the design of Ki(s). Moreover, the result only holds
for ideal vehicle dynamics and the spacing policy dynamics as defined in (5.8). A different
design of Ki(s), for non-ideal vehicle dynamics Gi(s), or a different choice for xr,d,i(t)
would yield a different result. Hence, it has to be noted that the minimal headway time as
defined in (5.42) does not reflect the absolute minimum that is feasible with the proposed
ACC setup.

Example Take ωK,i = 0.5 rad/s. Consider ideal vehicle dynamics Gi(s) = s−2, implying
kG,i = 1.0, τi = 0 and φi = 0.0 s. The bandwidth ω′bw,i and the phase margin α′PM,i corres-
ponding to T ′i (s) are then straightforwardly derived as ω′bw,i ≈ 0.6 rad/s and α′PM,i ≈ 51o,
respectively (see Section 5.3). Following (5.42), hd,i ≥ hd,i,min ≈ 2.8 s has to hold to ensure
string stability.

This is illustrated in Figure 5.8, showing simulation results corresponding to a platoon
of three ACC-equipped vehicles following a reference vehicle. For clarity, homogeneous
traffic is considered. For hd,i = 3.0 s (the upper figure), all vehicles in the platoon follow
the reference vehicle while decreasing the amplitude of the velocity signal. For hd,i =

1.0 s (the bottom figure), the amplitude of the velocity signal is amplified upstream the
platoon, which represents string-unstable behavior. In Figure 5.9(a), the corresponding
Bode magnitude plots of GX,i(jω) are shown, confirming these results.
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Figure 5.8: Simulation results of a platoon of three ACC-equipped vehicles i = 1 to 3

(solid dark to light grey, respectively), following a reference vehicle (dashed). The results
in the upper and bottom figure correspond to hd,i = 3.0 s and hd,i = 1.0 s, for i ∈
{1, 2, 3}, respectively.

5.5.3 Velocity-dependent inter-vehicle spacing, CACC case

Lemma 5.5.3 Consider the control setup as presented in Section 5.3.3, ideal vehicle dynamics
Gi(s) = s−2, and a specific operating range (ωK,i, θi) ∈ ΩK,O × ΘO = [0.1, 2.0] rad/s ×
[0.0, 0.5] s, i > 1. Given the string-stability condition (5.29), string stability can be guaranteed
for hd,i ≥ hd,i,min(ωK,i, θi).

Proof Substituting the feedforward filter Fi(s) (5.15) in (5.25b) yields

GX,i(s) =
Di(s) +Hi(s)Gi(s)Ki(s)

Hi(s)(1 +Hi(s)Gi(s)Ki(s))
, for i > 1 (5.43)

In the case of no communication delay, i.e. θi = 0.0 s, yielding Di(s) = 1, (5.43) reduces
to

GX,i(s) =
1

Hi(s)
, for i > 1 (5.44)

Hence, for a velocity-dependent inter-vehicle spacing with hd,i > 0.0 s, the string-stability
condition (5.29) is directly fulfilled.

If a communication delay θi > 0.0 s is taken into account, the analytical derivation of the
minimal required headway time hd,i,min becomes rather complex and does not provide
additional insight. Consequently, this derivation is not discussed here. Instead, in Figure
5.10, the results of a numerical approximation of hd,i,min = hd,i,min(ωK,i, θi) are shown for
(ωK,i, θi) ∈ ΩK,O × ΘO = [0.1, 2.0] rad/s × [0.0, 0.5] s. The results in Figure 5.10 show
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Figure 5.9: Bode magnitude plots of GX,i(jω) (5.25b), corresponding to (a) the ACC case,
and (b) the CACC case, for hd,i = 1.0 s (solid black), and hd,i = 3.0 s (dashed black).

that, depending on ωK,i and on the size of the time delay in the wireless communication
signal θi, string stability is guaranteed for hd,i > hd,i,min(ωK,i, θi), where, following (5.44),
lim
θi→0

hd,i,min(ωK,i, θi) = 0.0 s holds.

If ωK,i and θi are known, the minimum value hd,i = hd,i,min(ωK,i, θi) required to guaran-
tee string stability in the case of a CACC system follows directly from Figure 5.10. The
results in Figure 5.10 clearly depends on the design of Ki(s). Moreover, the result only
holds for ideal vehicle dynamics and the spacing policy dynamics as defined in (5.8). A
different design of Ki(s), for non-ideal vehicle dynamics Gi(s), or a different choice for
xr,d,i(t) would yield a different result. Hence, it has to be noted that the minimal headway
time as presented in Figure 5.10 does not reflect the absolute minimum that is feasible
with the proposed ACC setup. Nevertheless, comparing this to the minimal headway
time that is required in the case of an ACC system (see (5.42)), for a reasonably-valued
delay time θi, the minimal headway time required to guarantee string stability in case of
a CACC system is significantly smaller.

Example Take θ = 200 ms, and, analogous to the example in Section 5.5.2, ωK,i =

0.5 rad/s. Figure 5.10 indicates that string stability can be guaranteed for hd,i ' 0.8 s.
This value is clearly smaller than the minimum value required to achieve string stability
in the case of an ACC system, which is hd,i,min ≈ 2.8 s (see Section 5.5.2).

In Figure 5.11, the simulation results of a platoon of CACC-equipped vehicles where hd,i =

1.0 s is used, are shown. As these results show, all vehicles in the platoon follow the
reference vehicle while decreasing the amplitude of the velocity of preceding vehicles in
the platoon, as opposed to the corresponding results shown in Figure 5.8 in which an



124 5 STRING-STABLE CACC DESIGN AND EXPERIMENTAL VALIDATION

0.10.10.1

0.2
0.2

0.2

0.3

0.3

0.3

0.4

0.4

0.4

0.5

0.5

0.5
0.

6

0.6

0.6
0.

7

0.
7

0.7

0.
8

0.
8

0.
9

0.
9

1

1

1.
1

1.
1

1.
2

1.
2

1.
3

1.
3

1.
4

1.
4

1.
5

1.
5

1.
6

1.
6

1.
7

1.
7

1.
81.

9
2

2.
1

2.
2

2.
3

2.
4

in
 m

s

in rad/s

 

 

 in
 s

ωK,i

θ i

h
d
,i
,m

in

0.1 0.2 0.3 0.4 0.6 0.8 1 1.5 2
0

50

100

150

200

250

300

350

400

450

500

0.5

1

1.5

2

2.5

Figure 5.10: Contour plot of ωK,i versus θi, indicating the corresponding minimal value
for hd,i,min(ωK,i, θi) for which string stability is ensured.

ACC system is employed. The corresponding Bode magnitude plot is shown in Figure
5.9(b), confirming this string stable driving behavior result.

With respect to the reference vehicle, however, string-unstable behavior is observed (see
Figure 5.11). The reference vehicle, driving in front of the platoon, is assumed not to
communicate. Consequently, it is followed using ACC only. For the hd,i = 1.0 s used,
this yields string-unstable behavior, as observed before.

5.6 Experimental validation

To validate the theory, experiments are performed using two vehicles. The models for
the communication delay and the vehicle dynamics are identified using measurements.
Based on these models, the designs of the feedback controller, the feedforward filter, and
the spacing policy dynamics are discussed. Three different experiments are executed,
including experiments with and without wireless communication, and experiments with
different headway times (Naus et al., 2009b).
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Figure 5.11: Simulation results of a platoon of three CACC-equipped vehicles i = 1 to 3

(solid dark to light grey, respectively), following a reference vehicle (dashed). The results
correspond to hd,i = 1.0 s, for i ∈ {1, 2, 3}.

5.6.1 Experimental setup

Two Citroën C4’s are used as a testing platform, see Figure 5.12. For the wireless inter-
vehicle communication, the standard Wi-Fi protocol IEEE 802.11g is used, with an update
rate of 10 Hz (IEEE Computer Society, 2003). The acceleration of vehicle 1 is derived
from the built-in anti-lock braking system (ABS), which is available on the CAN-bus, and
communicated to vehicle 2. A zero-order-hold approach is adopted for the communicated
signal, introducing a corresponding average delay of about 50 ms. To synchronize the
measurements of the two vehicles, GPS time stamping is adopted. Correspondingly, an
additional communication delay of about 10 ms is identified. Combination of these values
yields θi ≈ 60 ms as a total delay for the model Di(s) (5.13).

Vehicle 2 is equipped with an electro-hydraulic braking (EHB) system, facilitating brake-
by-wire control. Implementation of the controller for the longitudinal dynamics of the
vehicle as well as actuation of the throttle and EHB system are covered by the TNO mod-
ular automotive control system (MACS) (TNO Automotive, 2009). An OMRON laser
radar, i.e., a lidar, with 150 m range is built-in. Using rapid control prototyping, the
CACC system is implemented on a dSpace AutoBox, with a sample rate of 100 Hz. Fi-
nally, a laptop is used to monitor all signals and log the data. A schematic overview of the
instrumentation is shown in Figure 5.13.

5.6.2 Vehicle model identification

In the system analysis presented in Section 5.5, it is assumed that the low level closed-loop
dynamics of the vehicle Gi(s) (5.3) are ideal, i.e., Gi(s) = s−2. In practice, however, this
does not hold. Open-loop step-response measurements are performed to identify these
dynamics. Measurements are performed for various acceleration levels and at different
velocities. A least-squares minimization method is used to identify the parameters of the
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Figure 5.12: Experimental setup with two Citroën C4’s (Naus et al., 2009b).
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ẍd

ẍ
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Figure 5.13: Schematic overview of the instrumentation of the vehicles. The main com-
munication channels and corresponding signals are indicated, where uth(t) and ubr(t)
are the throttle and brake system control signals, respectively, ẍd(t) and ẍ(t) are the de-
sired and actual acceleration, respectively, xr(t) and ẋr(t) are the relative position and
velocity, respectively, ẍi−1(t) is the communicated acceleration of the preceding vehicle,
and t is the time stamping signal. For clarity, both the index i, indicating vehicle i, and
the time dependency of the signals are omitted.
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Figure 5.14: Identification step-response measurement results for (a) braking, and (b)
accelerating. The reference step input (dashed black), the measurement results (solid
black) and the corresponding simulation results with the model G∗i (s) = Gi(s)s

2 (solid
grey) are shown.

model for the vehicle dynamics (5.3). This identification results in a bandwidth ωbw,l,i =

τ−1
i = 0.38 rad/s, a delay time φi = 0.18 s, and a system gain kG,i = 0.72. Two of

the measurement results and corresponding simulation results with the identified model
G∗i (s) = Gi(s)s

2 are shown in Figure 5.14.

Comparing the measurement and the simulation results shows that the model represents
the longitudinal vehicle dynamics appropriately. The same holds for validation measure-
ments, of which an example is shown in Figure 5.15(a). Hence, the proposed model
structure for Gi(s) (5.3) is sufficient to describe the low level vehicle dynamics. The main
differences between the identified vehicle model Gi(s) and the ideal vehicle dynamics
considered in Section 5.5 are in the low-frequent gain kG,i 6= 1.0, and the actuator delay
φi 6= 0.0 s. The consequences of these differences are evaluated later on.

Attention should be paid to the size of the acceleration signal. Measurements show that
the acceleration saturates at about 1.8 m/s2. Simulation results show that the model
G∗i (s) including this saturation represents the saturated vehicle dynamics appropriately,
see Figure 5.15(b). However, nonlinearities, such as this saturation, are not accounted for
in the presented frequency-domain CACC design and the corresponding string-stability
analysis. Hence, to be able to validate the theory presented in Section 5.5, it has been
taken care of that the desired acceleration does not exceed this saturation limit during the
experiments. Comparing the results of Figure 5.15(a) and (b) shows that the validation
measurements in Figure 5.15(a) are already close if not at the saturation limit. However,
the corresponding simulation model without the saturation limit still resembles the mea-
surement results good.
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Figure 5.15: Validation measurement results for the identified vehicle model (a) without,
and (b) with saturation. The desired acceleration (dashed black), the measured accelera-
tion (solid black), the simulated model response (dashed grey), and the saturation limit
(solid black) are shown. The simulated response covers most of the measured accelera-
tion signal.

5.6.3 CACC design

The CACC design follows the setup as proposed in Section 5.5. The implemented feed-
back controllerKi(s) is a combination of the PD-controller (5.6) and a first-order low-pass
filter to prevent amplification of high-frequent noise, which is present in the lidar mea-
surements. Furthermore, for the purpose of comparison with the results of the previous
section, the identified low-frequent gain kG,i is compensated for by adjusting the propor-
tional action, yielding

Ki(s) =
ωK,i
kG,i

ωK,i + s

ωf,i + s
, for i > 1 (5.45)

where ωf,i is the cut-off frequency of the low-pass filter, which equals half the sample
frequency, i.e., ωf,i = 100.0π rad/s. Analogous to the example in Section 5.5.2, ωK,i =

0.5 rad/s is used.

Combining the resulting controller with the identified vehicle model yields the open-
loop response shown in Figure 5.16. The corresponding closed-loop bandwidth of the
inner control loop equals ω′bw,i ≈ 0.6 rad/s with a phase margin α′PM,i ≈ 1.0 rad/s ≈ 30o.
Hence, a reasonable phase margin results and, moreover, ωbw,l,i > ω′bw,i holds (see Section
5.6.2). This indicates that the design is robustly stable and that the tracking performance
is not degraded by the low level longitudinal dynamics.

For the feedforward controller Fi(s), the design as proposed in (5.15) is used, where
the identified model for the low-level longitudinal vehicle dynamics is used (see Section
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Figure 5.16: (a) Bode, and (b) Nyquist plot of the open-loop system Gi(s)Ki(s).

5.6.2). For the spacing policy, an additional low-pass filter is used to filter the velocity
measurements of the lidar, which are used to compute the desired inter-vehicle distance
xr,d,i(t) (5.8). The cut-off frequency of the low-pass filter is chosen about ten times larger
than the bandwidth of the inner-loop bandwidth, i.e., 5.0 rad/s. Taking a higher cut-off
frequency has no practical relevance, as the inner control loop is not able to track the
corresponding desired relative position xr,d,i(t). A lower cut-off frequency would result
in too much phase lag.

5.6.4 String-stability experiments

To validate the theory of Section 5.5, three experiments are performed, which are listed in
Table 5.2: with and without using wireless communication, i.e., CACC and ACC, respec-
tively, and for different headway times hd,i.

Using the string-stability condition (5.29), the minimal headway times that are required
to ensure string stability in the case of ACC and CACC are computed numerically, being
hd,i,min = 2.6 and 0.8 s, respectively. In Figure 5.17, Bode magnitude plots of the string-
stability transfer function GX,i(s) (5.25b) are shown for hd,i ∈ {0.5, 1.0, 3.0} s, in the
case of ACC and CACC. The Bode plots confirm the numerical results, indicating string
stability both in the case of ACC with a headway time hd,i = 3.0 > 2.6 s, and in the case of
CACC with a headway time hd,i ∈ {1.0, 3.0} > 0.8 s. However, both in the case of ACC
with a headway time hd,i ∈ {0.5, 1.0} < 2.6 s and in the case of CACC with a headway
time of hd,i = 0.5 < 0.8 s, the string-stability condition is not fulfilled. Consequently,
string-stable driving behavior is expected in both Experiments i and iii, whereas string-
unstable behavior is expected in Experiment ii.
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Table 5.2: Overview of the experiments, where hd,i,min is the minimal headway time
required for string stability and hd,i is the headway time used in the experiments.

wireless hd,i,min hd,i
Experiment communication [s] [s]

i no 2.6 3.0
ii no 2.6 1.0
iii yes 0.8 1.0

Comparing the Bode magnitude plots of Figure 5.9 and 5.17 shows that, in this case,
the influence of the non-ideal vehicle dynamics on the string stability transfer functions
is small. This can be attributed to the compensation for the vehicle model gain in the
feedback controller (see (5.45)), and the relatively small communication delay (see Section
5.6.2). The main difference can be related to a relatively large actuator delay φi = 0.18 s
(see Section 5.6.2).

The experiments are performed with two vehicles, (see Figure 5.12). To increase insight in
the measurement results, the response of vehicle 2 is also simulated offline. Analogously,
the platoon is virtually extended by simulating an additional two vehicles i ∈ {3, 4}. For
the simulations, a model including saturation is used (see Figure 5.15). The input for the
simulated vehicle 2 is derived from the communicated acceleration of vehicle 1. Further-
more, for this purpose, the velocity of vehicle 1 is also obtained through wireless com-
munication. The input for the subsequent vehicles follows directly from the simulated
vehicle 2. For clarity, homogeneous traffic is considered, i.e., identical vehicle models,
identical feedback and feedforward controllers and identical headway times are used.

0.01 0.1 1
−20

−15

−10

−5

0

5

frequency [rad/s]
(a)

m
ag

ni
tu

de
 [d

B
]

0.01 0.1 1
−20

−15

−10

−5

0

5

frequency [rad/s]
(b)

m
ag

ni
tu

de
 [d

B
]

Figure 5.17: Bode magnitude plots of GX,i(jω) (5.43), in the case of (a) ACC, and (b)
CACC, for hd,i = 0.5 s (solid grey), hd,i = 1.0 s (solid black), and hd,i = 3.0 s (dashed
black).
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Figure 5.18: Measurement results of Experiment i (see Table 5.2). In the upper figure,
the measured velocities of vehicle 1 (dashed black) and vehicle 2 (solid black), as well as
the resulting velocities for the three simulated vehicles (dashed grey) are shown. In the
bottom figure, the corresponding acceleration signals are shown.

Both in Experiments i and ii, wireless communication is not used, which means that an
ACC system results. In Figure 5.18 and 5.19, measurement results and corresponding
simulation results for Experiments i and ii are shown. For Experiment i, the amplitude
of the oscillations in the velocity and the acceleration of vehicle 2 is smaller than for
vehicle 1, which corresponds to the anticipated string-stable behavior. The results of the
simulated vehicles confirm this conclusion. Moreover, the resemblance between the mea-
surement results and the simulated vehicle 2 is good, validating the use of the simulation
results. The peak in the measured velocity and acceleration at about 55 s is a result of
a loss of the fix of the lidar, resulting in a switch to standard cruise control functionality
and maximum acceleration.

For Experiment ii, the behavior of vehicle 2 is, as expected, string unstable: the oscil-
lations in the velocity of vehicle 1 are amplified by vehicle 2. Again, the resemblance
between the simulated vehicle 2 and the measurement results is good, validating the
use of the results of the simulated vehicles to emphasize this observation. The results
of this experiment validate the observation that the use of standard ACC functionality
while driving at smaller inter-vehicle distances induces string-unstable behavior, which,
for example, results in traffic jams (see Section 5.1).
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Figure 5.19: Measurement results of Experiment ii (see Table 5.2). In the upper figure,
the measured velocities of vehicle 1 (dashed black) and vehicle 2 (solid black), as well as
the resulting velocities for the three simulated vehicles (dashed grey) are shown. In the
bottom figure, the corresponding acceleration signals are shown.

In Figure 5.20, measurement and simulation results for Experiment iii are shown. The
wireless information is used, yielding a true CACC system. As anticipated, the behavior
of vehicle 2 is string stable, which is confirmed by the simulation results. Comparing the
results for the ACC system in Experiment ii and the CACC system in Experiment iii, vali-
dates the conclusion that, given the proposed CACC system setup, the minimal headway
time required to guarantee string stability is smaller in the case of CACC, which is en-
abled by the wireless communication link. Moreover, comparing the results of the ACC
experiments and the CACC experiments shows that the tracking performance is signifi-
cantly improved in case of a CACC system. Considering the fact that the main difference
between the ACC and CACC system is a feedforward filter, this result is expected.

5.7 Conclusions and recommendations

The design of a CACC system focusing on the feasibility of implementation is presented:
a communication link with the directly preceding vehicle is considered, communication
delay as well as heterogeneity of the traffic is taken into account, a decentralized controller
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Figure 5.20: Measurement results of Experiment iii (see Table 5.2). In the upper figure,
the measured velocities of vehicle 1 (dashed black) and vehicle 2 (solid black), as well as
the resulting velocities for the three simulated vehicles (dashed grey) are shown. In the
bottom figure, the corresponding acceleration signals are shown.

design is adopted, and, using a feedforward controller design, the system can easily de-
grade to a standard ACC system in case wireless communication is not available or fails.

Based on this setup, the string-stability characteristics of the CACC system are analyzed
using a frequency-domain based approach. This analysis yields the following conclu-
sions:

• output string stability has to be considered when heterogeneous traffic is taken into
account,

• a velocity-dependent spacing policy is required to achieve string-stable system be-
havior,

• the CACC feedforward controller enables small inter-vehicle distances while main-
taining string stability, whereas this is not the case for the standard ACC feedback
controller alone.

Experimental results with two CACC-equipped vehicles validate these theoretical results.
The experimental results illustrate that, with a relatively simple CACC system setup,
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which focuses on the feasibility of implementation, significant improvements regarding
minimal headway time and string-stability characteristics can be achieved with respect to
a standard ACC system.

Further experimental validation of the concept using a larger string of vehicles should be
part of future research. Besides that, comparison of the performance and string-stability
characteristics of the proposed system setup with different CACC setups is an interesting
issue for further research. For example, setups adopting different communication struc-
tures or different spacing policy dynamics can be compared. Finally, important issues
for future research are to include both saturations and robustness against model uncer-
tainties and disturbances in the string-stability analysis, and to consider the behavior of
mixed strings with both CACC-equipped vehicles and non-equipped, ‘normal’ traffic.



CHAPTER 6

Discussion

Abstract - Based on the results of the case studies, a classification of automotive control problems
is made. Using this classification, the specification of performance requirements and the required
modeling for automotive control problems are discussed. Furthermore, the practical applicability
of the controller synthesis methods that are adopted in the case studies is evaluated.

6.1 Introduction

The main goal of this thesis is to contribute to a paradigm shift from the application of
pragmatic, online tuning techniques to the application of systematic, model-based control
design approaches in the automotive industry. Accordingly, the results of the case studies
demonstrate corresponding possibilities and opportunities, compared to the use of online
tuning and calibration techniques (see Chapters 2 to 5).

In Table 1.2 (pg. 10), typical challenges in automotive control problems are listed. The
case studies consider representative control problems in the automotive industry, in the
sense that two of the typical challenges according to Table 1.2 are addressed, being vari-
able operating conditions and global performance qualifiers. Consequently, they can be
regarded as exemplary cases for other automotive control problems. The vertical auto-
motive supply chain and corresponding intellectual property (IP) issues are not explicitly
considered in this research.

Accordingly, insight is obtained in the properties of control problems in the automotive
industry via the case studies. Based on this insight, this chapter targets a discussion on
the modeling and the specification of performance requirements for automotive control
problems in general. Focus is on the effect of the mentioned challenges from Table 1.2,
for the application of a systematic, model-based control design approach.

135
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To facilitate the discussion, a classification of automotive control problems is proposed,
distinguishing problems on three levels (Section 6.2). Given this classification, first the
specification of performance requirements is discussed (Section 6.3). Second, the re-
quired control-oriented modeling is discussed (Section 6.4). Finally, practical applicabil-
ity of controller synthesis methods that are considered in the case studies is summarized
(Section 6.5).

6.2 Classification of automotive control problems

Based on insight in the properties of automotive control problems that is obtained via
the case studies, a generic classification of automotive control problems is proposed in
this section. In literature, various classifications for automotive control problems are
presented (see Gordon et al., 2003). Commonly, focus is on the definition of generic con-
trol architectures to handle the increasing number of complex, distributed functionalities
(see, e.g., Wills et al., 2001). An example is integrated vehicle control (IVC), which targets
a centralized controller design, combining different control functionalities (Coelingh et
al., 2002). Especially in the chassis domain, IVC is often considered as a solution to han-
dle the increasing number of functionalities in a modern vehicle (Chang and Gordon,
2008).

The classification proposed here characterizes automotive control problems on the basis
of the corresponding control design approaches, i.e., the control-oriented modeling and
the specification of corresponding performance requirements that are required to handle
the typical challenges in automotive control problems according to Table 1.2. Three levels
of automotive control problems are distinguished, being control problems at a full-vehicle
level, at an in-vehicle level, and at a component level. Comparing this classification to
literature, for example Wills et al. (2001) also distinguish three control levels, being high-
level supervision, mid-level control, and low-level control. However, focus of Wills et
al. (2001) is on the definition of a general-purpose hierarchical architecture, rather than
the characterization of control problems on the basis of the corresponding controller de-
sign approaches. Correspondingly, the control design approaches for automotive control
problems at a specific level are not generic, nor do they consider the typical challenges
according to Table 1.2 in the design.

The classification proposed here is summarized in Table 6.1. Figure 6.1 schematically
illustrates the classification.

• Typical examples of control systems at the component level (indicated by Kc) are
electro-mechanical and electro-hydraulic actuator systems. Although the actuators
actually interconnect the control software and the vehicle hardware, the relevant dy-
namics are typically constrained to the dynamics of the actuator itself. Hence, the



6.2 CLASSIFICATION OF AUTOMOTIVE CONTROL PROBLEMS 137

Table 6.1: Classification of automotive control problems.
classification characterization examples
full-vehicle level consider the vehicle as a whole, defin-

ing desired vehicle behavior, typically
taking into account the traffic situation,
commonly distributed functionality

advanced driver assistance sys-
tems, such as ACC (Chapter 4),
and CACC (Chapter 5), as well
as setpoint generation, e.g., for
cruise control (Chapter 3)

in-vehicle level control of the complex vehicle dynam-
ics, typically embedded systems, both
distributed and local control

driver assistance systems, such as
cruise control (Chapter 3), and
drive-off control (Chapter 2)

component level separate, stand-alone dynamics, facili-
tating local control

actuator systems, such as the
clutch actuator (Chapter 2)

relevant dynamics at the component level can be regarded as stand-alone and cor-
responding controllers can be designed more-or-less separately from other systems
in the vehicle.

• In-vehicle level control functionality (indicated by Ks) covers larger hardware and
software parts of a vehicle. Typical examples are complex embedded systems, de-
veloped by specialized suppliers. The control functionality is often distributed,
using in-vehicle networks to interconnect all systems and functionalities, although
some direct, local connections are also present (see Figure 6.1). Interaction with
other in-vehicle systems has to be taken into account.

• At the full-vehicle level, focus is on determining desired vehicle behavior for the ve-
hicle as a whole, for a specific traffic situation and a specific vehicle state (indicated
by Kv in Figure 6.1). Actual control of the vehicle dynamics to facilitate this desired
behavior is assumed to be taken care of by in-vehicle level control functions. Fa-
cilitated by in-vehicle networks, full-vehicle level control systems provide setpoints
for distributed in-vehicle level systems. Typically, idealized vehicle dynamics are
considered.

The driver fulfills both full-vehicle and in-vehicle level control functions (see Figure 6.1).
Given a traffic situation and the vehicle state, the driver determines desired behavior for
the vehicle as a whole. At the full-vehicle level, the driver translates this into setpoints for
in-vehicle level controllers, for example, a desired cruise control velocity. At the in-vehicle
level, the driver directly controls the dynamics of the vehicle via, for example, the steering
wheel, the brake pedal and the throttle pedal.

The classification facilitates characterizing automotive control problems on the basis of
the corresponding modeling and the specification of performance requirements. The
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Ks
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driver
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in-vehicle
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component
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Figure 6.1: Schematic representation of the classification of automotive control problems
proposed in Table 6.1, where Kc represent component level controllers, Ks are in-vehicle
level controllers, and Kv are full-vehicle level controllers. The vehicle hardware, con-
sisting of mechanics, hydraulics and electronics, is indicated in grey. All systems are
interconnected by in-vehicle networks (the heavy black lines) and direct connections (the
thin black lines).

case studies that are considered in this thesis focus on control functionality at the full-
vehicle level and at the in-vehicle level. Component level examples are not considered.
Accordingly, given the classification, the specification of performance requirements and
the required modeling are discussed in the next sections.

6.3 Performance requirements

Performance requirements typically follow from the setpoints of higher-level control sys-
tems: at the full-vehicle level, desired vehicle behavior is translated into setpoints for
system level controllers, which, in their turn, determine setpoints for component level
systems. For each level, the specification of performance requirements is discussed. The
case studies are used to illustrate the results (see Table 6.2).

6.3.1 Full-vehicle level

At the full-vehicle level, focus is on the specification of desired vehicle behavior. Typical
challenges in the specification of corresponding performance requirements, for automo-
tive functionality at a full-vehicle level are:

• translating global performance qualifiers into control-oriented, quantitative perfor-
mance requirements and setpoints for control problems at the in-vehicle level,
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Table 6.2: Overview of the case studies and the corresponding performance require-
ments.

case global performance qualifiers control-oriented requirements
I. clutch comfort high bandwidth, small steady-state error,

robust stability

II. CC constant performance over the
operating range

high bandwidth, small overshoot, small
steady-state error

III. ACC safety and comfort easily tunable, operating-point dependent
constraints

IV. CACC traffic throughput string-stability behavior

• and taking into account the situation and driver dependency of global performance
qualifiers.

Desired vehicle behavior is often defined via so-called global performance qualifiers,
which are typically situation and driver dependent (see Section 1.1.3). Two examples are
presented in the design of an adaptive cruise controller (ACC) (see Chapter 4) and in the
design of a cooperative adaptive cruise controller (CACC) (see Chapter 5).

In the ACC case, the global performance qualifiers safety and comfort are translated into
operating-point dependent constraints. The operating points are determined by the traffic
situation and the vehicle state. In many situations, the performance qualifiers are con-
flicting, demanding the possibility for a personalized weighting or tuning. To facilitate a
driver-dependent tuning of the controller, the global performance qualifiers are used to
parameterize the design of the ACC. The tuning of the resulting ACC is directly related
to the original performance qualifiers.

For the CACC design, the global performance qualifier traffic throughput is translated
into a condition for string stability. Focus has been on a decentralized controller de-
sign, although throughput considers a traffic flow rather than individual vehicle behavior.
Accordingly, a sufficient condition for string stability of the total traffic flow is adopted,
which can be used in a decentralized design. The sufficient condition comes down to
a minimal inter-vehicle spacing that is required to achieve string-stable driving behav-
ior. As a result, situation and driver dependencies can easily be included. In the case
that no wireless communication is present, the minimal inter-vehicle spacing increases.
Furthermore, defining the minimal inter-vehicle spacing as a lower limit allows a driver-
dependent setting.
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6.3.2 In-vehicle level

Focus of control functionality at the in-vehicle level is on controlling the complex vehi-
cle dynamics, facilitating the desired vehicle behavior as defined at the full-vehicle level.
For the specification of performance requirements for automotive functionality at an in-
vehicle level, typical points of attention are:

• large variations in operating conditions have to be taken into account (see Section
1.1.3),

• and it is important to focus on control-oriented performance requirements, as op-
posed to specification of desired setpoints and reference trajectories.

If variations in the operating conditions can be measured, they can be taken into ac-
count explicitly in the controller design. Correspondingly, either constant or operating-
condition dependent performance requirements can be defined. The former approach is
adopted in the case of the cruise control design (see Chapter 3). The resulting closed-loop
system dynamics are constant over the operating range, facilitating intuitive controller
design and setpoint generation at the higher full-vehicle level. The latter approach, using
operating-condition dependent performance requirements, may reduce possible conser-
vativeness in the performance requirements. Consider, for example, again the cruise
control design. The desired performance of the setpoint tracking in the case of an empty
vehicle is possibly conservative, whereas for a fully loaded vehicle, the desired perfor-
mance is unrealistic and, hence, not achieved (see Section 3.5). Using loading-dependent
performance requirements would facilitate an increase in performance for an empty ve-
hicle and more realistic performance requirements for a fully loaded vehicle.

In the case that variations in the operating conditions cannot be measured, an often more
conservative controller design has to be adopted. Accordingly, conservative performance
requirements are defined, accounting for the worst-case operating conditions. As a result,
the closed-loop performance of the system will vary similar to the (unknown) variations
in the operating conditions. Consider, for example, the design of the drive-off controller
for the clutch system in Chapter 2. As the effect of wear cannot be measured, a conserva-
tive, robust controller design is adopted. The resulting closed-loop dynamics are robustly
stable, however, closed-loop performance of the system may vary.

Besides variations in the operating conditions, the vertical supply chain that is typical
for the automotive industry can significantly influence the specification of performance
requirements at the in-vehicle level. In-vehicle systems are typically designed by special-
ized suppliers, whereas the corresponding performance requirements are determined
by the original equipment manufacturers (OEMs) (see Section 1.1.2). As a result of this
transition in responsibilities, evaluation and possible re-specification of performance re-
quirements is time consuming.
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For example, in practice, performance requirements are often mixed with desired set-
points and reference trajectories. As an example, consider the step input reference signal
that is used in the cruise control design (see Chapter 3). Exact tracking of this refer-
ence signal is not possible. Consequently, the desired trajectory for the vehicle velocity
is determined by the closed-loop performance requirements, rather than using a corres-
ponding setpoint generator. In practice, this is often solved via implementation of many
tuning knobs, resulting in time-consuming tuning and calibration afterwards. For exam-
ple, nonlinear elements in the desired trajectories or setpoints are easily incorporated via
an appropriate setpoint generator, whereas this is difficult, if not impossible, using com-
monly adopted linear controller designs and corresponding performance requirements.
Hence, the specification of appropriate, control-oriented performance requirements, as
opposed to the specification of desired setpoints and reference trajectories, is important
to prevent time-consuming online tuning and calibration afterwards.

6.3.3 Component level

Typical examples of component level systems are electro-mechanical and electro-hydraulic
actuators. Often, these systems are developed stand-alone, being used later on as part of
larger embedded systems. Consequently, generic performance specifications facilitate a
large range of applications, and it can be assumed that the main objective of performance
requirements at the component level is to enable high-performance control design at the
in-vehicle level. Hence, the following guidelines result:

• a high closed-loop bandwidth (with respect to the closed-loop bandwidths at the
corresponding in-vehicle level),

• and linear closed-loop dynamics, i.e., similar closed-loop performance over the total
operating range.

Performance of in-vehicle level controllers is limited if the closed-loop bandwidth of a
corresponding component level system is limited. For example, for the clutch controller
design, the desired drive-off performance is not achieved (see Chapter 2). This can, at
least partly, be related to the limited bandwidth of the clutch actuator system. The clutch
actuator system is a typical example of a component level system. It is part of a larger
system, being the automated manual transmission. As a result of IP issues, this is a
more-or-less black-box system to the OEMs. Consequently, both identification and solu-
tion of this problem are difficult, requiring close cooperation between the corresponding
supplier and the OEM.

Ensuring, at the component level, a high closed-loop bandwidth and constant closed-loop
performance over the total operating range, decreases the identification and modeling
effort that is required at the in-vehicle level. For example, consider the case of the design
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of a cruise controller (see Chapter 3). The engine is considered as the actuator provid-
ing the vehicle propulsion. Assuming that the closed-loop system dynamics have high
bandwidth and exhibit constant closed-loop performance over the total operating range,
facilitates easy modeling at the in-vehicle level.

Often, component level functionality is used as part of a larger embedded system. Hence,
the incentive for suppliers of component level functionality to adopt such performance
requirements is a wide range of application. However, more stringent performance re-
quirements generally cost more. In practice, a deliberate choice has to be made between
stringent performance requirements and costs.

6.4 Modeling

In this section, the modeling that is required to solve automotive control problems is
discussed. An overview of the modeling that is adopted in the case studies is given in
Table 6.3. Focus is on the control-oriented modeling that is used as a basis for model-
based control design.

Table 6.3: Overview of the case studies and the corresponding modeling that is adopted.
case classification model specification
I. clutch in-vehicle level robust uncertainty model for wear, linear drive-

line model (6th-order)
II. CC in-vehicle level mass and gear dependent linear parameter vary-

ing model of the driveline and vehicle body (10th-
order)

III. ACC full-vehicle level double integrator (2nd-order)
IV. CACC full-vehicle level double integrator, first-order low-pass, and delay

(3th-order)

6.4.1 Full-vehicle level

For today’s full-vehicle level control functionality, extensive modeling of the vehicle dy-
namics is often not required:

• focus is on specification of desired vehicle behavior for the vehicle as a whole, as
opposed to actual control of its complex vehicle dynamics,

• to manage complexity of the modeling and the corresponding controller design,
the hierarchy of the proposed classification can often be exploited, assuming ideal
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behavior of lower level controllers and systems,

• today’s advanced driver assistance systems typically focus on comfort, often requi-
ring relatively undemanding, e.g., low-frequent, performance requirements,

• and, with respect to the dynamics of other traffic, focus is on vehicle-specific, de-
centralized control functionality, implying that the dynamics of other traffic can be
regarded as external disturbances.

The modeling at a lower in-vehicle level, actually controlling the complex vehicle dynam-
ics, will be rather extensive to validate the second aspect. Furthermore, if, for example,
the closed-loop dynamics of lower in-vehicle level systems cannot be regarded as ideal,
more extensive modeling is required. Moreover, anticipating increasingly stringent per-
formance demands, in future, the third aspect may not hold anymore. For example,
focusing on safety instead of comfort, the performance requirements become more de-
manding, and, accordingly, more extensive modeling will be required.

Advanced driver assistance systems are a typical example of automotive control systems
at the full-vehicle level. Based on the traffic situation and the actual vehicle state, desired
behavior is determined for the vehicle as a whole. Innovative sensor technology is adopted
to measure the behavior of surrounding traffic. Examples are the adaptive cruise control
design in Chapter 4, using a radar or lidar, and the cooperative adaptive cruise control
(CACC) design in Chapter 5, combining radar or lidar measurements with wireless inter-
vehicle communication.

Table 6.3 illustrates that the required modeling in the case of the ACC and CACC designs
is indeed limited. In the ACC case, the vehicle is modeled using a double integrator
(see Chapter 4). In the CACC case, a low-pass and a delay are added to this double
integrator, accounting for the limited bandwidth and actuator delay of lower level systems
(see Chapter 5).

6.4.2 In-vehicle level

Automotive control problems at the in-vehicle level target control of the complex vehi-
cle dynamics. As a result, corresponding modeling is often relatively extensive, which
is exemplified by the case studies (see Table 6.3). Typical issues for the corresponding
modeling are:

• a large range of variable operating conditions,

• interaction with other in-vehicle level systems,

• and restrictions imposed by IP issues, which are a result of the vertical automotive
supply chain.
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Typically, a large range of variable operating conditions has to be considered (see Section
1.1.3). The required modeling of these variations depends on the corresponding perfor-
mance requirements and the possibility to measure the variations. For example, in the
cruise control design in Chapter 3, variations in the loading and the gear are measured
online. To arrive at similar closed-loop performance over the total operating range, a set
of loading and gear ratio-dependent linear parameter varying (LPV) models is derived.
These models form the basis for corresponding gain-scheduling and LPV controller de-
signs. In the design of a robustly stable clutch controller in Chapter 2, variations due to
wear are not measured. Consequently, they are modeled as uncertainties and a corres-
ponding robust controller is designed to stabilize the system in all operating conditions.

The vertical supply chain complicates identification and the corresponding modeling for
both the suppliers and the OEMs (see Section 1.1.2). The design is typically done by spe-
cialized suppliers, whereas integration is done by the OEMs. As a result, the OEMs often
have to deal with more-or-less black-box systems. Consider, for example, an engine idle
velocity controller. Commonly, the idle velocity is controlled by a dedicated idle veloc-
ity governor. However, in a vehicle with an automated manual transmission (AMT), the
AMT takes over control of the engine idle velocity when closing the clutch. The corres-
ponding relevant dynamics are typically unknown to the supplier of the AMT, while the
AMT is a black-box system for the OEM. This complicates identification and modeling of
the relevant dynamics, as well as integration of the system.

Furthermore, integration of separately-designed systems often introduces (undesired) in-
teractions. As a result, performance of individual systems will most likely be suboptimal.
Accounting for interactions in the modeling, and subsequently, in the controller synthe-
sis, enables to anticipate these interactions, for example via disturbance models.

6.4.3 Component level

The relevant dynamics of component level systems can be considered as more-or-less
stand-alone. Systems at the component level are often supplied as part of a larger em-
bedded system. Hence, problems resulting from the vertical supply chain as discussed
in the previous section, are less critical for the component level. As a result, standard
approaches can often be adopted for identification and modeling of the relevant dynam-
ics. In this research, no further example of the design of component level functionality is
considered.
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6.5 Controller synthesis methods

The results of the case studies demonstrate the effectiveness of several controller synthe-
sis methods to handle the typical challenges in automotive control problems according
to Table 1.2, being global performance qualifiers and variable operating conditions. An
overview of the controller synthesis methods that are adopted in the case studies is given
in Table 6.4.

Table 6.4: Overview of the case studies, listing the controller synthesis methods used.
case classification controller synthesis method
I. clutch in-vehicle level robust control
II. CC in-vehicle level gain scheduling and linear parameter varying control
III. ACC full-vehicle level model predictive control
IV. CACC full-vehicle level feedforward control

In the clutch controller design, a robust controller synthesis method is adopted to account
for unmeasured variations in the operating conditions, in this case wear of the clutch fac-
ings material (see Chapter 2). In the case of the cruise controller design, gain scheduling
and linear parameter varying controller synthesis methods are adopted, explicitly taking
into account variations in the vehicle loading and the actual gear (see Chapter 3). The
resulting controller enables a constant closed-loop performance over the total operating
range. Finally, an MPC synthesis is adopted in the case of the adaptive cruise control
design. The MPC synthesis provides a suitable approach to take into account weighted
performance requirements and constraints that are a result of the global performance
qualifiers safety and comfort (see Chapter 4). Furthermore, implementing the MPC in a
receding horizon manner facilitates to mimic situation dependent driver behavior.

Application of state-of-the-art controller synthesis methods yields possibilities for per-
formance improvements, while decreasing tuning effort. Using appropriate controller
synthesis methods, the controller is an automatic result, decreasing both the number of
manual design steps in the controller synthesis and the amount of tuning. However,
the increasing theoretical complexity of controller synthesis methods often results in an
increased computational burden, while insight in the resulting controller decreases. Con-
sidering application in practice, some fine-tuning afterwards is often desirable, which is
hindered by increased computation effort and decreased insight in the controller.

For example, in the case of the cruise controller design, different gain scheduling and
LPV controller synthesis methods are compared (see Table 3.2). For a synthesis method
with many design steps, no a-priori guarantees regarding closed-loop stability and per-
formance can be given. Furthermore, re-tuning of the controller takes much time due to
the number of design steps. However, insight in the resulting controller is high. For a
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completely automated synthesis method, full a-priori guarantees can be given. However,
insight in the resulting controller is limited, and the computational burden to synthesize
the controller prohibits online fine-tuning. Moreover, the a-priori guarantees hold for the
model rather than the actual system.

Hence, in practice, a deliberate trade-off has to be made between methods that incorpo-
rates many design steps, and methods that provide a completely automated synthesis. To
facilitate the application of state-of-the-art controller synthesis methods, research should
focus on the development of efficient and fast algorithms to keep the corresponding com-
putational burden down. Furthermore, research should focus on the development of
tools, specifically focusing on the application of available controller synthesis methods
in practice. Dedicated tools may contribute to increased insight in both the controller
synthesis and the resulting controller, facilitating application in practice.



CHAPTER 7

Conclusions and recommendations

Abstract - In this chapter, the main conclusions of this thesis are summarized. Furthermore,
recommendations on model-based control design in the automotive industry are given.

7.1 Conclusions

The application of a systematic, model-based control design approach for four automotive
control cases is presented in the Chapters 2 to 5. The results of these case studies demon-
strate the possibilities and opportunities for the application of a systematic, model-based
control design approach, as opposed to the usual approach of pragmatic, online tuning
and calibration techniques: better performance can be achieved, a-priori stability and per-
formance guarantees can be given and both the automated controller synthesis and the
systematic approach reduce tuning effort.

Furthermore, the case studies show that controller synthesis methods are available that
are specifically suitable to handle the typical challenges of variable operating conditions
and global performance qualifiers (see Table 1.2, pg. 10). In this research, robust control,
model predictive control (MPC), and gain scheduling (GS) or linear parameter varying
control (LPV) are considered. Finally, in all cases, a practical implementation is pre-
sented, using test vehicles and a hardware-in-the-loop (HIL) setup. The results validate
the practical applicability of the controller synthesis methods used.

• Case I: The effect of clutch judder can be modeled as an uncertainty that destabi-
lizes the driveline dynamics. The model facilitates the design of a robust controller,
stabilizing the dynamics during drive-off maneuvers. Judder-induced oscillations
in the driveline are resolved, preventing re-tuning of the controller if the dynamics
change due to wear (see Chapter 2).

147



148 7 CONCLUSIONS AND RECOMMENDATIONS

• Case II: A cruise control with constant behavior over the operating range is achieved
by explicitly taking into account large variations in both the gear ratio and the vehi-
cle loading in the modeling and the subsequent controller synthesis. Comparison
of classical GS and modern LPV controller syntheses indicates that semi-automated
methods are the most suitable for application in practice (see Chapter 3).

• Case III: The design of a parameterized adaptive cruise control (ACC) is proposed,
providing a systematic approach to translate global performance qualifiers (or key
characteristics) into intuitive design parameters, thus promising a significant re-
duction in tuning effort (see Chapter 4).

• Case IV: The design of a cooperative ACC focusing on the feasibility of implemen-
tation is presented. Assessing string stability of this design requires evaluating os-
cillations in the velocity and acceleration of the vehicles in a platoon, as opposed to
the tracking error. Compared to standard ACC functionality, string stability can be
guaranteed for a velocity-dependent inter-vehicle spacing, while improving traffic
throughput (see Chapter 5).

The case studies consider representative control problems in the automotive industry,
in the sense that the typical challenges according to Table 1.2 are addressed, being vari-
able operating conditions and global performance qualifiers. Insight in the properties of
control problems in the automotive industry is obtained via the case studies. Based on
this insight, a classification is derived, facilitating characterization of automotive control
problems on the basis of the required modeling and the specification of performance
requirements (see Chapter 6).

Problems at i) a full-vehicle level, ii) an in-vehicle level, and iii) a component level are
distinguished. In this research, in particular the former two are considered.

• At the full-vehicle level, focus is on the specification of desired vehicle behavior for
the vehicle as a whole, rather than actually controlling the complex vehicle dynam-
ics. Typically, the required level of detail of modeling the vehicle dynamics is lim-
ited, and global performance qualifiers have to be translated into control-oriented
performance requirements and setpoints that can be used at the in-vehicle level.

• At the in-vehicle level, the modeling and the specification of performance require-
ments are typically influenced by a wide variety of operating conditions. Selection
and modeling of the variations differs per situation and requires engineering in-
sight and experience. Both for unmeasured and measured variations dedicated
model-based controller synthesis methods are available.

The results of the case studies demonstrate the practical applicability of the controller syn-
thesis methods used. However, the results also indicate that the theoretical complexity of
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the controller synthesis methods can be limiting. As a result of the theoretical complexity,
typically, the computational burden increases, while insight in the resulting controller de-
creases, complicating online fine-tuning of the controller. In practice, a choice has to be
made in particular between the number of non-automated and automated design steps
in the methods. In general, the number of a-priori guarantees increases for a decreasing
number of non-automated design steps, while the complexity of the synthesis increases
simultaneously. See, for example, the discussion on the use of classical GS techniques or
the use of more recent LPV methods in Section 3.6.

7.2 Recommendations

In the introduction of this research, three typical challenges in automotive control prob-
lems are identified (see Table 1.2). The research has focused in particular on two of them,
being variable operating conditions and global performance qualifiers. First, research
should focus on methods and tools to cope with the third challenge, i.e., the problems
that are induced by the vertical supply chain. For example, intellectual property issues
hinder modeling and the specification of performance requirements. Furthermore, in-
tegration of separately-designed, more-or-less black-box systems will inevitably introduce
undesired interactions, most likely limiting performance (Gordon et al., 2003).

Second, it is recommended to detail the challenges in Table 1.2 further. For example, one
could think of the identification of typical disturbance forces or the limitations imposed by
implementation of controllers on an actual ECU. Accordingly, the discussion in Chapter
6 can be detailed further, and more specific guidelines can be given on the required
modeling and the specification of corresponding performance requirements.

To improve and facilitate implementation of state-of-the-art controller synthesis methods
in practice, research should focus on efficient and fast synthesis algorithms. The theo-
retical complexity of state-of-the-art controller synthesis methods often translates into a
high computational burden, in practice hindering (online) fine-tuning of the controller.
In Chapters 2 through 4, complexity of the modeling and the variety of performance
requirements is deliberately limited to keep the computational burden reasonably small.

Simultaneously, insight in the controller synthesis and the resulting controller structure
is often decreased by the theoretical complexity of controller synthesis methods. The de-
velopment of tools specifically focusing on the application of available controller synthesis
methods in practice, may contribute to increased insight in both the controller synthesis
and the resulting controller, facilitating application in practice.

Furthermore, only a specific set of controller synthesis methods is addressed in this re-
search. The methods are selected as particularly suitable to handle the typical challenges
in automotive control problems according to Table 1.2. It is recommended to address the
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specific advantages and disadvantages of a larger set of controller synthesis methods.

Finally, industry should take the lead in actual implementation of systematic, model-
based control design approaches in practice. In many sectors, today’s market demands
for new functionality are readily resolved using electronics and control software, the au-
tomotive industry being only one example. Consequently, the possibilities for application
of a systematic, model-based control design approach are numerous.

Moreover, the automotive industry could fulfill a leading role, being one of the largest
investors in research and development, investing almost e85 billion per year. The annual
turnover is equivalent to the 6th largest economy in the world, or 10% of the world’s gross
domestic product (OICA, 2006). As a result, the automotive industry plays a key role in
the technology level of other industries and of the society. Consequently, the automotive
industry is an ideal industry to fulfill a leading role in demonstrating the use of available
tools and methods adopting a systematic, model-based control design approach.
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Samenvatting

Het gebruik van gedistribueerde regelsystemen in moderne voertuigen is in de afgelopen
decennia exponentieel toegenomen. Vandaag de dag wordt het merendeel van de pres-
tatieverbeteringen en innovaties in de automobielindustrie opgelost met behulp van em-
bedded regelsystemen. Een moderne auto of vrachtwagen kan dan ook als een complex,
mechatronisch systeem worden beschouwd. Echter, in de praktijk komt het ontwerp van
regelsystemen vaak neer op tijdrovend online instellen en kalibreren van een handmatig
gekozen regelaarstrucuur, in plaats van meer systematische, model-gebaseerde synthese
van de regelaar.

Het hoofddoel van dit proefschrift is het leveren van een bijdrage aan verandering van
deze werkwijze. Het doel is om een systematische, model-gebaseerde aanpak toe te pas-
sen, waarbij het gebruik van regeltechnisch-georiënteerde modellen en de definitie van
bijbehorende prestatie-eisen als basis dienen voor het ontwerp van een regelaar. Het ge-
bruik van een dergelijke aanpak is een voorwaarde voor de toepassing van beschikbare
regelaar-synthese-methoden, waarmee het mogelijk is garanties te geven ten aanzien van
robuustheid, stabiliteit en prestaties van het resulterende systeem. Vanuit een praktisch
oogpunt vormt dit de basis om het gebruik van tijdrovende instel- en kalibratietechnieken
terug te dringen en draagt het bij tot de realisatie van steeds strengere prestatie-eisen.

Om deze mogelijkheden te demonstreren zijn vier verschillende voorbeelden gebruikt.
In alle voorbeelden zijn de resultaten in praktijk geëvalueerd met testvoertuigen en een
zogenaamde ‘hardware-in-the-loop’ (HIL) opstelling.

• Voorbeeld I: Het ontwerp van een robuust stabiele regeling voorkomt trillingen
in de aandrijflijn die met name tijdens het wegrijden door de koppeling worden
geïntroduceerd. Het ontwerp voorkomt de noodzaak om de instellingen van het
regelsysteem te wijzigen indien de relevante dynamica ten gevolge van slijtage in de
koppeling verandert. Een HIL opstelling is gebruikt voor experimentele validatie.

• Voorbeeld II: Grote variaties in de belading en in de overbrenging van de versnel-
lingsbak zijn typisch voor vrachtwagens. Door in het ontwerp van een snelheidsre-
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geling expliciet rekening te houden met deze variaties, blijft het gesloten-lus gedrag
hetzelfde over het hele werkgebied. Voor experimentele validatie zijn testen met
een DAF XF105 uitgevoerd, zowel met als zonder oplegger.

• Voorbeeld III: Een systematische aanpak voor het ontwerp van een adaptieve snel-
heidsregeling verkort de tijd die nodig is om het systeem in te stellen. Bovendien is
er een intuïtieve koppeling tussen de instellingen en de gewenste prestatiecriteria,
in dit geval comfort en veiligheid. Het ontwerp is gevalideerd met een Audi S8.

• Voorbeeld IV: Een coöperatieve adaptieve snelheidsregeling is ontworpen, waarbij
de nadruk ligt op de praktische uitvoerbaarheid van het ontwerp. Op basis van het
ontwerp is een noodzakelijke en voldoende voorwaarde voor de ‘string stabiliteit’
van een rij voertuigen afgeleid. Twee Citroën C4’s zijn gebruikt voor experimentele
validatie van deze regelaar, die de doorstroming van het verkeer verbetert, terwijl
string stabiliteit van de verkeersstroom wordt gegarandeerd.

De vier voorbeelden behandelen typische uitdagingen in het ontwerp van regelsystemen
in de automobielindustrie, namelijk i) de aanwezigheid van een breed scala aan variabele
werkpunten, en ii) het gebruik van globale prestaties-eisen. Op basis van het verkregen
inzicht in de aanpak van deze uitdagingen is een generieke classificatie van regeltechni-
sche functies in de automobielindustrie opgesteld. De classificatie onderscheidt functies
op drie niveaus, namelijk het voertuig als geheel, de systemen in een voertuig, en de
systemen op een component niveau. Aan de hand van de classificatie kunnen regeltech-
nische problemen worden gekarakteriseerd op basis van de te volgen modellering en de
definitie van prestatie-eisen die als basis dienen voor het uiteindelijke regelaarontwerp.

Functionaliteit op het niveau van het volledige voertuig concentreert zich op de definitie
van het gewenste gedrag van het voertuig als geheel. De vereiste modellering is typisch
beperkt. Daarnaast moeten globale prestatie-eisen worden vertaald in regeltechnisch-
georiënteerde prestatie-eisen. Functionaliteit op het niveau van in-voertuig systemen
concentreert zich op het feitelijke aansturen van de complexe voertuig dynamica. Daar-
naast worden de modellering en de definitie van prestatie-eisen typisch beïnvloed door
een grote verscheidenheid aan werkpunten.

De voorbeelden laten zien dat er synthese-methoden beschikbaar zijn die bijzonder ge-
schikt zijn om de genoemde uitdagingen aan te pakken. In dit onderzoek zijn ‘robust
control’, ‘model predictive control’, en ‘gain scheduling’ of ‘linear parameter varying con-
trol’ toegepast. De resultaten tonen bovendien de mogelijkheden voor praktische imple-
mentatie van deze methoden. Echter, de complexiteit van de methoden vertaalt typisch
in lange rekentijden, terwijl het inzicht in de resulterende regelaar vermindert. Hierdoor
wordt bijvoorbeeld de online fijnafstelling van de regelaar bemoeilijkt. Om de praktische
toepassing van deze technieken te verbeteren zijn snelle en efficiënte algoritmen nodig.
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